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The inclusion of multiple check b i t s  in a binary word t o  provide a means 
for the  detection and correction of single b i t  errors is described by R. W. Rtuaning
in an article enti t led "Error Detecting and Correcting Codes" appearing in V of 
the Bell Telephone Technical Journal, pp 147-1&, April 19%. It appears t h a t  the 
method discussed would be .singularly adaptable t o  the  problem of single error correct-
ing the information channels In the Stretch machine. 

&umln& forha an error detecting code by a unique arrangement of check 
b i t s  and infonnation b i t s  i n  the  binary word. Each check b i t ,  depending upon its 
position in the word, is associated with certain of t he  information bits. When0	checking, all check bi ts  must be i n  agreement with t h e i r  respective informetion 
b i t s  t o  insure correctness. If there is  a disagreement, the location of the b i t  can 
be ascertained wriquely from the  check b i t s  which signified the error. 

The nuniber of check bi ts  necessary t o  detect an8 correct a single error 
can be represented by the  relationship: 

2k 0 m + k + l  
where m is the  number of information b i t s  end 

k is the number of check bits. 

Therefore, if m is 4, the number of check b i t s  required for k would be 3. 
If m is 60, the rimer of check b i t s  required to  detect and correct single errors 
would be 70 

As an example, le t  us first consider a 4 b i t  infonnation word checked by 
3 bits, The result is a 7 b i t  sin&leerror correcting code word. !J!he check b i t s  
occupy all b i t  positions whose decimal representation is a power of 2, 1.e. ,1, 2, 4, 8 
etc. (Decimal numbering of b i t  positions is from left  t o  right). 

Binary infonnation b i t s  	 0 4 2 1 

B i t  posltion 	 1 2 3 4 5 6 7 
' 

m -let check b i t  i n  pos. 1 - . a  

0 2nd check b i t  i n  gos. 2 - -
3rd check b i t  i n  pos. 4 

FIG. 	1 
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The information b i t s  occupy positions 3, 5, 6, 7 with the units position i n  
7 as indicated. The check b i t s  occupy positions 1, 2 and 4. The check b i t  i n  position 
1checks 1, 3, 5 and 7. The check b i t  i n  position 2 checks 2, 3 end 6, 7. The 
position of t h e  check b i t  determines which information b i t  positions it is associated 
with. The first check b i t  i n  position 1checks a l l  b i t  positions whose binary repre-
sentation has a 1i n  the units position, i.e. 1, 3, 5 etc. The second check b i t  i n  
position 2 checks a l l  b i t  positions whose binary representation has a l b i t  In  the 
2's column. The t h i r d  check b i t  i n  position 4 checks all b i t  positions whose binary 
representation has a 1b i t  i n  t h e  4's ~ 0 1 ~ .  

The following table can be constructed: 

Check B i t  I n  Position Checks Position 

FIG. 2 


The value of a check b i t  is not dependent upon the  value of any other 
check b i t .  Check b i t  1does not check position 2, 4 or  8. Nor does 2 check 1, 4 
or 8. 

Considering again a 4 b i t  information word checked by 3 bits,  the follow-
ing table aan be constructed. Odd par i ty  count shall be assumed. 
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1 0 0 0 0 1 0  


0 1 0 1 0 1 1  


0 1 0 0 1 0 0  


1 0 0 1 1 0 1  


0 0 0 1 1  L . 0  


0 0 1 1 0 0 0  


1 1 1 0 0 0 1  


0 1 1 0 0 1 0  


1 0 1 1 0 1 1  


1 0 1 0 1 0 0  


1 1 1 1 1 1 0  


0 0 1 0 1 1 1  
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Decimal Value 
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The decimal 3 is written i n  t h e  binary form as O l O l O l l .  Suppose tha t  
a 4 b i t  were picked up i n  position 5 so t h a t  w h a t  should be a decimal 3 appears 
as 0101111. Applying our check bits,  we  find tha t  our par i ty  count does not agree
for the  1st and th i rd  check bi ts .  Supposing a checking system with 3 output l ines  
corresponding t o  positions 1, 2 and 4 we would find outputs on l ines  1 and 4 signify-
ing an e r ror  i n  position 5. Suppose w h a t  should be OlOlOllappears as 0111011, i.e, 
a b i t  was picked up i n  position 3. Then par i ty  would not agree f o r  positions 1and 
2 and t h i s  would signif'y a,n error i n  position 3. Note that an error  in a check b i t  

0
w i l l  be signified by a single error  indication by the  particular check b i t  which is 
in error an8 by that alone, 
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To discriminate between single and double errors,  a t o t a l  par i ty  b i t  is 
inzluded which gives the par i ty  count fo r  t h e  en t i re  word. This par i ty  b i t  does 
not enter in to  the  calculations when one is tletermining the  number of b i t s  necessary 
t o  detect and correct single b i t  errors.but  is added t o  t h e  coded word. 

The chart labeled Fig. 4 on the  attached sheet described the  error detec- 
t i on  and correction method extended t o  a word of 60 information b i t s  and 7 check b i t s .  
One overal l  par i ty  check b i t  is added fo r  a t o t a l  word of 68 bits.  The chart shows 
the  association of each check b i t  with the  positions it checks by underscoring the  
positions checked by each check b i t .  

It can rapidly be seen from t h i s  chart which check b i t s  w i l l  indicate an 
error  fo r  any particular b i t  position. It is  not qu i t e  as obvious t h a t  t h i s  chart 
also represents the  logical c i rcu i t ry  necessary t o  generate the  check b i t s  or  check 
the  word f o r  error  and tha t  the number of logical connections necessary t o  do this 
is a l so  represented. 

For convenience, t h i s  w i l l  be illustrated with t h e  7 b i t  arrangement
described i n  Fig. 1. The addition of the  t o t a l  par i ty  check b i t  brings the  t o t a l  
number of b i t s  t o  8 bi ts .  The t o t a l  par i ty  b i t  is i n  position 8. 

8 4 2 1  
1 2  3 .4 5 6 7 8 

Total par i ty  b i t  

1st check b i t  - - - -
2nd check b i t  - -
3rd check b i t  

FIG. 5 

Fig. 6 is a schematic representation of a check or  par i ty  b i t  generator/ 
checker u t i l i z ing  trees of Exclusive OR'S fo r  the  7 b i t  code described i n  Fig. 5. 
Generation of the  par i ty  count for  each check b i t  position is accomplished by combin- 
ing those sections of t h e  word wi th  which t h e  partfcular check b i t  is associated i n  
Exclusive OR coadbinations. When generating t h e  par i ty  counts the  check b i t  pos i t ims  
are held t o  0. When checking, these positions should contain whatever par i ty  c o w t  
applies f o r  t h e  par t icular  positions checked. For the higher order check b i t s ,  levels 
of t h e  tree pr ior  t o  the  final level  contain t h e  results of par i ty  counts of sections 
of t h e  word pertaining the lower order check b i t s .  These section counts can be 
u t i l i zed  by the  lower order check b i t  generators so t h a t  a complete tree is needed 
fo r  only the first section& b i t s  covered by tha t  check b i t .  The pari ty  count for 
the first section then should be combined with the par i ty  counts of the other sections 
on the  same leve l  which are covered by t h e  higher order check b i t s .  0 
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0 
The t o t a l  par i ty  check can be obtained by determining the par i ty  for  a l l  

information b i t s  by properly combining the par i ty  counts of non-overlapping sections 
and combining this count w i t h  the par i ty  of the generated check b i t s .  

A double error  is indicated if the  check b i t s  signify an error b u t  t h e  
t o t a l  par i ty  check does not. 

If the  check b i t s  indicate no error  i n  the information b i t s  and t h e  overall  
par i ty  check indicates an error,  it is  l ike ly  t h a t  it is i n  error and should be 
changed. There are particular multiple errors t,hat can occur which can cause t h i s  
indication. These unique multiple errors s t a t i s t i c a l l y  have a lesser likelihood of 
occurrence than a single b i t  error  and, therefore, it i s  highly probable if such an 
indication exists tha t  t h e  error i s  i n  the  overall  check b i t ,  

When generating t h e  check b i t s  t h e  par i ty  counts appear on the respective 
output l i nes  and are  stored in  the  proper locations. 

As a checker, the check b i t s  and information b i t s  are entered and i f  the  
word i s  correct there is  no output. If there is  a disparity caused by a single b i t  
error,  t h e  output l ines  are decoded t o  force the complement in to  the proper b i t  posi-
t i on  of the regis ter .  

It can be seen t h a t  the chart shown i n  Fig. 5 is  merely another and less 
cumbersome method of describing the par i ty  b i t  generator/checker of Fig. 6, excluding0 the decoder, inverters and special  error detect ing 'c i rcui ts ,  

To generate the  par i ty  count for  n b i t  positions requires n-1 Exclusive 
OR networks. Referring t o  Fig. 4, it can be seen t h a t  a d is t inc t  tree i s  necessary
fo r  the  first section of each order of t h e  check bi ts .  For the  2nd , 3rd, 4th and 5th 
check b i t s ,  t h e  par i ty  counts fo r  other than the first section are available at the 
respective levels of the  higher order check b i t  t rees  and can be combined by Exclusive 
OR's t o  obtain t h e  proper par i ty  count for  each check b i t .  The t o t a l  par i ty  i s  
obtained by combining the  par i ty  counts for  the first section associated wi th  each 
check b i t  and combining the r e s u l t  with the par i ty  count of the  check b i t s .  The 
number of Exclusive OR's necessary fo r  t h e  67 b i t  coded word can be obtained d i rec t ly  
from Fig. 4. 

For example, the 4 th  check b i t  checks 32 positions, 8-15. 24-31, 40-47, 
and 56-63. Positions 8-15 are the first section. n equals 8, therefore, t he  number 
of Exclusive OR's necessary i s  7. The par i ty  counts for  the  other three sections 
already ex is t  because they are levels of t rees  formed for  generating higher order 
check bi ts .  Thz four section counts are combined by 3 Exclusive OR'S t o  obtain the  
pasi ty  count f o r  t h e  4 th  check b i t  for  a t o t a l  of 7 + 3 = OR'S.l O . ~ ~ c l u s i v e  

' To obtain the 7 check b i t s  require a total. of 121 Exclusive OR'8. The 
overal l  check b i t  requires 12 additional fo r  a t o t a l  of 133 Exclusive OR logical
elements. 

G 
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Referring t o  Fig. 6, a positive error  indication is obtained if there i s  
an output from t h 2  checker on one or more of the output l ines  and if the overall  par i ty  
count does not agree with the overall  par i ty  b i t .  Double error  detection occurs if 
t h e  multiple pa r i t i e s  do not agree but the overall par i ty  agrees. This is also the  
case fo r  multiple double errors ,  

It appears necessary t o  reroute the word through t h e  checker again after 
correbtion has taken place t o  discover whether a t r i p l e  or  multiple odd error  w a s  
the  case, 

It should be pointed out tha t  when considering multiple errors t h e  system
described is not fail  safe. It can be shown t h a t  there are cer ta in  multiple double 
errors  involving both information and check b i t s  which w i l l  not be detected. Also, 
f o r  each combination of the  7 check b i t s  i n  the  67 b i t  coded word there are associated 
253 configurations of the  60 information b i t s .  Multiple errors could occur i n  the 
information channels t o  result i n  what is an apparently correct word but not t he  
proper word. If t o t a l  par i ty  did not check, it might be assumed tha t  the  t o t a l  par i ty  
b i t  is i n  error, which is  s t a t i s t i c a l l y  probable but could be erroneous. However, i n  
most of these cases, it is necessary t o  both pick up and drop b i t s  i n  the  information-
t o  get t h i s  resul t .  

I believe it can be safely said t h a t  the system w i l l  detect and correct a l l  
single b i t  errors, detect a l l  double b i t  errors and most multiple b i t  errors.  

0 To obtain a somewhat more powerful checking arrangement, the seventh 
check b i t  (see Fig.4) can be extended t o  cover positions 5 through 15 and 17 through
31 and s t i l i  allow the checking system t o  signify uniquely t h e  position i n  error  
through modifying the decoding procedure. 

The c i rcu i t ry  discussed is  used t o  describe a possible system ut i l i z ing  
t h e  error  correction principle. It does not necessarily represent the  minimum amount 
of c i rcu i t ry  necessary or  the optiinum configuration. 

€I.K. Wild 

0 
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