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Part II - 1/O Operations John Griffith

In this part of the memorandum we will, as promised in Partl,
discuss some techniques that are applicable to multiplexing Input/Output,
It is assumed that the reader has read Part ] of this memorandum.

The standard example of I/O is the use of tape, and the example
discussed first is that of automatizing the usual tape operation one
level beyond that usually provided by the use of control words.

Example 7, shown in Figure 7, is supposed to represent the
case of a computer with one tape unit for input, and we will show the
application of the method discussed to completely automate the operation
of the tape. It is assumed that the computer used is equipped with the
control word method of controlling input/output. An example of what is
meant here is the STRETCH machine's control word.

Tape
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Notice that another register has been added to the system usually
used in Part I. This register is controlled by the computer and the
tape unit. The operation of this register is independent of the operation
of Counter 1, except for thomesituations where the program in the
computer makes the operation of the two dependent. Counter 2, in
this example, is controlled by a bit in the instruction much as was the
case for Counters in Part I of this memorandum, However, the bit
which controls this counter is not the same bit as the bit dipcussed in
Part I. In this case, the bit is another bit reserved for this purpose;
in addition, this bit causes Counter 2 te count up by one whenever the
memory is'read by the instruction in which it is situated. As soon as
Counter 2 has been counted up by one, the tape unit which it controls
immediately starts up and as each word is written into the memory,
Counter 2 is counted down by one. The Control Word associated with
that tape specifies the addresses and word counts concerned as is the
case in machines that use control words to control 1/0.

It will immediately be seen that this operation assumes a very
simplified form of operation on the part of the program, for, if the
program should not Read Out the data as fast as the tape wgital it into
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memory, there is danger that the tape will over-run the progrnm.
Actually, of course, this cannot happen. As soon as the count in
Counter 2 is reduced to zero, the tape unit disconnects until Counter 2
is counted up again. But the disconnected tape will centinue te maeve
until the end of the record being read in is reached, and at this point,
it is {impossible to return to the place where reading wes mupendcd
witheut a rather compncatod procedure,

Therefore, a modification is needed. Actually, the count in
Counter 2 is preferably that of a single record, or at least the amount

information signified by the next contrel werd. In this case, only when

the program had consumed one batch of data would Ceunter 2 be counted,
snd this weuld then start up the papsé ané it weuld write into memory

the number of words specificd by the next control word. If the contents
of more than one control werd were needed, then Counter 2 sheuld be
counted up by that ameunt, that is, the total number of contral words

to be exercised.

If the situatien is one where there is not enou,gh infqrmation to
set up control words in advance, then the method first discussed must
be resorted to, or a dynamic program must be used whick will simulate
the system described in some equivalent manner. "Sore cquivulent
manner' means that the simulated system is nothing more or less than
what is done at present in situations like that described. ‘The point here
is that a system of markers must be set up so that the program is able
to keep track of its place as it unravels the prnblam of what to read off
tape and when to step the tape drive. The counter system wu.l accomplish
this when it is known in advance where to place the marka on the instruc-
tions., If enough is net knowa to make the marks on the instructiona.
then the dynamic method (the present day method) must be used, and the
reutine must decide when to make "marks" which will g\mﬂc it as it
proceeds te the selution of the tape preblem. In any case, and this is
Turing's great centribution to our understanding, of this problem, it
is necessary to make extraneous marks to guide thc uolutlon of the
problem, and if a method of making marks and erasing them cannet be
worked out, the problem may net be selvable under any circumstances.

The obvious vuriaf.ien on the method preunted here i- that of
allowing the programmer to specify exactly what the count in Counter 2
signifies. For instance, suppese that the count in Counter 2 were the
count of record blocks; this weuld imply that the count woui& be dependent
on semething other than the "Read' reference to memory. 'If the programmer
is te specify what the meaning of the contents of Counter 2 are, then all
that is necessary is that the count be made on the basis of a bit in an in-
struction, whether or not it has anything to do with the o pnrnﬁon of the
memory. The first case was presented for the sake of geaerality, but
the variation being discussed here is, in this person's opinlen, the most
practical veuion.
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Now, if the contents of Counter 2 5pecify the number of blockl.
for instance, that the tape lags behind the operating program, thwee X .,
te program the job witheut worrying about sampling the
status of the tape unit at certain times in order to ‘keep it gping. In
addition, the multiplexing of several tape units can be acce:mpiilhod
in an easier fashion, for if each is equipped with a counter such as is
described here, it is no problem to equate the mechanical priority with
the priority established by the program. Siace no tape unit may get
ahead of the requirements of the pregram, it is only necoauary for the
program to decide what comes next, which is equivalent to auigning
a priority to the various unitl that may be connected at any; given ﬂme.
At this point we may as well discues the prcblem ofltwo computerl
which are processing informatien from the same tape uait. This is prac-
tical in those cases where the tape may contain recordo in both low ac-
tivity and high activity retios, While the low activity part cf the file is
being passed, Computer 1 can easily handle the work. When a high
activity part of the file presents itself, Computer 1 cannot handle the
load, and there will be danger of tape disconnects. In this situatian.
we need a modification of Counter 2 such that if it is counted down to
zero, the taps cennection is made to Computer 2, causing f.lhax uystem
to start up, via a Trap Mede, and precess the records tlu,t are coming
off tape at the time. This is illustrated in Flgure 8:
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Netice that Cemputer 1, with Counters 1 and 2, {s the same as in
Example 7. In this Example, Example 8, the addition of Computer 2
and Counter 3, corresponding to &ounter 2, now allows a stand~by
machine to be inserted into the system; Counter 4 is ahowa in case it
is desired to allow Computer 2 to work on anether Prubiem. say a large
production problem, end be interrupted for 2 ahort time to help Computer 1.
Counter 4 will centain the marks mads by any other comwter that may have
been preceding Computer 2. It is thus Been that what is ha.Ppening here is
that Computer 2 is actually 2 part of anether computer cemplax, or system,
and if it is in a chain, it is pessible te borrew it for short
periods of time to help out in another computer system. For simplicity
of drawing, the I/O and any other ceunters that might be associated with
Computer 2 are not shown, but it is assumed that they are in existence,
in any case,

This cxa;nple has introduced another side discuuion. but'this is not

|
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the place to cantinue it, and like many other points bo ught up in this
memorandum, it will have to be deferred until later. The peoint intro-
duced in this example is that of Interrupt conditions brought on by reading
gero counts in the Counters, This feature is mere necssgary when con-
sidering more complicated examples of cemputer nets, apd it will be
deferred until Part IIl for that reason, neverthelesp, the reader can
easily see for himself that it is » desirable festure in this Exarople, for
it allows Co er 2 to be interrupted at m in its program, and

it also the problems of memory assignment thet plague the
people now attempting to write supervisory programs to do just this

type of operation. In this example, when Computer 2 sees that Counter

3 is counted down to zero, it will thep knew that Counter 2 ba.; been
counted up at least by one, and the Trap Mede will be suspended so that
Computer 2 may return to the problem tbat it was previously werking

on. The cantents of Counter 4 will indicate where Computer 2 is with
respect to any precedent machine, if such exists, If Computer 2 was
working alone, it will merely return to the previeus status that it bad,
and if any-1/ O equipment wae disconnected as a result of the interruption,
renta.rt procedures will have to be initiated before it remma to the problem.

To mmmarize briefly, we have introduced t,'he follawlng new featurqw
%) cmmtera reserved for I/O aperations | |
b) extra bit in instructions for 1/0 co\mter; use
¢) Trap and Ixiterrupt procedures baided cmi zero céuint

The reader will netice that many other eperations may also be made
dependent on the contents of the counters, and that many variations of

these features may also be proposed. Leaving some of those as an exercise
for the reader, we will pass on to the next example.

The reader wﬂl have naticed that the two prtviou; e:«:;mplu talked
about "1/O' operatiens, but included enly input operations in the examples.
The extensien te include output operatiens is in fact very easy, and we
will pause here and include it for the record, Example 9, shown in
Figure 9, is the same as Example 7 except that it includes both an input
and an output tape,
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In this s,xample, Comer 2 now hu been madiﬁcd 80 that 4'3 operation is
controlled by the conjoint operation of the input tape, A, sud the output
tape, B. We aspume in this example, that the job is morec or less of
simple updating of records and that the input and Jutput r@mrds &re always
the same length. In this case, whenever an output block is written
by the program, an input block is uutomatically called in h‘sm the
input tape under cantrol of Counter 2. This is depe by causing Counter
2 to count up by onc whenever a block is written on the, output tape,
and the operation of the input tape will cause Couater 2 to e gounted
down by one. Inthis case, the pregram will have to get tle situatien
between the two ta.p;al stugted by = start prucedurc “sirailar ‘te the start
procedure used in Part ?of this memerandum, In this case, it weuld
likely consist of the program calling a few blocks off the tape witheut
any counter action, This, then will get the system started and the
action will be auteinatic uatil the last blocks are written anjthe output
tape, wlnch vwill also take a special procedurs, This a.m;ph is ad-
mittedly very s1mp1e but the reader mu see the function of the counter
in this case, N : ;

A more complicated version of the same example will be now dis-
cussed as exu*nple 10, shown in Fxgure 10: \

g Ercfj .10
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This example is like the provimu one, except that thq mput and
output blecks do not have to be the same length nor do taey have to be
the same ia number. Since each tzpe upit must nave itr ova table of centrol
words stored in memery, the use of twe counters in adcitjon to Counter 1,
used asalways, is necessary to provide a larger degree of cecoupling
between the action ef the twe taps units, This example pmvidea for
a greater degree of independence between input and output aperatians.
and in fact, it provides for the greatest amount of independeénce that
can be used. At this point, the two tape units do not la e t¢ have aay
specific logical functions at 21! and one may siinply refcr to them as
Tape A and Tape B without specific reference to thmr funetien, For I/O
purposes, however we wish to Read Tape A and Write on Tape B,
Therefore, when we selact Tape A with a Read operatiea, Gounter 2
will be counted up,and when the bleck is written inteo memory, Counter
2 will be counted down When Tapa B is selected with a ¥ rite eperatien,
Counter 3 will be counted up,and when the block is written on Tape B,
Couanter 3 will be cpunted down. Notice that the action of the counters
is the same in either operation. This is desirable, for it arlaown the
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program to lpecu’y the tape function ivithout havin; to recagnh.e the
different counter function that may be implied. The use of control words
here allows great flexibility in 1/O operations, and the resder will have
noticed that the use of thesec counters will be seri usly hampered in any
machine that does not use control word logic in II operations.,

To make this example reflect a real situation, we will now consider
a modification of it, suggested by Miss Elaine Boehm, which incorporates
"'stand-by" tape units for some of the input and output ﬁlu., This example,
shown in Figure 11 and to be known as Example 11, will iliustrate another
feature that is desirable to have when 1/0 operations are being controlled

by countor o | e’
’ o= Q P ||
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.
This example is the same one as shown in Figure 10, except that a
stand-by tape unit has been added to the input and likewise for the
output. In this example, the input is taken from Tape A until the end
of the reel is reached; at this time, the program will owit«.h to Tape A'
as input while Tape A is baing reloaded by the operltor "’he same
goes for output Tapes B and B. The important point to notice is that
there is only one counter for the Tapes A and A'. Thus, when the
switch is made from Tape A to Tape A', the use of Counter 2 is also
switched to operate between the program and A'. One could just as
well have a separate counter for each Tape, but the point at which the
switch is made requires that the program transfer the informntion
from the counter associated with Tape A to the countar aspociated with
Tape A'. This is becuase the information in the counter has been placed
there by the program, and, therefore, ft is information which is
significant to the program's control of the tape units. Since there is
no logical difference between the tweo tape units that is recognized by
the program, it behooves the ceunter to be availabh on the basis
of a channel assignment, rather than a tape unit n cignment.

|
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. The same sort of remarks apply to the B 'I‘apu. and lt is clear
that the counters in an example of this type will be better used if they
are assignable on a logical basis, rather than an ajosolutc basis.

.Example 12, the next example, is a further modxﬁcgﬂon of

Example 11: .
m®R?® P,
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This example includes two more tape units with auocia.ted counters.

The point of this example is to illustrate a further variatimx on the use

of counters in I/O situations. Let us suppose that Tapes A and A' are
master file tapes, Tapes B and B' are output report tapes, Tapes C

and D are detail or other report tapes, The problem being considered

is that of preparing 2 new repert on the basis of matching records from
tapes C and D against Master file records. It is probably more con-
venient to use as counts in the various counters blocks of dp.ta from

the various tapalo Netice that the blocks do not have to be the same size
on all tapes, for the counters merely represent, at any given instant, the
number of blocks that remain to be read in or written eut in order for
any given tape to catch up to the processing program. If the operation
proceeds fast enough, all tapes will be kept rolling con‘cinuouuly. If any
of the counters reach zero, this will cause the computer to trap and at
this time the supervisory routing can examine the status of the 1/O unit
indicated in order to decide what to do. It may be that the processing speed
is too slow or too fast. In any case, the supervisory routine can at this
time make a decision as to what to do. In case the tape hm stopped
because of a bad spot, necessitating a re-read and bad spot procedure,
the other units might come to a halt, But this fact will be evident to the
supervisory routine and the Trap can be ignored, if it pertains to the
other tape units. In order to restart the whole opera.tinn, it is only
necessary for the supsrvisory routine to restart the tape 'mita and pro-
ceed as usual.

It is pessible, but not included in this example, to call in another
computer to help out, as illustrated in example 8; this would be one use
of the Trap Mode on reaching zero in certain of the countns., In some
cases, if more processing speed is needed, the supervilery routine will
be able to decide that such is the case, especially in the case of break-in
by Counter 2, some of the records may be shunted to the second computer,
under control of another counter, as shown in Example 8, but this
complication leads to a discussion best left to the reader to figure out
for himself, and thus we will happily leave this example with the reminder
that we have introduced Trapping on zera counts for supervisory control
purposes. Clearly, this is a slight variation on the Trap introduced in
Example 8, but a Very necessary variatxon. nevertholou.,

At this point, we now remind the reader that we promised in the
last paragraph of Part I to say more about problems whosa solutions
cannot be broken into a sequence of operations. What was meant there
was problems such as multiplexed 1/O operations, whese solution is not
known in advance, This memorandum has taken several examples of
1/0 operations and shown the approach that might be used to solve the
problems when counters are available, There are other problems whose
solution cmot be prescribed in advance and real time problems are the
most common example, Since 1/O operations are nothing more than
relatively simple examples of real time problems, we will say little
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more gbout them in this memorandum. Miss Elaine Boelm has kindly
consented to wark out a more professional example of I/O operations
under full multiplexed conditions and we refer the reader to her memo-
randum, which should be forthcoming in due time.

When, in the last paragraph of Part I, we mentioned relaxing
certain of the conditions that were taken in examples of Part I, we meant-
that the use of Trapping and Interrrupt on various conditions in the
Counters would often allow a program to find its way out of a maze. We
have in this part of this memorandum, discussed Traps aad Interrupts
which occur when a Counter is counted down to zaro during the execution
of 2 program, In Partl, it was assumed that stepping the machine in-
volved was all that was required. This was true, and still is, for the
cases taken. lHowever, when one introguced real time conpiderations,
one is then faced with the preblem of keeping track of what is going on
while the program is being executed, Counters that caus¢ some sort
of break~in action are, therefore, desired, and break-in actions that
are caused by being counted down to zero allow pragrams to be inter-
rupted 2t significant, non-arbitrary places where contrel 13‘?&.11)’

_ exercised, Since the counters are, for the most part, co,xtranecl by

the program. it is reasonable to believe that the progrem will have a
much easier time of unraveling the problem posed by a zere count than
the problem poased by, for example, contrelling two computers without
any counters betwcen them.

We will pass now to a special gimmick that may be nccamplished
with counters. This example concerns a method of causicg two tables
of control words to be automatically merged as they are executed, This
operation ig most commeonly found in serting routines, ang its operation
will be most obvious to those familiar with the techiniques uasually
found in sorting reutines.

Figure 13, and we shall denote it as example 13, shows the situation

assumed: Tc.g’i' To.ixl;-l.
WER A
— F_.'7 i3
Ay— |
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In this example. we assume » that we ho,vo two tables of cmmrel wordu.

each control word representing a block of infermation to be written on an

output tape, In additien, we assume that the control words in each

table have been sorted in order within the table, Inm the illystration,

sach table centains ten control words, and the counter associnted with

esch table contains the nurnber of words in the tablea New, the

merge routine must pass througk the twe tables, and indicate the

breaks in sequence that occur in each table, In tha ﬁgu:re, we may say

that the first thrse contrel wordg in Table 1 are hi;h, then the first

fouxr words in Teble 2 are next. The break-in sequence is denoted

by a mark in the third control werd in Table 1. The next >reak in

sequence is at word #4 in Table 2 and it is also ma;ke@ by 2 bit in the

control werd. The next break is shown in control veord M in Table 1,

and 50 on. Onse the breaks have been marked, the output tape is

solected and the opera.tion begins, ‘_ |
- Baginning in Table 1, as each control word is exe cuted, the

Counter correspanding to the table in which the contrel werd is located

is counted down by one. ‘When a marked contrel mard ie anountered.

the next centrel word is taken from the opposite teble and frram the

position neted in the counter. Thus, the control words ar: executed

one by one in a sequence controlled by the marks and the ¢ @uater con-

tants,

- But ene of the tables will be exhauated befora the omgr. This
wlll be indicated by the zero count bcing reached in the appropriate
counter. When the zero count is reached, this caupes an immediate
trap to a supervisery routine which then causes the next table of control
words te be moved into the table area. The merge routine then merges
this new table with the remaining control words in the ether table and
fires the tape up again, Whichever ceunter reaches xero first, will
cause ancther breaking and the procedure will be repeatec by the super-
visery routine for a new table of centrel words, etc. Miss Boehm has
suggested thet a more realistic case weuld involve two areas for each
table of ten contrel words each, This allows a third area tp be used as
{nput and one table area can be filled while another is being emptied.
Figure 14, example 14, illustrates this;
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been added to ma.ke the epera tion self-sufficient as ap 1/Q operatien,

———
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The operation will start by merging tables from arcas 1 and 3. If
area ] is exhausted first, area 2 is then marked and mergec against the
remains of area 3, While area 2 is being used, area 1l is being refilled.

If area 2 is exhausted before area 3, area 1 will come iato play again.
When area 3 is finally exhausted, area 4 will be marked against either
area 1 or 2, whicever is being used at the time. In any case; one of tue
pair of areas 1 and 2 is always being merged with cue of the pair of areas 3
and 4. The alternate area of cither pair is being filled wail: the other area
is being used. The polnt to notice here is that the output opcration of
merging is completely autematic until a Trap is ¢xecuted which allows the
supervisery routine to decide which areas need to be filled and marked for
~merging. This operation cau procesd while the rest of the camputer is
busy on another problem, for the zero count in sither of tne counters will
cause a break-in that will ellow tlLe supervisery routine to k:ep the operation
going with 2 minimwa of attention.

. The starting peint ci this idea is Dr, Amdanl'h Fiis mgthod in-
~ volved the marking and switching back and forth. The counters have
been added to make the operation self-sufficient as an I/C operation.
The reader will easily sce that this schema, witheut the couunters, will
also allow twe instructien scis to be rmmerged in one computer, and it is
this idea that was referred to in the opening remarks of Fart I of this
memorandum.

There is another rnatter thet con also be handled by counters inam 2adsp-
menner, a2nd that is imnemery assignment. It is possible,

with the aid of an assignable couater or twe, plus 2 variety of "Go'" commands,
to trect the prablem of memory assigament merely 88 ancther case of multiple
1/0 eperations. However, this matter is one that is usuaily handled in
supervisory routines and, therefore, we will wait for Miss Beehm's mmemo-
randumn which will cover memory assignment along with muliiplexed 1/0
operations.

The reader will be glad to know that we have at last arrived at the
end of this Part, Some of the explazations herein may not be too clear
to the reader, but part of the trouble is that this memerandum is a descrip-
“tion of an appreach, net an explicit technique, and as we drifc farther and
ferther frorn the rigid examples of Fart I, we also drilt farti.ar from the
area where rigid explanations are possible. #e will now pats on to Partj]]:'
" ’ where we will take up the macussmn o£ nets, or arrays, n...f computers.





