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(Message inbox:281)

Replied: Mon, 15 Mar 93 15:16:32 -0500

Replied: human: :supnik

Return-Path: ad::rock::human::supnik

Received: by muhthr.cdad.hlo.dec.com (5.57/ULTRIX-fma-041391);
id AA25854; Mon, 15 Mar 93 15:08:01 -0500

Date: Mon, 15 Mar 93 15:08:01 -0500

From: ad::rock::human::supnik (BXB1-2/C4, 293-5690, SECRETARY: 293-5691 15-Mar-1¢

To: @dis$.cdad.hlo.dec.com:alpha_arch

Subject: Next Alpha architecture meeting 26-mar-93

The next meeting of the Alpha architecture working team is scheduled for

March 26, 1993. I hope that we will have reports on each of the areas

to be investigated; those for which progress has not been made should

probably be closed. As I understand the situation:

1. Console. Work in progress to significantly reduce implementation size.
Still requiring work: layering of PAL, HAL, console, etc; separate or
merged SRM vs ARC consoles.

2. Policed function fields. Nothing to report.

3. IEEE handling. Nothing to report.

4. 128b floating point. Two format proposals (Sites, Supnik) made, awaiting
written input from EV-6 team to close.

5. Formal bi-endian support. Nothing to report.

6. Partner specific opcode. Nothing to report.

7. ISP extensions for EV-6. Nothing to report.

8. Small system support. Insufficient leverage to pursue; will be dropped.
9. 32b subset. Nothing to report.

10. Speculative execution support. Nothing to report.

11. Byte/word support. Dileep Bhandarkar’s I/O reference model team has
made substantive progress, and some of their work is ready to review.

I hope that more of the above areas will have progress to report in the
next two weeks.

Thanks /Bob Supnik

I attach a copy of the original minutes, for reference.



Alpha Architecture: Review and Next Steps
*** Digital Confidential ***
*** Do not copy or forward ***

Meeting: Jan 22, 1993
Attendees: Dick Sites, Bob Supnik, Rich Grove, Bill Noyce, Dave Laurello,

Bob Stewart, Ray Lanza, Gary Lidington, Anton Chernoff

Invited but unable to attend: Brian Allison, Nancy Kronenberg

Review subjects:

What worked well
What did not work well
Areas for further work

* denotes responsible person for action item.

1.

The console needs urgent revision. Not only are there two separate
consoles (VMS/OSF and NT), but implementation cost is high and impact
on systems is prohibitive (VMS/OSF console takes 2MB of system memory,
1IMB of flash EEROM) .

Problem: finding a full time owner/driver for a new console.
Actions: Supnik* to find owner/driver.
Lidington to review functional requirements, partitioning.
Lanza to check whether ARC console spec sufficies for OSF booting.
[Thomas to check same for VMS.]
Agreed: Revise SRM so that if future 6-bit opcodes are used for new
operates, function fields must be policed in hardware (ie, unused
function codes trap). This significantly eases compatibility issues.
Action: Reith* to draft ECO.
IEEE floating point handling is not adequate.
Agreed: Prohibition on greater hardware support must be lifted.
Agreed: If IEEE supported, all rounding modes must be in hardware.
Agreed: Recommendation on default rounding mode in FPCR should
be ’"unbiased rounding’, not ’plus infinity’.
Needed: Revision of FPCR and exception reporting.

Action: Chernoff* to lead team, including Noyce, Hobbs, chip implementer
(Wolrich or Samudrala) to revise IEEE specification.

128b floating oint data types is needed.

Agreed: Use HP format (1 bit sign, 15 bit exponent, 113 bit fraction
with hidden bit)

Action: Sites* to draft ECO, with help from FORTRAN team.
Bi-endian support should be formalized.

Agreed: The EV-5 hooks (as proposed by Cray) should become standard.
To research: Should these be made dynamically accessible to software?

Actions: Sites* to draft ECO.
Policy on partner-specific instructions.

Agreed: We need a way to allow partners to add purpose-specific




instructions to the architecture. This is difficult given the limited
opcode space and the requirements for compatibility among all
implementations.

Action: Reith*, Supnik to develop policy.

7. ISP extensions. Many instruction extensions have been proposed.
Sites expressed the general view: rather than piecemeal approval,
all ideas should be evaluated together, and implemented at some
major change point (eg, EV-6).

WET PP & e porT

Suggestions: <127
integer divideV/// ot -l

floating multiply-add

integer-floating transfers {/ Yaere ShmE HOINVG- hs PIVIOE"
hardware square root (or inverse)— a '
pipelineable reciprocal or divide step ceo N3 =
priority encode, population count UM o5 P62 ;ZA_
logical operations in floating point unit—/ ( U},fﬁD X
cache line prefetch, cache line lock

better use of degenerate code points (eg, SLL R31, #n, Rc)
better constant generation in integer and floating point

Each suggestion will need detailed justification and proof of
payback.

Action: Uhler*, Clark to lead evaluation as part of EV-6.

8. Better support for small systems. Ideas include: 4KB page support,
relaxed policy on virtual synonyms.

Action: Supnik* to investigate and write ECO if appropriate.

|

9. 32b subset. HLO is concerned that they can never reach the embedded
market with a 64b implementation. Sites believes there is a 32b
subset such that binary programs from the 32b version will execute

correctly and without change on the 64b machine. Neither VMS nor
OSF would support this.

Dobberpuhl* and Sites to investigate.

10. Speculative execution support. The EV-6 compiler investigation suggests
that the architecture needs explicit support of speculative execution.

Action: Lowney*, Grove to investigate and prepare proposal.

11. Byte/word support. The lack of byte and word support creates problems
in both I/O support and in applications porting. A short-term proposal
(from Mark Woodbury) proposes a compiler/RTL/PAL solution to provide an
illusion of byte/word capability for I/O. In the long term, we must
decide whether to add byte and word instructions to the architecture
for I/0 support, memory operations, or both.

Action: Supnik* to drive evaluation of Woodbury proposal. Requires
evaluation by compilers (Glossop, Grove), VMS (Thomas), and
OSF/1 (Parenti).
Hardcopies from the meeting will be sent by paper mail.

/Bob






(Message inbox:9)

Return-Path: "HUMAN: :SUPNIK"@beantn.pa.dec.com

Message-Id: <9310210100.AA06694@raquet.pa.dec.com>

Date: Wed, 20 Oct 1993 17:58:46 -0700

From: "HUMAN::SUPNIK"@beantn.pa.dec.com (LJO2/D11, 226-2722, Secretary: 226-2723
To: uhler@raquet.pa.dec.com

Subject: LPA-5

X-Vms-To: PADC: :DAND, PADC: :UHLER,AD: :WITEK

X-Vms-Cc: SUPNIK

When I talked to Rich, he said that Alpha’s shot at the low power/low cost
market couldn’t wait until LPA6; LPA5 would have to be a leadership

product. I agree. But the disparity between required outcome and
available time is pretty large. LPA5’s goals would best be served with

a new design, yet the time available mandates working from the EV4/LCA core.

Assuming that the design center will be portable devices, ’‘green’ PCs,
and very low cost desktop devices, here are some comments on what’s
been learned, over two years, about performance.

1. Architectural Issues

- The lack of byte and word capability hurts. Instruction text size
on Alpha is 22%-23% larger than on Mips (verified on both UNIX and NT).
This impacts the Icache, drives up minimum memory requirements, etc.

- A 4KB page is "industry standard" (some OS’s, like NetWare, have it
essentially hardwired). UNIX and NT both assert that Alpha’s 8KB page
increases minimum memory requirements. No quantitative proof yet.

[-Floating point performance. For completeness, Alpha’s fp performance
is hurt by lack of integer/floating transfers and hardware square root.
Interestingly, no performance problem has ever been traced to lack of
integer divide.]

2. Chip Implementation Issues

- Long functional unit latencies in EV4/LCA are difficult to cover. The

compiler and performance analysis teams highlight:

> the integer multiplier

> the shifter (used in byte ops)

> the address calculation-to-use delay

> the compare-to-branch delay

[> the floating point datapath]
The floating divider, a problem in EV4, is significantly improved in
EV45 and LCA45.

- The memory controller (EV4) is single threaded (one memory transaction
outstanding). EV4, even after the pass 3 fix, has problems around
resumption of operations after fills.

3. System Implementation Issues

- Cache latencies are too long; the block size for the Dcache might be
better set at 16B instead of 32B.

- Memory bandwidth is typically inadequate for technical stride-1
vectorizable applications (IBM beats Alpha workstations 2:1 or more).

- Memory latency is invariably too long (500ns+ in Laser)>
4, Suggestions and Conclusions
If the time were available, I would probably suggest something like the

Orion design: a simple minded 5 stage integer pipeline with an adequate
but not spectacular floating point unit. EV4’s internal structure is



build for a Testarosa, when the market wants a Honda Civic.

Since that’s not feasible, the question becomes, how to improve EV4/LCA’s
performance while doing minimal damage to the current investment in
circuit design and layout. Some ideas:

Replace the data memory hierarchy with an on chip writeback cache.
This will improve performance, simplify system design, help with the
int/float transfer problem, etc. The performance of the R4000 series
can help answer whether offchip cache support is still required. (I
hope not; two level write back caches are complicated.)

Optimize the memory controller, particularly with respect to restarting
the pipeline after a cache miss.

Make the Icache set associative. Alpha’s performance with shared
libraries is erratic because of cache location conflicts.

Speed up the slow functional units without altering the basic pipeline
structure. EV5 has shown that it’s possible to construct a one cycle
shifter; 1likewise, faster multiply circuits are available. (Whether
they fit in the available space, as the divider did, is unknown. I
also don’t know if the compare-to-branch latency can be shortened.)

If more radical approaches can be considered:

Scrap the separate Abox. For integer apps, the extra latency for
address calculations to loads wipes out the benefits of double issuing
loads and integer ops. (Zarka’s data shows that EV4 double issues
less than 10% on integer apps.) If VA calculations were done in the
main datapath, the integer side of the chip would get simpler and
smaller. Perhaps the latency to Dcache can be shortened, which would
further improve performance and simplify bypassing.

A differing floating point unit could be radically smaller and less
power hungry: allowing either reduction in die area or increase in
the on chip caches. (I don’t know whether minor surgery, like
halving the size of the multiplier array, would yield enough area
to be worthwhile.)

Lastly, if architectural changes can be encompassed:

Add byte and word capability.

Support 4KB pages (but aliasing issues?).

/Bob



(Message inbox:10)

Return-Path: sites

Received: by gentilly.pa.dec.com; id AA00634; Thu, 21 Oct 93 10:09:31 -0700
Message-Id: <9310211709.AA00634@gentilly.pa.dec.com>

To: witek, uhler, dobberpuhl, meyer@ad.enet.dec.com, sites

Subject: Summary of potential architecture additions

Date: Thu, 21 Oct 93 10:09:29 -0700

From: sites

X-Mts: smtp

Alpha AXP PHASE II Proposals
rls 19 Oct 93

"Later is dirtier." -- Fred Brooks

Here is my list of things that have been proposed as architecture changes,
most targetted for EV-6 time frame. Thoughts/comments? /dick

- Bi-endian LDL/STL xor bit 2; EXT/INS/MSK xor Rb<2:0> add to SRM
- Extended float w/SW emulation; add to SRM (see below)
- Performance counter PALcalls; add to SRM

- Rpcc redefined: top 32 bits os specific [soon]

- Kernel halt redefined: os specific action [soon]

- Allow all of memory as lock range [Jensen], but discourage it
[VMS interlocked queues time out under heavy I/0 load.]

- possible IMB selective [WNT]
- possible 4KB page [WNT]

- LD/ST byte?
- LD/ST word?

- LDO/STO/LDX/STX aligned octawords

- Integer
Count leading zeros 0..64
Count trailing zeros 0..64
Count l1l-bits 0..64
CMPBGT/WGE/WGT byte and word, both GT and GE
INT->FLT fast move
FLT->INT fast move
SL1 shift left 1-bit 0..63 (makes 0000...010...00)
SLM shift left -1 0..63 (makes 1111...000 masks)
IDIVL/Q UIDIVL/Q (define overflow, divide by zero;

zdiv = 1 div for Fortran)

- Cache lines: load all zero? give size of line

- Solid writes: hint to avoid any reads, or to add trailing zero bytes
instead of read

- Non-cached bulk move mem->mem, mem->I/0, I/0O->mem, mem->cpu

- Float
and/or/xor [don’t; in favor of quick int<-->flt]
recip divide, aka cheap divide
mul/add and mul/sub
Give IEEE results w/o TRAPB; not require non-finite traps
(keep TRAPB for IEEE trap routines)

- Extended float
format 1/15/112+h little-endian F1/F0 sign in F1 (I lost the coin flip)
ADDX/SUBX/MULX/DIVX Feven,Feven,Feven
F30 fetch gets s=0 exp=0, manhi=0 [zero/denormal]
sw must put 0 in F30 to get true zero operand




F30 store keeps low part only; or unpredict (?)
MULTTX (X=T*T?) Fany,Fany,Feven [overlapping regs]
Exception mask 1 reg or 2 reg (?)

Call std. (?)

CPYSEX 15-bit Fany,Fany,Fany 1 reg (?)
CMPXEQ/LE/LT/UN Feven, Feven,Fany [overlapping regs]
CVTXT Feven, Fany
CVTTX Fany, Feven
CVTXQ Feven,Fany
CVTQX Fany, Feven

Summary:

ADDX Feven + Feven

SUBX
MULX
DIVX

*

/

[MULTTX Fany * Fany

CPYSEX Fany
CMPXxx Feven
CVITX -——
CVTQX -—-—
CVTXT -——
CVTXQ --

Fany
Feven
Fany
Fany
Feven
Feven

Could just do even registers

13 instructions

-> Feven

-> Feven

->
=
o
=2
5 K
-

Rounds,
no loss
Rounds,
no loss

Fany
Fany
Feven
Feven
Fany
Fany

just like T to S

just like T to Q

register
pattern

222
222
222
222
112
b
221
112
112

?]

ev6é (PALcode for non-finite)
eveé

evb
evb
evb

221 [F30?] ev6
221 [F307?]
only; l-reg source/result in even

Fbranch zero? No; 2 branches; or/branch; cmpx/branch; ignore denorm



The duck meeting
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+ Byte/Word load/store
o dKpages

+ big endian

« new int ops

« new FP ops

« 128 bit floating point
« Cache ops

« Emulation support
+« 32bit subset

+ Random

Digital Equipment Corporstion Rich Wieek 171193 1 Digits] Equipment Corporation Rich Wiek 1171153 2

Byte/Word load/store

4K pages

cEEl : A ;
' no « No hard data
:hhﬁ:‘ﬁmd:—:ﬂxumm 70 « do only for 32bit va systems (10:10:12) as a mode
})D _m"-'" '-d""'“ e J + again not hard to do - will get people to shutup
o yes
~ needed for VO
— smaller I-stream
~ saftware folls would shutup
Dightal Equipment Corporation Rich Whek 111183 3 Digital Equipment Corporation Rich Wiek 11183 4
Full big endian New int ops
+ Dstream P IFF + FFS, FFC G NG
€9 - mtisrmbe2 ¢ v S#AE | ¥ count leading/trailing zeros 0..64 X7 | =
\< - ext/ina/mak xor th<2:0> WE pr0 (cm IN ST
 Istream - yes UsH pop 2 -
% -/ CMPBGT/WGE/WGT <~ E7liws 67, B3, NE
! ¢ Int <-> Fit fast move . ;. oD BT ks
+ gen bit mask rc <- (((-1)>>(63-rb))<<ra) R il
‘]{) o shift left 1-bit 0..63 makes (00..010..00) =
o shift left 1-bit 0..63 makes (11..00)
¢f— ¥ int DIV Vq signed /unsigned
+ ldo/sto aligned octaword
Digital Equipment Corporation Rich Whek 11183 5 QD_, Digltal Equipment Corporstion Rich Wikek 11183 6
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Floating Point

« and/or/xor _
o) = recip, recip sqrt — Vol Afpeamiee:
Yz oo — o squareroot , |/s40T

So9, « muladd , mul/sub — N O
Sare T « Give IEEE without trap e
|/w{‘_ ~ excepl denorm H;{t“, 3&,‘
3 — with denorm
0 Q’-ﬂ!«.
E} 3
Digital Equipment Corporation Rich Whek 1171193 7

Cache ops

« block zero
« zero to end of block
« block invalidate

LU
ponD

UPOZ

o block flush
' IMB(VA)?
« Noan-cached bulk move

oM

Rich Whek 171193 9

32bit subset

« No too much software work

Vo

Digital Equipment Corporstion Rich Wikek 111193 11

128 bit Floating point
TR TE Y YR

/ supportops forsw — STOJG~ WO D S}W.U\J

Digital Equipment Corporation Rich Witek 1171193 8§

Emulation support

« CC bits
+ Instruction dispatch
 short writes to Reg file

o

Page 2

Rich Wieek 111153 10

R B EERAN

+ Allow all of memory as lock - but discourage it

¥ Performance count PALealls —— 7/ _DTZZ/ Aaga)
« Rpee top 32 bits os specific

« Kern halt redifined to os specific

Digital Equipment Corporation Rich Wiek 1171193 12



The duck meeting

Digital Equipment Corporstion Rich Wek 111193 1

Byte/Word load/store

' no

~ by thme evé and lpsé are done elther worked arcend or too ute,
0 ~ compliery will not ywpport & tiace rmmlation too sow
Y — PCI getting rid of byies'words
o yes
= needed for VO
- rmaller l-atream
- saftware folla would 1t up

Digital Equipssrst Corporstion Rich Wikek 1171183 3

Full big endian

\<6‘7 v ——y

~ ext/iow/mak xor th<2:0>
o Istream - yes

\"

Digital Equipment Corporstion Rich Wikek 1171153  §

Agenda

« Byte/Word load/store
« 4Kpages

¢ big endian

« new int ops

« new FP ops

+ 128 bit floating point
« Cache ops

+ Emulation support

« 32bit subset

« Random

Rich Wikek 111153 2

4K pages

« No hard data
« do oaly for 32bit va systems (10:10:12) as a mode
+ again not hard to do - will get people to shutup

Digital Equipment Corporation

Rich Wiek 1171153 4

New int ops

TN
o0 IFf  [Fs,FFC &T st AP
¢ Fer 5#°E | / count leadi 0.64 i

WE prl coun ng/trailing zeros N Sa’,)_‘,{%/

usHs Lpon comd >
¥ CMPBGT/WGE/WGT < Zocitiws &7, 7, NE
1 Uonio TR gty
nt <-> F1t fast move HiG
Y gen bitmask re < (D>>(E3rb)<<ra) o, opdT bt
tp « shift left 1-bit 0..63 makes (00..010..00)
o shift left 1-bit 0..63 makes (11..00)
+ int DIV Vq signed /unsigned
+ 1do/sto aligned octaword

‘D, Digital Equipment Corporation Rich Witsk 11183 6
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Floating Point 128 bit Floating point

« and/or/xor  douable register load/store

o recip, reclp sqrt — Vol A iE o hw vs software
)IL::J ~— « square root !/sa.'tr (mppwupcl'oru- STG)G FUU? 70 S'\lf\}
ST, o muladd, muVsub —N O
Lape ¥ Give [EEE without trap
(4] ~ with demorm ) }’rgfd‘u
Digital Equipment Corporation Rich Whek 1/1183 7 Digital Equipmest Corporstion Rich Whek IV1188 8

AAYLS
f{;’;m S

pUos

W

Cache ops Emulation support
m « CC bits
« zero to end of block  Instruction dispatch
< biock Invalidate ¥ short writes to Reg flle
¢ block flush /l/o
¢ IMB(VA)?
« Noa-cached bulk move
Digital Equipment Corporation Rich Whek 1171153 9 Digital Equipment Corporntion Rich Whek 111153 10

32bit subset Random

« No too much software work « Allow all of memory as lock - Iulld
+ Performance count PALcalls —'—ITB D‘? A'UG/J

« Rpee top 32 bits os specific
+ Kern halt redifined to os specific

Digital Equipssent Corporstion Rich Wiek 1171193 1 Digital Equipment Corporstion Rick Whek 1171193 12
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The duck meeting
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Digital Equipmest Corporation Rich Week 1171153 1

Byte/Word load/store

i

+ no

~ by thee evé and lpeé are done elther worksd srowd or too laie.
0 - compliers will not rupport & rince emulstion too sow
P — PCI getting rid of bytes'words

Digital Equipment Corporstion Rich Wikek 111153 3

Full big endian

Digital Equipment Corporstion Rich Week 11183 §

Agenda

 Byte/Word load/store
« 4Kpages

< big endisan

« new int ops
 new FP ops

+« 128 bit floating point
« Cache ops

« Emulation support
o 32bit subset

+ Random

Digital Equipment Corporstion Rich Whek 1111183 3

4K pages

« No hard data
« do oaly for 32bit va systems (10:10:12) as 2 mode
 again not bard to do - will get people to shutup

Digital Equipment Corporation Rich Whek 111193 4

New int ops

BRI
v IFF « FFS, FFC G;(T W-c\&‘v—’ FF
wE Fro SE | £ count leading/trailing zeros 0..64 e
sy IN SoFT°
UEHH Z 7,8
CMPBGT/WGE/WGT <~ &eitiws 67, E9,NE
« Int <-> Fit fast move . Higm O TS s MU
/geabitmask re< (CD>>E3bN<<ra)| p epoT Gt
‘p # shift left 1-bit 0..63 makes (00..010..00)
o shift left 1-bit 0..63 makes (11..00)
#&0— ¥ int DIV Vq signed /unsigned

« |do/sto aligned octaword

vD. Digital Equipment Corporation Rich Whek 11183 6
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Floating Point

 and/or/xor
78] .~ recip, recip sqrt — Gl Apropmmts
ng — o square root -'/541;?-1'

Spr7, o« muladd, malsub — N O
‘e T  Give IEEE without trap X
%ﬂﬁ-" ~ except denorm H//H""; LTY)
] ~ with demorm o )’"g-:h
Digital Equipment Corporation Rich Wiek 111153 7

Cache ops

« block zero
# « zero to end of block
F ¢ block invalidate
+ block flush
« IMB(VA)?
« Non-cached bulk move

4AyLS
o0 S

R

Digital Fquipment Corporstion Rich Whek 111193 9

32bit subset

« No too much software work

W

Digital Equipment Corporstion Rich Week 171183 11

128 bit Floating point

# double register load/store
o« hw vs software ol
/ supportops for sw — STCJG~ [VTT D S;mr\}

Digital Equipment Corporation

Rich Witek 111153 8

Emulation support
« Instruction dispatch
/1/0 o short writes to Reg file
Digital Equipment Corporation Rich Whek 111153 10
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Random

(Aﬂownlﬂnmm-bct-hudmu

¥ Pecformance count PALeals —7 70 D777 /4.
/Rpee top 32 bits o6 specific <

« Kern halt redifined to os specific

Digital Equipment Corporation Rich Whek 111153 12



The duck meeting

Agenda

Rich Whek 111153 1

Byte/Word load/store

~ by thme ¢vé and lpaé are dome elther worked wrowsd or too Inte.
- compliers will not support I rince emsuistion oo siow
= PCI getting rid of byies'words

o yes

Full big endian

« Istream - yes

Rich Wiek 111193 §

+ Emulation sapport
+ 32bit subset
« Random

Digital Equipment Corporntion Rich Wiek 1V1183 2

« No hard data
« do only for 32bit va systems (10:10:12) as a mode
« 2gain not hard to do - will get people to shutup

Digital Equipment Corporatise

Rich Whek 111193 4

New int ops

oD I [¢FFS,FEC T syt AP
wE FvOS"\E « count leading/trailing zeros 0..64 f.-.- -

s IN SoF )
usks Zrotws 67, E9,NE

CMPBG s G,
W‘;m«a ;::fwc'l'{(»w E(??-‘:'wé'
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¥ gen bit mask re <- ((1>>E3eb)<<em)| s epT G
‘\p  shift left 1-bit 0..63 makes (00..010..00)

o shift left 1-bit 0..63 makes (11..00)
W0— ¥ int DIV Vq signed /unsigned
+ 1do/sto aligned octaword

‘D_ Digtal Equipment Corporation Rich Wek 1V1193 6
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Floating Point

« and/or/xor
w — reclp, recip sqrt — b L Yiaaelalnl =
(e s — ¥ squareroot, /54T

Spr7, o muladd, malsab — N O
Lare T  Give [EEE without trap %)
IZSK?:" - cxcept denorm B #, 247
] = with desorm M %ﬁh
Digital Equipment Corporation Rich Whek 111193 7

Cache ops

« block zero

# zero to end of block

+ block invalidate

« block flush

« IMB(VA)?

+ Non-cached balk move

s -
Nmf\ S
RUO7

‘-,),nui

Rich Whek 111153 ¥

32bit subset

« No too much software work

Rich Whek 111153 11

128 bit Floating pomt

 double register load/store
d'lwulnﬂm

(upmml’wu-—-m& vos » S"\if‘}

Rich Wiek 1171153 8

Digital Equipment Corporstion

Emulation support
# CCbits
« Instruction dispatch
/l/D  short writes to Reg file
Digtal Equipment Corporntion Rich Whek 111183 10

Random

« Allow all of memory as lock - but discourage it

¢ Performance count PALcalls ——7 7. D"'Z:’ huagal
¢ Rpec top 32 bits os specific

« Kern halt redifined to os specific

Dighta] Equipment Corporstion Rich Wiek 1171153 12
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The duck meeting
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Rich Wiek 111193 1

Byte/Word load/store

< no

~ by thme evé and lpaé are dose elther worksd aromsd or too bte.
0 - compliers will sot rupport & riace emulation too sow
p = PCI getting rid of bytes'words

o yes
- weeded for VO
~ smaller l-tream
~ saltwure follka would 1hutup

Digital Equipment Corporstion Rich Wiek 111193 3

Full big endian

{6‘5 - Md¥stl zor va b 2

- ext/ina/malk zoc rhx<28>
o Istream - yes

Digital Equipment Corporation Rich Wiek IV1153 5§

Agenda

« Byte/Word load/store
+ 4Kpages

# big endian

+« new int ops

+ new FP ops

+ 128 bit floating point
« Cache ops

+ Emulation support

« 32bit subset

+ Random

Digital Equipment Corporation Rich Wek 111193 3

« No hard data
« do oaly for 32bit va systems (10:10:12) as a mode
« again not hard to do - will get people to shutup

Rich Wik 111183 4

v I ¥ FFS, FFC
wE Fr0 5#E | £ count leading/trailing zeros 064
USHS « pop count " et
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G
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o shift left 1-bit 0..63 makes (11..00)
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F Ioatmg Point

« and/or/xor
) — ¥ recip, recip sqrt — Lond Afprmnie
(¢ e o~ o squareroot f/saﬂ-'r

Suri, < muladd , mulsub —N O
Lade T « Give [EEE without trap —
a)‘; - - sxcept demorm H,/IHJ &J
h%) - with desorm 0 ﬂtgf*b
Digital Equipment Corporation Rich Whek 11183 7

Cache ops

o block zero

= o zero to end of block

3  block invalidate

o block flush
/IMB(VA)?

o Non-cached bulk move

Rich Whek 111153 9

32b1t subset

« No too much software work

Vo

Rich Wiek 111153 11

128 bit Floating point

 double register load/store
(lwnnﬂnu

Iluppu’toptl’orn——m&' vos p S‘u{\}

Digital Equipment Corporation Rich Whek 11153 8

Emulation support

« CC bits
 Instruction dispatch
 short writes to Reg flle

Digital Equipmwat Corparation Rich Whek IL1183 10

Random

Page 2

« Allow all of memory as lock - bmd.l-:ouragc

o Performance count PALcalls -—--IT_I’ D’Q? Augal
« Rpee top 32 bits os specific

« Kern halt redifined to os specific

Digital Fquipeent Corporation Rich Whek 111183 12



Dightal Equipment Corporation

Byte/Word load/store

The duck meeting

Agenda

« Byte/Word load/store
o 4Kpages

/ big endian

+ new int ops

« new FP ops

+ 128 bit floating point
« Cache ops

+ Emulation support

« 32bit subset

+ Random

Rich Wiek 1171153 1 Digital Equipment Corporation

Rich Whek 1171153 3

4K pages

« No hard data

< no
-hhﬁ:-hﬂmlwﬂ:':l.ﬁhh 10 « do only for 32bit va systems (10:10:12) as a mode
PO ~N:l““h" o 5 h J  again not hard to do - will get people to shatup
o yes
= needed for VO
- smaller [atream
st ware ol would 1hatup
Digital Equipment Corporstion Rich Wiek 111183 3 Digital Equipment Corporstion Rich Whek 1171183 4

« Dstream
\{6‘7 - Md¥se! zor va bt 2
- ext/toa/mek zor rhx<>
 Istream - yes

"

Full big endian

New int ops

v IFF ¢ « FFS, FFC
- € A
;,.:ci,;; s : cm:ol:::liwmﬂlngmu 0..64 IN S0P —
r ¥ CMPBGT/WGE/WGT <~ ZCUtws 67, 89,NE
o Tnt <-> Fit fast move - |, o BTty J
Ygeabitmask re < (D>>E3rb)<<ra)(  eqpT GV i
‘\p o shift left 1-bit 0..63 makes (00..010..00)
¢ shift left 1-bit 0..63 makes (11..00)
W0 ¢ int DIV Vq signed funsigned
+ Ido/sto aligned octaword
vj), Digital Equipment Corporation

GKT Pac—c\s!vJ £

Rich Whek 1171193 § Rich Whek 111183 6
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Floating Point

128 bit Floating point

« and/or/xor
o) = recip, rectp sqrt — Lol A AR
(e oy —  square root f/sa;zr

s9nT, ¢ maVadd , muVsub — N O
Lape T ¥ Give [EEE without trap -
um%’ - except desorm RiGH, Ba]
E] - with desorm 0 ﬂ’" '.:r‘l.
Digital Equipmsest Corporation Rich Wiek 171153 7

Cache ops

« block zero

o zero to end of block

« block Invalidate

o« block flush

+ IMB(VA)?

« Noa-cached bulk move

UL
oD S0

puo?

Rich Wiek 111153 9

32bit subset

+ No too much software work

W

Drigital Equipmeni Corporation Rich Wiek 111193 n

« double register load/store
« hw vs software .
/swpportopatorsw — STGIG~ FVOT D s;w-}

Digital Equipment Corporstion Rich Wiek 1111183 8

Emulation support

« CC bits
« Instruction dispatch
 short writes to Reg file

[0

Rich Wiek 1171183 10

Random

« Allow all of memory as lock - but discourage it

¢ Performance count PALcalls —7 70 D717 Aoiga)
« Rpee top 32 bits os specific ; ¥

« Kern halt redifined to os specific

Rich Wiek 1111593 12
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Functional Building
Blocks -

Hardware Block:

B An assembly of hardware
components that implements a
specific function. Part of, whole, or

- multiple HARDWARE MODULEs.

- A HARDWARE MODULE is a physical
building block - board with
hardwadre components.

Inferconnect:

m Physical medium carrying address,
data, and control signals between
hardware blocks

B A hardware block on an interconnect
is called a NODE on that interconnect

/3

N\
\



The Generic Alpha
System

Figure 1: Alpha System Model

I/O Adapter I/O Widget

CPU

m Consists of an Alpha processor,
cache memory, and cache
management and addressing logic

AN

AN

NN\

RS




Memory

m Consists of RAM chips along with
iInferface and control logic

Console

\\

m Consists of a console processor,
console storage, and console
soffware. Allows an operator to
monitor and control the system.

Processor-Memory Interconnect
(PMI)

N

AN\

B [nferconnect between CPU and
memory

|/O Interconnect

m An inferconnect whose primary
purpose is |/O. Two classes:

- Tightly-coupled: Address space
accessible to the CPU through
direct or mailbox access. Examples:
XM, Lbus, TC, FB+, efc.

A\

W \

RS
SOV

Continuation of The Generic Alpha System




- Loosely-coupled: Address space
Inaccessible to the CPU through

direct or mailbox access. Examples:

SCSI, NI, FDDI, Cl, etc.

Figure 2: Alpha I/O Hardware
Blocks and Interconnects

PMI
Local Local
I/0 Widgset /O Adapter
I
ft
Cor!lt?o]ler Loosely—coupled
T Remote /O Interconnec t
/0 I/0 Widget l
Device Remote 110

1/0 Widget Controller

| | 110
Device
Ie} 110
Device| |Device
1/O
Device

Tightly—coupled
Tightly—coupled I/O Interconnect 1
1/Q Interconnect 3 Remote

/O Adapter

Tightly—coupled
1/O Interconnect 2

Continuation of The Generic Alpha System
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\\

|/O Adapter

N\

B Hardware block that connects one or
more tightly-coupled interconnects to
another tightly-coupled inferconnect

/O Widget

- B Hardware block that connects one or
more loosely-coupled inferconnects
to the PMI or to a tightly-coupled
inferconnect

Local vs Remote

m | ocal adapter/widget connects
directly to the PMI, whereas remote
does nof

B | ocal= closer to PMI, Remote= farther

'\
\\\\;Q':m

%f

Continuation of The Generic Alpha System // ,~
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Figure 3: Components of an I/O

s
7
.
PMI or Tightly~coupled I/O Interconnect //;’f'
7
v
Local Side
Ve Adapter
Hose Hose Hose :
Remote Side Remote Side Remote Side
1 2 3
Tightly—coupled Tightly-coupled Tightly-coupled
/O Interconnect 1 1/0 Interconnec t2 I/O Interconnect 3

|/O Device

®m Target of an |/O operation: can be
physical (disk, fape, etc.) or "'pseudo”

|/O Contiroller

®m Provides control logic and interface
registers to enable software to control
one or more devices

Continuation of The Generic Alpha System




Physical Address Space
Figure 4: PA Space

0 n is the number of
physical address bits

Area 0

n-2

Area 1

Area 2

Area 3

m Collection of all physical locatfions
accessible by a PMI node - extent
defined by # of PA bifs implemented

B Four areas - each used for either
memory references or |/O location
references, but not both

m Area 0 used for memory only

m Source of LD and farget of ST can be
either memory or |/O location

) o
\".\
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Memory Space

m Part of processor’s PA space through

which it accesses memory

/O Space

Part of processor’s PA space through
which it accesses HARDWARE
INTERFACE REGISTERs (old name:
CSRs)

Local |/O Space = processor’s |/O
space

Node Space = Part of the local |/O
space through which a node’s
intferface registers are accessed

Remote 1/O space = any
tightly-coupled inferconnect’s
address space

Continuation of Physical Address Space
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Device Driver |/O

General Model

B Driver requests and initiates a device
function

m Confroller carries out the requested
function

m Conftroller informs the driver of request
completion

B Driver determines completion stafus

MIMITIINY
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Simple Model

N

NN\

m Driver wri’res one or more intferface
reqisters to initiate request

m Conftroller carries it out

A\

m Confroller generates an interrupt to
inform the driver of completion

®m Driver reads one of more interface
reqQisters to determine status

———
NN

Continuation of Device Driver I/O | /// ?I}__.r"




Sophisticated Model

m Driver inifs one or more command
buffers to request device function

m Driver accesses an inferface register
to notify the controller of available
command buffer(s)

m Conftroller performs function(s)

m Controller records completion status
in one or more response buffers and
generates an inferrupt fo notify driver
of one or more request completions

R

B Driver determines status of completed
operations from response buffers

N\

N

Q‘{A\

Continuation of Device Driver |/O
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Interface Register Access

Direct Access

B An inferface register with an address
in local |/O space is directly
accessible with a LD or ST intstruction

m Example: Interface register for any
PMI node

Mapped Access

m A remote |/O widget’s inferface
register can be directly accessed if
the system implementation maps the
addresses into the processor’s |/O
space.

m Example: Any TC widget’s interface
registers on Flamingo

m Mapped access is a special form of
direct access

AN\

NN



Hardware Mailbox Access

Figure 5: The Alpha Hardware
Mailbox

NN

o,

63 Hardware Mailbox structure

N

MBPR . > HOSE SBZ | MASK CMD

RBADR

N\

WDATA

AN

SBZ

RDATA

STATUS

Dxomm
Z00

Unpredictable

Unpredictable

m Mechanism for accessing remote
iInferface registers - an alternative for
‘mapped access

- Achieves the same effect as a VAX
iNnstruction 1o read/write a device
reqQister, for example:

- MOVL R3, DEVICE_REGISTER_OFFSET(RR4)

NN\

Continuation of Interface Register Access
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Steps taken by driver for
hardware mailbox access:

m Allocate hardware mailbox in
memory

m Deposit a remote inferconnect
command in CMD (read/write)

m \Write a mask in MASK to indicate size
of farget location (byte, word,
longword, or quadword)

m |dentify the target |/O interconnect in
HOSE

m \Write the tightly-coupled |/O
iNnferconnect address of remote
inferface register in RBADR

m [f CMD specifies WRITE, initialize

WDATA with data to be written %

7.

m /ero all other fields %
m \Write the hardware mailbox physical ,%
address to the MBPR ?

Continuation of Interface Register Access /
V7
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m Driver polls DON bit

m For a WRITE operation, adapter can
set DON immediately after it has read
the mailbox (or it can wait)

m For a READ operation, adapter can
set DON only after it has written the
data to RDATA

m For READ operations only, adapter
can set the ERR bit - additional status
Is contained in the rest of STATUS in
that case

Continuation of Interface Register Access




Direct Memory Access

DMA from a local I/O widget

Simple PMI operation

DMA from a remote |/O widget

B Requires assisfance of infervening I/O
adaper(s)

m | ocal l/O adapter must map a part of
the tightly-coupled |/O interconnect’s
address space into the processor’s
memory space

® Need map registers

N\
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Tightly- vs Loosely-
coupled |I/O
Inferconnects

Tightly-coupled:

m CPU can access its address space
through direct or mailbox access

m Typically limited in range to the
system cabinet

Loosely-coupled:

N\

m CPU cannot access its address space
through direct or mailbox access

R

B Tends fo "snake around the room"

N\
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Laser System
Configuration

CPU Memory Memory
Module Module Module
LSB
/O Adapter
SCSI/DSSI SCsl

XZA

FZA

NN

e




Z

2\

/ﬂ
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0

LSB

FLAG
FB+

|
|
IOP

H
7 7 T

LAMB
XMI

Laser 1/O Adapter




Laser PA Space

0 0000 0000

3 EFFF FFFF
3 FO00 0000

3 FFFF FFFF

Memory Space
(15.75 GB)

/O Space
(256 MB)

-
oy

Node Private Space
(128 MB)

Node Space 0
(64 KB)

Node Space 1
(64 KB)

Node Space 2
(64 KB)

Node Space 3
(64 KB)

Node Space 4
(64 KB)

Node Space 5
(64 KB)

Node Space 6
(64 KB)

Node Space 7
(64 KB)

Node Space 8
(64 KB)

Reserved

Broadcast Space
(64 KB)

Reserved

T

ZZy

3 FOo0O0 0000

8 F7FF FFFF
3 F800 0000

3 F83F FFFF
3 F840 0000

3 F87F FFFF
3 F880 0000

3 F8BF FFFF
3 F8CO 0000

3 F8FF FFFF
3 F900 0000

3 FO8F FFFF
3 F940 0000

3 F97F FFFF
3 F980 0000

3 FOBF FFFF
3 F9CO 0000

3 FOFF FFFF
3 FA0O 0000

3 FA3F FFFF
3 FA40 0000

3 FDFF FFFF
3 FEOO 0000

3 FESF FFFF
3 FE40 0000

3 FFFF FFFF
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Cobra System
Configuration

CPU Memory Memory
Module Module Module
................................................................. C-Bus
i 1/0 Module
IO Adapter ;
SCSl ,5 V%%SI
idget
g EZA SCSi
Wi
idget NI
FNA
NI NI
Widget
|
FCA €
Console
Widget
FDDI
FFA
Serial
Widget
L-Bus FB+

Y



Cobra PA Space

0 0000 0000

0 7FFF FFFF
0 8000 0000

1 FFFF FFFF
2 0000 0000

2 7FFF FFFF
2 8000 0000

3 FFFF FFFF

Memory Space
(2 GB)

Reserved
(6 GB)

CPU Module
Node Space
(256 MB)

I/0O Module
Node Space
(256 MB)

I/O Space
(2 GB)

Reserved
(6 GB)

Reserved
(512 MB)

Memory Module 0
Node Space
(256 MB)

Memory Module 1
Node Space
(256 MB)

Memory Module 2
Node Space
(256 MB)

Memory Module 3

Node Space
(256 MB)

2 0000 0000

2 OFFF FFFF
2 1000 0000

2 1FFF FFFF
2 2000 0000

2 3FFF FFFF
2 4000 0000

2 4FFF FFFF
2 5000 0000

2 5FFF FFFF
2 6000 0000

2 6FFF FFFF
2 7000 0000

2 7FFF FFFF

AT
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Flamingo System
Configuration

CPU Memory

SYSAD

I/O Adapter

CFB
Widget

scsi scsl
Widget

Core 1/0 NI
Widget

ﬁ
,ﬁ
.
/’
%
g
%
%’
é
ﬁ
ﬁ
?
g
g
7
%
ﬁ
ﬁ
%

N\

W

Turbochannel




0 0000 0000

0 FFFF FFFF
10000 0000

1 FFFF FFFF

3 FFFF FFFF

1 A00O 0000

1 A7FF FFFF
1 AB00 0000

1 AFFF FFFF
1 B00O 0000

1 BFFF FFFF

Memory Space
(4 GB)

/O Space
{4 GB)

Reserved
(8 GB)

Dense Space
(128 MB)

Reserved
(128 MB)

Sparse Space
(256 MB)

Node Space 1
(512 MB)

Node Space 2
(512 MB)

Node Space 3
(512 MB)

Node Space 4
(512 MB)

Node Space 5
(512 MB)

...................
.......

Node Space &
(512 MB)

~"| scsI Node Space (D)

{512 MB)

TC Neode Space (D)
(32 MB)

Reserved
{192 MB)

SCSI Node Space (S)
(64 MB)

TC Node Space (S)
{64 MB)

Reserved
(128 MB)

Cll Node Space (D)
(32 MB)

CFB Node Space (D)
(32 MB)

Reserved
(192 MB)

Cll Node Space (S)
(64 MB)

CFB Node Space (S)
(64 MB)

Reserved
(128 MB)

A
:’/

1 0000 0000

1 1FFF FFFF
1 2000 0000

1 3FFF FFFF
1 4000 0000

1 5FFF FFFF
1 6000 0000

1 7FFF FFFF
1 8000 0000

1 OFFF FFFF
1 A0OO 0000

1 BFFF FFFF
1 C000 0000

1 C1FF FFFF
1 C200 0000

1 C3FF FFFF
1 C400 0000

1 CFFF FFFF
1 D000 0000

1 D3FF FFFF
1 D400 0000

1 D7FF FFFF
1 D800 0000

1 DFFF FFFF
1 EO00 0000

1 E1FF FFFF
1 E200 0000

1 E3FF FFFF
1 E400 0000
1 EFFF FFFF
1 FO00 0000

1 F3FF FFFF
1 F400 0000

1 F7FF FFFF
1 F800 0000

1 FFFF FFFF
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