May 29, 1969

Dr. John R. Pierce<br>Executive Director<br>Research Communications Sciences Division<br>Bell Laborotories<br>Murray Hill, New Jersey 07974

## Dear John:

I was interested to see your enthusiasm for the use of simple computer programs in education during the last Computer Science and Engineering Board meeting. We have been working with a number of schools in developing programs that would make computers interesting and educational to students in high schools and liberal arts colleges.

Enclosed is a copy of our handbook for programming our small computers. We hear stories of how first-, second-, third-, and fifthgrade children have learned to program FOCAL from Chapter 9 with no help from adults. These stories might be somewhat exaggerated, but it shows that students can learn if left alone with access to a computer.

Sincerely yours,

Kenneth H. Olsen

## KHO:ecc

cc: Mr. Warren C. House<br>Executive Secrefary<br>Computer Science and Engineering Board<br>National Academy of Sciences<br>2101 Constitution Avenue<br>Washington, D. C. 20418
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# Carnegie-Mellon University 

Department of Computer Science Schenley Park
Pittsburgh, Pennṣylvania 15213
[412] 621-2600
[412] 683-7000
February 4, 1969

LETTER OF INVITATION

## Dear

A conference to study conputer science education in the United States will be held July 21 through 25, 1969 at Woods Hole, Massachusetts. The conference is being sponsored by the National Science Foundation Computer Science and Engineering Research Board under a grant from the National Science Foundation.

The purpose of this letter is to invite you, as one of approximately 40 , to participate in the work of this conference.

The conference will be organized to make maximum use of the participant's capabilities in the time available. It is planned to hold all day meetings during the entire week and to focus on two specific topics:

1. Graduate education in computer science
2. Education in software (and hardware) systems.

The conference discussions and conclusions may broaden considerably beyond these two areas; nevertheless they seem reasonable for initiating and focusing discussion. With each of these issues there will be two major technical concerns:
A) Economic: By economic is meant the creation of input-output models relating the development of programs, production of students and faculty, and the needs of industry and government for people so trained. Furthermore, a timetable establishing the velocity and acceleration of these programs should be produced. In accord with the postulated growth, a study should be made of the resources (plant, people, and money) required to provide this educational development.
B) Content: A thorough study should be made of the content of the undergraduate and graduate programs to be labeled as computer science. Furthermore, an audit of existing programs should be made to gauge what distances exist between what is being done and what should be done. Furthermore the subject of accreditation and standardization should be treated. Similar treatment should be accorded to education in software (and hardware) systems.

It is planned to organize the meeting as a sequence of open plenary sessions with the entire group meeting to discuss the partial results obtained in one of the above areas; and in working sessions divided into working technical groups. A tentative schedule for the two major work groups (Content -Working Group I and Economics -- Working Group II) follows:

|  | 9:00-12:00 a.m. <br> (morning) | $1: 30-4: 30 \mathrm{p} \cdot \mathrm{m}$. <br> (afternoon) | $7: 00-10: 00 \mathrm{p} . \mathrm{m}$. <br> (evening) |
| :--- | :--- | :--- | :--- |
| Tuesday | Keynote <br> Plenary Session I | Working Sessions | Special Lectures |
| Wednesday | Plenary Session III <br> Report of Working <br> Group II | Plenary Session II <br> Report of Working <br> Group I | Special Lectures |
| Thursday Sesing Sessions | Plenary Session IV <br> Report of Working <br> Group I | Plenary Session V <br> Report of Working <br> Group II | Working Sessions |
| Friday | Draft of reports of <br> working groups | Plenary Session VI <br> Draft of final <br> report - content <br> and conclusions |  |

There are a largen number of questions that the conference should attempt to answer. Among them are:

- Of the reasonably large number of graduate departments of computer science now existing, are these programs producing in kind and in number the: graduates that are needed?
- Are there needs, insofar as computer science is concerned, which these programs are not meeting?
- Are these programs separating the mathematical from the engineering too much?
- What alternatives to this mode of educational development can be proposed?
- Does therc exist a natural education sequence in the field of computer science like that, e.g., in another mathematical science? Thus, how does one characterize education in computer science through the range of junior college, B.S., B.A., M.S., M.A., Ph.D., and professional degree?
- In the field of computer science what are the goals of the various degrees?
- Is the education program best organized so that students from the lower degree programs provide the major source of the students in the advanced degree programs?
- Will computer science departments become as introverted as has happened, for example, in mathematics?
- How do the programs now in operation compare with those outlined by study groups such as the ACM Curriculum Committee and COSINE?
- Are the professional societies the approprite groups to recommend or set curricula? What orderly alternatives are there?
- Are there large problems in software production and use that are largely caused by the lack of well trained software specialists?
- If there are such large problems, should they be solved within a formal education system by educating specialists at various degree leve1s?
- Or can this matter be best solved by those now responsible for the production of software using on-the-job training?
- Thus, can hardware manufacturers be depended upon to supply the software systems that are needed and also train the personnel produce and service them?
- Would not software education in a university environment produce technological derelicts since the software problem seems to change so rapidly?
- Put another way, won't the very nature of software make the solutions to these problems be solved by meta software produced by a very small number of specialists?
- If one speaks of software engineering, then why not let the engineering schools and disciplines define and develop the programs?
.- Is it possible to meaningfully separate the software problem from the hardware problem?
- How can national institutes of computer science, several of which are now being proposed, contribute to education in computer science?

Other questions will arise during the course of the discussions, but certainly the goal of the conference should be to focus not only on the nature of the problem but to prepare recommended solutions.

Though it is not requred for participation, the attendees would be pleased to receive from you any written comments that you might care to make prior to the meeting. While formal papers are not being asked for, careful organization of your thoughts on these or other related matters would be appreciated. If a working paper can be provided by June 15 th copies will be made available to all the participants to study before the meeting commences. These working papers will undoubtedly provide a strong basis for discussion during the conference.

During the conference, duplication and secretarial facilities will be provided for quick preparation of additional working papers and intermediate reports. The goal of the conference will be the preparation of a report outlining the results of the conference. Toward that end, in each of the two areas (resources and content), a chairman and two younger recording secretaries will have the responsibility of preparing the draft of each section, and these two reports will then be coordinated into a final report.

You may be familiar with a report of the National Academy of Science entitled "The Mathematical Sciences: A Report (NAS publication 1681:1968, xiv +256 pages, paper, $\$ 6.00$ ). This report, and preceding reports by the Pesrce Committee and the Rosser Committee are the sole widely based surveys conducted under federal auspices on computer science education, It is hoped that the report of this conference will provide a major technical expansion of the requirements and goals of computer science education.

Please let me know as soon as possible, and in no case later than March 15, if you will participate in this conference.

Very truly yours,
A.JP: dg

Dr. Alan J. Perlis, Head
Department of Computer Science
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G. Forsythe
J. E. Rowe
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Bunker-Ramo Corporation
Internationa1 Computing Company

Walter Ramshaw
Burton Colvin
George A. Garrett
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Recording Secretary
Software Manager, Scientific Data Systems
Chairman, Department of Computer Science Cornell University
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Project MAC, Massachusetts Institute of Tech.
SDC
President, Informatics
Computer Educator, Professor of Mathematics University of Oklahoma

Director of Software, AT\&T, Central Office Computer Systems
Computer Operations, Bank of America
Software Management, Be11 Telephone Laboratories
Professor of Computer Science, Stanford Univ.
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Computer Systems Designer, Professor, Carnegie-Mellon University
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Manager, Computer App1ication/Engineering Staff, Ford Motor Company, Dearborn, Michigan.
University of Washington, Seattle
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A conference to study computer science education in the United States was held July 21 through 25, 1969 at the Hilton Hotel in Annapolis, Maryland. The conference was sponsored by the National Academy of Science Computer Science and Engineering Board under a grant from the National Science Foundation.

The Computer Science and Engineering Board has been formed to provide a focus for those aspects of the computer field that are important to science in general and the federal government. Attached is a document that describes the purposes of the Board.

The conference was organized to make maximum use of the participant's capabilities in the time available. It is planned to hold all day meetings during the entire week and to focus our attention on two specific topics:

1. Graduate education in computer science
2. Education in software (and hardware) systems

The conference discussions and conclusions may broaden considerably beyond these two areas; nevertheless they seem reasonable for initiating and focusing discussion. With each of these issures there will be two major technical concerns:
B) Content: A thorough study should be made of the content of the undergraduate and graduate programs to be labeled as computer science. Furthermore, an audit of existing programs should be made to gauge what distances exist between what is being done and what should be done. Furthermore the subject of content and standardization should be treated. Similar treatment should be accorded to education in software (and hardware) systems.

It is planned to organize the meeting as a sequence of open plenary sessions with the entire group meeting to discuss the partial results obtained in one of the above areas; and in working sessions divided into working technical groups. A tentative schedule for the two major work groups (Content -Working Group A and Resources -- Working Group B ) follows:

| Morning | Monday | Afternoon |
| :--- | :--- | :--- |
| Introduction | Tuesday | Work |
| Work | Wednesday | Report <br> B $\rightarrow \mathrm{A}$ |
| Report <br> $\mathrm{A} \rightarrow$ B | Thursday | Draft |
| Work | Friday |  |
| Final Reading |  |  |

There are a large number of questions that the conference should attempt to answer. Amont them are:

- Of the reasonably large number of graduate departments of computer science now existing, are these programs producing in kind and in number the graduates that are needed?
- Are there needs, insofar as computer science is concerned, which these programs are not meeting?
- Are these programs separating the mathematical from the engineering too much?
- What alternatives to this mode of educational development can be proposed?
- Does there exist a natural education sequence in the field of computer science like that, e.g., in another mathematical science? Thus, how does one characterize education in computer science through the range of junior college, B.S., B.A., M.S., M.A., Ph.D., and professional degree?
- Does there exist a natural education sequence in the field of computer science like that, e.g., in another mathematical science? Thus, how does one characterize education in computer science through the range of junior college, B.S., B.A., M.S., M.A., Ph.D., and professional degree?
- In the field of computer science what are the goals of the various degrees?
- Is the education program best organized so that students from the lower degree programs provide the major source of the students in the advanced degree programs?
- Will computer science departments become as introverted as has happened, for example, in mathematics?
- How do the programs now in operation compare with those outlined by the study groups such as the ACM Curriculum Committee and COSINE?
- Are the professional societies the appropriate groups to recommend or set curricula? What orderly alternatives are there?
- Are there large problems in software production and use that are largely caused by the lack of well trained software specialists?
- If there are such large problems, should they be solved within a formal education system by educating specialists at various degree levels?
- Or can this matter be best solved by those now responsible for the production of software using on-the-job training?
- Thus, can hardware manufacturers be depended upon to supply the software systems that are needed and also train the personnel to produce and service them?
- Would not software education in a university environment produce technological derelicts since the software problem seems to change so rapidly?
- Put another way, won't the very nature of software make the solutions to these problems be solved by meta software produced by a very small number of specialists?
- If one speaks of software engineering, then why not let the engineering schools and disciplines define and develop the programs?
- Is it possible to meaningfully separate the software problem from the hardware problem?
- How can national institutes of computer science, several of which are now being proposed, contribute to education in computer science?

Other questions will arise during the course of the discussions, but certainly the goal of the conference should be to focus not only on the nature of the problem but to prepare recommended solutions. Naturally, any additional questions that you feel should be discussed will be considered. We would appreciate any feeling you may have concerning the priorities of the various topics which have been raised.
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Though it is not required for participation, the attendees would be pleased to receive from you any written comments that you might care to make prior to the meeting. While formal papers are not being asked for, careful organization of your thoughts on these or other related matters would be appreciated. If a working paper can be provided by June 22nd copies will be made available to all the participants to study before the meeting commences. These working papers will undoubtedly provide a strong basis for discussion during the conference.

It is hoped that this conference will provide a reference for the field of computer science -- at least in the two major areas -- that will be a natural first source for information about the field. The conference will be attempting to obtain in one week what the more established sciences have developed over many years -- an overview of the present state, logistics, and future directions of the field. Naturally it could not hope to be complete, but it will provide a first overview of the field that up to now has not existed.

During the conference, duplication and secretarial facilities will be provided for quick preparation of additional working papers and intermediate reports. The goal of the conference will be the preparation of a report outlining the results of the conference. Toward that end, in each of the two areas (resources and content), a chairman and two younger recording secretaries will have the responsibility of preparing the draft of each section, and these two reports will then be coordinated into a final report.

You may be familiar with a report of the National Academy of Science entitled "The Mathematical Sciences: A Report (NAS publication 1681:1968, xiv +256 pages, paper, $\$ 6.00$ ). This report, and preceding reports by the Pierce Committee and the Dosser Committee are the sole widely based surveys conducted under federal auspices on computer science education. It is hoped that the report of this conference will provide a major technical expansion of the requiements and goals of computer science education.

Please let me know as soon as possible, and in no case later than June 9th, if you will participate in this conference. Upon receipt of your willingness to participate in the conference you will be receiving a set of preliminary documents on or about June 15 th. These documents will include the full list of attendees, copies of the above mentioned report of the National Academy and the Pierce Committee, a report of the ACM Curriculum Committee, and working papers as they become available. A partial list of attendees and the groups to which we have tentatively assigned them is attached. I would appreciate additional names of people whose presence would materially improve the conference.

> Sincerely yours,

AJP: dg


Dr. Alan J. Perlis, Head Department of Computer Science
enc.
Carnegie-Mellon University

```
Prof. Richard Andree
Dept. of Mathematics
University of Oklahoma
Norman, Oklahoma }7306
Dr. Bruce W. Arden
Associate Director
Computing Center
University of Michigan
Ann Arbor, Michigan
Dr. C. L. Coates
Electronics Research Center
University of Texas at Austin
Auśtin, Texas }7871
B. H. Colvin
Head, Mathematics Research Laboratory
Boeing Scientific Research Laboratories
P.O. Box 3981
Seatt1e, Washington 98124
Dr. Ruth Davis
National Institutes for Health
National Library of Medicine
Bethesda, Md.
Dr. George and Alexandra Forsythe
Computer Science Department
Stanford University
Stanford, California 94305
Dr. John Giese
Chief, Applied Mathematics Division
Department of the Army
U.S. Army Ballistic Research Laboratories
Aberdeen Proving Ground, Maryland 21005
Mr. Bruce Gilchrist
Executive Director
American Federation of Information Processing Societies
210 Summit Ave.
Montvale, N.J. 07645
Prof. J. W. Graham
Computing Centre Director
University of Waterloo
Waterloo, Ontario, Canada
Prof. Fred Gruenberger
Department of Accounting
San Fernando Valley State College
Nathridge, California }9132
```

Dr. John Hamblen Southern Regional Education Board 130 6th Street N.W. Atlanta, Georgia
Dr. Wa1ter W. Jacobs
1812 Metzerott Road Adelphi, Maryland 20783
Mr. Scott E. Moore
Manager of SDD Technical Education IBM Systems Development Division Department H77, Building 962
Box 390
Poughkeepsie, New York 12602
Sau1 Rosen, Director
Computer Sciences Center
Mathematical Sciences Building
Purdue University
Lafayette, Indiana 47907
Dr. Samuel Seely
Associate Graduate Dean
University of Massachusetts
Amherst, Massachusetts 01002
Professor J. N. Synder
Associate Head of Computer Science
University of Illinois
Urbana, I11inois 61801
Dr. Robert Spinrad
Scientific Data Systems
701 South Aviation Boulevard
E1 Segundo, California 90245
Professor John W. Tukey
Department of Statistics
Fine Hall, P.O.Box 708
Princeton, New Jersey 08540
Dr. John Carr, III
Moore School of Engineering
Department of Computer Science
University of Pennsylvania
Philadelphia, Pennsylvania
Professor Juris Hartmanis
Department of Computer Science
Cornell University
Ithaca, New York
Professor E. J. McCluskey
Electronics Department
Stanford University
Stanford, California ..... 94305
Mr. Robert Morris
Be11 Telephone Laboratories, Inc.
Room 2C-524Mountain AvenueMurray Hill, New Jersey 07974
Mr. James RoweUnion Carbide270 Park Avenue (41st floor)New York, New YorkDr. T. L. JordanUniversity of CaliforniaLos Alamos Scientific LaboratoryP. O. Box 1663Los Alamos, New Mexico 87544

## RECOMMENDATIONS

1. We support the second recommendation of the COSRIMS report which we repeat here:
"We recommend that at the national level special priority be given to support of the expansion of research and graduate study in computer science. Appropriate actions would include: special support for developing and updating courses, support for research during the academic year when needed, grants to departments to cover costs of computer usage in research, special attention to needs for space, and expansion of numbers of research assistantships and traineeships to stretch the capacity of all departments of high quality."
2. We recommend that universities, industry and the Federal Government cooperate in the development and support of excellent baccalaureate programs in computer science. While it is recognized that there may be a multiplicity of such programs at a university accenting different aspects of computer science, it is important that the development of the programs be entrusted to one faculty group that, if necessary, cuts across college boundaries.

Furthermore, we recommend that universities take steps to define master's degree programs in computer science that function to award a degree of consolidation built on the content of solid undergraduate programs in computer science and to deaccent master's programs whose major function is the conversion of baccalaureates from other fields to computer scientists.

Furthermore, we recommend that these baccalaureate programs contain strong elements of laboratory training in the development and utilization of computer systems.

The computer industry should be urged and encouraged to make major contributions to the development of computer science education in the universities.

In particular we deplore the recent trend toward the reduction and elimination of discounts to universities by computer manufacturers for the purchase of computing equipment.

We feel that the advantages to the whole computer industry far outweigh possible disadvantages to smaller computer manufacturers.

The computer industry has a strong vested interest in supporting the university programs that are their major source of supply of trained personne1. It is clearly in the interest of the whole industry to support university computer science programs.
3. Many of the existing and new Ph.D programs in computer science (in addition to that group of key institutions supported by large research grants oriented not specifically to educational problems) are drastically limited by the lack of support for competent graduate students.

At present, because of the restrictions of NDEA and NSF traineeships to already existing science and engineering disciplines, there are few fellowships available specifically to computer science graduate students.

It is recommended that new computer science graduate programs, in addition to those already supported by massive research grants, be supported in their initial and continuing stages by (1) graduate teaching and
research fellowships, (2) post-doctoral teaching fellowships to aid in acquisition of new faculty, and (3) support of new and different computer facilities, such as satellite computers and processors for film and TV animation for instructional purposes, hybrid computers, converters to and from other systems, and new up-to-date equipment continuously being developed as a result of the investment of resources in national research and development through the defense, space, and scientific research programs.
4. It will be essential to the universities and colleges to greatly expand their students' opportunities to learn the essentials and principles of all elements in problem formulation to computing realization, and to be aware of the part that computer science wishes to play in offering such opportunities, and the cooperation of individual departments should be encouraged and supported, and departments with competent and interested staff should be encouraged and supported in providing opportunities for students to gain insight and knowledge in part or all of this area, and all reasonable efforts should be made to encourage interdepartmental cooperation in this whole area. And finally, that both research in the general area of app1ication and materials preparation directed toward teaching deserves support, especially when each is planned to support the other.
5. In order to guarantee that the student body in this new undergraduate and graduate education in computer science be spread evenly geographically and economically across the United States, and in order to make sure that the result of this program is not the concentration of computer science
activity and talent in a small number of key prestige institutions, it is recommended that specific techniques be employed in the distribution of resources to guarantee grass-roots growth in this area throughout the United States.

To this purpose, it is recommended that undergraduate support be distributed on a pro rata student population basis throughout the states, similar to but not necessarily as in the National Defense Education Act, to the intent that students in all locales, including inner city and undersupported schools, can participate in this highly important program that will upgrade markedly the performance and productivity of many individual human beings.
6. Even in a relatively stable field like Mathematics, a strong need has been felt for up-to-date information about the nature of education and research in the field, and the amounts and sources of its funding. These needs resulted in the NSF-sponsored Survey of Research Potential and Training in the Mathematical Sciences (c. 1957), and the reports of the Ford Foundation-sponsored Survey Committee of the Conference Board of the Mathematical Sciences (c. 1967). The later committee is apparently to maintain a continuous inventory from now on.

In the rapidly changing field of computing sciences up-to-date information is needed even more, and is harder to get. Under NSF sponsorship, the Southern Regional Education Board has prepared surveys of college and university educational activity in the computing sciences, but apparently no agency is doing anything similar for research in our field. At the same time, graduate departments have a great need for, but possess very little information on what research in computing sciences
is being sponsored; who does the research, who sponsors it, and at what levels.

We recommend that the NAS Computer Science and Engineering Board seek authorization, personne1, and funding for a continuing research survey committee, with some full-time staff, whose mission it would be to maintain a continuous inventory of research in the computing sciences.
7. It is recommended that the Computer Science and Engineering Board of the National Academy of Sciences make definite approaches to Congress to recommend that in the next budget legislation those funds authorized by the Higher Education Act for construction and the funding of computer equipment be made available to the National Science Foundation and the Office of Education so that a Federal program to support recommendations one through five can become operative on an appropriate scale.
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## Dralts mepered During the Nationt Acadeny of Sclenee Gonforence on Commber Scicnce Eracetion

1. Report of the Galchnist Commtios-~What Kinds of Computon People aro Vooded? (Catchrasi)
\& bhat is Good Dovolomont? (Ardon)
2. Poblow Tommation and Fatentog-h Vitel Segmom (Tukoy)
\% Rom- making (Fonsythe)


3. Wha Wood Fon Incpeased Educothon in Sostome Engineoring as a

Srosab of Computon Science (Gan )
3. Solturaro Engtwecring (Ropon)
9. Furduw Bratore Dogreo Drogron im Computon Soionco (rocon)

 Bownce on tho future of eivinimatro ( 0 ars) (to be added in next draft)

2h. Funoce of the Rssources Comatteo (Panhis)
12. Whontion in Gomputen Setones Spinmod)


5. 2ur of tha Goens Gomqute (Iomisis)

Iaven Untrersity (Ronins)


WHAT KIMDS OF COMPUTER REOPJT ARE MEDED?

Bxclusive of installations znvolving special purpose equipment, or eguipment for speciric apectal purposes (e.g., process control.), as fell as those involving very smil machines, there are on the order os 25,000 installations in this comatry. Very roughly, they are organized by zize and purpose like this:

> Sciontity Gorsmerial

| Laxge | 2000: | 800 | 200 |
| :---: | :---: | :---: | :---: |
| Nodiom | 10,000: | 5000 | 5000 |
| 58832 | 14,030: | 4000 | 10,000 |

The Comatoce agreed that for puxposes of denigning collegembel training tad education prograns, the bothom group nould have to a be disreganded. "hat group (typien $11 y$ users of $360 / 20^{\circ}$ ) has as great a meed as the athers for competent prople, bus unfortmately the proper parson som moves upo By defanty, thet section of the


Foz the tirst two groups, thon, the peonie to be tranmed tall Into these grouning :

## Researchore

Systems Azalysts
Sybtems Programens (Smber
Applicagions Erosmamaers
User/2rogrammers
Users

The distinction betreen large and swall in this outlint was made by Gtichrist: those who qualixy as "Jarge" can modtey 0S360 to suit their fimis neods; those who are "smatl" can detect tromole In the operating systev and know to whom to twar for help in furing it. The group tebelles "userg" are thote who also Jnov whether os not the meanits ane correcto

Scott hoore suggented a brearnow on peoplo needs a aincerent way, given th the following oukline:

| RESEATCE | Devises nev toole and aphtications <br>  |
| :---: | :---: |
| DEYELOPMET | Develops those bools and how to use them. <br>  |
| APRLTCATETOLS | Requironents (ox sesuits) which have to do with date. |
|  | Fon to (select) a aystome <br> Hon to meacume efuectuvenoss. |
| 3 | and al there granes doal witi both theory and practical appzications. |

Computer science an a discintine is concerned with rean involved whith the theoretical design of tools and applications of theme As an industry (the comittee agreed that tit is not a protession), sone 500,000 people are engaged mose or less frull tine, but it has an abmonally high proportion of very bacometent pepte.

Attention was turmed to a diferent viem agam: wat soxt of peraon does an employes Look ton and hire? We listed theac spectivications:

1) A certain gleara in the eye, vagnely defined as motivation.
2) Some momledge of the mechance on compucing eego, the applicath has rum some contoter programs.
3) Problen solving adaptibility
4) Commonications akyls (in both atrections)
5) Ability to be seltwcrutical
6) Elementary monledge of etatistics (thas tast is reak, on optonal)


Whe balance of the comitten'g tume was speat Instanng to Eroc. Graham ${ }^{\text {r }}$ description of the training progzom at the Unversity of Waterloo. The Conmitee recomends that he be asked to repeat this description roz the entive groan.

## Whe is Good Suston Devolomont?

## Commitoo Ronort, Druce Ardon, Chammon

In tho opening socston many of the curcont probloma of compinting woxe notati to poon dopolomoni Accordingly, the thtle question was posed. It is



Whet, the comittoo 7 mm hod considoration to lave systoms, am mather arbitreatig dosignetod this to be progrems of over 200,000 wowe Developmont




 Wre made about the tumortancs of the mpotstention whso. The epociftoetions wo dipncuth in conorat purpose gytons; in gonomat, thoy have not boen handed








 The themee roned tran 5 to 20. Th thes ectometo is occepted, then thre ogstams

nctontyy thore is moro than one structure. Thero to the suporyidion structure, tho system structure, and the documentation structure. th is not nocomory the dil of thoso strweburps bo the seme. However, for large systons it the
 corboindy comp from orpemionce that if there is a singio percon that has a
 anceces. Whon systoms got vory large this troe-like hion hical sumature may not rosolvo the difticulties. At overy lovol. as one progresses towerd the moct of tho troe, thone is tome thiommion loss and it is concoivena the at tho reots, there cannot be any compshonsive knompage of tho bytorn. Dumg
 top of this hicserely could hove only stetribtical hometge of the detaile of the systom.

Th the implonantetion th is impartan to heve carly oymblic binding of the themfeos at the highor lovals of the stancture. This obviourly rome nits the vital indopanionce for lenge projects by pormititag ehengo within functond mocmian withont prourbing othors.

Thoe was some diccussion on "upard competivity?" That ta, two supurisom droups, should commatonte only thongh thoir comon supernisox.


 rooking, 3age asitmo.

As momboned caxitor, the dowmmbution hiomerchy refomed to in vory


Gotaj domurard, Hore ogain, thare is an aspect of art. if tho docunentation 3ovol is wall oclected, it in relebivoly asy to entor at sny lovel in such a trou-lita strueture and soo tho local scaructumo. Dofining eppropninto documontabion lorel wis is very difetcult. Emly vorkooles for big syonma, thenstrate both tco much end too Libthe dotath. Thero woro also optnions
 motary a waod sor more comuniention than con be obteinet by staying on tho buanchos of this troo. Ono ougeotion ves that a pareon bo nesponstiolo fore cortatis band across this strabture; thet is, that he mon the cortant of the loval dowo wh the Iovol belous as an cumplo.

IT tho Byatan is not too lange, a total group moting way bo matrablo.




 dovalommen.









onvionment. As an charlo, tho dovelomant of a multi-programing aystem cold procecd by dovelopiag rirst a introd partition sorategy changing to to voo virturl Gtomaga. It hould do opoceble at evory pointin the devolopnont. Such a stratega in not alugs posestole. Tho other chtogory is the dosign of 211 rodules for indecondent teating. Aleo importart is specifiction on Shatolio intordecon; thet is paremetominod geructuros woro entition outh as Sicos and coutcos apoer smbolicglay It chould bo poobiblo for crangle to


 ardit procolup wich chatas doomentation as woly as function. The systom woits grow should do this by oprowing rololy from documontakion amd intorm Reos dozeraterions.




 compuct sustore warg computero than in aone other destign eveas. the con-




PROBLEM FORMULATION AND MATCHING

A VITAL SEGMENT

If we are to realize the potentialities of computing systems at a reasonable rate, we must look forward to the education and development of men and women across a very broad spectrum. It is easy to recognize the inevitable needs for certain kinds of people, such as:
-researchers into the understanding and expansion of what algorithms and computing systems can do.

- systems programmers competent to guide, lead, and do the development of major software systems. -operators and routine programmers to run tens of thousands of installations.

As we attend to such clearly recognized needs, and, as well, to such crucial needs as increasingly effective attention to "wholeware"-to the hardware and software of a computing system as a whole -- planned together as well as working together. We must not forget the vital segment of the spectrum associated with matching the problem to the computing system.

Problems do not arise in forms suitable for attack by computing systems. Those that seem to us "just made for a computer" came to that state by much human effort. If we are to tackle new problems -- or new versions of old problems -- effectively, bravely, and pioneeringly, and successfully, it will be because individuals or small groups have done a good job of problem formulation, because individuals or small groups
have ased the svallable computing systems and applications programs to denl eficctively with these vell ond carerully fommiated problemz

Neither phase of thise tusk can be done wholly alone: - Problem formulation otten requides both repeated trizl and eaplocation and ineieghtat ungerstanding of what computing Pachlsties are really at hand.

- Branging a good foundati on to successinj connuturg oforn requirsi gationces gomethmeis reptatediy, from a vematon of the problen more trise to lise than the grven Tomanation.


## Recommendation:

It will be eqsential tor tho mivergities and colleges to greatly erpand thent stadents omorthitseg to learn the esaentigls and principles of all elenents yom problem fommlation to conputiog reslination.

## Recommendetion:

Where of departmont of contuter sctunce whones to lend in ofering such opporianities, or t' cooperate in offering then, that depantment should be esnectely enciaraged end eupported.

We fee? it vould be gut ancealictic to expect ali deparmente
 Indect, thene may prif to be no one area to which all these demertments Whis, GHouldy atrempt eagnipfont comtribations) The aecd is large, nil who can a would should help to boulser the burcen.

## Recommendation:

Other departments with competent and interested staff should be encouraged and supported in providing opportunities for students to gain insight and knowledge in parts of all of this area. All reasonable efforts should be made to encourage interdepartmental cooperation and co-working.

If opportunities are to become widely available, there will have to be significant investments of time and efforts to develop materials ranging from case studies to organized presentations. Research into the credentials of how these problems are effectively formulated and brought to computation can and should have relation to mutual support with the efforts to develop materials.

## Recommendation:

Both research and materials preparation deserve support, especially when each is planned to support the other.

We find thet there is a majow netionel oxists of learex.mip in cm . Frew on sothore onginembitg and compuien scionce. To begin to bet







 inations An these om Plele of physics.








The principel advantage of the retreading approach is the speed. up in creating new computing experts over starting with conventional new graduate work. One cost would be the substantially larger salarles required for post-doctoral students than for graduate students. If there were an overiloed of, say, 100 post-doctorsil students, there would be a substential cost in foinding faculty mombers to deal with them.

That has been said about physicists may apply also to mathematicians and, . With lesser force, to gome other fields.

Recomencetion:
We therefore recomend thet great attention be paid to the opportunity for creathing applicetions programers, systems programsers, and computer science faculty and rosearch persons by retreadirg zecent PhoDus in other Sielas.

22 July 1969

## A POTENTIALLY LARGE MANPOWER REQUIREMENT

The effect of commercial time-sharing on manpower requirements for "professional" computer personnel will be a highly important one. For the first time, highly competent professional help will be given to those 15,000-20,000 small installations around the country using lower cost computers in small data-processing facilities.

For the commercial time-sharing groups to compete effectively, they will have to specialize their services for some segment of the organized technology, for example: machine tool tape preparation, type-setting and hyphenation, wholesale accounting, small-scale inventory control.

Each of these time-sharing organizations must have highly effective computer systems programmers to develop languages, generalized routines, "hand-tooled" algorithms, etc., to satisfy the individual needs of the user.

Users will try competing services against each other for cost, speed and breadth of capability. Those time-sharing commercial groups with the most professional staffs (all other characteristics-management, marketing, etc., being equal) will survive this very intensive competition.

It may be that the $15,000-20,000$ small machines, most of which do not have any professional computer staff, will be merged into the commercial time-sharing networks, with this many ( $15,000-20,000$ ) professionals needed to work for them indirectly. These men and women must be professionally trained in structure of time-sharing systems, managerial processes, data structures, operating systems.
J. W. Carr IV

Monday, July 21, 1969

## The Need for Increased Education in Software Enginoering as a Subset of Computer Scjence

One prosently arising class of computer problems differs in both quantity and quality from those that have been most important up until now. Such problems are characterized by:

1. Large size
2. Complexity of structure
3. Lack of formal descriptions
(here follows one or more further characteristics)

Examples of such problems today include operating systems for largescale computers; manufacturing systems for large aircraft; construction, retrieval, and analysis of large data bases; air and ground traffic control; management information systems, command and control systems; (here follows a list of other problems)

These problems fall into a category that represents an important area concurrent to and perhaps a part of computer science. The study in and of this technology has been proposed to be called "software engineering"; some of what has been called "systems engineering" or "oporations research" falls directly into this problem area.

Such systems have in the past been organized out of groups of human boings as control elements, human-accessed data storages, and direct human commuication. The coming of the computers, as woll as the expansion of applications of physics and technology, now requires effectuation and autbmation of systems in which humans can no longer play a dotailod part. Where in the older system they served as local control elements, the response time and data rates required no longer allow this participation.

Such systems must now be developed by teams of human beings no one of whom, in genoral, can view the problom as a wole. The digital computer now sorves as data storage, commanications device and monitor, control element, and manager of the overall activity. Humans interface the system and must be satisiactorily servod. The systems are characterized by large numbers of program steps, complex mappings into present-day computer structures, and need for optimization within a set of complex constraints.

The design of such systems, and their prototype construction via computer prograins, is today in its infancy. Examples up until now have ranged from succassful special purpose systems for one-problem applications (such as airlines reservations) to less successful general purpose systems for improvement of computer utilization (such as batch and time-sharing operating systems.)

It is in this area of design and development of large computer prograns for such large systems that there appears to be a lack of organized instruction in higher education, here or anywhere, at the prosent time.

Without the educational dovelopment of persons who can work on the computeroriontod portions of such problems, the problems will be able to be attacked only on an intuitive ad hoc basis. It is expected that the fundamentals of computer science will serve as a scientific basis for the education of such persons, but
that special areas and tools of application must also be taught. The products of such an educational curriculum will serve as the cadres of the teams that will construct the computer program portions of such systems. (continue)

One of the requirements of such an educational experience is the availability of an effective laboratory experience. (continue)
"Software engineering" is not a good phrase and its use should be discouraged. The reasons are as follows:

1. Hardware and software are intimately related. Ten years from now many functions that are now handled by software will be either hardware functions or shared hardware software functions. The term "software engineering" emphasizes the distinction. It is very important to emphasize the interrelationships. "Computer Science" is a far better term for this than "software engineering."
2. A curriculum in "software engineering" at a university would of necessity be housed in the School of Engineering. This could create great confusion in schools in which Computer Science is not currently housed in the School of Engineering.

## Purduo Masters Degree Progran in Compuer Sciences

There are \& major areas:
3. Numbrinal Analysis
2. Logic and Automata (incuucin: fomer Zayuages)
3. Systema
4. Application area.

Mont tarminal masters degre stuants are the thotem ana.
 of Jogic and Autometa and the followng Sybtras coursers

1. Computer Organisations
2. Programing Langugec
3. Compilors
4. Oparatiag Systom3

They will also take 2 or 3 courses in the aphit tons aed Courses in applications incluso

1. Infomation Revrieval
2. Artificial Intelligenoe
3. Stmulation
4. Mathematical Programming
5. Computer Oramica

A sotal of 33 houre are regurod. Stwdente ortcting with a otreng uriengraduate bookground in comptor scionco may ut the dee e $\because$ With Peror credits. A thosis may roglare 9 crodit hows but it not currantly encouraged because of stafing problews.

The above progren leaves roon ou seremi dectan. Stace, are onowraged to tolo courses in Mathenatics, Stratistiob am Mectuo cel Enginaertag.

Wote thot choro also maste a new joint mostore de gree purgran betwoen Compoter Scionce and Incustriay Hanagement.

## REPORT OF THE RESOURCES COMMITTEE

> Dr. Alan Perlis
> July 23, 1969

We have a number of figures and tables which have come out which might be of interest. In education, for example, the University of Waterloo has chosen to commence with the Bachelor of Science program in computer science and to develop from that upward to the MS and Ph.D programs. In the United States development in the opposite direction has generally been followed. It is recognized by Waterloo that the first approach, their approach, is a somewhat more difficult path to follow, it being more difficult to upgrade a Bachelor's program than to downgrade a Ph.D program.

However the committee strongly feels, and this is the first recommendation, that major educational efforts should be spent in the development of Bachelor of Science programs in Computer. Science in the USA over the next few years. Furthermore, the committee concurs with the Waterloo experience that the program should include significiant amounts of practical, handson experience with real computer systems problems. Hence the committee feels, and this is a second recommendation, the BS program will be greatly aided by and should include laboratory courses and/or cooperative ventures with industry and government during the school semesters or over summer periods. The committee does not feel that the development of MS programs has the same priority as the two extremes, BS and Ph.D. Indeed, the MS program contains material only superficially different from the BS program and serves mostly as a springboard for those switching fields and as consolation prizes for those unable to complete Ph.D. programs. The
committee next considered the needs of the non-computer scientist being educated in the universities, since it became clear it would not be feasible to educate as many specialists as one might need in this field in the next 10 years. The first calculation we made we call the Waterloo computation. At Waterloo there is an IBM $360 / 75$, costing 125 K per month. Student jobs account for $1 / 10$ of the system time on that machine or if you will costing about 12.5 K per month. Considering cost in the support or overhead equal to that of hardware we have a cost of $\$ 25,000$ a month for student jobs. For that cost the productivity is 5,000 runs a day or 100,000 runs per month. Considering a productivity of four cracks at the machine per problem, this means that that system is capable of absorbing 25,000 problems per month. Consequently, given a student population size and a number of problems one can come up with various estimates as to what it costs to provide undergraduate computer experience for the noncomputing specialist, i.e., someone who does problems of a relatively small size. We came up with one figure assuming 25,000 students in the university of one dollar per problem per student per month. The size of those problems is that their programs are limited to one second of cpu time and the students are not charged to disc file time but they generally do not include much file work.

We might at some later time have a few words to say about the overall picture of the way the system flows at Waterloo. In any event over a ten month academic year a system of this kind could support students giving them 10 problems over an academic year at a cost of 10 dollars per student per year in a 25,000 student population which almost reaches the student population of the largest universities we have in the United

States today. Now this figure is substantially below the figure in the Pierce report which runs closer to 50 or 60 dollars per year. That means if we wish to attain the Pierce report figure we could have the student doing 50 problems per year, which is probably much too heavy a load for non-computing specialists!

Now this leads us to make a third recommendation. We recommend that funds be made available so that a cost analysis study can be made of the specification and use of various systems for handing bulk student jobs for the non-computing specialist at different student population levels. It would be hoped to provide a study that would say - at the cost level at which we have spoken, given a student population of 1,000 , system $A$ would provide computation at the rate of $\$ 50$ per year at a level of between 10 and 50 jobs or problems per year. At a student population of 5,000 system B wíll similarly provide at 10,000 system C, at 30,000 system D, etc. Such a specification of systems is not now available to the educational community. Of course, these systems need not be unique. There can be many systems in each of these four categories. Neverthesless, it is the feeling that at all four of these student population levels, 1,000 , $5,000,10,000$ and 30,000 , systems can be found which are of economical comparison to the Waterloo system.

We arrived at an estimate that to turn out 300 Ph . Ds per year in computer science, we were talking about an estimated machine cost of $\$ 9$ million a year. This is the machine cost required to support $\mathrm{Ph} . \mathrm{D}$ theses and $\mathrm{Ph} . \mathrm{D}$ education at the leve 1 of 300 Ph . Ds per year. Thus: to produce 300 Ph . Ds per year it is estimated that it will take 30,000 dollars per $\mathrm{Ph} . \mathrm{D}$ in machine time or a total of 9 million dollars in machine time
for the $\mathrm{Ph} . \mathrm{D}$ production of 300 Ph. Ds.

For the Bachelor of Science program in computer science, assuming six courses in their program that are in the core of computer science, thus not counting auxiliary courses, and an education program that will turn out 15,000 B.S. computer science students per year, a figure of 15 million dollars per year in computer time was arrived at. The calculations will be laid out in more detail in the report.

For the Master of Science program, a figure of 5 million dollars per year in hardware costs was obtained.

The total cost in hardware is 29 million dollars per year. One of the figures that we used was that the EDP industry would be taking in about 100,000 people per year. What percentage of these should be Ph.Ds? Figuring that one percent should be Ph.Ds we get a desirability of producing a thousand Ph . Ds a year. Our feeling on the matter was that by 1975 we might be able to produce $1000 \mathrm{Ph} . \mathrm{Ds}$ in computer science, but that we would not be able to produce 1000 Ph . Ds per year by 1975. If you can get up to about 300 by 1975 this would be about what we could expect. It seems to double about every two years.

From whence comes this figure of 15,000 BS students per year? Is it attainable? At the present time in engineering and mathematics the output per year is of the order of 50,000 . Now assuming there is no major change within engineering and science schools but that quality computer science undergraduate programs do come into being, how many of the 50,000 per year could we siphon off into computer science? We believe that we could without a great deal of heavy advertising or pressure of any sort get $20-30 \%$ of the present undergraduate enrollment that are now in mathematics
and engineering programs diverted into computer science programs, if there were existing quality undergraduate programs in computer science. That means of the 100,000 per year that are required in the EDP area, 85,000 are probably going to have to remain or be non-computer science baccalaureates. We also made an estimate of computer science faculty costs and came up with an estimate of 45 million dollars per year for that part of computer science faculty costs devoted to computer science education alone at the three levels being well aware, of course, that there are other costs associated with their education outside the computer science department. But we're talking now about cost of a faculty of about 1500 . Waterloo argues that they are producing 200 Baccalaureates per year to service 1,000 computers in the province of Ontario. There are 67,000 computers in the USA. Consequently, if we assume that the ratios are comparable, this leads to 13,400 output in the USA to service these computers, if we adopt that ratio. This compares reasonably well with our 18,000 figure.

John Giese came up with another set of figures arrived at differently from the figures just cited which tend to corroborate this level by about 1975:

A conservative estimate of the prospective demand for the products of the Computer Science educational system.
A. In the long run the overwhelming majority of computer science graduates at all degree levels will go to non-academic employment. For the estimates we shall make later, we shall need to estimate the number of "computer science" positions which should be filled with computer science trained people if possible at computer
installations in the U.S.
(i) It has been said that there are about 67,000 computers in the U.S. in 1969.
(ii) Let us assume the following distribution of sizes of installations and staff.

SIZE OF INSTALLATION

NUMBER OF THIS SIZE

AV. CS EMPLOYEES PER INST. AV. NO. OF PH.Ds PER INST.

LARGE

1000

100

5

MEDIUM
SMALL $10,000 \quad 56,000$

30
3

1
0

Then the desired number of TOTAL "CS" EMPLOYEES
$1000 \times 100+10,000 \times 30+56,000 \times 3=568,000$
and the desired number of TOTAL "CS" PH.Ds $=15,000$.
(iii) These positions are not now filled by computer science graduates. We assume it would be desirable to replace them gradually by computer science graduates to upgrade the computing profession
B. Let us assume that the computing profession remains static at about this level, i.e., that increases in efficiency make new people available for an inexhaustible set of new problems. Let us assume that we have a rather rigid slowly varying working population, like the Civil Service. This may not be too unreasonable to assume, since these professionals might become union-organized (as teachers are now). If we assume a working life of about thirty years, then in the steady state we shall have to replace about $\frac{568,000}{30}=19,000$ "CS" employees per year and about $\frac{15,000}{30}=500$ "CS" Ph. Ds per year.
C. Composition of 19,000 computer science graduates.

If we assume that about $20 \%$ of these graduates seek advanced degrees, this means about 4,000 advanced computer science degrees per year. If we claim 500 PH .Ds per year, this leads to a need for

500 Ph.Ds
3,500 Masters per year
15,000 Bachelors
in the computer science area.
D. Conservatism of this estimate.
(i) The assumed static "CS" employee pool is about $\frac{500,000}{200,000,000}=0.25 \%$ of the total U.S. population.
(ii) 19,000 graduates per year is about ha1f the number of engineering grads $(40,000)$ per year. That doesn't sound unreasonable. Computer technology should be about as widely appliable as engineering.
(iii) For comparative purposes consider the fraction of our manpower resources devoted to medicine and associated subjects. We produce about 9,000 physicians per year. They must be backed up or supplemented by about 18,000 nurses, technicians, dentists, and various forms of physiologists, etc. As a guess, about 27,000 graduates per year are devoted to problems of health.

You might argue that since medicine absorbs a fairly small fraction of our economic output, and since computing is (or will be) involved in all of man's activities, including
medicine, perhaps the output of computer science graduates could safely be increased to the level of medicine (and associated graduates) or 27,000 eventually.
(iv) Some "CS" enthusiasts assert that the growth of "CS" jobs may be 100,000 per year.

In a steady state process, with thirty-year working life, this would lead to a CS employee-pool of $30 \times 100,000=3,000,000$.

If the population of the U.S. remains static at $200,000,000$, this would mean that the pool would contain about $1.5 \%$ of oúr population.
E. You have Bruce Gilchrist's estimates of staffing requirements to provide faculty for these hordes of computer science students.
F. Nothing has been said about the provision of refresher courses for the people in the pool who will constantly become obsolete. If you provided a "refresher" or updating course once every five years, this comes to 0.2 course (three weeks?) per year. Even if you restricted this updating to the lucky employees at the large and medium installations, somebody would have to provide about

$$
0.2 \times 400,000=80,000
$$

student courses/year. Even if these things operate at 100 students per section, you would have to run about 800 refresher course-sections per year.

If we aren't so generous and send only $10 \%$ of the pool to refreshers, this cuts the total to 80 course sections per year. That ought to be a tolerable burden for the educational system.
G. Nothing has been said about providing computer "service" courses for non-computer science students.

The other computations I performed are very original notes merely paralleled (for very assumed populations) the calculations of Gilchrist. I have therefore not repeated them here.

It may seems ridiculous to staff the small installations with graduates. To handle this I suggest that we reinterpret our imagined program. Let us say that we provide instruction and facilities to produce 190,000 graduates per year. If about a third of these drip out after the first two or three years, they would probably have to be content to work at the small institutions. Actual graduates go to medium or large places.

I would assume that the computer industry would be included as part of the large installations.

One final point. The figure of 15,000 baccalaureates is considerably lower than we would like. Arguing that 100,000 entries into the EDP area a year are needed, we figure that 25,000 come from business schools and industrial administration programs, 25,000 by upgrading from their current positions. This leaves 50,000 coming from colleges, and we're only providing $1 / 3$ of that. That means that 35,000 are going to come from a lower educational level than baccalaureate computer science programs. Jim Rowe mentioned that one of the consequences of providing 15,000 baccalaureates in computer science will be a temporary diminution of the number of people needed in the field. But we all agreed that this diminution would be temporary. The more trained people that you have presumably the less total number you need. However, Rowe felt that he would really prefer

# that all 100 K came out of baccalaureate programs in computer science. <br> We merely want to point out that the figure of 15,000 per year is, in our judgment attainable right now, if baccalaureate programs are introduced. 

John Giese<br>J. W. Graham<br>Bruce Gilchrist<br>James Rowe<br>A. J. Perlis

## Education in Computor Science

We see Computer Science as a coherent acadomic discipline. The educated Computer Scientist will be trained in both hardware and software-me inextricably interwoven elements of his field. Graduate study will, at first, lead to a broader understanding of complex hardware/software systems. Further study, (to the Ph. D. level) will naturally lead to a more penetrating specialization.

We believe that there is a core of knowledge fundamental to the undergraduate's education and independent of his future course of study. For this reason we specifically reject the notion of a "homogenizing" entry year of graduate study whose object is to correct the deficiencies (soft or hard) in the student's previous education (hard or soft). For this same reason we reject the concept of two educational paths-- one leading to a terminal professional degree and the other leading to further graduate study.

We find no compelling reasons that lead us to suggest that Computer Science is appropriately placed within any particular classical academic discipline. Our strong concern is that in a given university, there be only one undergraduate progran concerned with the science and engineoring od computing. (A student wishing to enter Computer Science from an "adjacent" field will have the traditional academic remedy of "making up" the neccisary prerequisites.)

In broad terms, the areas of study we consider essential and at the core of the Computer Science undergraduate program are:

| 1. Mathematics | 7. Subsystem Design |
| :--- | ---: | :--- |
| 2. Physics | 8. Computer Organization |
| 3. Hardware Technology | 9. Compilers |
| 4. Programing | 10. Systems Programming |
| 5. Logic Design | 11. Computer Systems Laboratorios |
| 6. Software Structures | 12. Systems Applications |

These are, of course, in addition to the fundamental education traditional to the undorgraduate curriculwn.

We consider the laboratory-xperimental aspect of the training of students in computer science to be vital to their development. We therefore recommend the establishment of computer systems laboratories as part of the curriculum of both undergraduates and graduates in computer science.

There are many substitute plans that could conceivably serve to fulfill the same purpose as the computer systems research laboratories, e.g. sumner employment in industry, cooperative work projects with industry, or part-time employment in a computation center on campus. Each of these alternatives was explored by the committee and considered to be difficult for one or more reasons. Principally, those substitute plans lacked the supervised directed planning of an organized laboratory. The success of any of these alternatives is quite personnel dependent.

In the laboratory course the students are expected to work in a team of about six students under close supervision of the faculty member and teaching assistant. The student team is expected to concentrate on design, documentation, scheduling of their work, performance evaluation, efficiency, error recovery, diagnostics, maintainability and other features of a well-engineered system.

It is expected that each student should take the equivalent of two of the below laboratories during the course of his study.

We propose the following computor systems laboratory courses as basic to a graduate computer science curriculum:
C.S. Lab. 1. Construction of Assemblers and Computors
C.S. Lab. 2. Construction of Operating Systoms
C.S. Lab. 3. Construction of Terminal Systems (both typewriter and graphics)
C.S. Lab. 4. Construction of Switching, Communication and Process Control
C.S. Lab. 5. Construction of Large Data Base Systems

In addition, we consider two additional laboratory courses that could be given in addition to or in place of the above five:
C. S. Lab. 6. Management of a Computer Facility
C. S. Lab. 7. Construction of Large Application Systems

The above laboratory courses, particularily the first five, are graduate level courses given concurrently with or following a lecture course covering the subject matter. It is intended that the lecture course cover the theory, models, and formal aspects of the subject matter. The associated laboratory is intended to provide the student an experience that will sharpen his understanding of the theory and, so will, have given him an understanding of the practical problems of implementing large systerns.

The companion lecture courses associated with the above listed laboratory courses are given below:

Laboratory Course
C. S. Lab. I. . Construction of Assemblers and Compilers

## Lecture

Lecture course such as I5 and/or Al from Curriculum 68, A Report of the ACM Curriculum Committee on Computer Science. Includes definition of formal grammars, arithmetic expressions and precedence grammar, algorithms for syntactic analysis, recognizers, semantics of grammar, object code generation, organization of assemblers and compilers, meta-languages and systems.
C. S. Lab. 2. Construction
of Operating Systems
C. S. Lab. 3. Construction of Terminal Systems (both typewriter and graphics)
C. S. Lab. 4. Construction of Switching, Communication Systems, and Process Control
C. S. Lab. 5. Construction of

Large Data Base Systems

Lecture course such as $\mathrm{I}_{4}$ and/or A2 and/or A3 from Curriculum 68. Includes operating systems characteristics, structure of multiprogramning systems, structure of time-sharing systems, addressing structures, interrupted handling, resource management, scheduling, file system design and management, input-output techniques, design of system modules, sub-systems.

Lecture course such as I4 and A6. Includes text editors, string manipulations, data structures for text editors, job control languages, data structure for pictures, syntax and semantics of torminal and graphics language, control of the console system, meta-languages and systems.

Lecture course such as I4 and/or A2 of Curriculum 68. Inciudes traffic control, interprocess comnunication, system interfaces, realtime data acquisition, asynchronous and synchronous control, telecommunication, analog-t,o-digital and digital-toanalog conversion.

Lecture course such as A5 and A8 of Curriculum 68. Includes organization of large data base systems, data organization and storage structure techniques, data structuring and inquiry languages, searching and matching, automatic retrieval, dictionary systems, question answering.

These laboratories will require a certain amount of "hands $2 n$ " use of a substantial computer facility. In some installations it may be possible to carry out the entire project in a subsystem or partition of a larger system. In that caso the use of the subsystem would have to be dedicated to the project for a substantial portion of time.

We believe that a team of six students can be given a very significant experience for $\$ 1,000.00$ per student or $\$ 6,000.00$ for the whole team for a one-quarter laboratory.

These laboratories are presented as examples of laboratories that might bo given. Each school will have different staff and facilities available and will present variations on this proposal. The important emphasis is the supervised hands on experience with attention to the practical aspects of the system.

Subcominittee<br>Miller, Chairman Coates<br>Andree<br>Gruenberger<br>Spinrad<br>A. Forsythe<br>Seely

## A GRIDUATS CURRICUIUN IN THE VARTOUS COMPUTITG SCIETCES

The initials ItCS used in this paper may be read as Information and Computing Scionces or as Information Science or Computer Science on as any otren phrases that describe the science and the ant concened the study of the complex structure that surrounds computers. She phase "Computer Science" will contirue to have changing ...enhifs as stann interests and abilities change. The co...mttree roco, $n i z e s$ that valid graduate programs may diaper tidisy in structive, yoryow and imganentation, and eeels that such diversity should be
 morin serion convideration in aIl oracuate programs in the various aSDECTB OR ITCS.
2. We core of a graduate procram in ItCS should contain a blend of Pure theory (Wath, Physics, etc.)

Hardware-software systems
Laboratory experience involving both hardware and software

Applications of existing hardware-software systems to realistic problems from various areas
Administrative management (operations research)
mis should provide an extension (not a repetition) of the suadentsiunderraduate experience.
2. A person who holds a master's derree in ItCS should be able to icad and understand (with reasonabie effort) more than half of the articies in his area of specialization which are printed in the existing computer related journals. A person with a Ph.D degrec
should be able to understand a much higher percentage of the articles in his area and in related areas and should be able to create similar journal articles.
3. A student whose primary interest is in an existing discipline (electrical engineesing, chemistry, mathematics, business administration, industrial engineering, economics, tc.) should continue to earn the Ph.D degree in the appropriate department possibly with a minor in Infomation and/or Computing Sciences rather than creating myriad diverse Ph.D's in the "Applications of I+CS". The Ph.D in ItCS should be primarily for students interested in computing (including hardware-sofitware and abstract theory) rather than in the applications of computers to research and work in other specific areas, vital as this may be.
4. (a) The masters proçran of the person who will become a "professional practitioner" of the computer art should not differ markedly from that of the pre-Ph.D in ItCS.
(b) There should be both undergraduate and graduate "service courses" in I+CS which include appreciably more than mere programing in compiler language. They may be the same or different courses from those of $4(a)$, but should be substantial in nature and include an understanding of the basic concepts of hardware-software interface as well as related elementary theories. Possibly there should be a second, very broad brush masters degree for students from other disciplines who will then return to their own disciplines either for employ ent or for further training in that discipline.
5. Courses in computer related subject matter which are currently being well taught in existing departments should continue to be taught by those departments (possibly with crosslisting). If new courses are needed, which existing departments are well qualified to teach, they should be urged to do so before the I+CS departme it undertakes additional teaching duties.
6. A department or ItCS should be aware of the publications related to curriculum including at least

> A.C.M. recommendations in Curriculum 68
> C.U.P.M. recomnendations for a curriculum in Oomputer Science
D.P.M.A. recomnendation for certified Data Process Certificate .
A.C.M. recomendations for a curriculum in Business Data Processing (being prepared by M. Tondow and others)

COSINE recomendations on Engineering Computer degrees (now being prepared)
7. Students of ItCS at both the undergraduate and the graduate levels should have both theory courses and related laboratory experience (the critical word is related) Which will focus their attention on the organization, implementation, and documentation of larger scale computing systems.
\&. [Your suggestions are welcome.]
9. The commit tee hesitates to recommend specific course material other than that suggested in 6 above, but does sincerely recommend the creation of two courses not readily available at present. a. Discrete mathematics (with an awareness of computers) To contain material on matrices, probability, logic, graphs, combinatorics; automatâa theory, computability, linguistics and pos sibly some simulation theory at a level suitable to build on the students' undergraduate preparation, but not in such depth that a reasonable selection cannot be completed in one or two terms. Suitable references for future reading are essential.
b. Basic Computer Components (hardware and software)

To contain current information on hardware-software interphase and their symbiotic relations and hangups as well as possible near future changes. Should be possible in one semester.

$7 / 22 / 69$<br>Toworis

## PSPORS OT THE GOALS COITTTUEE

We wopose that corguten sotonce is coine to be the handmaden of Cho setonces. Wo can rake models of the extomal vorld inmide atonata Whoh that mbal human probleas oan be solved.

The man coals of progress in commuer science amgy broadzy to computation, computhe wytoms, and computinc rocosses. We can convoniontiy igentify six such eonts:

Ganting instint through oreanimation
Gakning Sactuad monledge
thominc now Seasibitittes
Tmorovenant of procuctivity
Bebtex intaraction mith people
Pxport of tnateht
The chamoctor and beadth of those goals can be betten apreeciated If they ano ilhuatrated by ahowt lists of major problems.

Problam wore choben those scone can obstiy be underscood by persons othex then those tho ane crperte in sone pare of computer setronce.

Somo of the probloms oventap other disciplines but thotre polution Woutd soquime the developnent of oumontly non-aztstent tools of computor sotence.

Gatnins ingight thourh orconigotion
7. Develop a Tomal Ianguace thich can unembiguounly and syatematicaliy reprosemt the content of natural. Janguege gentences.
2. Detemme a generns procedure Sor assoatating somanticn and syntaotio sbructura.
3. Dovelop modets fon the structure of modern operating systems.
4. Dovelop a theory of the alcebaric structure of compucer algorithme.
5. Develop Gencal thooties thet metch both computinc stivetures and language structures to the structure of probzers.
6. Develop a doterninistic model for machine symthests by ?earming.

7 . Symbambtse the methods that human betnes vee to solve problems.
B. Dovelop genomal methods Soz degazbline data and instructions.
0. Thrent not mading ongenisetions for large ox novel probleme.
10. What ane the deprs by mich metasystems ane conmructed le.g. motacompilers, metaazonthms, metanechaosh.
27. Understand in adogute debein the yequinerents placed on Laree intommaton sexvice systems Thobe can include spood of acoens, divengity of access, security against loss or faiture privacy, conomte foastbitity, noed for catastrophowfee changes.
1h. Undentband hon to approach tho murammont of these regrinonemes
 and raboic.
13. Develop a more and more adoquate theay of lare fntomation service syebemo.

$$
\begin{aligned}
& \text { Gainine noctual knowledre } \\
& \text { I to 5. Detervine the problew } \\
& \text { - paraliol computoms arienoncios of: } \\
& \text { - asbociative menomies } \\
& \text { - dubtributed logic machines } \\
& \text {-n momozymoentezed conputer } \\
& \text { 6. Dotermino .. paxaloz Larouages }
\end{aligned}
$$ ratiably out anderariny mate a matrix. fr. Ilow mon teulty eloneats. wo nets that runcton Ilov much momosy is noeded to

 9-10. That it ancuaco.

> That is the least amound
> compute thaction $t_{\text {. }}$ (on Btomeze) reandred bo

Way Reastothtotos - intoman
(We atvide new teastbititier tribo three partol)
Int. Denolop an adequate zanguage fon descaibing:
a Ianguages

- cata
- Eraphia objecti

5. Davoton a machinea
Iomgease.
6. Write a very hirh performance compinen tor Pdul on Systor 360.

7 . Find out how a commutex can have vory fast access to a menory of $10^{9}$ words or mone.
S. Loath how to blon systens and progmons thot are mon moee likely to allow easy insertion of unexpected changes.
9. Develop precise descriptions of this and that.

Mowteosibitities - genvice
2. Implenent cood intoractive data analysis.

2-b. Dovelop systems automating:

- the operations of elenemtary anazysis
- the solutions of ordinary difforantiar equations
- the solution of increasingly loree classes of partial difterontial equations

5. Pucduce on ofective aIcebraic sybol menipulation processor.
6. Produce a progran to play hempionship chesta.
7. Ieamine to enpectively instmment computer systems to identisy botblonecks co productivity, and probtshtng the mesuttes. (Whis mey requine us to nestructure oun systens.)
8. Thke bientiocant advances in theoromaproving.
9. Find bettor methods for degaroling data and instructions.
10. Gind out hom to gymhesine htch-quality gisual tmaces (IV or rovie quality).

Luen Soastbilitics - extomal

1. Plan, and Ghow the Peastbility of, prosrars and computine factititios mecded to allon a robot to operete eftectively in envixomente hostine to hume (Hars, deop ocean, etc.).
2. Plan, and shot the fonbibility of, prowrans and computinc firalities Gumadezent to oporate an automobile in ordinary trapite.
3. and b. Develop techniques Tor:

- speech rocogntition
- Lert-thumprint recocnition (as a substitute Sor sitcnatures)
5m7. Find autowatic methods on intevpretation fon:
- medtoal X-rays
- EFC!
- bubbia-chawree pictures
G. Trplowent mochanicel wanslation betweon natural lancuages.


## ITMOUNGET on PRODUOTOO!

This is a 304 of groat imporbance, tovard whioh proeress is usually made in smamor steps.

1. Bootstraphing fron easy problems io hard problons.

2 When to interpret and then to conplize.
3. When to bind and Wher to hoave Srae.
moncoi of insinhs
I ond ? Contribute to the devolopment on realistic models of:

- thoucht procespes
- the brain

3 and 4 Contributo to the development of efective

- sensoxy proztheges
- intollectual prostheses

5. Contribute to Ieaming how to do computermided ingmaction trell. Relabionship with poopte
I and 2. Team noxe abowt hum input/output capabitities, ineludinc:

* understonding the potentialities of granhte tmput to Emman intoxtion.
- vaderatending hmar oviput capability as a parallel chamel mochantsm, and the possibility of explottine this as a computcre input.

One pregencly anising class of computen problens difeors in both qumbity and quality wom thoso that have been nost impostant up until nov. Such probloms are charecterined by:

1. Large stize
2. Complevity of stmucture
3. Tack of formal descriptions
4. Possible real utime roguirements
5. Dequingncti for mutriple zceess to prograns and data
6. Gonstanty changine data bases
7. Whurenoly high penatios fon major groten fatlumes

Examples of such problens today inelude operacing aystens fow Iaxge-sonlo compuors; manventuring syobons for large airenate;
construction, recrieval, and analysis of largo data bases; aje trantic contwol; manacent infomation systons, commond and control systoms; (heme follows a liot of other problems)

These problems fell into a catecony that represents an importart area concurrent to and perhaps a part of computer science. Sono of that hes been called "syybtems engineoring" on "oporations research" Galls directly fato this problew area.

Such systons have in the distant past beon cremined owt of groups of humen beincs as control elements, humamaccossed data storages, and difect human commication. The comine of the computors. as well as the expension of applications of physics and tochnologer nov requires erfectuation (and automation) of systens in mich muras can no loncew play a detaijed part. Where in the older aystom they sexvod as local. control dements, the response time and data rates required aro longer allow this perticipation.

Such systems must now be developed by teans of human betings no one of whom, in general, can viet the problen as a whote. the digita? computer now servos as data stoxace, commaticators device and rontitor. control element, and nanager of the overatl activity. The systens are characterizod by complex mappincs into prosent-day computor stuccures, and noed for optinumation within a set of compler conctratits.

The dostion of such system, and thotr protevipe construction via compura Drograns, is today in ths thtanoy. Framples up untid now have hansed from successhul speajal purpose syateris for onemproblem applications (such as aimines resexvotions) to loss sucoensful ceneral. pumpos whtens fox improvenont of computer uthzization (sueh as batch and time ahaming oproting systems.)

It in in this ared that there appearg to be a lack of orcantred Fnstruction in bicher educstion, here on anymore, at the prosent time.

Whanout the eaucational dovelophent of persons who can work on Who comporemomionted portions of such problens, the problems will be abto to bo attacked only on a case by case bakis. It is expected that the furiomentals of comprom setonce whit serve as a sementitic basta sow the education of wuh persoss, but that spectiz wreas and to 3 s of aptication must also be taucht.

The products of guch an oducationd cumpiculon with serve as the cadres of the teans that will constmet the computer procrem portions of such sybtens. (combinu)

Ons of the regutrenonts of buch an oducationaz exporjence is the avatability of an emective laboratory expenionco. (contimue)

# Conventional underraduate mathematies Dsthematios 

Nogic
*alcebra (2? ?
Analysis
Geonetry (linear, projective)
*Tnfomation/communtations theory
**Probability
Hethomation seienoce
whtobomatical statisuica
**Daca Anatysia
Woporations Resoarch

- *atin 7 ingutstacs
mporign of expexments
Numatical analyaig - optional combol theory
Whineerine
$\begin{array}{ll}S o l i d \\ \text { State devicos Computer cincutes } \\ & \text { Computor monories }\end{array}$
Techantoal engheerine
Bhilosophv/histome on setonoe/rothomotios
**Scientific nothod" (Polya/Posneane suludy)


## Psucholosk

Ieaminc chersy
Contral newvous system

**Probler solving
**Perceptual rechanimsomesestalt, otc.

Aceas of application
nny/alz
Computer Science.

Lincuistios
Descriptive
Seranties
Syntactics

Fomal Iancuaces
Harduare behavior
Computer alforthms
Automata/nachines
Errow detection/reliability
Pations recocnition
Interactive procraminc
Arointicial intellicence
Areas in the mathenatical sciences thich students mith an undergeaduate majos should give increased attontion as certainly useful for research in computes science:
Special atcention needed, whth cortainty:

- Ilore alcebra
- Probability
- Lathenatical stacistics
- Data analysis queuine
- Operations Research Gasty cheory, optimatization theory, mathematical procrammed
- Desicin of experinents
- Combinatorial analysis

Special actention deserved, frood bets:

- Hunan I/O chancis. mataraurawin merory and intuition, includins perceptual mechanisms
- Scientific method/problen solving (history/philosophy of seience, Polya/Poineare, psycholocy)
Is thone simtlar Zist Eor oncineerinc and physics bachelor craduatos?

A PROPOSED UNDERGRADUATE COMPUTER SCIENCE PROGRAM

|  | Freshman | Sophomore | Junior | Senior |
| :---: | :---: | :---: | :---: | :---: |
| 1 st | 1. Anal I | Alg I | Prob \& Stat I | OR II |
| Sem. | 2. Prog I | Prog III | Comp.Sys. II | Abstr. Sys. III |
|  | 3. Phys I | Anal III | Lab II | E1ect. II |
|  | 4. Hum. | OR I | Abstr. Sys. I | Elect. III |
|  | 5. Hum. | Hum. | Hum. | Hum. |
| 2nd | 1. Anal II | Lab I | Prob \& Stat II | OR III |
| Sem. | 2. Prog II | Alg II | Abstr Sys. II | Comb. Anal. |
|  | 3. Phys II | Prog IV | Lab III | Administration and finance |
|  | 4. Hum. | Comp. Sys. I | Elect. I | Elect. IV |
|  | 5. Hum. | Hum. | Hum. | Hum. |

NOTES:

Hum = Humanities
Prob. \& Stat. $=$ Probability and Statistics
Programming I - IV

1. Algorithms, programs and language organized by data
2. structures
3. Machines and their programs
4. Problems associated with the management of programs: file systems, libraries; and Proofs of termination and correctness; Verification, representation and documentation of programs

Computer Systems I and II

1. Devices
2. Representation
3. Synthesis
4. System design

## Abstract Systems I to III

Logic: Propositional Calculus; 1st order Predicate Calculus
Automata Theory: Finite state machines and regular expressions
Turing machines
Computability
Stages of computability
Math, Linguistics, correspondences (recognizers as machines)

Operations Research
OR I Optimization Techniques
OR II Simulation Techniques and modeling
ORIII Processing requirments of large data systems

Computer Science Laboratory I - III

1. Building, enhancing, auditing a sub-routine library
2. Interfacing two systems
3. Design of a system
4. Completion of a system
5. Managing a system design and construction

Sut conlerse aincation A. Poray the
Lt secms anmopriste that this proup give sone consideration to prewcollege cancation.

1-Th a Sncreactne impact of computars on the $1 i f 0$ of tha enerage Americen rogures that cuovy porsem umdorstend something about them. Secondary school is a naturet place for this. Smod sohools ane pre-organined into deparcnonts such as mothenatics, scionce and burimess mioh should teach computing? Wat should be taucht?
2. The resourcos group sees 100,000 porsons gotng into computing eech vear. A1 thase prople go through secondary school-veven those who never get to college. Would thoin asucetion be more relevant it they had had a computing course in highschool? What computing? Hor?
3. Tha wosont trem in highschool mathomatios ts tomed including more and more celculus. Tho frit somoztors of collego lovel celculus are increstrgly oftorod at the aeconday school. Should this trend be oncouraged? Would a compting course be proferchio? On some other methometios?

4 Wany Mroesses that chthdron leam to oxecuto in olonentary and socondary schoo? aro ersily cheresshle as efgoritho. In fact somo childron underetend and remembex
 aucoestion of English semences or mathonatical oquations. It this typo of acturtty ione enticitly encouraged by this group, it might bo tetren up by move currioulua oreatcrs.
 nico an owhene are ugently noeded.

Mr. Kenneth Olsen, President Digital Equipment Corporation 899 Main Street<br>Maynard, Mass. 01754

Dear Mr. Olsen:

Enclosed is a copy of the invitation that was sent to the invitees for the Computer Science and Engineering Board Conference on Computer Science Education. As a board member you are invited to attend and participate in this conference.

You will receive preparatory material as it becomes available.

Sincerely yours,


Dr. Alan J. Perlis, Head
AJP: dg
Department of Computer Science
enc.

# Carnegie-Mellon University 

Department of Computer Science Schenley Park
Pittsburgh, Pennsylvania 15213
[412] 621-2600
[412] 683-7000
May 20, 1969

A conference to study computer science education in the United States will be held July 21 through 25, 1969 at the Hilton Hotel in Annapolis, Maryland. The conference is being sponsored by the National Academy of Science Computer Science and Engineering Board under a grant from the National Science Foundation. The purpose of this letter is to invite you, as one of approximately 40 invitees, to participate in the work of this conference. Naturally your travel and living expenses will be provided by the Board; though if your organization can support your expenses it would be appreciated since the grant supporting the meeting is of a limited amount.

The Computer Science and Engineering Board has been formed to provide a focus for those aspects of the computer field that are important to science in general and the federal government. Attached to this letter is a document that describes the purposes of the Board.

The conference will be organized to make maximum use of the participant's capabilities in the time available. It is planned to hold all day meetings during the entire week and to focus our attention on two specific topics:

1. Graduate education in computer science
2. Education in software (and hardware) systems

The conference discussions and conclusions may broaden considerably beyond these two areas; nevertheless they seem reasonable for initiating and focusing discussion. With each of these issues there will be two major technical concerns:
A) Resources: By resources is meant the creation of input-output models relating the development of programs, production of students and faculty, and the needs of industry and government for people so trained. Furthermore, a timetable establishing the velocity and acceleration of these programs should be produced. In accord with the postulated growth, a study should be made of the sources (plant, people and money) required to provide this educational development.
B) Content: A thorough study should be made of the content of the undergraduate and graduate programs to be labeled as computer science. Furthermore, an audit of existing programs should be made to gauge what distances exist between what is being done and what should be done. Furthermore, the subject of content and standardization should be treated. Similar treatment should be accorded to education in software (and hardware) systems.

It is planned to organize the meeting as a sequence of open plenary sessions with the entire group meeting to discuss the partial results obtained in one of the above areas; and in working sessions divided into working technical groups. A tentative schedule for the two major work groups (Content -working Group A and Resources -- working Group B) follows:

Morning
Afternoon
Monday
Introduction
Tuesday
Work
Wednesday
Report
$A \rightarrow B$

Work

Work

Work

Report
B $\rightarrow$ A

Draft

Friday
Final Reading
There are a large number of questions that the conference should attempt to answer. Among them are:

- Of the reasonably large number of graduate departments of computer science now existing, are these programs producing in kind and in number the graduates that are needed?
- Are there needs, insofar as computer science is concerned, which these programs are not meeting?
- Are these programs separating the mathematical from the engineering too much?
- What alternatives to this mode of educational development can be proposed?
- Does there exist a natural education sequence in the field of computer science like that, e.g., in another mathematical science? Thus, how does one characterize education in computer science through the range of junior college, B.S., B.A., M.S., M.A., Ph.D., and professional degree?
- In the field of computer science what are the goals of the various degrees?
- Is the education program best organized so that students from the lower degree programs provide the major source of the students in the advanced degree programs?
- Will computer science departments become as introverted as has happened, for example, in mathematics?
- How do the programs now in operation compare with those outlined by the study groups such as the ACM Curriculum Committee and COSINE?
- Are the professional societies the appropriate groups to recommend or set curricula? What orderly alternatives are there?
- Are there large problems in software production and use that are largely caused by the lack of well trained software specialists?
- If there are such large problems, should they be solved within a formal education system by educating specialists at various degree levels?
- Or can this matter be best solved by those now responsible for the production of software using on-the-job training?
- Thus, can hardware manufacturers be depended upon to supply the software systems that are needed and also train the personnel to produce and service them?
- Would not software education in a university environment produce technological derelicts since the software problem seems to change so rapidly?
- Put another way, won't the very nature of software make the solutions to these problems be solved by meta software produced by a very small number of specialists?
- If one speaks of software engineering, then why not let the engineering schools and disciplines define and develop the programs?
- Is it possible to meaningfully separate the software problem from the hardware problem?
- How can national institutes of computer science, several of which are now being proposed, contribute to education in computer science?

Other questions will arise during the course of the discussions, but certainly the goal of the conference should be to focus not only on the nature of the problem but to prepare recommended solutions. Naturally, any additional questions that you feel should be discussed will be considered. We would appreciate any feeling you may have concerning the priorities of the various topics which have been raised.

Though it is not required for participation, the attendees would be pleased to receive from you any written comments that you might care to make prior to the meeting. While formal papers are not being asked for, careful organization of your thoughts on these or other related matters would be appreciated. If a working paper can be provided by June 22nd copies will be made available to all the participants to study before the meeting commences. These working papers will undoubtedly provide a strong basis for discussion during the conference.

It is hoped that this conference will provide a reference for the field of computer science -- at least in the two major areas -- that will be a natural first source for information about the field. The conference will be attempting to obtain in one week what the more established sciences have developed over many years -- an overview of the present state, logistics, and future directions of the field. Naturally it could not hope to be complete, but it will provide a first overview of the field that up to now has not existed.

During the conference, duplication and secretarial facilities will be provided for quick preparation of additional working papers and-intermediate reports. The goal of the conference will be the preparation of a report outlining the results of the conference. Toward that end, in each of the two areas (resources and content), a chairman and two younger recording secretaries will have the responsibility of preparing the draft of each section, and these two reports will then be coordinated into a final report.

You may be familiar with a report of the National Academy of Science entitled 'The Mathematical Sciences: A Report (NAS publication 1681:1968, xiv +256 pages, paper, $\$ 6.00$ ). This report, and preceding reports by the Pierce Committee and the Rosser Committee are the sole widely based surveys conducted under federal auspices on computer science education. It is hoped that the report of this conference will provide a major technical expansion of the requiements and goals of computer science education.

Please let me know as soon as possible, and in no case later than June 9th, if you will participate in this conference. Upon receipt of your willingness to participate in the conference you will be receiving a set of preliminary documents on or about June 15 th. These documents will include the full list of attendees, copies of the above mentioned report of the National Academy and the Pierce Committee, a report of the ACM Curriculum Committee, and working papers as they become available. A partial list of attendees and the groups to which we have tentatively assigned them is attached. I would appreciate additional names of people whose presence would materially improve the conference.

Sincerely yours,


Dr. Alan J. Perlis, Head
Department of Computer Science
AJP: dg Carnegie-Me11on University
enc.

## Introduction

In view of the rapid evolution of the field of computer science and engineering, the National Academy of Sciences has decided to establish a Computer Science and Engineering Board comprised of a distinguished group of experts in the field of computer and information science and related areas. The Board will be available to provide advice to federal agencies and to other organizations which may have problems in which the Board can be helpful. This step is in keeping with the official role of the National Academy of Sciences to provide advisory assistance to the federal government in matters of science and engineering.

Since the field of computer science and technology is developing rapidly, the Board will have a special and continuing obligation to keep itself well informed. It should be capable of perceiving the current state and the future prospects of computer science and engineering, and of its professional practices in order to advise the government concerning the intellectual capital and the manpower resources necessary to insure continuing U. S. leadership in the field. It should be able to evaluate in technical terms the true meaning of the enormous and somewhat heterogeneous growth of information processing technology as it affects the public and private sectors of the nation. It should, in general, be capable of assessing the implications of advances in this branch of science and technology for the national welfare.

The Board should therefore take a broad view of this subject and of its applications to research and education in other branches of
science and engineering as well as to the workaday needs of government, comerce, industry and education. Consequently, it should interact with other boards or comittees under the various subdivisions of the Academy.

## The Organization of the Board

This view of the Board's broad role implies a need to set priorities among areas of potential interest by weighing the importance attached to these areas.

The following recommendations on organization and priorities reflect the thought the Planning Group and its guests (Annex A) have given to these questions.

To function with a balanced and broadly representative group of individuals without losing the working efficiency of smaller groups, the Planning Group recomends that the Board organize itself into several committees, each subsuming panels created to meet specific needs.

Between plenary sessions of the Board, the committees would meet on schedules tailored to the work of the panels or working groups under their wing. These panels or working groups should be created as needed, often on a temporary basis. They should be chaired by a member of the parent committee and staffed for appropriate competence and breadth of representation by members of committees other than the parent committee and also by the most competent individuals in the nation representing significant points of view whether or not they belong to any committee of the Board.

Specific capabilities the Board should have at its inception were studied by panels of the Planning Group. The initial areas spelled
out by these panels can be covered by starting the Board with the following three comittees:

## 1. Education

2. Research and Development.
3. National Programs

The interests and responsibilities of these three committees clearly overlap. The committees should therefore have overlapping membership. This mechanism for insuring balanced coverage of all significant points of view can be supplemented by the creation of joint panels to deal with specific subjects. The staffing and the mission of such panels would be determined by recommendations of the affected committees to the chairman of the Board, who would be responsible for assuring broad and balanced representation. Since competence and partiality often go hand in hand, broad and balanced representation should be interpreted as assurance of full and free expression of contending professional points of view.

## Committees of the Board

The Committee on Education should be prepared to advise on educational questions, for example how to overcome the prevalent shortage of personnel in computer science and engineering. This committee very likely will need a panei on data-gathering to make recommendations about adequate statistics for describing manpower needs.

This conmittee should perform for education in computer science and engineering in a continuing, comprehensive and nationally representative fashion the role that the earlier committees chafred by Rosser
(in NAS) and Pierce (in OST) (Annex B) could perform only for a limited time under restrictive charters.

The Research and Development Comittee should be concerned with assessing the current state of the art and perceiving future directions for research and development. Three principal panels recommended for initial creation under the Research and Development Committee would study (a) the application of computers, (b) the science of machines and programs, (c) systems directions.

The first panel may advise on research policy leading to better applications methodology for extending current computer applications and for developing new application areas.

The second panel may advise on the development of a formal theoretical foundation for the developing science of machines and programs.

The panel on systems directions may foster the development of new systems concepts and organizations. The systems problems continue to be of the most difficult type, heightening the importance to be attached to great improvements in the depth of understanding and of skills for tackling the wide variety of such problems which confront all levels of organization, both government and private. Panels concerned with specific functional areas, e.g., data retrieval, can be formed in cooperation with the Committee on National Programs.

Under the Committee on National Programs, panels dealing with specific requests by governmental organizations would be formed as needed.

The Committee on National Programs should perceive and assess developments in computer science and engineering that affect national programs providing direct support to policy formulation and policy
execution. It should advise on how human, equipment, and methodological resources may be combined to maximize the effectiveness and efficiency of federal, state and local governmental organizations.

The implications of the current state and future prospects of computer science and engineering on the formulation of government policy affecting computer science and engineering and related fields should also be a prime concern of this Committee.

## Membership of Committees

The initial organization of the Board into three major committees leads to natural emphases on membership for the three corresponding areas. For example, the Education Comittee should include people representing the universities, primary and secondary schools, the professional societies, and such business organizations or government agencies as are concerned with education and training. Members outside the computer science field, per se, should be included to assure satisfactory representation of other significant points of view.

The Research and Development Committee should include the individuals most knowledgeable in affected substantive areas without regard for the institutional character of their primary affiliation.

The National Programs Comittee should include among its members people chosen primarily for their familiarity with relevant aspects of national civilian or military programs as well as experts in computer science and engineering.

Liaison groups should be established to inform other organizations within the Acadeny of the discussions and plans of the Computer Science
and Engineering Board and to keep the Board informed of the needs of computer users in various areas of science and technology. As the need arises, more formal joint panels can be created in conjunction with other boards or committees.
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A succession of reports have addressed themselves to various aspects of the needs and uses of computers in universities and colleges. The first of these, the Rosser Report, "Digital Computer Needs in Universities and Colleges", Publication No. 1233, National Academy of Sciences, 1967, addressed itself to particular needs and uses of computing in universities as well as the history of both within the universities. The second report was the Pierce report entitled, "Computers in Higher Education", Report of the President's Science Advisory Committee, The White House, Washington D.C., Febxuary 1967. This second report addressed itself to the computation facilities for universities, the use of computers in teaching and the educational needs of colleges and universities. The third report, the COSRIMS report, National Academy of Sciences, 1968, addressed itself to needs for support of research in the mathematical sciences. This report made a special appeal for increased support in the area of research for computer science. These three reports have been very helpful in guiding national policy in a very general way. There is a great need now for a report more directed toward the style considerations, man power considerations, and organizational and financial considerations for the research and teaching programs as well as for the institutional service programs in the universities. None of the previous reports addressed itself to the institutional service programs, that is, the use of computation in the administrative areas, the libraries, student records, and so forth. There are a number of important questions to be answered on the basis of curcent investigations. All of these are connected with how to better utilize available resources. Should colleges and universities find small, de-centralized computation centers,

Would they join in regional networks, should they join in big brother relationships, what are the factors that will contribute to the success of any one of these kinds of programs? There is a variety of experience now available to draw on in each of these areas, and a national study that could provide guidelines for government policy and for guidance of the universities and colleges would be of immense importance at this time.

## II. Plan of Attack

This proposal is for a l2-month study into the needs and opportunities of universities, colleges, and junior colleges in the area of computers fo (1) their educational programs, (2) their research programs, and (3) their institutional services (administrative, etc.) programs. The proposal is not intended to carry out research in these areas, but is intended to accumulate and interpret information that is now available or may become available.

This study would address itself to such questions as:

1. What segment of the educational programs are receiving the most attention in colleges and universities, and what segments are receiving relatively little attention?
2. What will be the impact of the deficiencies uncovered above?
3. What are the experience factors of the colleges and universities in terms of the amount of computer time or money needed per student per unit of instruction for various types of courses, what kind of faculty attention is required, what kind of manpower and computer systems are available to provide these services?
4. What factors would contribute most to the success of a regional network shared by a number of colleges and universities? What factors would contribute most to the utilization of small, independent compnters?
5. What are the needs and current plans of universities and colleges in the institutional service programs, that is the administrative data processing, libraries, etc.? What cost data is available on these programs, what threshold has to be obtained for the success of these programs? What other factors might contribute to the success or failure of institutional service programs involving use of computers?

The study group would plan to utilize the information that is being accumulated at a number of universities engaging in their own self-study as well as the information accumulating at regional centers and a number of other institutions that have achieved success with one style or another of computer utilization. It would also look into what factors contributed to the failure of certain styles of utilization in institutions where this is known to have occurred.

## III. Budget

The budget is for a project from August 1, 1969 to July 31, 1970.

Direct Costs

1. Project Head

Full-time one month August 1969 \}
Full-time one month July 1970 \}
\$ 5,000
2. Executive Director

Full-time 14 months
Overhead and benefits

$$
\begin{gathered}
26,000 \\
?
\end{gathered}
$$

3. Three student assistants at $1 / 2$-time, 3 months each (or $1 / 4$-time for 6 months)
One on Teaching Requirements
One on Research Requirements
One on Institutional Service Programs
4. One student assistant $1 / 2$-time for 6 months
5. One secretary full-time for 12 months
6. Materials and Services (including telephone)
7. Travel

Subtotal.
Academy Expenses - Overhead (?)

| 1,000 |
| ---: |
| 1,000 |
| 1,000 |
| 2,000 |
| 6,600 |
| 4,000 |
| 5,000 |
| $\$ 51,600$ |
| $+\quad(?)$ |

TOTAL

DRAFT Report of NSF Survey Panel
W. F. Miller, Chairman
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The panel was charged with the investigation of patterns of support from the computer industry to the colleges and universities of the country. The panel undertook the survey of a few companies in the computing industry and a number of the officers of colleges and universities. Our approach was to see on the basis of a quick sample whether we could identify any changing patterns of support and whether it was necessary and/or useful to go into a second phase. The companies and universities sampled and interviewed are listed in the appendix with the written replies from their representatives.

## Academic Discounts

One of the forms of support to colleges and universities that has been most prevalent until recently has been the academic discount (or educational allowance, as it is sometimes called) for computing equipment. The usual form of such support was a discount by the manufacturer for either the purchase or the rental of equipment. There have been some restrictions on the utilization of the equipment so acquired but the form of these restrictions has also changed over the years.

Before 1962 the IBM educational allowance agreement prohibited the use of the discounted machine for "sponsored research". Sponsored research here referred to work done by faculty and/or students on a federal government contract or grant. In 1962, IBM changed the nature of this restriction
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A succession of reports have addressed themselves to various aspects of the needs and uses of computers in universities and colleges. The first of these, the Rosser Report, "Digital Computer Needs in Universities and Colleges", Publication No. 1233, National Academy of Sciences, 1967, addressed itself to particular needs and uses of computing in universities as well as the history of both within the universities. The second report was the Pierce report entitled, "Computers in Higher Education", Report of the President's Science Advisory Committee, The White House, Washington D.C., February 1967. This second report addressed itself to the computation facilities for universities, the use of computers in teaching and the educational needs of colleges and universities. The third report, the COSRIMS report, National Academy of Sciences, 1968, addressed itself to needs for support of research in the mathematica? sciences. This report made a special appeal for increased support in the area of research for computer science. These three reports have been very helpful in guiding national policy in a very general way. There is a great need now for a report more directed toward the style considerations, man power considerations, and organizational and financial considerations for the research and teaching programs as well as for the institutional service programs in the universities. None of the previous reports addressed itself to the institutional service programs, that is, the use of computation in the administrative areas, the libraries, student records, and so forth. There are a number of important questions to be answered on the basis of current investigations. All of these are connected with how to better utilize available resources. Should colleges and universities find small, de-centralized computation centers,
ould they join in regional networks, should they join in big brother relationships, what are the factors that will contribute to the success of any one of these kinds of programs? There is a variety of experience now available to draw on in each of these areas, and a national study that could provide guidelines for government policy and for guidance of the universities and colleges would be of immense importance at this time.

## II. Plan of Attack

This proposal is for a l2-month study into the needs and opportunities of universities, colleges, and junior colleges in the area of computers fo (1) their educational programs, (2) their research programs, and (3) their institutional services (administrative, etc.) programs. The proposal is not intended to carry out research in these areas, but is intended to accumulate and interpret information that is now available or may become available.

This study would address itself to such questions as:

1. What segment of the educational programs are receiving the most attention in colleges and universities, and what segments are receiving relatively little attention?
2. What will be the impact of the deficiencies uncovered above?
3. What are the experience factors of the colleges and universities
in terms of the amount of computer time or money needed per student per unit of instruction for various types of courses, what kind of faculty attention is required, what kind of manpower and computer systems are available to provide these services?
4. What factors would contribute most to the success of a regional network shared by a number of colleges and universities? What factors would contribute most to the utilization of small, independent computers?
5. What are the needs and current plans of universities and colleges in the institutional service programs, that is the administrative data processing, libraries, etc.? What cost data is available on these programs, what threshold has to be obtained for the success of these programs? What other factors might contribute to the success or fajlure of institutional service programs involving use of computers?

The study group would plan to utilize the information that is being accumulated at a number of universities engaging in their own self-study as well as the information accumulating at regional centers and a number of other institutions that have achieved success With one style or another of computer utilization. It would also look into what factors contributed to the failure of certain styles of utilization in institutions where this is known to have occurred.

## III. Budget

The budget is for a project from August 1, 1969 to July 31, 1970.

## Direct Costs

1. Project Head

Full-time one month August 1969
Full-time one month July 1970
\$ 5,000
No charge for remaining 10 months
2. Executive Director

$$
\begin{array}{lc}
\text { Full-time } 14 \text { months } & 26,000 \\
\text { Overhead and benefi.ts } & ?
\end{array}
$$

3. Three student assistants at 1/2-time, 3 months each (or 1/4-time for 6 months)
One on Teaching Requirements •1,000 One on Research Requirements

1,000
One on Institutional Service Programs 1,000
4. One student assistant $1 / 2$-time for 6 months 2,000
5. One secretary full-time for 12 months 6,600
6. Materials and Services (including telephone) 4,000
7. Travel

5,000
\$ 51, 600

+ (?)
to prohibit classified research or research not done as a part of the academic mission of the university or college. Their decision to change was based on the idea that they could not police source of funds but could better judge on other criteria such as openness and the association with faculty and students.

A second restriction imposed is if the equipment is resold within a five-year interval after purchase, the educational institution must rebate to the manufacturer a pro-rated amount of the discount.

The amount of discount made available to the colleges and universities has been decreasing over the last several years. There are a number of forces clearly moving in the direction of the elimination of this form of support to colleges and universities. In the mid-1950's the discount was often as high as 60 percent; that is, the college or university would pay 40 percent of the listed price of equipment. ${ }^{1}$ This discount would apply either to the purchase of equipment and subsequently to the equipment maintenance contract, or to the rental (including maintenance). In the case of the rental contracts it was common for the university or college to pay 40 percent of the first shift rental and be permitted to utilize the equipment on as many other shifts as possible with no additional charge. Discounts have been decreasing ${ }^{2}$ in percentage until currently they are about 20 percent average ver the whole line of equipment for IBM and either about 20 percent, or in many cases nothing, ${ }^{3}$ from other manufactixers.

1. Reference will be to a specific contract still being identified.
2. G.S.A. reference (1966)
3. Letter from James G. Miles, Vice President, Control Data Corporation, to W. F. Miller, Stanford University, 13 March 1967.

In the opinion of the panelists and the representatives of academic institutions surveyed, the academic discount was a very important form of support in the early years. It contributed immensely to the growth of the computing industry in the country. The computing industry grew in its most spectacular growth "from the ground up". When the colleges and universities began to graduate engineers, scientists, business school graduates, etc., who had been introduced to computing through introductory courses (and often had taken advanced courses in computing), they began to introduce computer methods into their respective businesses. This in turn stimulated the great demand for computers and the spectacular growth of the computer industry in the early and mid-1960's. There is no doubt that the colleges and universities who first introduced large teaching programs in computing would not have been able to support these educational courses on such an extensive scale without the benefit of the academic discount.

Before the so-called Carnegie decision ${ }^{4}$ the colleges and universities were able to treat the academic discount as a gift and utilize that contribution solely for support of their educational and unsponsored research programs. This practice was eventually disallowed. Also academic discounts began to decrease in percentage contribution. Colleges and universities now have to look to other sources of support for their computing equipment to carry out their educational programs.

It is quite clear to the panel iast this form of support will soon be very small or completely eliminated. Control Data Corporation ${ }^{3}$ has
4. Carnegie Institute of Technology (1964) ASBCA No. 4299, 1964 BCA 4026. Credits against computer rental - A non-profit institution contractor using an IBM 650 computer for sponsored research could not include the full rental for the computer as a research cost under a cost-reimbursement contract since it was allowed a 60 -percent deduction in rental payments for a so-called educational contribution regardless of whether or not the prerequisite to the taking of the deduction was fulfilled.
completely eliminated the academic discount. It does support research at tomisul
the colleges and universities in areas of interest and/or unusual merit. The IBM Corporation ${ }^{5}$ has indicated that their tendency is toward unrestricted grants of a general type. In the interview with Dr. Spinrad of Scientific Data Systems he made it clear that the academic discount was utilized only when necessary to keep them competitive and that they followed the lead of the larger companies in this area.

There is an additional force that will very likely contribute to the vanishing academic discount. In the anti-trust suit of the U. S. Government against the IBM Corporation, ${ }^{6}$ the IBM Corporation is charged with the utilization of the academic discount as a means of affecting a monopolistic position. It is clear that the recommendation will be to enjoin IBM to cease and desist the offering of the academic discount. In the civil suit of the Control Data Corporation against the IBM Corporation, ${ }^{7}$ CDC also charges IBM with damaging them through use of special pricing mechanisms to control the market. These pressures will certainly encourage IBM in the direction of the elimination of the academic discount whether or not the Control Data Corporation and the Justice Department suits are successful. It is clear from the letter of Dr. Piore that IBM is tending in that direction anyway.
5. Ietter from E. R. Piore, Vice President, IBM Corporation, to
A. G. Oettinger, Harvard University, 19 February 1969.
6. Civil Action No. 69 CIV.200, U. S. District Court for the Southern District of New York, Filed: January 17, 1969. See COMPIAINT § 20(d) and PRAYER § 4.
7. Civil Action No. 3-68-312, Filed December 11, 1968, in the District Court of the United States for the District of Minnesota Third Division. COMPIAINT $\oint 23(f)$ PRAYER FOR RELTEF $\oint(2)$.

Aside from the area of the academic discount, the trend for support of research and teaching seems to be taking two different turns. IBM on the one hand is tending to turn toward a general university support and in the form of funds that may be used at the discretion of the president of the university and may not necessarily be directed toward computer research or computer education. Control Data Corporation and Scientific Data Systems on the other hand are emphasizing support of relatively specific research projects that might be aimed at advancing the capabilities and techniques of the computer industry. These two tendencies are leaving a widening gap in the area of general educational support of the universities and colleges. These institutions are having to turn to other sources of funds, both internal and external, for their teaching and general educational programs. The support of Scientific Data Systems and Control Data Corporation ${ }^{8}$ is normally aimed at those facilities which have acquired their company's machines. In any case, there seems to be no indication that there are very large amounts offered in support of research although we are unable to get precise quantitative data.

[^0]Draft of letters to be sent to educational institutions.

Dear Mr.
The Computer Science and Engineering Board of the National Academy of Sciences is conducting a census to assess the impact of industrial support on computer-related activities in educational institutions. This study is being carried out under a contract from the National Science Foundation. We believe that the results of this study will be invaluable to the Board in its deliberations and recommendations concerning support for computers and computer science.

We are initially interested in determining the internal and external factors which impact the nature and effectiveness of industrial support. We would like to inquire:
J. In what forms do you now receive industrial support for computing from equipment manufacturers, software companies, or user companies such as banks, oil companies, and so forth? By forms of support we would include equipment discounts, unrestricted grants, value received research contracts, or other.
2. Can you fully take advantage of this support or are there auditing or government research administration policies that are detrimental to this end?
3. Do you have any policies within your own institution that restrict the form in which you can receive industrial support?

We should like to set up an informal interview between the appropriate person in your institution and Professor W. F. Miller of Stanford University who is chairman of the Board panel that is conducting this study.

Would you kindly let me know at your earliest convenience the person to whom we may speak on the topic.

Mr. Iyman Spitzer, Chairman
University Research Policy Committee Princeton University
Princeton, New Jersey 08540
Mr. W. F. Miller
Associate Provost for Computing
Stanford University
Stanford, California 94305

Respectfully,

Anthony G. Oettinger
Chairman, Computer Science and Engineering Board

Professor James G. Brophy
Vice Fresident for Academic Affairs Illinois Institute of Technology Chicago, Illinois 60616

Professor A. G. Norman
Vice tresident for Research
University of Michigan
Ann Arbor, Michigan 48104

This is a draft of a letter to be sent to the manufacturers and software houses for the NSF study on patterns of industrial support. There will be one each for IBM, Control Data Corporation, Scientific Data Systems, and UNIVAC. The addressees are listed below.

Dear Mr.
The Computer Science and Engineering Board of the National Acaderny of Sciences is conducting a census to assess the impact of the industrial support of computer-related activities for our educational institutions. The study is being carried out under a contract from the National Science Foundation. We believe that this information will be of great importance to the Computer Science and Engineering Board in enabling it to make its recommendations on national programs.

We are principally concerned with the internal and external factors which contribute to policy of the industry. In particular, we should like to determine:

1. What needs in the educational institutions does your company believe it is meeting?
2. What direct or indirect returns do you expect for your company or for the computer industry in such areas as manpower training, research and development, or sales?
3. What facets of federal government policy such as taxation, research support, or research administration influence the type or level of industrial support?

We should like to set up an informal interview between the appropriate officer of your company and Professor W. F. Miller of Stanford University who is chairman of the Board panel that is conducting this study.

Would you kindly let me know at your earliest convenience the person to whom we may speak on the topic.

Dr. E. R. Piore
Vice President and Chief Scientist IBM Corporation Armonk, New York 10504
Mr. Max Palevsky, President Scientific Data Systems 1649 Seventeenth Avenue Santa Monica, California

Mr. R. McDonald, President UNIVAC
Box 8100
Philadelphia, Pennsylvania

Respectfully,

Anthony G. Oettinger
Chairman, Computer Science , nd Engineering Board
Mr. William Norris, President
Control Data Corporation
810034 th Avenue South
Minneapolis, Minnesota
Mr. Fletcher Jones, President
Computer Sciences Corporation
1901 Building, Suite 1900
Century City, Los Angeles 90067

Summary of Interview with Dr. Robert Spinrad Vice-President, Programming Scientific Data Systems

- .

1. SDS does not make grants to universities or colleges.
2. Academic Discounts are on the basis of field experience. SDS views universities and colleges as a source of business (like any other source of business). Field experience means that SDS follows the lead of larger companies such as IBM and CDC.
3. Research and Development Contracts to colleges and universities are mostly on a services rendered basis. Spinrad described this support as "enlightened self-interest". The R and D contract may not call for an immediate payoff, but SDS does not engage in very much (if any) speculative $R$ and $D$.
4. SDS has a summer student program intended to introduce students to SDS and to computing research and development. It has as a secondary goal the support of students.

## DIVISION

EXECUTVE GFFICES
P．O．BOX EiOO，FHHLADELPHAA，PA 19101．TEL．（215］645－9000

Januaxy 24 ， 1969

Mr．Anthony G。 Oettinger，Chairman
Computex Sctence \＆Engineering Board
Aiken Computation Lab。
Haryord Unjversity
Cambridge Mass．＂02138

Dear Mr．Oettinger：

Your Icticx of January 21． 1969 to Mr．Mídonald has been turned orex io Mr．Fxank D． Swecteng Vice Presidont of personneJ．for response。 Mr．Swocton is ouxiently out of the country and will not be back until February 3 ．As soon as he returns． your letter will be calloct to his attention。

Sincerely．


JRS：dmh

CC－F．D．Swaeten

January 28, 1969

> Mr. Anthony G. Oettingex, Chaiman, Computcr Science \& Engineoring Board,
> Aiken Computation Laboratory, Harvarcl University, Cambridge, Mass, 02138

Dear Mr, Oettinger:
A relatively small fraction of our financial support fox HT's computer related activities is derived from industrial sources; with the exception of educational allowance for equipmont purchases. We will, however: be pleased to meet with Professor W. F. Miller to discuss our situation at his convenience. Prof. Miller should make arrangements for his visit with my office (312/225-.9600, Ext. 521-.522) for J feel he should mect with me as well as Professor P. G. Lykos, Director, IIT Computation Center.

We are most pleased to participate in this effort of the Computer Science and Engineering Board.

Very truly yours,

James J. Brophy
Academic Vice President

JJB/dla
cc: Professor P. G. Lykos

THE UNIVERSITY OF MICHIGAN
ANN ARBOR, MICHIGAN 48104
ジ
A. G. NORMAN

Vice-Prcsident for Research
January 28، 1969

Dr. Anthony G. Oettinger, Chairman
Computer Science \& Engineering Board
Aiken Computation Laboratory
Harvard University
Cambridge, Massachusetts 02138
Dear Dr. Oettinger:
In reply to your letter of January 21, we will, of course, cooperate in supplying your committee the information recquested, though frankly we are becoming a little tired of responding to sub-contracted questionnaires from the National Science Foundation. You are, of course, aware of the very extensive one handled by the Southern Regional Education Board last year.

I believe that as far as the University of Michigan is concerned the answer to the specific questions you pose are:
(1) There is very little industrial support for computing, direct or indirect, other than that which may be present in setting leasing rates or purchase prices to educational establishments generally.
(2) \& (3) There are no constraints that would inhibit acceptance of support

For more detailed information, I would suggest that Professor Miller get in touch with Dr. Robert Bartels, Director of the Computing Center (area 313) 764-2412.

Yours sincerely,

A. G. Norman
$\mathrm{AGN} / \mathrm{mg}$
cc: Dr. Robert Bartels

Professor William F. Miller Stanford University Computer Sciences Department Stanford, California 94305

Dear Bill:
It was a pleasure to talk with you this morning regarding the study that you are conducting for the National Academy of Sciences regarding the impact of industrial and financial support of computerrelated activities for educational institutions $\{I$ refer to Anthony Oettingerrs letter of January Ll, 1969 , to William C. Norris, President of CDC.\}.

I am enclosing two copies of CDC's PRACTICE AND PROCEDURE FOR SPONSORED RESEARCH \{revised $1 \mathrm{~L} / 22 / 68\}$ that best states CDCrs objectives, policies and procedures for sponsored research.

As I mentioned to you this morning, two years ago CDC changed its policy with respect to grants to universities and other non-profit research institutions from a policy of granting discounts in prices on computer systems to a policy where we will quote only full list prices on computers to education and research institutions, and at the same time consider the sponsoring of research programs by which CDC pays the qualifying institutions for research work to be done on programs of interest to CDC and/or which CDC believes have unusual merit. We have specifically concentrated in the past two years on grants re hospital/medical and CAI, as well as the development of specific new software and applications.

I believe this generally answers the question raised by Dr. Oettinger's letter.

I will look forward to seeing you at the time of your forthcoming trip to Minneapolis to view the 3600 computer and STAR. I would also appreciate the opportunity to schedule you to see some of our systems directed toward some of our business management data systems in line with Stanford University's interests.

Very truly yours,


James G. Miles
Vice President
UGli: fan
encls.
thuntrines Ciynaration

Professor Anthony G. Oettinger
Aiken Computation Laboratory
Harvard University
Cambridge, Massachusetts" 02138
Dear Tony:
Your letter of January 21, on behalf of the Computer Science and Engineering Board of the National Academy of Sciences, inquires into the nature of JBM support of compater-related activities of educational institutions. First let me point out that IBMI's educational support program is not restricted. to computer.-rolated activities, and an increasingly large portion of our support is, in fact, unrestricted. Nevertheless, I will atternpt to provide meaningful answers to the questions asked in your letter:

1. What needs in the educational institutions does your company believe it is meeting?

JBMI's program of support to educational institutions falls generally into the following categories:

## Unrestricted Support:

Because unrestricted support is the most useful to a college president, $1 B M$ is tending toward more unrestricted grants. Such grants should be of assistance in helping the institutions to cope with their over-all financial problems, including those which may be associated with computer-related activities.

## Special Program Support:

A good example of this type of grant is IEM's support of the Harvard University Program on Technology and Society.

While it is not directly computer-related, the effects of technological developments, which include the computer, are under study in this program.

Another example is a grant made to one university to assist in the development of an engineering design curriculum. Other examples would be support toward the development of a PhD program in computer science or toward the improvement of undergraduate methematics teaching.

## Equipmon' Education Allowances:

One traditional method of support is IBN's educational allowances, applying to a variety of equipment.

Gracluate Fellowships:
IBM maintains a regular program of fellowship support to leading greduate schools. The selection of fellows is made by the institutions and their schools or departments.

Post-doctoral Fellowships:
IBM awards a small number of post-choctoral fellowships directly to institutions each year. In addition, some faculty members are provided the opportunity for post-doctoral research in IBIM laboratorios.

## Visiting Trofessors:

IBM encourages professional personnel exchanges between faculty mernbers and its professional employees. Several IBM scientists are engaged in full-time teaching and research on work assignments, and a large number contribute through part-time teaching.

Negro Educational Support:
IBM provides both unrestricted and program supvort to a number of historically Negro colleges. In addition, IEM supports several fellowship programs for black students in other institutions.

## Contract Support:

At any given time, JBM , through its divisions, sponsors specific research tasks through contractual relationships and joint studies. The scope of this activity ranges from applied technology to software development.
2. What direct or indirect returns do you expect for your company or for the computer industry in such areas as manpower training, research and development, or sales?

Since most of IBMI 's financial support is in the form of unrestricted grants or program support aimed at specific institutional needs, any returns we would receive would be very indirect and not easy to measure. The benefits accrue more to the institutions than to us, although obviously we, as others, are dependent upon the output of colleges and universities in terms of educated manpower and basic and applied research. In cases of specific research sponsorship, however, in the category described above as "contract support, " IEM anticipates a direct return commensurate with our investment.
3. What facets of federal government policy such as taxation, research support, or research administration influence the type or level of industrial support?

We have been unable to identify any federal government policies relating to taxation, research support, or research administration which have any specific influence on the type or level of IBM support to educational institutions.

We are delighted that this study is being made. We hope that its results will encourage broader support on the part of all segments of industry not only for computer -related activities but for higher education generally.

Sincerely,
Maw we
E. R. Pore

Vice President and Chief Scientist
ERP:mk


COMPUTERS AS MANAGERIAL TOOLS
in the federal government

It-seems that The Nixon Administration may convene f a new "Hoover Commission" to review managerial practices in the federal government. This could offer an excellent opportunity to evaluate the role and capabilities of computers as managerial tools in the federal government.

Such a review would be justified on several grounds. Many feel that the computer has not been used as effectively as a managerial tool within the public as in the private sector. This is of course merely a suspicion, and formal documentation of the point is certainly lacking. Nevertheless, a good deal of informed opinion tends to this view.

This is not to assert that computers are not used in the federal establishment. The federal government is the sing ie largest customer of the computer industry. It has also shown foresight and commend ab willingness to bear risks in developing new and better computers

The question, rather, eoricerns the use made of the computer within the government as an aid tonanament and particularly whether that use is as effective as it should be. Above ll, the question arises of whether the "information evplution"induced by the computer has really permeated public managerial procedures in the way that it should if the computer is to make a maximum contribution to improving government management and operating practices.

The computer should not be envisaged as simply a device for reducing data processing costs or the total clerical or computational bill. Computer installations very often do not create the "savings" that "justified" or otherwise rationalized the original purchase of the computer. However, even when expected "savings" do not materialize, che computer application usually does result in some jobs being done more thoroughly or better or in entirely new tasks being undertaken. In particular, management, after replacing clerical help with computers, often steps up demands for information or for the speed with which information is prepared for management.

Often, nonrealization of "expected cost savings" is taken as a sign of
failure. It is highly probable that computers have often been applied where they should not have been. Nevertheless, the fact that the total clerical bill
does not always decline when a computer is installed is hardly significant as evidence of failure: it is sometimes merely a sign that the computer was bought on improper grounds.

There are good economic reasons why one would not necessarily expect the total clerical bill to decline with the advent of computers. The same arguments apply to other major technological innovations. The "total transportation bill" of most modern societies has not declined with the advent of the railroad and automobile. It is higher today, and life is different in many ways, some presumably more productive and better. Much the same applies to the computer. It would be impossible for some sectors of our complex society and economy to operate in their present manner without the availability of large computers.

The phenomenon observed in these cases of major technological change is described by economists as the case in which price elasticity of demand for a service or product is greater than unity. Thismeans that the total consumption of the good or service rises more than proportionally to any price reduction. If you observe a $10 \%$ reduction in the unit price or cost of rendering a particular service, a geater than tnity price elasticity would imply that you would observe more than a $10 \%$ increase in the quantity consumed. There are many goods or serviçes for which greater than unity price elasticities seem to hold. If you make a good thing cheap enough, you should not be surprised if, in the aggregate, people spend more rather than less on it as its price is reduced.

The essence of the "computer revolution" is that once an initial investment has been rade, information becomes relatively cheap and, as a consequence, larger amounts of information are consumed or used. The increase in consumption of information may well rise to the point where the total bill for processing or obtaining information actually goes up even though the unit cost of obtaining that information falls dramatically. From the standpoint of managerial practice, the real question then becomes just exactly what does the increase in availability and quality of information really imply?

The direct effects are reasonably obvious. Management demands and receives quantitative information more promptly than before. Usually more and sometimes better analyses of data are brought to bear upon individual management decisions. Management feels freer to go back to subordinates and to ask that additional numbers be processed or additional facts be obtained before reaching decisions in marginal or difficult cases. Simply put, demands
are made for analyses that could not have been conceived or justified before the computer. As a consequence, fewer decisions are made on the basis of hunch or so-called "rules-of-thumb", or other simple short cuts that tend to reduce the information requirement. Justifiably or not, greater emphasis than before is put on the quantifiable factors in decision-making.

The indirect effects upon management of the computer information revolution may, however, be more important than the direct effects. Indeed, it seems highly likely that we do not even yet comprehend all of these indirect influences.

Perhaps the most obvious of these secondary effects concerns personnel policy. When the computer comes on the scene, the personnel requirements for an organization shift in important ways. Fewer clerical people performing rote tasks are needed, and those that are required need different skills, such as keypunching. More people with mathematical and analytical skills will be sought for employment. Such highly talented people do not easily fit into existing patterns of pay and responsibilityr. Necessary changes in recruitment policy can have subtle effectspon the oxarization. It not only changes the quantities of different talents on sills available for promotion, but also tends to influencelthose particular talents singled out for more responsibility. Sinllarly, to the extent that adoption of new technologies attraces the more venturasome and imaginative elements in the work force, the drganization that accelerates computerization will find itself with a beften quality or at least a more flexible and innovative work force, at least for qhile.

Whatever the particulars, it is clear that there are many ways in which personnel policies and organizational development can be and are being altered with the advent of the computer. Questions concerning public administration arise from all of this. Do civil service rules and other rigidities that characterize employment relationships in government inhibit the best use of computers in government? Does governmental observance of rather strict seniority rules tend to insure that government administrators realize fewer managerial advantages from computerization than would otherwise be the case?

It is often observed that many sectors of the so-called service industry, and in particular medicine and government, have lagged badly in terms of productivity gains compared with other sectors of the economy. Yet the computer is particularly adaptable to service industries. The natural question is:
have various kinds of government record keeping or bookkeeping activities (and that after all constitutes a fairly considerable proportion of total government activity) experienced the same gains in productivity as equivalent record keeping or bookkeeping activities in the private sector?

If government hiring and personnel policies have not or are not able to adapt in the same way as those in the private sector to the advent of the computer or other technological changes, this may induce personnel selection policies that are self-reinforcing and negative. For example, some think that the government's inability to recruit its "fair percentage" of the more imaginative and innovative spirits in recent college generations is a chronic and worsening condition. The long-run tenor and success of government operations may be better measured by the Post Office than by the Apollo program, and the evidence is disquieting.

If there is any merit in the notion that the computer has not made the same contribution to public as to private administration, and that the costs of this omission can accumulate oven time, this should be known to responsible men in the government and to the public as well While it could be argued that inefficiency can create jobs, it oan be a quite expensive means of doing so. One wonders wheher "deliberatelor allowed inefficiency" is ever a very constructive approach to alleviating unemployment. What we all need to know is whether there is cmedian/ineffieiency. Then we can choose whether or not to remedy it.

Some other indirect effects have a revolutionary impact. Some of our major textile firms, for example, are using linear programming to control the entire operation of their fabric production and merchandising through the astute application of linear programming techniques. They control production down to the individual loom in plants which are widely dispersed geographirally, Likewise, the sales mix and the marketing effort are largely determined by considerations of profitability relative to various capacities which art anaiyzed by linear programming techniques. Clearly, here is practice which would not be possible without computers and which ten or fifteen years ago would hardly have been within the vaguest understanding of iop management.

On the other hand, another secondary or indirect effect of the use of computers in management might be termed "the rapture of the measureable". Contemporary management is fashionablg seeking to become more "scientific"
in its methodology or practice. This thrust causes a preoccupation with forcing the decision-making process to become algorithmic or formula-like; and this in turn depends on management's ability to quantify or measure input data relevant to a decision and to quantify or measure the results or probable results of alternatives. The availability of computers tends to facilitate such formalized decision-making since computers make possible data and algorithm testing on a vastly more efficient and practical basis than. before.

The rub comes when -- because all sorts of data are available -- we begin to factor into our decision making only those factors which are measurable and to judge the results of our decisions only by the measurable factors.

Many decisions -- perhaps even most decisionss involve factors which are not now measurable. While the compreer qan help in these decisions, judgment, style, and inspiration are ingfedients the computer cannot handle. A management in its rapture with fhe computer moy bverlook this limitation and ossify rather than mechanize its practices.

The depth of consequences of mechanization of management practices is not well-understord Machine sysfems in fact may tend to diminish the range of managerial and adminigtrative choices in many situations, especially those in which any interpretation of the rules comes into play. A chosen alternative will, of course, most likely be one provided within the framework of the system, which, in turn, can be expected to take its own side in any question of interpretation. Likely pragmatic result: over-simplication of any situation not anticipated by the system designers.

Perhaps the vast middle of the managerial hierarchy is of greater concern here than are the extremes. Top management is generally entitled to augment and even to contravene the system in order to arrive at sound decisions, while at the supervisory level and below there are always people who are expected to beat the system when necessary to get the job done (though the civil service is a bit deficient in this regard).

Middle-management, on the other hand, has seldom been characterized by either imagination or enterprise, and to reduce its freedom of choice to a level even below its present, rather modest level of improvisation might well accelerate hardening of the civil arteries. It would be unfortunate indeed if we unwittingly lost what few middle-management flexibilities do exist in managerial and administrative procedures through algorithmic zeal.

This concern is scarcely a new one, of course, and there is always the hope that rapid, organized access to great masses of information will jazz up even middle-management. But we all know that system designers are poor, finite beings of well-bounded prescience and that the Machine tends to dazzle and dominate.

Finally, computer systems themselves, like the ways of using them, are still in a state of rapid flux. Until now, we have seen mainly "single-user" systems. Obviously, in the case of, say, the Navy procurement program or Standard Oil management information system, these are very large systems, with management at various levels having access to apmopriate sets of procedures and datax and, one hopes, being prevenfed from accessing data inappropriate to the level of the inquirer mrom now on however, some government systems are likely to go in the directidn of multiple-user systems, with several agencies (federal, state and local) having access to a system. The value and by-products of such systems nay no longer be measurable solely by the criterfased for the earlier single-user systems. In particular, the degree to which an agency may maintain control and selfconfidence may be as important a measure as the integration and streamlining achieved.

In short, an important task of any new "Hoover Commission" should be to consider the extent to which government administrative practices hinder or aid adaptation to and use of effective new managerial technologies, broadly construed.

## HOOVER COMMISSION STATEMENT

a Currant
John Gifpieh Vesaiom
$\Lambda^{\text {The }}$ trend is toward the use of greater amounts of capital equipment in many areas of industry and government. In the administrative areas of government alone, the amount of capital equipment is increasing at a $\qquad$ \% rate per year and $\qquad$ \% of this figure is data processing equipment. (Cen Am Lamb to fill in flanks)

- $n$ even though the federal government is the largest single customer of
more the computer industry, there are many areas in which the computer is not being used as effectively as is possible. If a "Hoover" commission is appointed to review managerial practices in the federal government, this seems like an excellent opportunity to evaluate the role and capabilities of computers as administrative or managerial tools in the federal establishment.

JA seemingly important question frat arises is how can capital equipmont be better brought to bear on the administrative and managerial problems of the federal government? This question is actually part of a deeper question: how can major technological innovations be introduced into this establishment? The emphasis here is on the innovative characteristics of the problem rather than on the aspects of utilization (such as effectiveness).

The essence of the "computer revolution" is that, once the investment in capital equipment has been made, information comes relatively cheap and as 2 consequence larger amounts of information are consumed or used. The increase in consumption of information may well rise to the point where the total bill for processing or obtaining information actually goes up even though the unit cost of obtaining that information falls
dramatically. From the standpoint of managerial practice, an important question then becomes just exactly what does the increase in availability and quality of information really imply?
T This question is best answered by analogy. A computer can play a better game of checkers than anyone but a master. Who taught it to do this? mentor chocherm ploger.
Not a ehecterastera It was done by a programmer who instructed a machine to vary and improve its decision procedurespy playing against experts. What is significant here is the machine was not instructed by a person who was deeply knowledgeable about checkers and who painstakingly worked out endless possible moves and responses. success, in wow this case, in a result of adaptive behavior in automatic equipment. Much more effort will be required to generalize from the simple task of playing checkers to more complex types of "moves" and more subtle f decision procedures rather than of moves It takes the programmer-am 1ittle-bit-further-from the subject matter on which-the-machine-ism operating-
]When this type of system is utilized by managerial personnel, it will remove them from a specific understanding of the phenomena on which the computer is acting, although it will demand of him higher understanding in terms of procedures for dealing with generalized situations and phenomana.

- Hence, the implication of a vast increase in quantity and quality of federal gormmanas information is that the $\Lambda$ managerial establishment in the federal government will be able to concentrate on the methods of decision making, rather than on the subject matter itself. Since the system will adapt itself to the user, there should be less apprehension in regard to technological innovation.

JAt present, the efforts of managers both in and out of the government tend toward one-of-a-kind solutions to problems.
This is $A^{\text {because of }} \Lambda^{\text {tendency to emphasize the characteristics }}$ of the solution instead of the characteristics of the problem. JA principal task of a "Hoover" commission is to delineate a plan for introducing technological innovation into the administrative and managerial areas of the federal government. There are many problems associated with the introduction of automatic equipment which exhibits adaptive behavior.

TThe problem of bias is a major concern. As these systems are used and adapt to the situations with which they are presented, the machine may introduce bias into the decisions it makes. As managers rely increasingly on automaticlequipment these biases may become harder to defect because the managers become increasingly further removed from the gubect with which he deals. As the activities become more complex the manager faces with increasing seriousness the problem of undetected errors which may introduce subtle influences into the results he derives from computers. TThe very mystique of these operations may lead to an overreliance. This overreliance may be especially distressful when we are attacking problems which are not otherwise accessible to analysis. As we move the human intellectual problem farther from the subject matter itself, we lose the reliance of the user on his intuition and we must substitute great care, formality, and rigor. A1ternatively, we must develop new levels of intuition and judgment in our managerial personnel.

Hence the "Hoover" commission must plan not only for the introduction of capital equipment but for the upgrading of personnel who must develop an intuition which is capable of reaching through the automatic equipment to continuing understanding of the administrative science which lias beneath it.
lies
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GRADUATE SCHOOL
Office of the Dean of the Graduate School and Coordinator of Research

Manson Hall
April 13, 1970
Mr. J. F. Kettle
National Academy of Sciences
Computer Science and Engineering Board
2101 Constitution Avenue
Washington, D. C. 20418

Dear Mr. Kettle:
I return herewith those pages of the report, Computer Science Education, on which I have made changes. On the whole, I feel that Project Salvage has done a fine job.

There is one point that warrants special attention
go to great length to support the idea of Computer ion. The recommendations levels, and yet the very extensive review of cuter Science degrees at all University of Waterloo (and I reconendew of Computer Science at the suggests that Computer Science bean mend that most of this be eliminated) not critical disparities, but perhaps som in Mathematics. These are should be included to the effect that somewhere on pg. 3 a sentence appropriate path for developing the computer scienfer as to the most

Sincerely yours,


## PREFACE

In July 1969, a group of approximately thirty experts from industry, government, and education met in Annapolis, certaic aspesto of Maryland to discuss oducation in Computer Scierce. The chairman of this con 'erence was Alan J'. Perlis. In Merch 1970, a smaller group met in Washington D.C. to prepare this report, which presents the findings and recormendations of the original coaference. Final editing of tre report was done by Thomas H, Bredt.

## 1. INTRODUC'TION

## Scope of the Conference

A conference to study Computer Science Fducation in the United States was held in Annopolis, Maryland, in July, 196.9: The conference was sponsored by the National Academy of Sciences' Computer Science and Engineering Boar 1 under a grant fiom the National Science Founcation. The conferees attempted to identify both the proper goals for a college or university education in Computer Science and, in a broad sense, the routes and structures for achieving the anther rebcery those goals. Discussion and recommendations, focused on the rimated $20 \%$ of the computer field personnel who, even in the near future, must be college , Whe ouflemere pisoquici that trained. Howevar, the bulk of the people working in computing for the nex; 5 to 10 years will not be four-year college eraduates but will, rather, reveive their final training in high schools or two-jear colleges. This meeting did not address the critical problem of training such people. A conference on this


## A Profession or a Science?

A recurrent, question that threaded its way through most of our discussions was whether "Cormputer Science" ought to be a "professional" or "scientific" study. The issue, which in the end proved to be somewhat vacuous, was whether the graduate was to go on to "design things" (like the engineer) or "illuminate truth" (like the mathematician). The conclusion of the group was that variety
 of graduaties its necessary and should be produced, but that the distinction in their education should be achieved by the extent and, therefore, the depth and witivi richness of their education in Computer Science and not by "separate tracking" or education in different disciplines. Computer Science, therefore, is a discipline which has both practitioners and scholars.

The Numbers Prollicm
The first : ssuc addressed was the numbers problem: How many and what kind of people lo we need to educate? Two alproaches were used in attacking al Whluthto this problem:
(1) extra>olation of equipment-support requirements.
(2) reasoling by analogy with other fields.

The first approach assumed the existence of about 10,000 computers in the United States i:l the 1975-1980 period (these are machines that need the support of computer pro :essionals). A further assumption was that the number of computers and the staff needed to support them vould "plateau" thereafter. (Mhis proviced a base for the manpower computation, )

With due cunsideration for the "mix" of large, medium and small installations, a suppor; group of about 600,000 professionals was deemed necessary. The long term, ;teady-state condition (about 30 years from now) assumed that these people will all be college trained. Then, assuming a working life of 30 years, the replacement rate will be about 20,000 per year.

The curren; college-educated "professional" population in the computec industry is bel:eved to be about 100,000. This number is far below that needed to compe'sently staff the nation's computer installations, that even a 30,000 per year influx of trained people would be desirable. Such a "production" rate, of course, is not currently possible. This number is presented only to support our contention that a 20,000 per year rate is a reasonable national goal,

The second approach to the "numbers game" adopted was to estimate the support population in relation to other, better understood and more mature, disciplines. Compared to the 40,000 engineering graduates per year (from all engineering dis:iplines) our chosen target of 20,000 per year seems reasonable.

Compared to the 10,000 medical doctors per ytar and the 20,000 nurses per year, the anticipated rate retains its plausibility.

We, of course, understand the fatuity or attempting to make these kint of predictions for periods beyond the next fi.ve years. Our chief concern is that we are not overstating the need $\mathfrak{j}$ We believe we are not.
$\frac{\text { The } \operatorname{Mix} \text { of Graduates }}{\text { hegowed Cy estmaturg that }}$
$x$ Twenty thcusand graduates per year is the goal. What kind of training should they have? What is the "mix" of degrees? These were the next issu?s addressed.

Many factcrs influenced the assessment of the proper proportions. In net, it is the judgment that the 20,000 per rear should be broken down as follows:

500 Phi's/year
3,500 Master's/year
16,000 Bachelor's/year

## The Educational Path

As mentioned above, Computer Science is seen as a single, coherent un the pauk peuse as other prode raugug foffouburiaksas. academic discipline, We rejeet the notion that "theoretical" Computer aph and should Science and "practical" Computer Science are so-different, that they cannot share the same base. For that reason we recommend that there be, in any university, a single Computer Science "track". An undergraduate "core" Konn a mutubir of relitek and mer- fuelis curriculum (with electives) will produce a bachelor-level graduate who has a thorough grounding in the fundamentals of his field. Graduate study will lead, inevitably, to deeper understanding and greater accomplishment.

Single-tracking the Computer Science studer': creates a number of serious problems as to the content of the core curriculum. We understand the complexity of the issues raised and do not here propose or recomend any curriculum. We are convinced, however, that the benefit of not having a
splintered discipline far outweighs the disadvantages induced by the necessities of r.ccomodation.

The Neglected Muy jority
An important though paradoxical result of our deliberations is what wh might call the plight of the neglected majority. At the present time, about 80 percent of the computing done in the United States is in support of business applications. Jrogramming in COBOL, business data processing systems design, development, anc operation represent the sole activity of the majority of the people in the computer field today. These,kinás of activities, similarly, will represent the me.jor involvement of people during the projection period.

Why not, then, direct our educational policies and courses towards the more specializec. needs of this group? The ar yuments come, in essence, to ;he notion that the data processing community benəfits from students educated in the fundamentals of Computer Science.

## Costs of Educatjonal Computing in- Computer Science

(Fxcept for the cost of providing compute: services) the cost of educa,ting the Computer Science student is not significaitly different from that of educating the Prysics or Chemisty student (as decullithout laboratory expenses) . However, an important, but costly part of the student's training is the provision of experience with a computer (or with computer services). This necessary laboratory experience is estimated to cost:
\$ 20 per man per year for the non-Computer Science student
$\$ 1,000$ per man per year for the Computer Science BS years
\$2,000 per man per year for the Computer Science MS years
$\$ 4,000$ per man per year for the Computer Science PhD years total
This represents a cost of about $\$ 00$ million per year for Computer Science education.

## 2. RECOMENDATIONS

1. At the present time there exists a cecognized shortage of professionals trained in Computer Science. 'This shortage is felt in all areas where computers are used. To remedy tiois shortage a at a fairly expert level we recommend the establishment of strong master's programs in Computer Science in degree granting institutions.

By a strong master's program we mean a program that will provide a sufficient education, for those professionals who are going to fill the netd for trained practitioners of Computer Sciencs in industry and govermment, and
are adiquatsice traw 3 多 who

Furthermore, we recommend that master's programs in Computer Science pheved Wilh emplusts m , contain strong elements of laboratory training, in the developrient and utilization of computer systems.
moled us لleus 1
2. To remedy the above mention shortage, at a less expert level, w $\in$ recommend the establishment of strong bachelor's programs in Computer Science in degree granting institutions.

By a strong bachelor's program, we mean a program which will prepare students for employment as working computer professionals, and for advanced education in either-or-both master's and PhD programs in Computer Science. Furthermore, we recommend that bachelor's programs in Computer Science contain strong elements of laboratory training in the development and utilization of computer systems.
3. We recommend that the development of doctoral programs in Compute: science continue at its present rate. While these programs have done well, it is recommended that they continue to be supported by (1) graduate teach:ng and research fe lowships, (2) post-doctoral teaching fellowships to aid in acquisition of new faculty, and (3) support of new and different computer facilities. Excmples of these new and different facilities are satellite computers, frocessors for film and TV anination for instructional purposes, hybrid computers, converters to and from othe: systems, and advanced equipnent sueh as is deve.oped throuk of the inves oment of national resources in research and derelopment programs for defense, space and other sciences.
4. It wil: be essential for the universities and colleges to greatly expand the oreden To all phideuts of Cunater sacuce, of all clements from problem iormulation to $c$ mputing realization and for nuist be made fucce.
a deparraceb these institutions, to-be, aware of the part that Computer Scienceacan play in this expansion. It is recomnended that suppont be-provided to implement cooperation between compuier scientists and individuals of other departments, to the 'end that indivicuals from other departments be encouraged and supported in providing opportunities for students to gain insight and knowledge in part or all of Computer Science. All reasonable efforts should be made to encourage interaepartmental cooperation in this area. Finally, both research in the general area of application and materials preparation directed toward teaching deserves support, especially when each is planned to support the other.
5. It is recognized that the need for professionals in Computer Science is a national one and, therefore, all effort should be made to provide support for the development of bachelor's and master's programs with the widest possible geographical distribution.
6. In the rapidly changing field of Computer Science and computer related activities, up-to-date information on research is needed and is hard to get. Under ISF sponsorship, the Southern Regional Education Board has computing sciences, but apparently no agency, that is doing anything similar for research in this:; field. At the same time, graduate departments have-a-gre $\frac{a t}{}$
 sciences is being sponsored; who does the research, who sponsors it, and ot what levels.

Sulu Ma lad relatively, stable field like mathematics, a strong need has been felt for up-to-date information about the nature of education and research in the field, and the amounts and sources of its funding. These needs resulted in the NSF-sponsored Survey of Research Potential and Training in the Mathematical Sciences (c. 1957), and the reports of the Ford Foundation-sponsored Survey Committee of the Conference Board of the Mathematical Sciences (c. 1967). The latter committee apparently will maintain a continuous inventory from now on. $k$ We recommend that, support be provided for a continuing research and manpower committee whose mission would be to maintain a continuing national inventory of research activity and manpower needs in Computer Science.
7. In the current environment, there exists a large and growing number of highly trained and competent PhD's from related fields. $\Lambda^{\text {Many of }}$ these people wo lld like to redirect their talents to Computer Science. We, therefore, recommend that special of or or aus that are duct ho l exist
opportunity, for creating applications programmers, systems programmers, ans Computer science faculty and research person, by retreading recent PhD 's in curler to neb)
other fields, In particular, we recommend the institution of transdoctural programs that will complete the training of such people in one to two years.
area of design and development of large computer programs for such large systems that there appears to be a lack of organized instruction in higher education, here or anywhere, at the present time.

Systems Ialoratories. We consider the laboratory-experimental aspect of the training of students in Computer Science to be vital to their development. We therefore believe that en computer systems laboratories expel is an important part of the curriculum of both undergraduates and graduates in Computer Science.

There are nany substitute plans that could conceivably serve to fulfill the same purpose as the computer systems research laboratories, e.g., summar employment in industry, cooperative work projects with industry, or part-time employment in a computation center on campus.

We believe that a team of six students can be given a very significan's experience for $\{1,000.00$ per student or $\$ 6,000.00$ for the whole team for a one-quarter labcratory.

The Mastert, Degree Program. The nation has need for people to do a variety of jobs connected with computers. A substantial number of these people will be involved with the design and implementation of large computer systems each consisting of an assembledge of equipment (hardware) and a complementary collection of systems and library programs (software).* Those people involved in such design and implementation activities are carrying on a profession which is in a very real sense similar to that pursued by professional engineers. It is our belief that professional educational programs

[^1]should be available which are specifically p.anned to provide the knowledg? necessary to carry out these computer system design activities. By analog $J$ with the engineering situation, it seems clear that these educational progeams should be at the graduate level, leading to a master's degree; that they should bujid on a relevant bachelor's level $\epsilon$ :ducation; they should be specifically planned as terminal, professioncl master's programs; and that they should consist of courses at the level of scientific generality offered to beginning doatoral candidates, i.e., should not be vocational type courses. Initially, the jachelor's level education of those entering this master's program will probably consist of a degree in engineering, physics, mathema;ics, etc. with a minor in Computer Science. As tre number of Crmputer Science baccalaureates increases, a larger proportior. of the students entoring the master's prograin will have a deeper preparation in Computer Science that will bring about imp:ovements in the quality of tre program.

It is recognized that there may be a master's program in other academ:c areas which accent computers and their applications. It is felt that these programs should be designed by and largely be manned from within these academic areas. The Computer Science faculty should be used to teach the Computer

Science courses included in these applied programs.

For the Master of Science program, a figure of 5 million dollars per year in hardware costs was obtained.

The total cost in hardware is 29 million dollars per year. One of the figures that we used was that the EDP industry would be taking in about 100,000 people Fer year. What percentage of these should be PhD 's? Figuring that ore percent should be PhD's we zet a desirability of produci:lg a thousand PhD's a year. Our feeling on the natter was that by 1975 we misht be able to produce 1000 PhD 's in Computer Sciənce, but that we would not bu able to produce 1000 PhD 's per year by 1975. If you can get up to about 300 by 1975 this would be about what we could expect. It seems to double about every two years.

From whence comes this figure nf 15,000 3S students per year? Is it attainable? At the present time in engineering and mathematics the output per year is of the order of 50,000 . Now assuming there is no major change in size of total undergraduate encollment in engineering and science schools but that quality Computer Science undergraduate programs do come into being, how many of the 50,000 per year could we expect to prefer an educat:.on in Computer Science? We believe that without a great deal of heavy advertising or pressure of any sort, 20-30\% of the undergcaduate enrollment in mathematics and engineering programs would shift into Computer Science programs, if there were existing quality undergraduate programs in Computer Science. Furthemore, that the percentage is probably conservative. That means of the 100,000 per year that are required in the EDP area, 85,000 are probably going to have to remain or be non-Computer Science baccalaureates. We also made an estimate of Computer

Computer Science at the University of Water lo) * (J.W. Graham)
History and PhiLosophy. Computer Science courses have been taught at the University of Water 100 since the acad mic year 1959-60. They were actually taught before the university installed its first computer. It was not until IS,64 that a program in Computer science and a philosophy of operation of that program became evident il any formal sense.

At the present it is felt that although computer science is starting develes but to net a coherent body of knowledge, it is still not at the stage Meparate Aulic where it can be taught as a complete undergraduate discipline, and -be
 considered as a basic body of knowledge, such as mathematics. It is felt by the Facility at Waterloo and by many others in the field [4] that

[^2]analysis and programing courses and courses in allied areas such as probability and statistics and logic. Any curriculum that was developed for the co-operative program was applicable to the regular program and vice-versa.

Th 2 honours mathematics program with Computer Science option has now been established on both a regular and cooperative basis since 1964, althou, $h$ it is still under development and will continue to change in order to remain current. The present program is based on a solid foundation 0 : mathematics with the optional courses primarily in later years. There are three ways a student may pursue an option in Computer Science. He may enroll in the Co-operative Honours Mathematics Program, the Regular honours Mathematics Program or the Regular General Mathematics Program. In an honours program a student attends university for four years and completes 17 or 18 mathematics courses (including Computer Science) and 9 elective courses. The difference between the regular, and cooperative program has been explained previously. In a general program he attends university for three years and completes 9 mathematics courses and 7 elective courses. The elective courses may be chosen from the sciences, humanities or engineering and the student may study such courses as philosophy, psychology, economics, chemistry, physics, etc.

A description of the undergraduate program on a year-by-year basis is presented next. Where a choice of Mathematics courses is indicated some typical examples are shown; elective courses are indicated where taken, but no course titles will be given.



[^0]:    8. "Practice and Procedure for Sponsored Research", Control Data Corporation, Minneapolis, Minnesota, March 22, 1968.
[^1]:    * time-sharing systems, traffic control systens, command and control systems, management information systems, etc.

[^2]:    * Numbers in square brackets, e.g. [6], refer to references found at the end of this subsection.

