
WEEKLY TEST 

1. Four ~~D. counters are cascaded . A 1.2 MHz signal is applied to 

The output of the fourth counter the input counter. is: ':, ··r " 

.; Ie. . '0 _ Iv 

· 120 Hz f A) 
B. 120 KHz 

1 1 ~ I, 

C. 300 KHz 

D. 4.8 MHz 

'I 1 I ~ 
2. A four bit binary counter contains the number 0100. 

3. 

Nine input pulses occur. The new counter state is: 

IJ .\ 1 = \:::. 
A. 0010 

B. 1001 

C. 1011 

-E) 1101 

A four bit 

p~l.e-s a~e 

binary counter contains the number 1010. Nine 
, 1011 ::.11 

applied, ~he n~w CPyn1=:fillt s\;qte ;l.S: •. \ t, 

~, (lOOl 

\...~ 0011 
ro. l1.0Q 

D. 1111 

I ~ 10" 

" 

input 

4. A binary counter mage up of 3 JK nip~flops ~ill d!viae a.n input 

f1;equenpy by 

A. 5 

~ a 
c. 16 

D. 32 

5. A four bit down counter is in the 0110 state. 

occur. What · is the new output state? 

A. 0110 :2> 1000 
B. 0100 D. 1110 

Fourteen pulses 
_(. I-I , 

'I , 

c, 
I!J, 
,q 

" It , , ,. , 
" 

. ,. . 
~ 10 

f lO 
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6. A BCD counter is cascaded with a 2 flip-flop binary rippl~ 

counter . The overall frequency division ratio is: 

A . 20 

B . 30 

cr;J 40 

D. 80 

/ d 
, 

- 2... 
) 

7. The two types of MOS shift registers are ~~~\,~ 

8 . What determines the frequency of oscillation of most clock 

circuits? 

A. Crystal 

B . Power supply voltage 

cg RC time constant 

9. What is the output frequency of the circuit shown on the board? 

) 
I ~ ) 

, 
.- '2... 2-) , 
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DATE ?. -1/-8'7 

1. The two basic types of electronic circuits and signals are n~~lu, 
~~~~vT---------

2. Tell whether the below signals are analog or digital. \ 
~ 

A. Dice J'~ 'I ... \ 
B. Typewr iter "'''J' 1 ... 1 
C. Slide Rule """Iu'~, 
D. Weathe r Vane)(! ('\ .... ,~ I "'JC'\ 
E. Camera ' Shutter d,,,;!,I ,<\ 

3. The most widespread use of digital techniques is in 

4 • Convert the following binary to decimal. 

A. 
B. 
C. 
D. 

\Vc.~'l.. \ 

10010.11 
1110110010.0101 
11100.1001 
1011111100.011 

), ~,: \,1 '1'\ 

lG'.l~ 
"I41. .,lt;. 

:!B , 5l.l S 
7~t.j . n!; 

<, 

5. Convert the following decima l numbers to binary. 

6. 

A. 
B. 
C. 

301 
32.4375 
126 

Conver"t the 

A. 30.97 
B. 2486 
C. 741 
D. 1032 

,0 0 \0 11 0\ 

I~O('oDO.OII . 
11\\\1 0 

following decimal numbers 

00 11 0000 • 1001 0111 
ol/D 

0<)1 0 0100 \ 0 a 0 

0 ) 1 1 o ) " " 000 , 

" ~" I 00 6 0 " <> I I 0010 

to BCD. 

7. Convert the following 8421 _BCD to cecimal numbers. 

A. 1000 0110 0010 0101 
B. 0001 1001 0111 0100 
C. 0010 0110 0101.0110 0001 

'?""s I 9 f Lj. 

'l...1.5. ~ I 

D. 1000 0011 0101 g :'5 

"< 
I • 
'l L 

I 'L ir 
',5 ~ 
5/2-

'1"1(",1. S 
, ~ u.:: r. 

11.10 
{,. .... 1 -
1.2. 
32. 

3 0 

li.b J 

1 '-1 
If -
~ 

,,-0 

-7\ 

3
0

' "2.!>" 
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;'Jt. 
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If 
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"/ 
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.1- I 
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\ 

"2-
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8. 

9. 

10. 

What is the ASCII code for the following? 
M~\) L.S 0 

A. DLE 00100<>0 
B. = o \ 1 11 0 1 

C. NAK C> C> I' (> I D I 
D. 8 CJ IIIO "o 

E. U loic>\ o\ 

Serial data transmission is 

How many digits will there be 

~~ 

~ lr)w (! 'r than parallel data transf ers . 

for converting 932pOO,o00 to binary . 

20 ""~'i) 2~ ls' 

I J o/~gJ?-J' 

~L ~111 '1'I)"")"1 -, 2\ 1,i. J 1"·I;!I," 

7.... 1J.; 55'-1; '13 Z 

1. S ~ '7) 1<.J8, 1>4</ 

:l,L. 13'-1 ) 2 1/) 1<.'<' 



1 . T~~ most popular 
(bl TTL 

and widely used logic type is 

B. CMOS 
C. MOS 
D. ECL 

2. The fastest logic type is 
A. 'rTL 
B. CMOS 
C. MOS 

@. ECL 

3 . 'rhe logic type with the lowest pmver consumption is 
A. TTL 

QP CMOS 
C. MOS 
D . ' ECL 

4 . The logic type with the best noise immunity is 
A. TTL 
CD C~lOS 
C. MOS 
D. ECL 

/(;)0 

5. Three C}lOS logic gates with an average propagation delay of 70 na no­
seconds are cascaded . The output stage wil l change how many nanosecond 
after~a change in input state? 

A. 23.3 
B . 70 
C . 140 

@ . 210 

6. The power dissipated by a logic gate is proportional to its 
A. complexity 
B. noise immunity 
/ . spee d 

D. fan out 

7. Refer to Figure 4-32. Which type of logic gate has the be? t ' sp,eJ':~ , / 
power trade off? 

A. Standard TTL 
~. Schottky TTL (low power ) 
C . CMOS 
D. ECL 

8 . What type of logic circuit would you select for a battery oper,¥t~~ pni ' 
in a noisy e nvironment? 

A. TTL 
B. ECL 

© CMOS 
D. MOS 

9. The propogation delay 
<ru. nanoseconds ' 
'E. microseconds 
C . miJ.lisecond s 
D. 'seconds 

of a typical logic gate is usually measurEid in 
, . 

,; I .': 



, '. 

::L(O., ":Wh:i 'ch 'o:r the £b llowing i s not a use for Boolean algebra 
q"., .1.'ih'aJ.y.ze logic circui ts- -

(:J3) :SO'lve binary number problems in logic circuits 
~., lJe's"ign 1bgic circuits 
iD. !M.i;n:.imize logic circuits 

::L1 . ',Whcrt :i:s the :Boolean equation for the following logic? 

'fr . 'D 
:~ 

A GC .-\-eo I 

'X I : -c. X = 
» '-rE. i fD t"I 

F 

1 :2 , ·What :doe's oX= .if A=l , B=l,C=l,D=l , E=O,F=l? 

1::3 ·, ·.Wha:t doe.s .X'= i.f A=l , B=l,C=O , D=l , E= O,F=l? Q 

H ., t;:itre ·the :Boo.lean e qua tion ' f or the following logic 

£=: ===lj)I--- f>o -X 

1'5·, ·.Wha:t ":type .of 10gic gate is drawn in question 14? 

" 

. ;' 

.' . 
. , .. 

. '. -. 

DrF 

. , 



2. 

3. 

( 

EXAM 2 •.. . " 

Convert ~~e following binary numbers to decimal, 
'" "' U'l '" i . 

A. 0.6i6i . 1, I:1.S " . 
B . 1101101101 1l" 1'?,C) 

~~t ~!~)'-~ .,,"' -
-

Convert the fo l lowing decima l numbe rs to binary (carry f ractions to 4 
place s ) . 

A. 
B. 

256.75 
4092 . 90 62 5 

10 0000000 , II 
11:)00<)000 60(100 , 11 10 • 'I 3115 

Convert the f ollowing 
6 places . 

number s as r equired . \ Carry f r actions to a maximum 

A. ~II 

B. 545 . 375 

C. 5.31:' 

D. AB7 

E. "3 F 4 

(,II" ' I :. I "'1 
!I. " • '., l ' 

___ -=::1:::.3:::.3-,-_ 00 \ 0 II 0 I \ 
10 I •• 0 I 0 0 00.1 • 0 /1 8 2 

/) !:J " 2 
'000 I 0 <) a 0 1. 0 1\ 

10 8 2 
,'t,.'i ,,(to 

5.3 101. 011 
1 0 8 

,It. " 
2 

• g I 

'2 lL-l 3 ----------3 2 ("., 
16 1 0 .' 8 

!ilt 
. , 

I OI?. 17'64 
16 10 w i 'i" ' .. " 1"11 

1010/00 1 " 1 1 

2 
'U ,,,o,oo 

, 
--'---" 

2 
<>0 1/ 1111 6100 

4. For the drawings on the board , give the vi lue of " (') C1 --,.., / 
CI-~ 

A. X ; + 
B. Y ; t 
c. z ; + 

5. The transistor drawn on the board is in: 

A. cut-off 
® conducting in the linear regi on 

C. saturated 

6 • . A logic circuit has 5 inpu~s .-·-How._ many possible 
it have? 

~~ -. 
"~--. 

'12. --.., 
,0 \1.... ') 

A. 2 

~ - ---' 
B. 4 , 0'2.\ 
C. 5 ').''' . S l't- . r.:, -, 
D. 16 ~.\ ~\~ (\-

I~ , "i\ \ \ (F 3D 1.!:> /, P / Q I!U r <l ll 
II v ~ ~ I (, ,t. 

( ,- 1.; 1r '" .~ ? 1- \ >-. ---- • I ~ I • /',0 I \ I _1--
~ 1.!; ";/ ~r 

'),0 ~ 5 },. b 1 
~ lI' \ 
' q .,'1.. ;.--

' '1<\ 
- (, 

~ 

input 
l'ILI~ 
1"'l/ '"I 

~ ,'\ 
; , <. -' "/1 

1 2.~ --I 1 
, e.. -

:' D. ' L r . 
\ .'tp.--- ~ 

,:~ .J 

1 

combinati on can 

5'-1 '5 
5 ' <.. --3 '3 .7. -

" 
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7. A home intrusion alarm system is designed to sound a bell if anyone of 
the following conditions occur: front or back door opens, any window 
opens, garage door opens. What logic function is implied? or 

A. 

~ c. 
D. 
E. 

AND 
OR 
NAND 
NOR 
NOT 

8. Fill in the output for the following truth table for a diode AND gate . 

INPUTS OUTPUT 

A B C 

(/JV (/JV ~v 
(/JV +5V <Iv 

+5V (/JV r/v 
+5V +5V 15" 

( 
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NAME 

1) A 1 of 16 decoder has how many inputs? 

~ 
1 
4 
8 

D) 16 

2) What binary number does the decoder gate on the board recognize? 
(A is the LSB) 

'r..\!'\}. l ~Q 
A 

l5r~ 

~ 1010 -1-j-0101 !} 0 1'" 
C) 0000 

C-

D) 1111 !7 

3) A decoder gate to recognize the binary equivalent of the decimal 
number 289 requires how many inputs? 

A) 3 
al 6 

re i'" 9 
' D? 12 

4) Which of the following functions cannot be performed by an MSI 
digital multiplexer? 

~ 
C) 
D) 

Parity generator 
~~~alJel to serial converter 
SG&lean function generator 
.sSEial word generator 

5) An LSI circuit that implements multiple, sum-of-products logic 
equation is called a: 

6) 

7) 

A) Decoder 
B) Multiplexer 
C) ROM 

@> PLA 

What is the total bit .. capacity fo a ROM with 6 input bits and 
8 output bits? ~ 

A) 
B) 

,,-~!) 
~ 

48 
64 
256 
512 

In order to get a number 5 to light up on your decimal display, 
what must your output to your segements be: 
(A one or zero) 

a 
b 

= 0 
I = 

c 
d 

= o 
= 0 

e 
f 

= g = 0 
= 0 



8) 

9) 

Page 2 

, 

What is the decimal equivalent of the state being decoded by 
the circuit on the board? 

let ... -:- :::;:;.;-

The basic decoder is a (n) "'VI d gate and the ba:;dc 
encoder is a (n) ..... -., .gate"> po:;. fln/ I!)/"!"~ ./nf( 

Serial to parallel conversion is easily done by a ll e.v.1\')± :")~)( C'l(:ircui t" 
j 
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DIGITAL 'l'ECHNIQUES - WEEKLY EXAM 

A -~. ~"'_ 
Write a truth table for a negative AND gate. ~~~- - . -1~ 

'A I 13 c... 
.J 

.\ -"j-
0 

6 
0 

{ 

- Do-
2 • For the circuit drawn on 

, -\'"'o~ I 0 - ..... " ,--;y,.- \. ( 
I I I _W- .:::.~_ 
1 - --'- . 

{ 

the board, what is X equal to? 

/ 
0 _ l'x· 

3. Digital signal levels of binary 0 = -.7 and binary 1 = -1.7 repres ent 
which type of logic? 

4. 

5. 

A. positive 
® negative 

For the circuit drawn 

,'~E...-.V-
on the board A=l, B=l, C=O and D=l; X will be 

o . ~._ a - . 
0 , I 

I . 

For the circuit drawn on 
I -'D>~~ 

L -1-I-,- L ci" I 

o 0 I r' ''i),;.,-{)o-,-.""".w I ... r 
I - i):J".u'" 

.- -"- . 

the board A=l, B=O, and C=l; Y will be 

=f~> - ~y-

6. For the circuit drawn o~ the board A=l, B=O and C=l; Z will be 

7. 

6 =;::Do~ I 

L~~ ( - po 
The complement output of a flip-flop <lS low. What binary start is stored 
in the flip-flop? 

A. binary 0 
C!::>. binary 1 

., 
" 

r , 
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UNIT 7 

Sequential Logic Circuits: Counters, Shi~ Registers and Clocks 7-3 

SEQUENTIAL LOGIC 
CIRCUITS: 
COUNTERS AND 
SHIFT REGISTERS 

INTRODUCTION 

In this unit you are going to learn about sequential logic circuits. These 
are logic circuits that are used for a variety of timing, sequencing and 
storage functions. The key characteristic of sequential logic circuits is 
memory, Sequential logic circuits are capable of storing binary data. The 
output of a sequential logic circuit is a funciion not only of the various 
input states applied to the circuit but also the result of previous opera­
tions which are stored in the circuit itself. 

The main circuit elements of a sequential circuit are flip-flops. These 
flip-flops store binary data and their states are changed by the logiC input 
signals in accordance with the current information stored in them, The 
sequential logic operations are generally sequenced by a periodic logic 
signal known as a clock. The clock is an oscillator that generates rectan­
gular pulses at a fixed frequency. 

As with combinational logic circuits , there can exist almost an infinite 
variety of sequential logic circuits. However, in practice only a few 
special types seem to regularly reoccur. The two most commonly used 
sequential circuits are counters and shift registers. Because these two 
types of sequential circuits are the most widely used, we will emphasize 
their operation and application in this unit. In addition, clock circuits 
and special sequential circuit components such as one shot multivib­
rators and the delay lines will also be considered. Like combinational 
logic circuits, most sequential circuits are implemented with integrated 
circuits. In fact, most of the commonly used sequential circuits are avail­
able as a single ready to use MSI logic package. We will concentrate on 
these popular devices in this unit. 
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UNIT OBJECTIVES 

When you complete this unit you will be able to: 

HEAtHKIT 
CONTINUING 
EDUCATION 

1. Name the two most widely used types of seguentiallogic circuits. 
2. Explain the operation of both binary and BCD counters . 
3. Determine the maximum count capability of a binary or BCD counter 

given the number of flip-flops it contains and a logic diagram. 
4. Determine the count sequence of a counter from a logic diagram and 

draw the circuit waveforms. 
5. Explain the operation of a shift register. 
6. List four applications for shift registers. 
7. Explain the purpose of the clock signal and show a method of de­

veloping it. 
8. Explain the operation of a one shot and list several applications. 

UNIT ACTIVITY GUIDE 

D Play audio record 6, side 1: Sequential Logic 
Circuits 

D Read section Binary Counters 

D Answer Self Test Review Questions 1- 15 

D Perform Experiment 12 

D Read section BCD Counters 

Completion 
Time 
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o Answer Self Test Review Questions 16- 24 

o Perform Experiment 13 

o Read section Special Counters 

o Answer Self Test Review Questions 25 and 26 

o Perform Experiment 14 

o Read sections Shift Register Operation and 
Bipolar Shift Registers 

o Answer Self Test Review Questions 27- 32 

o Perform Experiment 15 

o Read section Shift Register Applications 

o Answer Self Test Review Questions 33- 38 

o Perform Experiment 16 

o Read section MOS Shift Registers 

o Answer Self Test Review Questions 39-44 

o Read section Clocks and One Shots 

o Answer Self Test Review Questions 45-50 

o Perform Experiment 17 

o Complete Unit Examination 
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A binary counter is a sequential logic circuit made up of flip-flops that is 
used to count the number of binary pulses applied to it. The pulses or 
logic level transitions to be counted are applied to the counter input. 
These pulses cause the flip -flops in the counter to change state in such a 
way that the binary number stored in the flip-flops is representative of the 
number of input pulses that have occurred. By observing the flip-flop 
outputs you can determine how many pulses were applied to the input. 

There are several different types of counters used in digital circuits. The 
most commonly used is the binary counter. This type of counter counts in 
the standard pure binary code. BCD counters which count in the standard 
8421 BCD code are also widely used. In addition, counters can be de­
veloped to count in any of the special binary or BCD codes in common 
use. Both up and down counters are available. 

BINARY COUNTERS 

A binary counter is a sequential logic circuit that uses the standard pure 
binary code. Such a counter is made up by cascading JK flip-fl ops as 
shown in Figure 7-1. The normal output of one fli p-fl op is connected to 
the toggle (T) input of the next fl ip-flop. The JK inputs on each flip-flop 
are open or high. The input pulses to be coun ted are applied to the toggle 
input of the A fl ip-flop. 

A 8 c o 

Figure 7-1 
Four bit binary counter. 

To see how this binary counter operates, remember that a JK fl ip-flop 
toggles or changes state each time a trailing edge trans ition occurs on its 
T input. The flip-flo ps will change state when the normal output of the 
previous flip-flop switches from binary 1 to binary O. If we assume that 
the counter is in itially reset, the normal outputs of all the fli p-flops will 
be binary O. When the first input pulse occurs , the A flip-flop will become 
set. The binary number stored in the flip-flops ind icates the number of 
input pulses that have occurred. To read the number stored in the counter 
you simply observe the normal outputs of the flip-flops. The A flip-flop is 
the least significant bit of the word. Therefore, the four bit number stored 
in the counter is designated DCBA. After the first input pulse, the counter 
state is 0001. This indicates that one input pulse has occurred. 
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When the second input pulse occurs the A flip-flop toggles and this time 
becomes reset. As it resets its normal output switches from binary 1 to 
binary O. This causes the B flip-flop to become set. Observing the new 
output state, you see that it is 0010 or the binary equivalent of the decimal 
number 2. Two input pulses have occurred. 

When the third input pulse occurs the A flip-flop will again set. The 
normal output switches from binary 0 to binary 1. This transition is 
ignored by the T input of the B flip-flop. The number stored in the counter 
at this time then is 0011 or the number 3 indicating that three input pulses 
have occurred. 

When the fourth input pulse occurs, the A flip-flop is reset. Its normal 
output switches from binary 1 to binary 0 thereby toggling the B flip-flop. 
This causes the B flip -flop to reset. As it does, its normal output switches 
from binary 1 to binary 0 causing the C flip-flop to become set. The 
number now in the counter is 0100 or a decimal 4. This process continues 
as the input pulses occur. The count sequence is the standard 4 bit binary 
code as indicated in Figure 7-2. 

An important point to consider is the action of the circuit when the 
number stored in the counter is 1111. This is the maximum value of a four 
bit number and the maximum count capacity of the circuit. When the 
next input pulse is applied, all flip-flops will change state. As the A 
flip-flop resets, the B flip-flop resets. As the B flip-flop resets it, in turn, 
resets the C flip-flop. As the C flip-flop resets, it toggles the D flip-flop 
which is also reset to zero. The result is that the contents of the counter 
becomes 0000. As you can see from Figure 7-2, when the maximum 
content of the counter is reached it simply recycles and starts its count 
again. 

The complete operation of the fo ur bit binary counter is illustrated by the 
input and output waveforms in Figure 7-3. The upper waveform is a 

INPUT 

A 

0 0 I 1 1 I 0 0 I 1 1 I 0 o I 1 1 I 0 0 1 1 1 ~ 
B 

0 0 0 0 1 I 0 0 0 0 1 ~ C 

0 
0 0 0 0 0 0 0 o I 1 ~ 

Figure 7-3 Inpul and oulput 
waveforms of a 4 bit binary counter. 

0 C B A 

0 0 0 0 

l 
~ 0 0 t 
0 0 t 0 
0 0 1 1 
0 t 0 0 
0 1 0 1 
0 1 1 0 
0 1 1 1 RE CYCLE 
1 0 0 0 
1 0 0 1 
1 0 1 0 
1 0 1 1 
1 1 0 0 
1 1 0 1 
1 1 1 0 
1 1 1 1 1-

Figure 7-2 
Count sequence of fo ur 
bit binary counter. 
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series of input pulses to be counted. Here they are shown as a periodic 
binary waveform but of course it is not necessary for the input signal to be 
of a constant frequency or have equally spaced input pulses. The 
waveforms also show the normal output of each flip-flop. 

In observing the waveforms in Figure 7-3, you should note several impor­
tant things. First, all the flip-flops toggle (change stateJ on the trailing 
edge or the binary 1 to binary 0 transition of the previous flip-flop. With 
this in mind you can readily trace the output of the first (AJ flip-flop by 
simply observing when the trailing edges of the input occur. 

The output of the B flip -flop is a function of its input which is the output 
of the A flip-flop . Note that its state change occurs on the trailing edge of 
the A output. The same is true of the C and D flip-flops . The binary code 
after each input pulse is indicated on the waveforms. Of course, this 
corresponds to the binary count sequence in Figure 7-2. 

Frequency Divider. Another important fact that is clear from the 
waveforms in Figure 7-3 is that the binary counter is also a frequency 
divider. The output of each flip-flop is one half the frequency of its input. 
If the input is a 100 kHz square wave, the outputs of the flip-flops are: 

A - 50 kHz 
B - 25 kHz 
C - 12.5 kHz 
D - 6.25 kHz 

The output of a pure binary counter is always some sub-multiple of two. 
The four bit counter divides the input by 16, (100 kHz -;- 16 = 6.25 kHzJ. 

Maximum Count. The maximum count capability of a binary counter is a 
function of the number of flip-flops in the counter. The maximum 
number that can be contained in a binary counter before it recycles is 
determined in the same way that we can determine the maximum binary 
number that can be represented by a word with a specific number of bits . 
The formula below expresses the relationship between the number of 
flip-flops in a counter and its maximum count capability. 

N = 2"- 1 

Here N is the maximum number that occurs prior to the counter recy­
cling. The number of flip-flops is designated by n . For example, the 
maximum number that can be contained in a counter using four flip -flops 
is 

N = 2' -1 = 16 -1 = 15 (binary ll11J 
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Another example is a binary counter with nine flip-flops. A maximum 
count capability here then is 

N = 2" - 1 = 512 -1 = 511 (binary 111111111) 

To determine the number of flip-flops required to implement a counter 
with a known or required count capability, use the formu la given below. 

n = 3.32 log,o N 

For example, if you wish to implement a binary counter capable of 
counting to 100, you could determine the number of flip-flops as follows : 

n = 3.32 10gIO 100 = 3.3 2 (2) = 6.64 
n =7 

Since there is no such thing as a fractional part of a flip-flop, the next 
higher whole number value is used. A counter with 7 flip -flops has a 
maximum count capability of 

2' - 1 = 127. 

When the binary counter is used as a frequency divider, the factor by 
which the counter divides is a function of the number of flip-flops used. 
To determine the divide ratio, the expression below is used. 

N = 2" 

For example, if the counter contained six flip-flops it would divide an 
input signal by 

N = 2" = 64 

What this means is that the output of the sixth flip -flop will be '/64 the 
frequency of the input signal applied to the first flip-flop. With a binary 
counter, the frequency division ratio is always some power of 2. As you 
will see later, it is possible to implement frequency dividers that can 
divide the frequency by any integer value. 
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Down Counters. The binary counter just described is referred to as an 
up-counter. Each time that an input pulse occurs , the binary number in 
the counter is increased by one. We say that the input pulses increment 
the counter. It is also poss ible to produce a down counter where the input 
pulses cause the binary number in the counter to decrease by one. The 
input pulses are said to decrement the counter. 

A four bit binary down counter is shown in Figure 7-4 . It is practically 
identical to the up counter described earlier. The only difference is that 

INPUT ~ 
K 

Figure 7-4 
Four bit binary down coun ler. 

the complement output ra ther than the normal output of each flip-flop is 
connected to the toggle input of the next fli p-flop in sequence. This 
causes the count sequence to be the exact reverse of the up counter. The 

CYCLE count sequence is illustrated in Figure 7-5. The waveforms associated 
with this counter are shown in Figure 7-6. 

A 

Figure 7-5 Co unl 
sequence (or four bit down counter. 8~1 0 0 I I I I 0 0 I I I I 0 0 I I I I 0 0 It 

C ~ I I I 0 0 0 o I I I I 0 0 0 0 II 
o ~ I I I 0 0 0 0 0 0 0 0 II 

Figure 7-6 
Inpul and output waveforms 

of a four bit binar}' do ... vn co unter. 

In analyzing the operation of thi s counter, keep in mind that we still 
determine the contents of the counter by observing the normal outputs of 
the flip -flops as we did with the up-counter. Assuming the counter is 
initially reset and its contents is 0000, the application of an input pulse 
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will cause all flip-flops to become set. With the A flip-flop reset, its 
complement output is high. When the first input pulse is applied , the A 
flip-flop will set. As it does its complement output will switch from 
binary 1 to binary 0 thereby toggling the B flip-flop. The B flip-flop 
becomes set and its complement output also switches from binary 1 to 
binary O. This causes the C flip-flop to set. In the same way the comple­
ment output of the C flip-flop switches from high to low thereby setting 
the D flip-flop . The counter recycles from 0000 to 1111. 

When the next input pulse arrives, the A flip-flop will again be com­
plemented . It will reset. As it resets the complement output will switch 
from binary 0 to binary 1. The B flip-flop ignores this transition. No 
further state changes take place. The content of the counter then is 1110. 
As you can see this input pulse causes the counter to be decremented 
from 15 to 14. 

Applying another input pulse again complements the A flip-flop. It now 
sets. As it sets, its complement output switches from binary 1 to binary O. 
This causes the B flip-flop to reset. As it resets, the complement output 
switches from binary 0 to binary 1. The C flip-flop ignores this transition. 
The new counter contents then is 1101 or 13. Again the input pulse 
caused the counter to be decremented by one. By using the table in Figure 
7-5 and the waveforms in Figure 7-6 , you can trace the complete opera­
tion of the 4 bit binary down counter. 

Up-Down Counter. The up counting and down counting capabilities can 
be combined within a single counter as illustrated in Figure 7-7 . AND and 
OR gates are used to couple the flip -flops. The normal output of each 
flip-flop is applied to gate 1. The complement output of each flip-flop is 
connected to gate 2. These gates determine whether the normal or com­
plement signals toggle the next flip-flop in sequence. The count control 
line determines whether the counter counts up or down. 
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Figure 7-7 
Binary Up/Down Co unter. 
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If the count control input is binary 1, all gate ls are enabled. The normal 
output of each flip-flop then is coupled through gates 1 and 3 to the T 
input of the next flip-flop. The counter therefore counts up. During this 
time, all gate 2s are inhibited. 

By making the count control line binary O. all gate 2s are enabled. The 
complement output of each flip-flop is coupled through gates 2 and 3 to 
the next flip-flop in sequence. With this arrangement. the counter counts 
down. 

Synchronous Counters. The counters that we have discussed so far are 
known as ripple counters or asynchronous counters . The term ripple is 
derived from the fact that the flip-flops in the counter are cascaded with 
the output of one driving the in put of the next. As the count pulses are 
applied to the first or input flip-flop. the count. in effect. ripples through 
the flip-flops. The term asynchronous comes as a result of the flip -flops 
not being controlled by a single common clock pulse. Synchronous 
digital circuits are ones in which all elements are synchronized to a 
master timing signal known as a clock. 

The primary advantage of a ripple counter is its simplicity. Its primary 
limitation is its counting speed. The counting speed of a binary counter is 
limited by the propagation delay of the flip-flops in the counter. In a 
ripple counter. the propagation delay of the flip -flops is additive. Since 
each flip-flop in the counter is triggered by the preceding circuit. it can 
take a significant amount of time for an impulse to ripple through all of 
the flip-flops and change the state of the last flip-flop in the cha in . This 
worse case condition occurs when all flip-flops in the counter change 
state simultaneously. Referring back to the waveforms for the four bit 
binary counter in Figure 7-3 you can see that this worse case condition 
occurs in two places. It occurs when the count changes from 011 1 to 1000 
and when the count changes from 1111 to 0000. If each flip-flop in the 
four bit circuit has a propagation delay of 50 nanoseconds. it can take as 
long as 4 x 50 = 200 nanoseconds for the 0 flip-flop to change state upon 
the application of an input pulse. Should the input pulses occur at a rate 
faster than 200 nanoseconds. the binary number stored in the counter will 
not truly represent the number of input pulses that have occurred. The 
counter state will lag the input signal. The upper frequency limit (f) of the 
ripple counter is approximately equal to 

f = 
1 

X 100 
n t 
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where n is the number of flip-flops in the counter and I is the propagation 
delay time of a single flip-flop in nanoseconds. 

For a flip-flop with a 35 nanosecond propagation delay in a four bit 
counter, the maximum counting speed is 

f= 
1 

X 10" = 7.1428 MHz 
4[35) 

This means that the counter can count at speeds up to about 7 MHz 
without counting errors. At higher frequencies, the states of the flip-flops 
cannot keep pace with the rapid occurrence of the input pulses. The 
counter may actually lag several pulses depending upon the input fre­
quency and the exact propagation delay. Counting errors can occur if the 
counting is periodically stopped and continued. 

The direct solution to this problem, of course, is to use flip-flops with a 
lower propagation delay. Flip-flops are available to count at high fre­
quencies up to approximately 500 MHz. The propagation delay is very 
small. Such flip-flops generally employ a non-saturating logic circuit 
such as ECL to achieve this fast counting rate. Such circuits are expensive 
and have high power consumption and are undesirable for many applica-

( lions. 

l! is possible to reduce the propagation delay effects and increase the 
counting speed of a binary counter by using a special circuit arrange­
ment. Counters employing this technique are known as synchronous 
counters. 

A synchronous counter is one where all of the flip-flops are triggered 
simultaneously by a clock pulse or the signal to be counted. Since all 
flip-flops change state at the same time, the total propagation delay for 
the circuit is essentially equal to that of a single flip -flop. The propaga­
tion delays are not additive and therefore much higher counting speeds 
can be achieved . 
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A typical synchronous binary counter is shown in Figure 7-8. Notice that 
all of the flip-flop T inputs are connected together to a common count 
input line. This connection is what makes the counter synchronous. All 
of the flip-flops are synchronized to the input signal to be counted . 

BI NARY I 

RESE T 

COUNT 
I N PUT 

J 
T 
K 

A B C 

I~ ~ D 

A- >- J B >- J C ~J 0 

T T T 

C Ii - K C 'B- K C el- K c ii l-
r y 

Figure 7-8 
A synch ro nous binary co unt er. 

The operation of the flip-flops is controlled hy the states of the JK inputs . 
As you recall , the J and K inputs can be used as controls for the flip-flop. 
Up to this pointin our discussion of counters we have assumed that the JK 
inputs were open or connected to a hinary 1 level. This essentially 
enables the flip-flop and permits it to be toggled or complemented each 
time the trailing edge of an input signal appears on the T input line. If the 
JK inputs are brought to binary O. the signa l appli ed to Ole T input will he 
ignored. The flip-flop will simply remain in the state to which it was set 
prior to making the JK input lines low. By using the JK input lines we can 
then enab~e or inhibit ilie toggling of the fli p-flops. 

In Figure 7-8 the JK inputs on the A flip -flop are connected to hinary 1 to 
enable the flip-flop permanently. Each time a count input signal appears 
the fl ip-flop will togg le or change state just as the A flip-flop on the ripple 
counters discussed earlier operated. 

The JK inputs to the B flip-flop are controlled by ilie normal output of the 
A flip -flop. This means that the only time iliat the B flip-flop can change 
state is when the output of the A flip-flop is binary 1. The JK inputs to the 
C flip-flop are controlled by the normal outputs of both the A and the B 
flip-flops. The A and B signals are ANDed together in gate 1 and its 
output used to control the JK inputs. In order for the C flip-flop to change 
state, both A and B must be set. The C flip -flop will change state at the first 
count pulse occurring after A and B are high. 



( 

HEATHKIT 
COMTlHUIMG 
EDUCATION Sequential Logic Circuits: Counters, Shift Registers and Clocks 7-15 

The 0 flip-flop is controlled by the A, Band C flip-flops, The A, Band C 
signals are ANDed in gate 2 and the output of gate 2 used to control the JK 
inputs, 

With the circuit arrangement shown in Figure 7-8, the counting sequence 
is identical to that given in the Table of Figure 7-2, The waveforms of 
Figure 7-3 are also applicable, In other words, this circuit is still a binary 
counter but its mode of operation is somewhat different. 

The benefit of this binary counter can be best seen by analyzing the state 
changes in the flip-flop. Assume that the counter contains the number 
011 1, This means that the A, B and C fl ip-flops are set. The JK inputs to the 
B, C and 0 flip-flops are enabled. This means that upon the occurrence of 
the next count input pulse, all flip-flops will toggle. When this pulse 
occurs , flip-flops A, Band C will reset. The 0 flip-flop will be set. The 
new number in the counter will be 1000. The important pointlo note here 
is that all flip-flops change state simultaneously. The maximum delay 
between the occurrence of the count input pulse and the change of state of 
the outputs is only as long as the longest propagation time of the f1i p­
flops in the circuit. All fli p-flops of the same type will have approxi­
mately the same propagation delay. 

Considering this same state change in the binary rip ple co unter, we can 
illustrate the effect of the accumulative propagation delay, With the 
number 0111 stored in the ripple counter of Figure 7-1 , the output states 
will change as follows when an inpul count pulse is applied . The A 
flip -flop will change state first. As it does it will toggle the B fli p-flop. The 
B flip-flop must then change state and it in turn will then toggle the C 
flip -flop, The C fli p-flop will change state a short time later and it in lurn 
will set the 0 flip-flop. Because of the fi nite propagation delay of each 
flip-flop the effect of an input count pulse does indeed ri pple through the 
counter and it takes a speci fi c amount of time for the correct binary 
number to appear in the counter. 

In summary then we can say tilat the advantages of lhe synchronous 
counter over the ripple or asynchronous counler are as follows: 

1. The synchronous counter is much fas ter. For the same type offlip -f1 op, 
the counting speed of the synchronous counter is signifi cantly h igher 
than that of the ripple counter. 

2, All flip-flops in the synchronous counter change states at the same 
time. As the counter changes from one state to the next, there are no 
ambiguous states that occur because of the accumulative propagation 
delays. 
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Like the ripple counter, the synchronous counter can also be expanded to 
as many bits as required by the application. Each flip -flop in the counter 
must be controlled by all previous flip -flops in the counter through ao 
AND gate as indicated. The higher order flip-flops will require AND gates 
with as many inputs as there are previous flip-flops . Keep in mind that 
the propagation delays of these gates while small will also have a minor 
effect on the counting speed of the circuit. Generally, the propagation 
delay of a gate is significantly lower than that of a flip-flop. This 
technique can also be extended to down counters as well. 

Counter Control Functions. There are several common control functions 
that are often associated with the use of binary counters. These are reset 
and preset. Resetting a counter is a process of putting all of the flip -flops 
in the binary 0 state. In many counter applications it is necessary to clear, 
reset or zero the counter prior to the start of a counting operation. This 
process ensures that the counter starts its count sequence with no prior 
counts stored in the flip-flops . It ensures an accurate count of the input. 

Resetting a counter is easily accomplished when JK flip-flops are used. 
The asynchronous clear input on the flip-fl ops as you recall are normally 
used to put the flip-flop into its binary 0 state. By bringing the clear input 
low, the flip-flop is reset. By connecting all of the asynchronous clear 
inputs together, all of the flip -flops wil l be reset to binary 0 simultane­
ously when a reset pulse is applied. Figure 7-9 shows a binary up-counter 
with all of the asynchronous clear inputs connected together. In order for 
the counter to perform normally , the reset line will rest in a high or binary 
1 state. To reset the counter we momentarily bring this line to a binary O. 
For typical TTL JK flip-flops, a pulse whose duration is 100 nanoseconds 
or more can be used to reset the counter. 

PRESET INPUTS 
~ ____ ~--,A __ ~ ______ ~ 

11 0 0 '-
PRES ET 
~--~--~~--~---, 

COUNT 
INP UT T T 

C A 
T T 

C 0 

RESET ----~----~----~----~ 

Figure 7-9 A binary 
counter with reset and preset input s. 
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Presetting a counter is a process of loading some binary number into the 
counter prior to the count sequence. It is sometimes desirable to program 
a counter to start counting at a particular point. The point at which the 
counter is to start is determined and then loaded into the counter prior to 
the start of the count opera tions. 

A counter can be preset by using the asynchronous set input when JK 
flip-flops are used. When this input on a JK flip-flop is made binary O. the 
flip -flop is set. By first clearing the counter and then setting the desired 
flip-flops, any binary number can be preset into the counter. The circuit 
shown in Figure 7 -9 can be used for this purpose. In order to preset the 
counter to a given number, the counter is first reset by applying a binary 0 
to the reset input line. Next. the des ired binary number is applied to the 
prese t inputs. There is one input for each of the flip -flops in the counter. 
A para llel binary number from any source can be used. When the preset 
input line is made high. the outputs of the gates to which the parallel 
input number are applied will cause the asynchronous set lines on the JK 
flip-flops to assume the correct states to preset the number into the 
counter. For example. assume that we wish to preset the number 5 into 
the counter. To do this we would apply the binary number 0101 to the 
counter as indicated. The counter is then reset. and the preset line is 
brought high momentarily . The parallel inputs that are binary 0 are 
applied to gates 2 and 4. These binary 0 inputs hold the outputs of gates':! 
and 4 high regardless of the state of the preset input. This keeps the set 
inputs to the B and 0 flip-flo ps high. With these inputs high the flip -flops 
are not affected. The binary 1 states of the desired input number are 
applied to gates 1 and 3. When the preset input goes high. the outputs of 
gates 1 and 3 w ill go low. This will cause flip -flops A and C to become set. 
The number 0101 is then stored in the counter. 
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The method of presetting a counter shown in Figure 7-9 is somewhat 
awkward in that it requires two operations. First the counter must be reset 
and then the desired preset number is loaded. It is desirable to have the 
preset operation take place with a single operation. This can be ac­
complished by the circuits shown in Figure 7-10. Only one JK flip-flop is 
shown to simplify the discussion One of these circuit arrangements 
would be used on each flip-flop in a counter if presetting were desired. In 
Figure 7-10A, gates 1 and 2 are connected to the asynchronous set and 
clear inputs of the JK flip-flop. The desired parallel input (IN) is applied 
to gate 1. A preset line is tied to both gates 1 and 2. To the input line is 
applied a binary 0 or binary 1 state which will specify the state of the 
flip-flop after the preset input is enabled. When the preset input goes 
high, the JK flip-flop is preset to the desired state. For example, assume 
that the input is binary 1. When the preset line goes high, the output of 
gate 1 will go low. This will cause the set(s) input of the JK flip-flop to go 
low thereby setting the flip-flop. The low on the output of gate 1 will 
cause the output of gate 2 to remain high. This has no effect on the C 
input. A low input to gate 1 will reset the flip-flop . With a low input the 
output of gate 1 will be high. This high output does not affect the S input 
to the JK flip -flop. It does however enable gate 2. When the preset line 
goes high, the output of gate 2 will go low. This causes the JK flip -flop to 
be put in a binary 0 state. The preset operation takes place with only the 
single operation of applying the preset input pulse. Note that since the 
asynchronous inputs are used, the presetting operation will over-ride all 
other flip-flop operations. 
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Figure 7-10 
Methods of presetting 8 counter 

(A) preset only (8) preset with reset. 
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Sometimes it is desirable to combine both the reset and preset functions 
in a counter. This can be accomplished with the circuit shown in Figure 
7-10B. Here gates 1 an d 2 perform the same basic operation as they do in 
the circuit of Figure 7-10A. They are used to preset the flip-flops to the 
desired state. Gate 3 and inverter 4 provide an ~Ring function to permit 
the reset function to be incorporated. !fthe resetinput line is brought low, 
the output of gate 3 will go high and the output of inverter 4 will go low. 
This will reset the flip -flop . This occurs regardless of the conditions of 
the preset inputs. 

To preset the flip-flop, the desired binary state is applied to the input line 
on gate 1. When the preset line is brought high , the flip-flop will be put 
into the states specified by the input. The operation is identical to the 
circuit in Figure 7-10A. The important point to note about this circuit is 
that the reset and preset operations are independent of one another. It is 
not necessary to reset the flip-flop prior to presetting it as was the case in 
the circuit of Figure 7-9. 

An important point to remember is that these circuits for resetting and 
presetting flip-flops can be applied to any type of counter: synchronous, 
asynchronous, up-counter, down-counter, binary or BCD counter. 

( Typical Integrated Circuit Counters 

While it is still sometimes necessary and desirable to implement counters 
with individual IC JK flip-flops, most counter applications can be met 
with a variety of available MSI integ~ated circuit counters. All of the 
most often used binary counters have been implemented in integrated 
circuit form thereby eliminating the necessity for des igning such coun­
ters for each application. A variety of counter types and specifications are 
available. In designing digital equipment, it is desirable to first investi­
gate the types of MSI IC counters available. In most cases you will find 
one suitable for your application. Only in rare cases where an unusual or 
peculiar type of counter for unique applications is required will it be 
necessary for you to design a special counter. However, for such applica­
tions, versatile integrated circuit JK flip-flops are available. 

In this section we are going to consider one of the most popular and 
widely used integrated circuit binary counters available. 
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Figure 7-11 shows the logic diagram of the 74193 TTL MSI Ie counter. 
This is a four bit synchronous counter that can be used for either up or 
down counting. It also has separate clear or reset inputs as well as the 
ability to be preset from some external four bit parallel source. In other 
words , this particular device incorporates all of the features we have 
considered in a binary counter up to thi s point. 
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As shown in the diagram in Figure 7-11, the counter consists offour JK 
flip -flops. Gates 1 through 12 make up the logic circuitry used in the reset 
and preset operations. This circuitry is similar to the reset and preset 
circuit operations discussed previously. To reset this counter, you apply 
a high or binary 1 level to the clear input line. This forces all four 
flip -flops into the binary 0 state. The clear operation is asynchronous and 
overrides a \I other counter functions. 

The counter can be preset by app lying a parallel 4-bit binary number to 
the data inputs. Data input A is tbe LSB. When the load input is brought 
low, the 4-bit input number will be loaded into the flip-flops . This preset 
function is also asynchronous and will override any synchronous count­
ing functions that occur. 

The input pulses to be counted are applied to either the up-count input or 
the down-count inputs. Instead of having a single count input and an 
up/down control line as described in the previous discussion of up/down 
counters, this Ie counter uses two separate inputs. To increment the 
counter, pulses are applied to the up-count input. To decrement the 
counter, pulses are applied to the down-count input. The counter 
changes state on the leading edge of the applied input pulse. In other 
words, it is the binary O-to-binary 1 transition at the count input that 
causes the counter to change state. In order for the counter to operate 
properly, the unused count input must be in the high or binary 1 state 
while count pulses are applied to the other input. The up and down count 
sequences are identical to those considered previously. 

Synchronous operation is used in this counter by having the input count 
pulses clock all flip-flops simultaneously so that all outputs change 
coinCidentally with one another. Instead of controlling each flip-flop by 
use of the JK inputs as in the previously discussed synchronous counter, 
gates are used ahead of the T inputs to the flip-flops for this purpose. The 
outputs of the flip-flops control the states of the gates ahead of the T 
inputs to permit the count pulse to be applied at the appropriate time. 
Gates 16, 17, and 18 are used to control the application of the up count 
pulses to the T inputs. The up count input is applied to these gates 
Simultaneously. Note that the outputs of the previous flip-flops are con­
nected to the inputs of these gates in order to control when the count 
pulse is allowed to toggle the flip-flop. Gates 13, 14 and 15 perform the 
same function for the down-count operation. Gates 20 , 21, and 22 are 
simply OR gates that permit either the up or down count pulses to appear 
at the flip-flop T inputs. 
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This counter has both carry and borrow output gates which are used for 
cascading these counters. When it is necessary to use a counter with more 
than 16 states, several of these IGs can be cascaded to provide counters 
whose lengths are some multiple of 4. 

The carry output is developed by gate 23. This NAND gate monitors the 
normal outputs of the flip -flops. When all of the normal outputs are 
binary 1 and the up-count pulse occurs, the carry output line will go low. 
The duration of the carry output pulse is equal to the duration of the count 
input pulse. This pulse indicates that the counter is in its maximum 
count state (llll) and that the next count input pulse will cause it to 
recycle to 0000. This carry output pulse is connected to the count up 
input of the next counter in sequence when counters are cascaded. 

The borrow output is produced by gate 24. This gate monitors the com­
plement outputs of the four flip-flops. The down count input is also 
applied to gate 24. When the counter has been decremented to the 0000 
state and with the down count input high, the output of gate 24 will go 
low. This indicates the counter is in its lowest count state (0000) and that 
upon application of the next count input pulse it will recycle to 1111 . To 
cascade 74193 counters for down counting applications, the borrow 
output is connected to the down count in put of the next counter in series. 

As you can see, this device is a very flexible counting unit. It can perform 
nearly any of the required bas ic counting fun ctions often encountered in 
digital work. Figure 7-12 illustrates the operation of this counter. The 
waveform for the clear, preset, count up and count down operations are 
shown. 

CLEAR :--Il~l~~:::::::::::::::::::::::::::: 
LOAD U , 

l
A~ L================ 

DATA ; ~ ;~~~~~~~~~~~~~~~~ 
COUN T UP ; Lf1..f'l.J1.J"~-------

COUNT DOWN " 

OUT PU TS Os =_1 1 :: 
I I I I 

count sequences fo r the 14193 counter. l
OA =-:: : 
Oc : l.!......J , 

I t I I 

00 :l.!......J , 
CA RRY I I I I ,I ,I 

I I I I 
B OR R OW I, I I I 

u 

SEQ UENCE I I I I \1 4 15 0 I 2 \ 
o 13 ~.~===->I IllUSTRATED '--"-v--"---'-.. COUNT UP • 

CLEA R PRESET 

I U I I 1 0 15 14 Il \ 

1 COUN T DOWN I 
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1. In a binary counter using JK flip-flops, the counter state will change 
when the T input changes from 
a. high to low 
b. low to high 
c. both a. and b. 

2. A four bl t binary counter contains the number 0100. Nine input 
pulses occur. The new counter state is: 
a. 0010 
b. 1001 
c. 1011 
d. 1101 

3. A four bit binary counter contains the number 1010. Seven input '.' 
pulses are applied. The new counter state is: 
a. 0001 
b. 0101 
c. 1100 
d. 1111 

4. A binary counter cons.tructed with two 74193 ICs has a maximum 
count capability of 
a. 15 
b . 16 
c. 255 
d. 256 

5. A binary counter made up of 5 JK flip-flops will divide an input 
frequency by 
a. 5 
b. 8 
c. 16 
d. 32 

6. Input pulses applied to a do wn counter cause it to be 

7. Clearing a counter to zero is known as _____ _ 
8. Setting a counter to a desired state is called _____ _ 
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9. A four bit down counter is in the 01 10 state. Fourteen input pulses 
occur. What is the new output state? 
a. 0110 
b. 0100 
c. 1000 
d. 1110 

10. The borrow output on the 74193 counter detects the counter state 

11. An asynchronous counter is faster than a synchronous counter as­
suming the same flip-flops are used to implement both. 
a. True. 
b. False 

12. The state of a binary counter is determined by monitoring the 
______ outputs of the flip -flops. 

13. The state of the input or first flip-flop in a counter represents the 
______ of the number stored in the counter. 

14. Synchronous operation of the flip-flops in the 74193 counter is 
obtained by controlling the 
a. JK inputs 
b. T inputs 
c. direct set and clear inputs. 

15. In the 74193 Ie counter, the counter is incremented or decremented 
by the 
a. leading edge 
b. trailing edge 
of the input pulse. The counter is reset by a 
c. binary 0 
d. binary 1 

on pin 14. The counter is preset by a 
e. binary 0 
f. binary 1 
on pin 11. 
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Answers 

1. a high to low (1 to 0) 
2 , d, 1101 (4 + 9 = 13) 

Sequential Logic Circuits: Counters, Shllt Registers and Clocks 7 -25 

3, a, 0001 (10 + 7 = 17) The maximum count capability of a 4 bit 
counter is ,15. With 10 in the counter initially. it will reach 
maximum counter (1111) after the fifth input is applied. 
The sixth input pulse will recycle the counter to 0000. The 
seventh input pulse will put the counter into the 0001 state. 

4. c. 255. Each 74193 has four flip-flops. 
28 - 1 = 256 - 1 = 255 

5. d, 32 2" = 2' = 32 

6. decremented 
7, resetting 
8. presetting 
9. c. 1000 The first six input pulses. decrement the counter to 

0000. The seventh pulse recycles the counter to 1111. The 
next seven pulses decrement the counter to 1000. 

10. 0000 

11. b. False. Synchronous counters are always faster than asyn-
chronous counters. 

12. normal 
13. LSB 

14, b. T inputs. Gates ahead of the T input controlled by the 
flip-flop states determine when the flip -flops toggle. 

15. a. leading edge (0 to 1 transition) 
d. binary 1 
e. binary 0 
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Figure 7-13 
Experimental circuit for evaluating 
the operation of a binary counter. 
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OBJECTIVE: To demonstrate the operation and characteristics of a 
binary counter. 

Materials Required 

Heathkit ET-3200 Digital Design Experimenter 

DC Voltmeter 

2 - 7476 dual ]I< Flip-flop IC (443-16) 
1 - 74193 synchronous up/down binary counter IC (443-612) 
1 - 1 kO resistor 

Procedure 

1. On your ET-3200 Digital Design Experimenter , construct the four bit 
binary counter circuit shown in Figure 7-13. The pin connections for 
the 7476 ICs are given in Figure 7-14. Take care in wiring the circuit 
to avoid errors. Be sure to connect pin 5 of each IC to + 5 volts and pin 
13 of each IC to ground (GND) . You will monitor the counter outputs 
on the LED indicators. You will step the counter with the A logic 
switch. 

Study the counter circuit in Figure 7-13 . 

What type of counter is this? _____ _ 

LED INDI CATOR S 

\ '\ 

747& 1 

Ll 
o 

TOP VIEW 

FROM LOGIC 4 Q 
SW ITC H 1 T Q 11 

Q 10 A 6 K 0 

FROM 
DA TA SWIT CH 

SW I 

FROM LOG I C 
SW IT CH B 

r " 'I 
',' ,..J II . .... ',, 

L.' t ,,, ,.', " I~ 

Figure 7-14 Pin 
connection for dual JK flip-flop 7476. 
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2. Set the switch SWl to the high or up position. Apply power to the 
circuit. Note the states of the LED indicators. Record the binary 
number stored in the counter. Note: A (L4) = LS8, 0 (L1) = MSB 
DCBA = ' I 1 \ 

3. Depress the 8 logic switch. Note the states of the LEOs. Record the 
value of the binary word stored in the counter. 

DCBA = 0 " ,., !) 

Does the change that takes place in the outputs occur on the leading 
or trailing edge of the Ii signal? /" .. ..(. ., ., 

4. Record the initial counter state obtained in Step 3 in the first (0) 
position of Table I. Using the A logic switch, step the counter. Each 
time you actuate the A logic switch, observe the LED outputs and 
record the counter contents in Table I. 

Does the counter state change when you depress or release the A 
logic switch? What does this tell you? _ ',-, ',_. ___ _ 

5. Observe your data in Table I. What kind of counter did yo u construct? 
' I; ". , . " Does this data confirm your answer g iven in Step 1? 

When the counter contents is DCBA = 1111, what happens when you 
depress the A logic switch? The counter output becomes what? 

DCBA = _.:...., 'c...' "",. __ _ 

6. Remove the counter input from tbe A output and connect it to the 
CLK output. Set the clock frequency to 1 Hz. Depress the B pushbut· 
ton an d hold it. Observe the LED indicators. Then release the B 
pushbutton and let the counter count. As it counts slowly, verify its 
outputs against yo ur data in Table I. Let the counter run until you 
fully understand the count sequence. 

7. As the counter is counting, se t data switch SW1 to the low or down 
pos ition and observe the result. Repeat several times to be sure you 
understand what happens . What effect does SW1 have? 
______ . Depress the B logic switch while the counter is 
counting. What happens? . Return the counter input 
to the A output of the logic switch. 
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TABLE I 
D C B 

0 0 0 " 
1 0 • • 
2 I) 0 I 

3 e- II I 

4 0 1 " 
5 " 

\ () , 

6 • I \ 

7 c I I 

8 I 0 0 

9 I 0 0 

10 \ 0 I 

11 I 0 ) 

12 '1 I I) 

13 I I 0 

14 I \ I 

15 , , , 

A 
<) 

I 

~ 

I 

" 
I 

0 

I 

0 

I 

I 

0 

I 

I) 

Discussion of Steps 1 through 7 
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In Step 1 you constructed a fOUI bit binary counter using ]K flip-flops. 
This is a binary up counter of the asynchronous or ripple type since the 
normal output of one flip -flop is connected to the toggle (T) input of the 
next flip-flop. 

When you apply power to the circuit, the flip-flops can come up in any 
random state. In Step 3 you used the B logic switch to reset the counter. 
The B output normally rests high so that it has no effect on the asyn­
chronous clear inputs (C) of the flip-flops. When B is depressed, ii goes 
low thereby putting all flip-flops into the binary 0 state. The counter 
resets on the leading edge of the B signal. 

Next, you stepped the counter with the A logic switch, noted the output 
states on the LED indicators and recorded them in Table I. The counter is 
stepped or incremented on the trailing edge of the A input signal. The 
count input from A is normally low. When you depress the A logic 
switch, A goes high. A leading edge is generated. When you release the A 
logic switch, A goes low. A trailing edge is generated and the counter is 
incremented. By studying the data in Table I you can see that the counter 
generates the pure 8421 binary code. 

An important observation you made in Step 5 was the recycl ing of the 
counter from state 1111 to 0000 when the 16th input pulse was applied. 

Next in Step 6 you let the 1 Hz clock signal step the counter automat­
ically. The states change slow enough for you to see each one and thus 
become familiar with this very common count sequence and the recy­
cling step. 

You should have found in Step 7 that you could stop the counter from 
counting in two ways. First, by setting data switch SWl to the binary 0 
position, the counter stops. What you did was to make the J and K inputs 
of the A flip -flop binary 0 and thereby inhihit its operation. Since the 
counter is the ripple type, naturally if A doesn't toggle, neither will any of 
the other flip -flops. The counter simply retains the last state it was in 
prior to making the]K inputs low. Putting SWl back in the binary 1 states 
simply causes the counter to resume counting. 

You can also stop the counter by resetting it. When you depressed the B 
logic switch, the counter is cleared. As long as the B switch is actuated, 
the clock pulses have no effect. The asynchronous clear inputs override 
the effect of the clock. 
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Procedure (continued) 

8. Modify the counter to conform to the circuit in Figure 7-15. Be 
careful in making your wiring changes to avoid errors. 

Study the counter circuit you have just wired . What kind of counter 
is it? _____ _ 

fROM lOGI C 
SW ITCH 4 J 

1 T 
A 

16 

fROM 

LI 

LI 
D 

OA TA SW ITCH fROM lOG I C 
SW I SW ITCH B 

Figure 7-15 Experimental 
ci rcuit for Steps B. 9, and 10. 

9. Apply power and note the counter output state. 
DCBA = 0 J J I 

Now momentdrily depress the B logic switch. Record the counter 
output state below. 

DCBA = ;') . '. I 

What happened here? _____ _ 

10. Record the counter state obtained in the latter part of Step 9 in the 
first position of Table II. Use the A logic switch and step the counter. 
In Table II. record the counter state after each actuation of switch A. 
Continue stepping the counter until you fill Table II. 

11. Convert the binary numbers you recorded in Table II into their 
decimal equivalents and record them in the far right hand column of 
Table II. 

12. Observe your data in Table II. What kind of counter is this? 
______ . Does this confirm your answer in Step 8? 

13. Connect the counter input to the CLK output (1 Hz) as you did in Step 
6. Let the circuit count. As you do. observe the output states and 
compare them to your data in Table II. Let the counter run for a while 
until you see the count pattern or sequence. 

14. While the counter is stepping. set the SWl logic switch to binary o. 
Note the result. Next. while the counter is stepping, depress the B 
logic switch. What happens in each case? ____ _ 

y 
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TABLE II 
C B A Decimal 
" 0 v 0 

1 I J 15 
I I () 1'1 
I D I I:!. 
I 0 0 , .. 
a I 1 II 
II 1 ~ /) 

() 0 I I 
~ 0 a ! 
I I I -I 

I I D • 
I () \ t. 

I 0 0 'i 

0 I \ , 

~ 1 0 ? 
o c \ I 
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Discussion of Steps 8 through 14 

In Step 8 you constructed a binary down counter. The complement 
output of each flip-flop is connected to the T input of the next in se­
quence. As input pulses are applied, the counter is decremented. Each 
input pulse decreases the number in the counter by one. When the count 
is reduced to 0000, it will recycle to its maximum count (1111) when the 
next clock pulse is applied. 

You should have found in Step 14 that this down counter circuit responds 
to the B logic switch (reset) and SWl data switch exactly like the binary 
up counter. 

Procedure (continued) 

15. Wire the counter circu it shown in Figure 7-16. Use a type 74193 IC 
(443-612). Be sure to connect +5 volts to pin 16 and ground to pin 8. 
The pin connections for the 74193 IC are shown in Figure 7-17. You 
will step the counter with the A logic switch and reset it with the B 
logic switch. The data switches SWl through SW4 serve as a 
parallel data source for presetting the counter. 

lE D 
INDI CATORS 

12 CA'RRV 

OUTPUT S 
I~ ~, IN PYT S , 

TO P V I EW «(::: < cC 

u~~~5~~~ 
u c( 0< 0 
> 0 U ....J 

A '" 6 
,. 0 C 

~ '" 9 '" '" u '" 15 0 
~ NOT CH B D 
~z ~ 

z~Zo.... 
0A 8 5::::1 0 

FROM lOC I C 74193 our SW ITCH A 
+5V--f':~"14 13 BORROW 

o OW N I K Q !-rr-=....7i---ii-"""'.;;-......,,;~ 0 U T 
CO UNT 

FR OM DATA 
SW IT CHES 

Figure 7-16 
Counter circuit using a 74193 Ie. 

0 0 

Figure 7-17 
Pin connections for type 

74193 Ie binary up/down counter. 
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16. Apply power to the circuit. If the state of the counter is other than 
DODO, reset it with the B pushbutton. Step the counter 16 times with 
the A pushbutton. Note the output states on the LED indicators after 
each step. Compare the states to those you recorded in Table l. 

What type of count
l 

sequence does this IC counter generate? 
)1 , ..... ,"\. ('~ ....... \" vt-:. 

17. Reverse the wires at pins 4 and 5 of the IC. Reset the counter with the 
B logic switch. Apply 16 pulses with the A logic switch and observe 
the counter output states. Compare them to the data you recorded in 
Table 11 . Whatr kind of count sequence is generated? 

(') ~'-..t dC\,...t. ~\ 
~I 1<\, ... 1,· • 

18 . Remove the wires connected to pins 4 and 5 of the IC. Connect pin 4 
to + 5 V through the 1 kO resistor. Connect pin 5 of the IC to CLK. Be 
sure the clock frequency is set to 1 Hz. Connect a DC voltmeter 
between GND and pin 12 of the IC. Set the meter for a reading in the 
zero to + 5 volt range. 

19. Note the voltmeter reading as the counter is stepped by the clock. 
Record below. At some point in the count cycle, the voltage at pin 
12 will change momentarily. When it does, note the new output 
voltage and the binary state of the count-er during the change. 
Record below. 

Voltage at pin 12 before the change __ ~,,---,.),--__ volts. 
(during counting) 

'Y A-Voltage at pin 12 after the change _----'·'-'I~'------ volts . 
(momentary) 
Binary code DCBA = - ... 1 .... 1--L.1 ---.J~ __ . (during momen­
tary change) 

20. Reverse the wires at pins 4 and 5 of the Ie. Connect the voltmeter to 
pin 13. Repeat step 19. Record the data below. 

Voltage at pin 13 before change __ --'5:.-._' ___ volts. 
(during counting) 
Voltage at pin 13 after change ___ '_d'---__ volts. 
(momentary) 
Binary code (during mom entary change) DCBA = 

1\I)OCl 

21 . Remove the wires at pins 4 and 5 of the IC. Connect pin 4 to +5 V 
through the 1 kO resistor. Connect pin 5 to the A output of logic 
switch A. Remove the wire between B and pin 14 on the IC. Connect 
pin 14 to ground. Connect B to pin 11. The DC voltmeter can also be 
removed at this time. 
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22. Set ail of the data switches (SWl - SW4) to binary 1. Depress the B 
logic switch. Note the output state of the counter. 

DCBA = --"-I .L.,I .L.,I -", _ _ _ 

Next, set all data switches to binary o. Depress the B logic switch and 
observe the LED indicators. 

DCBA = 0 0 
0 0 

Set the data switches to the words indicated below. 

SW4 SW3 SW2 SWl 

1 
o 
1 

o 

o 
1 

o 
1 

1 
o 
o 
1 

o 
1 

1 
o 

After each word is set into the switches, depress B and note the 
counter state of the LED indicators. Compare this state to the data 
switch settings. 

What conclusio~cap yo~ . dra'f/r.~~<. his step? What function is 
taking place? Vo . ,\ I - • 

23 . Leave the data switches set to 0110. Depress the B logic switch. Note 
the counter state. Then star t stepping the counter with the A logic 
switch. 

What happens? 

Discussion of Steps 15 through 23 

The 74193 iS,a TTL MSI up/down counter. It operates synchronously and 
can be preset (parallel loaded) from an external 4 bit data source. In Step 
15 you wired this IC as an up counter. The counter is cleared when B 
switches from low to high. The counter is incremented when the A logic 
switch is actuated. The state change occurs on the binary 0 to binary 1 
(leading edge) transition of the A signal. As you determined by ohserving 
the outputs , the 74193 counts in the pure binary code. The outputs 
should be identical to those yo u recorded in Table l. 

In Step 17 you applied the A count pulse to the down count input. With 
this connection the counter is decremented each time you press A. Your 
count sequence should have been similar to that you recorded in Table n. 
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In Steps lB. 19 and 20. you determined the operation of the carry and 
borrow outputs. The counter was stepped by the 1 Hz clock and you 
monitored the outputs with a dc voltmeter. During the up count sequence 
in Step 19. the carry output should have been high (about + 3.5 volts). 
When the 1111 state occurs. the carry output should go low (about +0.1 
volt) momentarily. The carry output indicates that the maximum counter 
value has been reached. 

In the down count sequence in Step 20, you monitored the borrow output 
at pin 13 with the voltmeter. This output should also be high during the 
count. But when the 0000 state is reached. the borrow output goes low 
momentarily. The borrow output detects the minimum counter value, To 
cascade 74193 counters. the carry and borrow outputs of one counter are 
connected to the up and down count inputs respectively of the next 
counter in sequence. 

In Steps 22 and 23 you demonstrated how the counter could be preset. 
The data switches served as your 4 bit parallel source. and you wired the 
B pushbutton to the load input control (pin 11). You should have found 
that the counter state became the same as the data switch state when the B 
logic switch was depressed. You parallel loaded the data switch word 
into the counter. The two important points to remember are that the 
counter assumed the state of the parallel inputs regardless of its previous 
contents. In other words. you did not have to reset the counter prior to 
presetting it. Second. the loading occurs when the load input at pin 11 
goes low. 

Finally. in Step 23 you stepped the counter after presetting it to 0110. 
Each actuation of the A logic switch should have incremented the 
counter. This illustrates that the count sequence simply starts at the 
preset point and continues in the normal binary sequence. The same 
applies for down counting, 

Remember these operating details of the 74193 counter as you will use it 
later in demonstrating counter applications. 
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0 C B 
0 0 0 
0 0 0 
0 0 1 
0 0 1 
0 1 0 
0 I 0 
0 1 1 
0 1 1 
1 0 0 
I 0 0 

A 

0 
1 
0 
1 
0 
1 
0 
1 
0 
1 

l 
J' 

Figure 7-18 
Count sequence of 
8421 BCD counler. 
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A BCD cou nter is a sequential circuit that counts by tens . The BCD 
counter has ten discrete states which represent the decimal numbers 0 
through 9. Because of its ten state nature , a BCD counter is also sometimes 
referred to as a decade counter. 

The most commonly used BCD counter counts in the standard 8421 
binary code. The table in Figure 7-18 shows tbe count sequence. Note that 
a four bit number is required to represent the ten states 0 through 9. These 
ten four bit codes are the first ten of the standard pure binary code. As 
count pulses are applied to the binary counter, the counter will be 
incremented as indicated in the table. Upon the application of a tenth 
input pulse, the counter will recycle from the 1001 (9) state to the 0000 
state. 

An asynchronous 8421 BCD counter constructed with JK flip-flops is 
shown in Figure 7-19. This counter will generate the BCD code given in 
the Table of Figure 7-18. Note that the counter consists of four flip-flops 
like the four bit pure binary counter discussed earlier. The output of one 
flip-flop drives the T input to the next in sequence thereby, making this 
BCD counter a ripple or asynchronous type. Unlike the binary counter 
discussed earlier, however, this circuit has several modifications which 
permits it to count in the standard 8421 BCD sequence. The differences 
consist of a feedback path from the complement output of the 0 flip-flop 
back to the J input of the B fli p-flop. Also a two input AND gate monitors 
the output states of flip-flops B and C and generates a control signal that is 
used to operate the J input to the 0 flip -flop . These circuit modifications 
in effect Irick the standard four bit counter and cause it to recycle every 
ten input pulses. 
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J UT A J B J C I J 
- T >--T '- T -T 
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Figure 7-19 
An asynchronous 8421 BCD counter. 
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The waveforms shown in Figure 7-20 illustrate the operation of the 8421 
BCD counter, The count sequence is identical to that of the standard four 
bit pure binary counter discussed earli er for the first 6 input pulses. The 
operations that occur during the 9th and 10th pulses are unique to the 
BCD counter . 

.... 
=> .. 
z 

~ .... 
=> .. .... 
=> 
0 

A 

0 
B 

0 
c 

0 
0 

o I I 1 I 0 011 1 I 0 0 0 0 

0 0 o I 1 1 I 0 0 0 0 

0 0 0 0 0 0 o I 1 1 I 0 0 

Figure 7-20 
Waveforms of lhe 8421 BCD counter. 

Assume that the counter in Figure 7-19 is initially reset. The outputs of 
flip -flops Band C will be binary 0 at this time. This makes the output of 
the AND gate low and causes the J input of the D flip-flop to be held low. 
The D flip-flop cannot be set by the toggle input from the A flip -flop until 
the) input goes high. Note also that the complement output of the D 
flip-flop which is binary 1 during the reset state is applied to the) input of 
the B flip -flop. This enables the B flip-flop permitting it to toggle when 
the A flip-flop changes state. 

If count pulses are now applied. the states of the flip-flops will cbange as 
indicated in Figure 7-20. The count ripples through the first three flip­
flops in sequence as in the standard 4 bit binary counter considered 
earlier. However. consider the action of the counter upon the application 
of the 6th input pulse. With flip-flops A. B. and C set and D reset. the B 
and C outputs are high thereby enabling the AND gate and the J input to 
the D flip-flop. This means that upon the application of the next count 
input that all flip-flops will change state. The A. B and C flip-flops will be 
reset while the D flip-flop is set. The counter state changes from 0111 to 
1000 when the trailing edge of the 6th input pulse occurs. 
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In this new state, the B and C outputs are low therefore causing the J input 
to the D flip-flop to again be binary o. With the J input 0 and the K input 
binary 1 and the D flip-flop set, the conditions are right for this flip-flop to 
be reset when the T input switches from binary 1 to binary o. In addition, 
the complement output of the D flip-flop is low at this time thereby 
keeping the J input to the B flip-flop low. The B flip-flop is reset at this 
time and therefore the occurrence of a clock pulse at the T input will not 
affect the B flip-flop. 

When the 9th input pulse occurs, the A flip-flop sets. No other state 
changes occur attbis time. The binary number in the counter is now 1001 . 
The transition of the A flip -flop switching from binary 0 to binary 1 is 
ignored by the T input of the D flip-flop. 

When the 10th input pulse occurs, the A flip -flop will toggle and reset. 
The B flip -flop will not be affected at this time since its J input is low. No 
state change occurs in the C flip -flop since the B flip-flop remains reset. 
The changing of the state of the A flip-flop however, does cause the D 
flip-flop to reset. With its J input binary 0 and K input binary 1, this 
flip-flop will reset when the A flip-flop changes state. This 10th input 
pulse therefore causes all flip-flops to become reset. As you can see by the 
waveforms in Figure 7-20, the counter recycles from the 1001 (9) state to 
the 0000 state on the 10th input pulse. 

Numerous variations of the basic BCD counter in Figure 7-19 are possible. 
Using the same basic count modifying techniques, synchronous BCD 
counter can be constructed. All of the flip-flops are toggled simulta­
neously by the common count input. As in the binary counter, the 
counting speed of the BCD counter can be significantly increased by this 
synchronous technique. In addition, it is also possible to construct a BCD 
down counter. Each time an input pulse is applied, the BCD counter is 
decremented. The count sequence is from 9 through o. 

Cascading BCD Counters. A single BCD counter has a maximum of ten 
discrete states and therefore can only represent the numbers 0 through 9. 
When the counter must count more than ten pulses, several BCD counters 
must be cascaded . Each BCD counter in the counting chain will represent 
one decimal digit. The number of BCD counters used determines the 
maximum count capabilities. 
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Figure 7-21 shows a counter chain with four BCD counters , Each BCD 
counter is represented by a single block to simplify the drawing, The 
count input line and the four flip -flop output lines are designated for each 
counter, In each case, the A output is the least significant bit and the D 
output is the most significant bit of that counter, The input BCD counter 
contains the least significant digit of the count contained in the counter, 
The most significant digit is represented by the counter on the far right. 
Since this counter contains four BCD counters , the maximum count 
capability is 9999, 

LSD 
111 0 11100 1/ 1000 MSO 

Figure 7-21 Cascading BCD 
counters to increase count capability , 

00 

As count input pulses are applied to BCD counter number 1, it will be 
incremented as indicated previously, The output states will change in 
accordance with the 8421 BCD code, Note that the most significant bit 
output (D) of this first counter is connected to the count input of the 
second BCD counter, Each time the input counter counts ten pulses and 
recycles it will trigger the next counter in sequence, By referring back to 
the waveforms in Figure 7-20, you can see that the trailing edge of the D 
output occurs on the trailing edge of the 10th input pulse, As this 10th 
input pulse occurs , the input counter recycles to a and the trailing edge 
increments the next counter in sequence to 1, The remaining counters in 
the chain are connected in the same way, As you can see then the counter 
does perform a decimal counting function with each BCD counter repre­
senting one of the decimal digits. The decimal contents of the counter can 
be determined by observing the flip-flop outputs. In Figure 7-21 , the 
counter contains the decimal number 2615. This means that 261 5 pulses 
have occurred at the input assuming the counter was initially reset. 

The BCD Counter as a Frequency Divider. Like any counter, the BCD 
counter can also be used as a frequency divider, Since the BCD counter 
has ten discrete states, it will divide the input frequency by ten, The 
output of the most significant bit flip-flop in the BCD counter will be one 
tenth of the input frequency, From Figure 7-19, you can see that only a 
single output pulse occurs at the D output for every ten input pulses, 
While the D output does not have a 50 percent duty cycle, the frequency 
of the signal is nevertheless one tenth of the input frequency, 
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By cascading BCD counters, the input frequency can be reduced by any 
desired factor of ten. For example, in the counter of Figure 7-21, the 
output of the 4th BCD counter will be '/looooth of the input frequency. The 
output of the third counter will be 'hoooth of the input frequency. The 
output of the second, of course, will be ' /loa th ofthe input frequency. If an 
input signal of 2 MHz is applied to the counter in Figure 7-21, the D 
output of the MSD counter will be 200 Hz. When used as a frequency 
divider, the BCD counter is often referred to as a decade scaler. 

Typical Integrated Circuit BCD Counter. The most widely used inte­
grated circuit BCD counter is the type 7490A. This TTL MSI counter is an 
asynchronous or ripple counter that counts in the standard 8421 BCD 
code. The logic diagram of this counter is shown in Figure 7-22. Logi-
cally, it is identical to the BCD counter discussed earlier. The counter is 
made up of four JK flip-flops and the associated gating to permit the 8421 

1J~'l-"';''''''':'''' 0, BCD sequence . 
.w.L--j-4 

I N PUT 8 ",II",' -.+t--...q. 

lSI 0 c 

S 0 i111 0D 

'-1---'=-4" 
R fi 

Figure 7-22 
Logic diagram of 7490A BCD counter. 

A look at the logic diagram of the 7490A counter in Figure 7-22 shows 
that the A flip-flop is not internally connected to the other three flip­
flops . In order to produce an 8421 BCD count, the A output must be 
connected to the B input. This must be done externally. The input pulses 
to be counted then are applied to input A. 

Gate 1 in Figure 7-22 is used to reset the flip-flop . When both inputs to 
gate 1 are high, all four flip-flops in the counter will be put in the binary 0 
state. This permits two or more inputs to control the resetting of the 
flip-flop . Normally, only one input will be necessary and therefore both 
of the reset inputs can be simply tied together. 

Gate 2 in the 7490A counter is used to preset the counter to the binary 
state 1001 or 9. When both inputs to gate 2 are high, a 9 will be preset into 
the counter. This particular function is useful in applications requiring 
arithmetic operations to be performed with BCD counters. 

Despite the fact that the 7490A counter is an asynchronous counter, its 
maximum count frequency is approximately 32 MHz. This TTL MSI 
counter comes in a 14 pin DIP and is widely used in scaling and counting 
applications. 
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16. A BCD counter can assume _ _____ discrete states. 

17. A BCD counter is in the 0111 state. How many input pulses were 
applied to it after it was reset? 
a. 3 
b. 6 
c. 7 
d. 12 

18 . A BCD counter divides its input signal frequency by 

19. A 7490A IC is preset to 1001. Six count pulses are then applied. What 
is the counter state? 
a. 0000 
b. 0101 
C. 0110 
d. 1001 

20. The BCD counter in Figure 7-21 has the following outputs. 
(1.) 1001 (2.) 0010 (3 .) 1000 (4.) 0101 
How many input pulses does this represent? _____ _ 

21. If a 5 MHz signal was applied to the BCD counter of Figure 7-21, the 
output of counter 3 would be: 
.I. 500 Hz 
b. 5 kHz 
c. 50 kHz 
d. 500 kHz 

22. When used as a frequency divider, the BCD counter is referred to as a 

23. A chain of 6 decade counters has a maximum count capacity of 

24. A BCD counter is cascaded with a 3 flip-flop binary ripple counter. 
The overall frequency division ratio is: 
a. 20 
b . 30 
c. 60 
d . 80 
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19. b. 0101 The first input pulse recycles the counter from 1001 to 
0000. The next five pulses increment it to 01Ol. 

20. 5829 (counter 4 is the MSD.) 
21. b. 5 kHz Each counter divides by 10. The third counter in the 

chain has an output that is 10' lower than the input of 5 or MHz 
-;. 1000 = kHz. 

22 . decade scaler. 
23. 999999 
24. d. 80 The BCD counter divides by ten. The 3 flip-flop binary 

ripple counter divides by 2' = 8. The total division is the 
product of the two dividers or 8 x 10 = 80. 
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EXPERIMENT 13 

THE BCD COUNTER 

OBJECTIVE: To demonstrate the operation of an integrated circuit 
BCD counter. 

Materials Required 

Heathkit Digital Design Experimenter ET-3200 

1 - 7490A (443-7) TTL BCD counter 

Procedure: 

1. Wire the circuit shown in Figure 7-23. You will use a 7490A TTL MSI 
decade coun ter. You will step the counter from log ic switch A. The 

LED INDICATORS 

L4 II II 

FROM 
12 9 11 

+5V 
LOGI C 

SW ITCH 
A A 14 10 

GNO 
) 7 

SW I SW2 

RESET PRESET TO 9 

FROM DATA 
SWI TCHES 

Figure 7-23 
Circuit for BCD counter 

demonstration. 

counter will be reset by using data switch SW1. You will demonstrate 
the preset to nine operation usIng data switch SW2. The counter 
states will be shown on the LED indicators. Be sure to connect + 5 
volts to pin 5 and ground to pin lOon the IC. The pin connections fo r 
this device are shown in Figure 7-24. Figure 7-24 

Pin connections 7490A counter. 
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2. Be sure the data switches SWl and SW2 are in the binary a position. 
Next, apply power to the circuit. Observe the states on the LED 
indicators. Momentarily move SWl to the binary 1 position and then 
back to binary O. Note the effect on the counter state. Record the 
number in the binary counter before and after you actuate data switch 
SW1. 

DCBA = 00 10 (before) 
(after) DCBA = ( 10" (,I 

3. In the first position of Table III, record the counter state that you 
observed after actuating SWl in Step 2 above. Then slep the 
counter with the A logic switch. After each actuation of logic 
switch A, note the LED indicator states and record them in Table 
III. Apply a total of ten input pulses with the A logic switch and 
complete Table III. Note particularly the counter state change 
when the 10th input pulse is applied. 

4. Convert the binary numbers you recorded in Table III into their 
decimal equivalent and write them into the spaces provided in Table 
III. Then observing the data in Table III, verify the operation of the 
counter. What type of counting function does this IC perform? 

dl'Mde . 
5. Momentarily move SWl to binary 1 position and return it im­

mediately to binary O. Then set SW2 to the binary 1 position momen­
tarily and then return it to binary O. Note the effect on the output state 
and record the counter contents below. 

DCBA = _-,"(.:.' .,..tlc..:( ___ (SW1) 
DCBA = I "c. (SW2) 

Alternately set SWl then SW2 to binary a several times to be sure that 
you see what effect that these two inputs have. 

6. Remove the wire connecting pin 14 of the IC to the output of the A 
logic switch. Connect pin 14 to the CLK output. Set the clock fre­
quency to 1 Hz. Let the clock step the counter. Observe the counter 
steps and follow the sequence by referring to the states you obtained 
and record it in Table III . Let the counler cycle for awhile to be sure 
that you see and understand the count sequence that it produces. 
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7, Remove the connections from the counter to LED indicators L2, L3 , 
and L4. Only indicator Ll should be connected to the IC counter. 
When you're removing these connections, be sure to retain the con­
nection between pins 1 and 12 on the IC. The L1 indicator that you 
have left connected is monitoring the most significant bit of the 
counter. Remove the connection between pin 14 on the IC 
and the CLK output. Connect pin 14 to the A output terminal oflogic 
switch A. 

8. Momentarily set SW1 to the binary 1 position. Then apply logic 
count pulses to the counter by actuating the A logic switch. Count the 
number of pulses that you apply to the circuit. While you are doing 
this , monitor the output state of L1. Each time that L1 turns on and 
then off, indicate its occurrence by marking a 1 in the margin of the 
page. At that time also note the number of input pulses that have been 
applied to the counter up to that point. Each time Ll turns on and 
then off, start the input count over again. How many input pulses 
occur for each single output pulse? )6 

Discussion 

In tliis experiment, you demonstrated the operation of the 7490A TTL 
MST BCD counter. As you should have discovered from evaluating the 
count sequence you recorded in Table III, thi s circuit counts in the 
standard 8421 BCD code. When the circuit reaches its maximum count of 
9 (1001). the next input pulse causes the counter to recycle to 0000. The 
states 1010 through 1111 are invalid in a BCD counter . 

You used data switch SWl to reset the counter to o. When power is fir st 
applied to the counter, it can come up into any state. By momentarily 
putting SWl in the binary 1 position, the counter should reset to o. 

You demonstrated how data switch SW2 could be used to preset the 
counter to 9. When SW2 is momentarily moved to the binary 1 position, 
the counter is preset to 9 (1001). The preset to 9 operation is not a Widely 
used counter function . However, it is used in some applications where 
certain arithmetic operations with BCD numbers are carried out with the 
counter. 
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In Steps 8 and 9 you demonstrated that the frequency counter divides by 
10. Such a counter is generally referred to as a decade counter. The divide 
by 10 action is demonstrated by the fact that you should have recorded a 
change in the Ll output indicator for every 10 input pulses. With the 
counter starting at binary 0, the Ll indicator which monitors the D 
flip-flop output remains reset for the first 8 input pulses. On the ninth 
input pulse, the Ll indicator lights indicating that the D flip-flop has 
been set. Upon application of the 10th input pulse, the Ll indicator 
switches off. As you can see from the truth tables you developed in Table 
Ill, the D flip-flop is set for two counts. The D flip-flop sets and then resets 
every 10 input pulses. 

SPECIAL COUNTERS 

Binary and BCD counters are by far the most commonly used counters in 
digital systems. Most counting applications can be implemented with 
MSI binary and BCD counters. However, there are some applications 
where a special counter may be required. It may be necessary to count in a 
peculiar sequence or to have the counter sequence through the states of 
some special code. In other applications it may be desirable to divide or 
scale an input frequency by some value other than even powers of two or 
by ten. Special counters can be constructed to perform all of these appli­
cations. Some typical examples are a counter that counts in the Gray code 
or a frequency divider that divides the input by seven. 

Because of the flexibility of the JK flip-flop, such special counlers are 
relatively easy to implement. The basic approach is to construct a stan­
dard binary counter and then by using feedback and input gating controls 
on the JK inputs a counter can be developed to count in any sequence 
with as many individual states as desired. 

We refer to the number of discrete states that a counter can assume as the 
modulus of that counter. A modulo N counter is one that has N states. A 
BCD or decade counter is a modulo 10 counter since it can assume one of 
ten discrete binary states. The binary counters that we discussed earlier 
are modulo N counters where N is some power of two. A counter contain­
ing fo ur flip-flops is a modulo 16 counter. As you have seen it is easy 10 
conslruct a binary counter whose modulo is some power of two. 
BCD counters with a modulo of 10 are also easily assembled. However, 
there are other applications that require counters with modulos of other 
integer values. 
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Modulo 3 Counter, A modulo three counter is shown in Figure 7-25. 
Since the T inputs to both JK flip-flops are both connected to the count 
input, the circuit is synchronous. The feedback line from the B output 
back to the J input of the A flip-flop causes the circuit to count by three. 

To determine the operation of the counter assume that both flip-flops are 
initially in the reset state. The A and B outputs are binary O. The low 
output of flip-flop A holds the J input to flip -flop B low. When the 
trailing edge of the first input pulse occurs, flip-flop A will set. The B 
output is holding the J input to A flip-flop high thereby enabling it to be 
set when the proper T input pulse occurs. When the first input pulse 
occurs, A is set. The B flip-flop is not affected. With the A output high, the 
J input to the B flip-flop is now high thereby permitting that flip-flop to 
toggle upon application of the next input pulse. The B output of the B 
flip-flop is still high thereby continuing to enable the J input of the A 
flip-flop. 

When the trailing edge of the second input pulse occurs, the A flip -flop 
will again toggle. This time it will reset. At the same time the B flip -flop 
will set. Tbe J input to the B flip-flop is now low while the J input to the A 
flip-flop is also low. When the next clock pulse occurs, the B flip-flop will 
reset. The A flip-flop having been previously reset simply remains reset. 

r On the app lication of the trailing edge of the third input pulse, the 
counter state cycles back to its original reset condition. If further input 
pulses are applied, the counter will simply repeat the cycle just de­
scribed. The count sequence for the modulo three counter is shown in 
Figure 7-25. The waveforms showing the operation of the modulo three 
counter are illustrated in Figure 7-26. Trace through the operation of the 
circuit using these waveforms as a guide to be sure you fully understand 
how the circuit operates. This circuit can be used for simple counting 
applications requiring a three state counter. The circuit can also be used 
as a divide by 3 scaler. The output of either the A or B flip -flops has a 
frequency that is one third of the count input frequency. A single output 
pulse occurs for every three input pulses as indicated by the waveforms 
in Figure 7-26. 

I NPUT BI NARY 1 BINARY 1 
I

A 
o 0 ~ 
o I RECYC LE 
1 0 -.J 

Figure 7-25 A modu lo 

INPU~ 

A~ 

B~ 
Figure 7-26 

and Clocks 7-45 

3 counter and its count seq uen ce. Waveforms for the modulo 3 counter. 
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By cascading a modulo three counter with additional JK flip -flops , mod­
ulo six and modulo twelve counters are easily formed. This is shown in 
Figure 7 -2 7. By connecting a JK fl ip-flop to the output of the modulo three 
counter, a modulo six counter is formed. The modulo three will cycle 
through its three states twice, once with the JK flip-flop C reset and again 
with the JK flip-flop C set. This produces a total of six discrete states as 
indicated in the table shown in Figure 7-28A. If you will look closely at 
the sequence of the states you will find that this does not correspond to 
the standard binary code. Since the code produced is not the pure binary 
code or the BCD code, it is referred to as an unweighted code. 

MOO ULO 6 
_---'A~_ 

K ii 
'---------- -----------' --...r 

MOOULO 11 

Figure 7-27 

C S A 0 
0 
0 
0 

IA 
0 0 

~ i I 0 0 

0 
0 I 0 
1 0 

~~ 
CYCLE 

I 0 
I 1 

COUNT SEQUENCE 
MOOULO 6 COUNTER 

IS 
0 

I 0 
I 
I 
I 
I 
I 
I 

C S A 
0 0 0 
0 0 I 
0 I 0 
I 0 0 
I 0 I 
I I 0 
0 0 0 
0 0 I 
0 I 0 
I 0 0 
I 0 I 
I I 0 

I 
RECYC LE 

J 
Formi n~ modul o 6 and modu lo 12 counters 

u s in~ a modul o 3 circuit as 8 base. 

CO UNT SEQUENCE fOR 
MOOU LO 11 COUNTER 

Figure 7-28 
Count sequence for a (A) modulo 

6 counter and B (8 ) modulo 12 counLer. 

By adding another JK flip- flop (flip-fl op OJ as shown in Figure 7-2 7, a 
modulo 12 counter is formed. Here the modulo 6 counter cycles through 
its six states two limes, once while the 0 flip -fl op is reset and again while 
it is set. This produces the 12 discrete states shown in Figure 7-28B. The 
counter shown in Figure 7-27 can be used to perform frequency div ision 
by three, six or twelve. 

Counters with a modulo 6 and a modulo 12 can also be formed by putting 
the JK flip-flops ahead of the modulo three counter instead of after it. The 
counter thus formed still has six or twelve states respectively. However, 
the binary code produced by this arrangement is different from that 
obtained by the connection shown in Figure 7-2 7. When using this 
arrangement in frequency divider applications, it generally doesn't mat­
ter which connection is used as the output frequency will always be 
either ' 16th or ' l12 th of the input frequency. Where the specific code 
sequence is critical however, these two arrangements should be carefully 
consid ered. It should be pOinted out that the counter shown in Figure 
7-2 7 produces a 50 percent duty cycle when the C and 0 outputs are used. 
By putting the modulo 3 counter after the cascaded JK flip-flops , a duty 
cycle other than 50 percent will be produced. 
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Modulo 5 Counter. A modulo five counter is shown in Figure 7-29. The 
counter produces five distinct three bit states. Synchronous operation is 
obtained by applying the count input to the T input of all three JK 
flip-flops. A combination of feedback and external logic gates are used to 
cause the counter to count by five. 

Figure 7-29 Modulo 5 
counter and its count sequence. 

C B A 
0 0 :J 0 0 
0 I !J 0 I 
I 0 
CO UNT 

SEQUENC E 

CV CLE 

The count sequence for this circuit is shown in Figure 7-29. Note that the 
count sequence simply recycles for the application of eacb five input 
pulses. 

The input and output waveforms of the modulo five counter are illus­
trated in Figure 7-30. Compare the output states of these waveforms for 
each of the flip-flops to the count sequence table in Figure 7-2 9. 

A 

0 o I 0 0 o I I l~ 
B 

0 0 0 0 III 0 0 0 0 flL C 

Figure 7-30 
Waveforms for the modulo 5 counter. 

The detailed operation of this counter is not included here. It will be 
excellent practice for you to reason out the count sequence of this circuit 
yourself. Remembering the operation of the JK flip-flop and using the 
count sequence table and the waveforms in Figure 7-30, trace the opera­
tion of the counter for all five states until it recycles. As a starting point, 
assume that all three flip-flops are initially reset. 
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, o C B A 
1 D D D 1 
2 D D 1 D 
J D D 1 1 
4 D 1 0 0 
5 0 1 D 1 
6 0 1 1 0 
7 0 1 1 1 
8 1 D 0 0 
q 1 0 0 1 
10 1 0 1 0 
11 1 D 1 1 
12 1 1 D 0 
I J 1. 1 D 1 
14 1 1 1 0 
15 1 1 1 1 

Eigure 7-32 Parallel data 
input code and related 

decimal modulos . 

• 

• 
o • 

• 

HEATHKIT 
CONnNU1NC 
EDUCATION_ 
~ 

If you will refer back to Figure 7-22 showing the diagram of the type 
7490A decade counter you will see that flip-flops B, C and D in this circuit 
form a modulo 5 counter by themselves. As indicated earlier a separate 
input is used for this circuit. Normally, it is tied to the output of the A 
flip-flop to produce BCD counting. However, the modulo 5 section of this 
counter can be used independently by simply applying the count input to 
the B terminal. The A flip-flop is not used. 

Modulo N Counters with MSI. While JK flip-flops can be interconnected 
by the use of feedback and external logic gates to form a counter with any 
desired modulo, the availability of MSI integrated circuit counter$ 
greatly simplifies the construction of modulo N counters. The type 74193 
TTL MSI synchronous up/down counter discussed earlier is an excellent 
choice for implementing modulo N counters. 

Figure 7-31 shows the type 74193 TTL MSI counter connected as a 
modulo N counter. The counter is connected to count down. For fre­
quency divider applications, it does not matter whether the counter 

DATA INPUT S 

~ 
_~~;ALll'Bj~~QLLfD!m-l UP I I I LOA D 

BINARY 1 CUU NT 

I NPU T 
14193 

DOWN BORROW 
COUNT I I I I OUTPUT 

~ 
OUTPUTS 

Figure 7-31 
A type 74193 TTL MSI 

Counter used as a modulo N counter. 

counts up or down. The up count input is held to a binary 1 while the 
input pulses are applied to the down count input. The borrow output line 
which essen tially detects the 0000 state is connected back to the load 
input line of the counter. To the four parallel data input lines is connected 
a binary word that will determine the modulus of the counter. The 
modulus of the counter is equal to the binary equivalent of the decimal 
number applied to the data inputs. This is indicated by the table in Figure 
7-32. For example to obtain a modulo 7 counter , the binary numberfor the 
decimal number seven (0111) is connected to the data inputs. 

• 

• 
• 

• 

• 

o 

o 
• 
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In operation, the counter is preset to the binary number applied to the 
data inputs. The counter is then decremented by the input pulses. It down 
counts in binary until the zero state is reached. At this time the borrow 
output line goes low and again presets the counter to the number applied 
to the data inputs. This sequence repeats as long as pulses are applied to 
the count input. 

As soon as the borrow output line goes low, the binary number applied to 
the data inputs will be immediately (asynchronously) loaded into the 
counter. Of course as soon as the new number is loaded into the counter, 
the borrow output will disappear since the counter state will no longer be 
0000. What this means is that the duration of the borrow output pulse 
must be long enough in order to ensure that the data input is loaded 
before the zero output state disappears. In order to ensure thai this 
condition happens, the input duration of the clock pulse must be greater 
than the total propagation delay of the gates in the counter associated 
with presetting the number on the data inputs. Recall from the previous 
discussion of the operation of the 74193 counter that the borrow output is 
also derived from the down count input signal. 

Even though the borrow output pulse disappears as soon as the counter is 
preset to the data input states, the internal propagation delays of the 
circuit are such that all flip-flops become preset before the borrow output 
disappears. The load input signal must propagate through both the flip­
flops and the gates in the circuit. Since the propagation delay through the 
various circuits in the counters vary from one device to the next, it is 
possible that erratic operation can occur if the propagation delays are too 
short. The reliability of the counter can therefore be improved by adding 
some propagation delay between the borrow output and the load input 
pins. This can be accomplished by cascading a number of inverters 
between these two pins on the circuit. Be sure to use an even number of 
inverters so the proper polarity binary signal will be applied. 
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25. Determine the output frequency of the circuit shown in Figure 7-33. 
What is the overall circuit modulo? _____ _ 

26. What is the modulo of the circuit in Figure .7-34? ____ _ 
Sketch the input and output waveforms and make a table of the count 
sequence. 

2 52~' . OUTPUT 
. ~ 1 2 ~5 ' ~7 ' f o ? MHz . - . . • 

Figure 7-33 Circuit 
for Self Test Review question 25. 

Figure 7-34 Circu it 
for Self Test Review question 26 . 

Answers 

25. 6 kHz modulo 420 (12 x 5 x 7) 
26. modulo 7 See Figure 7-35. 

A 

B 0 

c 0 

0 I 1 I 0 0 ~ 
0 0 0 I 1 l~ 

Figure 7-35 
Waveforms and count seq uence 

for modulo 7 counter in Figure 7·34 . 

C B A 
0 0 0 
0 0 I 
0 I 0 
0 I I 
1 0 0 
1 0 1 
1 1 0 

NOTE: Using 2-7476 JK flip-flop ICs and a 7400 IC, you can breadboard 
the modulo 7 counter in Figure 7-34 on the Experimenter and 
verify its operation. 
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EXPERIMENT 14 

COUNTER APPLICATIONS 

Objective: To demonstrate several practi cal applications for binary 
and BeD counters. 

Materials Required 

Heathkit Digital Design Experimenter ET-3200 

1 - 7400 Ie (443-1) 

2 - 7476 Ie (443-16) 

1 - 7490A Ie (443-7) 

1 - 74193 Ie (443-612) 
1 - 1 kn resistor 

Procedure 

1. Refer to the experimental circuit in Figure 7-36. This is a scaler 
circuit using counters. Study the circuit and determine the ratio by 
which it divides the input frequency. In the spaces provided below, 
record the input frequency and the frequencies at points X, Y, and Z 
in the circuit. Refer back to the appropriate sections in the unit or 
previous experiments if necessary to determine how the circuit oper­
ates. 

Frequency at INPUT 

"-,,INPUT 
(,<.l LI NE I~ 

sou R CE 

X 
Y 
Z 

749 .. 

+5V 

__ -",(.c:;D ___ Hz 
__ -,,10,,-__ Hz 
__ --'~"--__ Hz 
___ .1..-__ Hz 

x 

Figure 7-36 
Scaler circuit for Steps 1, 2. and ~ 

L~ Ll 

1/2-7476 
1-- ----
I 15 

1: ~ Q Z 
I -
:, K Q 

'llfJ -
+5V 

, . . ' " , ~ 

/ }oJ ~v,~­

. ,v) 
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2. Construct the circuit shown in Figure 7-36. As before take your time 
to be sure that the circuit is wired correctly. As the experiments 
become more sophisticated , the number of integrated circuits to be 
interconnected increases. This also increases the chances of your 
making a wiring mistake. If the circuit does not perform properly , the 
first thing to check is your circuit wiring. Be sure that you have 
connected + 5 volts and ground to each of the integrated circuits in 
the experimental circuit. 

3. To verify the operation of the circuit , apply power and observe the 
outputs Y and Z on LED indicators L4 and L3 respectively. The 
frequency of the output pulses at Z will be slow enough for you to 
count them. Count the number of pulses at Z that occur in one half 
minute using the sweep-second hand on your watch as a timing 
indicator. Record the number of pulses occurring in a half minute in 
the space provided. :> 0 . 

What is the overall frequency division ratio of this circuit? 
, . ') . What is the basic function of this circuit? 

4. Refer to the circuit shown in Figure 7-37A. Study this circuit care­
fully noting the function of each logic element in the circuit. Analyze 
the operation of the circuit. To do this, assume that the 74193 counter 
is initially resel. Also assume that the latch made up of gates 1 and 2 
is also initially reset so that the output at pin G of gate 2 is binary D. 
Assume that the operation of the circuit is started by actuating the B 
logic switch a single time. Assume that the data switches are set so 
that SW4 = 1, SW3 = 0, SW2 = 1, and SW1 = D. Sketch the output of 
gate 4. 

FROM B 
lOGIC SWITCH 

1/2-7400 f-----:LC- - - - - - - -'. 
-= ! 3 

Figure 7-37A Experimental 
circuit for Steps 4 and 5. 
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5. Construct the circuit shown in Figure 7-37. The circuit will be driven 
by the clock output. Set the clock frequency to 1 Hz. You will observe 
the output of the circuit on LED indicator Ll. Set the data switches as 
indicated in Step 4. 

6. Apply power to the circuit. Ll should be off at this time. however. if 
Ll begins to blink off and on . let the circuit run for several seconds 
until Ll goes off and remains off. The circuit is now initialized. To 
start the operation of the circuit, depress the B logic switch once. 
Then observe the Ll output. Count the number of output pulses that 
occur before Ll turns off and remains off. 

Set the date switches so that SWl = SW2 = 1 and SW3 = SW4 = O. 
Record below the binary and decimal numbers represented by this 
word. Momentarily depress the B logic switch to initiate the opera­
tion of the circuit. Again count the number of output pulses you 
observe at Ll before the circu it stops. 

7. Using the information that you collected in Step 6 above. compare 
the number of output pulses occurring on Ll with the decimal value 
of tbe binary number loaded into the 74193 counter. How are they 
related? What is the basic function of this circuit? 

f Discussion 

.. : - ." 

The circuit shown in Figure 7-36 is a divide by 60 scaler. It accepts the 60 
Hz waveform from the line source output on the Experimenter and 
divides it by 60. The Z output is '/60 of the input frequency or 1 Hz. 

· Close analysis of this circuit will show that the output at point X is '/10 of 
. :the input frequency or6 Hz. The 7490A decade counter is used as a divide 

oy 10 circuit. 

· The first 7476 IC in the circuit is connected as a divide by 3 counter. The 
output at point Y then is '1/3 of the frequency at point X or 6 .;. 3 = 2 Hz. 
This signal is applied to one of the JK flip-flops in the other 7476 IC. It 
di ~ides the frequency of point Y by 2 to produce an output frequency of 1 

• . Hz. The signal at Z is a 1 Hz square wave with a 50 percent duty cycle . 
. ". 

,_ Since-the line source in the Experimenter is derived from the 60 Hz power 
lin ,the input frequency is very accurate. The frequency of the powerline 
voltage has an error typically less than 0.1 percent. For that reason the 
output frequency at Z is a very accurate 1 second source. With a 50 
percent duty cycle at the output. the LED indicator L3 remains on for one 
half second and then off another half second. 
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When you counted the number of output pulses on L3 occurring in one 
half minute, you should have recorded a value of 30. One half minute, of 
course, is equal to 30 seconds and a 1 Hz signal will cause 30 pulses to 
occur during that period of time. 

The circuit in Figure 7-37 A is designed to generate a fixed number of 
output pulses upon command and then stop automatically. The number 
of output pulses to be generated by the circuit is determined by the binary 
number input set into the data switches. For example, you set in the 
binary number 0101 which is the binary equivalent of the decimal 
number 5. When the B logic switch is actuated then the circuit will 
generate 5 output pulses and then stop. These output pulses occur at the 
clock rate and you observed them on LED indicator Ll. Here's how the 
circuit operates. 

Assume that the 74193 binary counter is initially reset. Note that it is 
wired as a down counter and as the count pulses are applied to the down 
count input at pin 4. Another clue to the use of this device as the down 
counter is the use of the borrow output. Tbe borrow output is effective 
only in the down counting mode. Assume also that the latch circuit made 
up of gates 1 and 2 is also reset. This means thatthe output of gate 2 is low. 
This low output inhibits the AND gate made up of gates 3 and 4 in the 
7400 Ie. The external clock pulse is applied to this gate. The clock pulse 
will step the counter when gate 3 is enabled. 

The signal from the B logic switch is used to initiate the circuit operation. 
When the B logic switch is depressed, the B output goes low. This signal 
causes two things to happen. First, it forces the load input on the 74193 
low thereby presetting the counter to the binary number set on the data 
switches, in this case 0101. At the same time that this signal sets the latch 
made up of gates 1 and 2. With the latch set, the output of gate 2 is high. 
Gate 3, therefore is enabled and clock pulses will pass through gate 3 and 
gate 4 (which is connected as an inverter) and will cause the counter to 
step. The counter will down count starting at its preset number 5. The 
counter will continue to step until the 0 condition is reached. At this time 
the borrow output line will go low during the clock interval. This will 
cause the latch to become reset. As the latch resets, gate 3 again becomes 
inhibited and the clock pulses no longer reach the counter. 

During the time that the counter is decrementing, LED indicator Ll 
monitors the clock pulses occurring at the output of inverter 4. Since it 
takes five clock pulses to decrement the counter to 0, this LED indicator 
will switch off and on five times. This indicates that five output 
pulses will occur. This corresponds to the binary number preset into the 
counter. 



Sequential Logic Circuits: Counters, Shift Registers and Clocks 7-55 

. You again demonstrated the operation of the circuit by programming the 
counter with the number 1100 or 12. When the B logic switch is actuated, 
the circuit considered generated 12 output pulses before it stops . The 
waveforms produced by this circuit are illustrated in Figure 7 -3 7B. These 
waveforms assume that the circuit is programmed to generate five output 
pulses. 

eLK ~ 

iiLJ 
OUTPU T

J GA TE 2 L 
OUTPUT n n n n n 
GATE 4 ----1 U U U U L 

III I 

BORROIV u 
Figure 7-3 7B Waveforms 

for the circuit in Figure 7-37 A. 

The number of output pulses generated by this circuit is limited by the 
I count capability ofthe 74193 counter. Its maximum count is 1111 or 15. 

In order to extend this to larger values, additional 74193 counters can be 
cascaded to accommodate the desired number of pulses. 

SHIFT REGISTERS 

Another widely used type of sequential logic circuit is the shift register. 
Like a counter, a shift register is made up of binary storage elements. 
While flip-flops are the most commonly used storage element in shift 
registers, other types of circuits are also used. The storage elements in a 
shift register are cascaded in such a way that the bits stored there can be 
moved or shifted from one element to another adjacent element. All ofthe 
storage registers are actuated simultaneously by a single input clock or 
shift pulse. When a shift pulse is applied. the data stored in the shift 
register is moved one position in one of two directions . The shift register 
is basically a storage medium where one or more binary words may be 
stored. However, because ofthe ability to move the data one bit at a time 
from one storage element to another makes the shift register valuable in 
performing a wide variety of logic operations. 
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Shift Register Operation 

The illustration in Figure 7-38 shows how a shift register operates. Here 
the shift register consists of four binary storage elements such as flip­
flops . The binary number 1011 is currently stored in the shift register. 
Another binary word, 0110, is generated externally and is available to the 
shift register serially. As shift pulses are applied, the number stored in the 
register will be shifted out and lost while the external number will be 
shifted into the register and retained. 

A 

B 

C 

0 

o 1 1 o 11 0 1 11 

0 1 q o 1 o Ii 1 

0 11 1 0 1 011 1 

011 1 0 q o 1 I 

I 0 1 1 0 11 0 1 1 

Figure 7-38 
Operation of a shift register. 

I NI T I AL 
CONO ITI ON 
AFTER 1 ST 

SH I FT PUL SE 
AFTER 2NO 

SHI FT PUL SE 
AfTER lRO 

SH IfT PULSE 
AFTER 4TH 

SH IfT PULSE 

The initial conditions for this shift register are illustrated in Figure 
7-38A. After one clock pulse, the number stored in the register initially is 
shifted one bit position to the right. The right most bit is shifted out and 
lost. At the same time, the first bit of the externally generated serial 
number is shifted in to the left most position of the shift register. This is 
illustrated in Figure 7-38B. The remaining three illustrations in C, D, and 
E show the results after the application of additional shift pulses. After 
four shift pulses have occurred , the number originally stored in the 
register has been completely shifted out and lost. The serial number 
appearing at the input on the left has been shifted into the register and 
now resides there. 

This figure illustrates several important points about a shift register. 
First, it indicates tbat the bas ic shi ft reg ister operati ons are serial in 
nature. That is data is moved serially, a bit at a time, into and out of the 
register. Most shift register operations are serial operations but many 
circuits are provided with both parallel inputs and parallel outputs. Such 
shift registers permit data to be pre~et in parallel and data to be read out in 
parallel. The ability to combine both serial and parallel operations makes 
the shift register an ideal circuit for performing serial to parallel and 
parallel to serial data conversions. 
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Another important point to note is that the data is shifted one bit position 
for each input clock or shift pulse. Clock pulses have full control over the 
shift register operation. In this shift register, the data was shifted to the 
right. However, in other shift registers it is also possible to shift data to the 
left. The direction of the shift is determined by the application. Most shift 
registers are of the shift right type. 

The shift register is one of the most versatile of all sequential logic 
circuits. It is basically a storage element used for storing binary data. A 
single shift register made up of many storage elements can be used as a 
memory for storing many words of binary data. Such memories are 
referred to as serial memories since the data stored in them is entered and 
removed in serial form , 

Shift registers can also be used to perform arithmetic operations. Shifting 
the data stored in a shift register to the right or to the left a number of bit 
positions is equivalent to multiplying or dividing that number by a 
specific factor. As indicated earlier, the shift register is also widely used 
for serial to parallel and parallel to serial data conversions. Shift registers 
can also be used for generating a sequence of control pulses for a logic 
circuit. And in some applications shift registers can be used to perform 
counting and frequency dividing. 

In thi s section you are going to study the basic operation of a shift register. 
One of the most commonly used types of shift registers is the bipolar shift 
register, which is made up of flip-flops. These can be constructed with 
individual JK flip-flops or are available in a variety of configurations in 
MSI form. Another type of shift register is tbe MOS shift register. These 
registers made with MOSFETs are available in two basic types, static and 
dynamic. Static shift registers are made up of MOSFET flip-flops. 
Dynamic shift registers are made up of storage elements that take advan­
tage of the unique characteristics of MOSFETs, namely their high impe­
dance and capacitive nature. Because of the small size of the MOSFET 
structure, many storage elements can be made on a single chip of silicon. 
Therefore, long shift registers capable of storing many words can be made 
very small and economical. Both types of shift registers are widely used 
in digital systems. 
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Shift registers constructed from bipolar logic circuits such as TTL and 
EeL circuits are usually implemented with JK flip-flops. Type D flip­
flops can also be used, but shift registers implemented with JK flip-flops 
are far more versatile. A typical shift register constructed with JK flip­
flops is shown in Figure 7-39. The serial input data and its complement 
are applied to the JK inputs of the input (A) flip-flop. From there the other 
flip-flops are cascaded with the outputs of one connected to the JK inputs 
of the next. Note that the clock (T) input lines to all flip-flops are con­
nected together. The clock or shift pulses are applied to this line. Of 
course, since all flip-flops are toggled simultaneously, the shift register is 
definitely a synchronous circuit. Note that the asynchronous clear inputs 
on each flip-flop have been connected together to form a reset line. 
Application of a low or binary 0 level to this line causes the shift register 
to be reset. This shift register can also be preset by using any of the 
techniques described earlier for presetting binary counters. Data applied 
to the input will be shifted to the right through the flip-flops. Each clock 
or shift pulse will cause the data at the input and that stored in the 
flip-flops to be shifted one bit position to the right. 

S E R I ATL ~--lJ-AI I NPUI, 

T T 

SE RIAL 
OU TPU T 

KCA K B KCC K ii 

C LO C VK:O~R-1~~~~~~~:!~~=:t;RE~SETLf 
SHIFT PULSE 

Figure 7-39 Four bit shift 
register made with JK flip-flops . 

The waveforms in Figure 7-40 illustrate how a serial data word is loaded 
into the shift register of Figure 7-39. As the waveforms show, the binary 
number 0101 in serial form occurs in synchronization with the input 
clock or shift pulses. In observing the waveforms in Figure 7-40, keep in 
mind that time moves from left to right. This means that the clock pulses 
on the right occur after those on the left. In the same way, the state of the 
serial input shown on the left occurs prior to the states to the right. With 
this in mind, let's see how the circuit operates. 
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a 

~ 

L----..J1l 

~ 

Figure 7-40 
Waveforms iJlustrating 

how the serial binary number 
0101 is loaded into a shift register. 

a ~ _ ____ --.Jrr 
TIME_ 

Note that the shift register is originally reset. The A, B. C, and D outputs of 
the flip-flops therefore are binary 0 as indicated in the waveforms. Prior to 
the application of the number 1 shift pulse, the serial input state is binary 
1. This represents the first bit of the binary word to be entered. On the 
trailing edge of the first clock pulse, the binary one will be loaded into the 
A flip-flop. The ]K inputs of the A flip-flop are such that when the clock 
pulse occurs the flip-flop will become set. This first shift pulse is also 
applied to all other flip-flops. The state stored in the A flip-flop will be 
transferred to the B flip-flop. The states stored in the B and C flip-flops 
will be transferred to the C and 0 flip-flops respectively. Since all flip­
flop states are initially zero, naturally no state changes in the B, C or 0 
flip-flops will take place when the first clock pulse occurs. 

After the first clock pulse the A flip-flop is set while the B, C, and 0 
flip-flops are still reset. The first clock pulse also causes the serial input 
word to change. The clock or shift pulses are generally common to all 
other circuits in the system and therefore any serial data available in the 
system will generally be synchronized to the clock. 

The input to the A flip-flop is now binary O. When the trailing edge of the 
second clock pulse occurs, this binary 0 will be written into the A 
flip-flop. The A flip-flop which was set by the first clock pulse causes the 
JK inputs to the B flip-flop to be such that it will become set when the 
second clock pulse occurs. As you can see by the waveforms, when the 
second clock pulse occurs , the A flip-flop will reset while the B flip-flop 
will set. The 0 state previously stored in the B flip-flop will be transferred 
to the C flip-flop , and the C flip-flop state will be shifted to the 0 flip-flop. 
At this point the first two bits of the serial data word have been loaded 
into the shift register. 
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The serial input is now binary 1 representing the third bit of the serial 
input word. When the third clock pulse occurs the A flip-flop will set. 
The zero previously stored in the A flip-flop will be transferred to the B 
flip-flop. The binary 1 stored in the B flip-flop will now be shifted into the 
C flip-flop. The D flip-flop remains reset. 

The serial input to the A flip-flop is now binary O. When the trailing edge 
of the fourth clock pulse occurs, the A flip-flop will reset. The binary 1 

stored there previously will be transferred to the B flip-flop. The 0 stored 
in the B flip-flop will be shifted into the C flip-flop . The binary 1 in the C 
flip-flop now moves to the D flip-flop. As you can see, after four clock 
pulses have occurred, the complete four bit binary word 0101 is now 
shifted into the register as indicated by the states shown in the 
waveforms. A glance at the flip-flop output waveforms will show the 
initial binary 1 bit moving to the right with the occurrence of each shift 
pulse. 

While we have illustrated the operation of the shift register with only four 
bits, naturally as many flip-flops as needed can be cascaded to form 
longer shift registers. Most shift registers are made up to store a single 
binary word. In most modern digital systems, shift registers have a 
number of bits that is some multiple of four. 

WWle shift registers are readily implemented with TK or D type flip-flops, 
in most applications, MSI shift registers are used. MSI shift registers are 
available in four and eight bit sizes. Here we are going to discuss a typical 
four bit MSI TTL shift register. You will see how it can perform the basic 
shift right operation described previously and how it can be connected to 
shift left or be parallel loaded. 

Figure 7-41 shows the logiC diagram of a type 7495 TTL shift register. It is 
made up of four flip-flops with the appropriate gating on the TK inputs . A 
mode control input line controls this input gating. The mode control also 
operates the clock input selection circuitry. Two clock signals can be 
used depending upon the state of the mode control. 
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Figure 7-41 Logic diagrani 
of 7495 TIL MSI shifl register. 

D 

J 

When the mode control input is a binary 0, gates 1, 4, 7, and 10 are 
enabl ed. This causes the shift register to be set up to perform the basic 
shift right operati on. Serial input is ap plied to ga te 1 and passes through 
ga te 3 to the JK input~ of the flip-flop. The output of the A flip-flop is 
connected to the inputs of the B flip-flop through gates 4 and 6. In the 
same way, the outputs of the Band C flip -fl ops are connected to the inputs 
of the C and D flip-flops respectively. Also noti ce that a binary 0 on the 
mode control input also enables gate 13. This permits clock pulse 1 to 
pass through gates 13 and 15 to control the flip-flops. In thi s mode, the 
shift register performs the standard shift right operation. 

Wh en the mode control is placed in the binary 1 state, ga tes 2,5 , 8, and 11 
are enabled. With these gates enabl ed and ga tes 1,4, 7, and 10 inhibited, 
the parallel data inputs are recognized. Also note that a binary 1 on the 
mod e control input also enables ga te 14 so that clock pulse 2 can actuate 
the flip -fl ops. When a clock pulse occurs, an external4-bit parallel word 
will be loaded into the flip-fl ops. In thi s mode, the shift register can be 
para ll el loaded or preset to some desired valu e. 
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Shift left operations can be performed with the mode control in the binary 
1 position if the parallel data input lines are connected to the appropriate 
flip-flop outputs. To perform a left shift, the 0 flip-flop output is con­
nected to the C data input, the C output is connected-to the B data input, 
and the B flip-flop output is connected to the A data input. The D data 
input is used as the serial input line for external data. When clock pulses 
are applied to gate 14, data will be shifted left fromD to C, C to B, and B to 
A. External serial data is shifted into D. With this connection, the mode 
control input acts as a shift right, shift left control line. 

Self Test Review 

27. An 8 bit shift register contains the number 10000110. The serial 
number 11011011 is app lied to the input. After 5 shift pulses, what is 
the number in the shift register? (Assume shift right operation.) 

28. Shift registers can be made up of or _____ _ 
type flip-flops . 

29 . Most shift registers in modern digital applications are of the 
_ _____ type. 

30. Which of the following operations are not typical of the 7495 MSI 
shift register? 
a. shift right 
b. shift left 
c. serial in 
d. serial out 
e. reset 
f. parallel load 

31. How many shift pulses are required to serially load a 16 bit word into 
a 16 flip-flop shift register? ___ _ 

32. How could you reset an 8 bit serial in-serial out shift register? 

Answers ORIGINA L REGISTER CONTENT 

27. 

AfTER fiV E SH IfT PULSES 

I 1 0-+ 11 I 01111 11 I 0 I 0 I 0 0 1 1 0 
28 . jK , D 

29. MSI 
30. e. reset The 7495 shift reg ister does not provide a 

separate clear input line. 
31. 16 
32. Shift in eight binary Os. 



HEATHKIT 
COIITIHUIMG 
EDUCATIOII Sequentiat Logic Circuits : Counters. Shift Registers and Clocks 7 -63 

EXPERIMENT 15 

SHIFT REGISTERS 
Objectives: To demonstrate the operation and characteristics ofbipo­

lar integrated circuit shift registers . 

Materials Required 

Heathkit Digital Design Experimenter ET-3200 

1 - 7404 IC (443-18) 

2 - 7476 IC (443-16) 

1 - 7475 IC (443-13) 

1 - 7495 IC (443-680) 

Procedure 

1. Construct the four bit shift register circuit shown in Figure 7-42 . You 
/ will use two type 7476 dual JK flip-flops. Shift pulses for the circuit 

will be derived from logic switch A. Logic switch B is connected to 
reset the shift register via the asynchronous clear inputs on the 
flip-flops. The serial input to the shift register will come from data 
switch SW1 . Note that one of the inverters in a 7404 IC is used to 
make the JK inputs of the first flip -flop complementary. The shift 
register outputs will be monitored on the LED indicators . Don't 
forget to connect + 5 volts and ground to each IC. 

SER IAL ~~~~ 
INPU T SW IT CH 

1/6- SWI 

74041 I, 

H RESET 
FR OM l OG I C 

SWITC HES 

Figure 7-42 
Sh ift register demonstration circuit. 
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2. Apply power to the circuit. Reset the shift register by actuating the B 
logic switch. Set data switch SWl to the binary 1 position. Then 
using the A logic switch , apply 4 shift pulses. Observe the LED 
indicators as you do. Record the binary value of the register contents 
after four shift pulses. 

AB CD = ---,--I -'-.1 -'-.1 --l\l---

Next, set the SWl switch to binary o. Again apply four shift pulses 
with the A logic switch . Again record the binary contents of the 
register. 

ABCD = 0 QJC! Ci 

3. Using the SW1 data switch and the A logic switch, load the shift 
register by using the step by step procedure given below. 

SW1 = 1, depress switch A 
SW1 = 0, depress switch A 
SW1 = 1, depress switch A 
SW1 = 0, depress switch A 

After you have loaded the shift register, observe the LED indicators 
and in the space below write the decimal equivalent of the binary 
number in the shift register. 

Decimal number = _~S=L ___ _ 

Discussion of Steps 1 through 3 

In these steps you constructed a four bit shift register with JK flip -flops . 
You loaded data into the shift register serially using data switch SW1 as 
your data source. A single bit of information was entered into the shift 
register with each actuation of the A logic switch. As the bits were 
entered into the A flip-flop, they were shifted to the right one bit at a time 
for each shift pulse. 

The 7404 inverter is used to convert the data from SWl into two com­
plementary signals wruch are applied to the JK input of the input (Al 
flip-flop. The JK inputs must always be complementary in a shift register 
using a JK flijl-flop. 
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In Step 2 you applied a binary 1 to the shift register input. Then actuating 
the A logic switch four times, you generated four shift pulses which 
loaded the shift register with binary ls. As you generated the shift pulses, 
you should have noted the entry of the first binary 1 bit into the A flip-flop 
and with the second shift pulse, the shifting of the data to the right until 
the register was full (1111) . Next, you set the input to binary 0 and then 
loaded the register with binary Os with four shift pulses (0000). As the 
binary Os were loaded, the binary 1 bits in the register were shifted out. 

In Step 3 you loaded the binary number 0101 into the register a bit at a 
time by setting SWl to the desired state and then depressing a logic 
switch to generate a shift pulse. While the bit pattern in the shift register 
is easy to identify by simply observing the LED indicators, you cannot 
convert that bit pattern into its decimal number equivalent unless you 
know which bit is the LSB. Since this information was not given, your 
answer could have been either 0101 = 5 or 1010 = 10. In a binary counter 
the least significant bit is readily identified since it is the flip-flop to 
which the input or count pulses are applied. With this information you 
can always determine the value of the number in the counter. With the 
shift register, however, the input flip-flop may not necessarily be the least 
Significant bit. We could also assign the right most or serial output 
flip-flop as the least significant bit. The choice of weight for the input and 
output flip-flops is up to the designer and will depend upon his applica­
tion. For a large percentage of applications , the input flip-flop contains 
the most significant bit while the output flip-flop contains the least 
significant bit. In other words, data is entered into the shift register 
beginning with the least significant bit. As data is shifted out of the shift 
register the least significant bit is shifted out first. Unless otherwise 
stated, we will use that convention here. As you can see from the demon­
stration described here, the shift register does perform a serial to parallel 
conversion. Data is entered serially from the SWl data switch and then 
displayed in parallel on the LED indicators. Data can also be entered 
serially with SWl and read-out serially by simply observing the state of 
L4. 
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4. Construct the shift register circuit shown in Figure 7-43. At this time 
you can disassemble the shift register circuits used in the previous 
steps. The shift register shown in Figure 7-43 is a 7495 IC. This is an 
MSI shift register already completely wired internally and ready to 
use. The fl exibility of the input output leads permits this device to be 
used for a wide variety of functions . It eliminates the need to inter­
connect individual flip-flops to perform shift register operations. As 
before you will use the LED indicators to observe the shift register 
contents. Data switches SWl through SW4 will be used as a parallel 
data source for the shift register. Logic switcb A will be used to 
generate the shift pulses in the previous steps. Logic switch B will 
serve as a mode control for the circuit. Don 't forget to connect + 5 
volts and ground to the 7495 IC. 

FROM r~::~~~ ________ ~~ _______ lU1teL~1~ ____ ~IITc:LlL-____ ~o~L4 
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SW IT CH 
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Figure 7-43 7495 MSI shift 
register circuit for Steps 9 and 10. 
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5. Apply power to the circuit. As before, the flip-flops in the shift 
register can come up in to any state. Disregard the LED indicators 
states at this time. Set all of the data switches to binary O. Then 
depress the B logic switch and hold it in the down position. Then 
momentarily depress the A logic switch. Note the LED indicator 
states and record below. 

DCBA = Q <20 c:J 

Next, set all ofthe data switches to binary 1. Again depress the B logic 
switch. Holding it in the low position, actuate the A logic switch 
momentarily. Release both switches. Observe the LED indicator 
states and record the binary number below. 

DCBA = -+l ....L1-<-1 ,-1_-

Depress the A logic switch four times and note the LED indicator 
states. After you have applied four shift pulses, record the LED 
indicator states below. 

DCBA = C> 0 co 

Discussion of Steps 4 and 5 

In Step 5 you demonstrated how a shift register can be preset by parallel 
loading it from some data source. In this case the data source was the data 
switches SW1 through SW4. First, you set the data switches to binary O. 
You then loaded the binary number 0000 into the register. You did this by 
setting the mode control high by depressing the B logic switch. Then you 
generated a single clock pulse by depressing the A logiC switch. The A 
logic switch generates a clock pulse that causes the parallel input to be 
preset into the register. 

The 7495 shift register has a mode control input line terminated at pin 6. 
When this mode control input line is binary 0, the shift register is set up 
for shift right operations. When the mode control input line is binary 1, 
the shift right function is disabled and the cirCUitry for parallel loading 
the shift register from an external source is enabled. What you did when 
you depressed the B logic switch is to set the mode control line high. 
Then you actuated the A logic switch to generate the clock pulse that 
actually loads the register. 
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Next, you set the data switches to binary 1. Again, using the A and B logic 
switches you preset the register. The number in tbe register at this time 
should be 1111. Finally, you applied four shift pulses with the A logic 
switch. This caused the binary 1111 to be shifted out serially to the right. 
After the four shift pulses were applied , the register contents should have 
been 0000 since the serial input (pin 1) is low. In this step then you 
demonstrated how the shift register can be parallel loaded and how this 
parallel data can then be shifted out serially. This demonstrates the 
parallel to serial data conversion process performed by a shift register. 

Procedure (continued) 

6. Modify your 7495 shift register circuit to conform to the configura­
tion shown in Figure 7-44. Here you are connecting the parallel data 
inputs back around to the outputs in order to permit the shift register 
to perform shift left operations. As before you will use the A logiC 
switch to generate shift pulses. Data switch SW1 will be used for a 
serial data input for shift right operations. SW4 will be used as the 
data source for shift left operations. Switch SW2 will be used to 
control the mode of the circuit. The mode control will select either 
shift right or shift left operations. 

Studying the circuit in Figure 7-44, determine the hi nary state of the 
mode control input to perform shift left operations. ______ . 

Figure 7-44 
Shift Right/Shift Left 

circuit for Steps 6, 7, and 6. 
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7. Set data switches SW1, SW2, and SW4 to the binary 0 state. Apply 
power to the circuit and depress the A logic switch four times. 
Record the state of the LED indicators below. 

ABCD = --,D""-"Q,,-,,,O _ _ _ 

Next, set switch SW1 to the binary 1 position. Depress the A logic 
switch four times. Note the direction of shifting as the shift pulses are -1' 
applied. After four pulses have been applied, record the state of the 
register below. 

ABCD = \ \ I \ 

8. Set SW1 to binary O. Again depress the A logic switch four times. 
-" Note the direction in which the data shifts . Next, set SW2 to binary 1, 

and the SW4 switch to binary 1. Apply four shift pulses with the A 
logic switch. Again note the direction of shifting, and record the ~ 
contents of the register below. 

ABCD = I' I \ 

Set the SW4 switch to binary 0 and apply two shift pulses. Note the 
direction of the shifting and record the LED indicator states in the 
space below. 

ABCD = I I Q 0 

Discussion of Steps 6, 7, and 8 

In these steps you demonstrated how the 7495 IC shift register can 
perform both shift right and shift left operations. In Step 7 you shifted 
data to the right using SW1 as the serial input data source. First, you 
shifted in binary Os to clear the register then shifted in binary 1s. You then 
shifted out the binary 1s as binary Os were shifted in. During these 
shifting operations you should have noted that the data moves from left to 
right. The logiC indicators have been wired so that they indicate the 
direction of shift directly. Data moves from flip -flop A to flip-flop B to 
flip-flop C to D or from logic indicator L1 to L2 to L3 and finally to L4. All 
this occurs with the mode control in the binary 0 position. 
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When the SW2 switch is placed in the binary 1 position, the register will 
be set up for shift left operations. The 7495 Ie is internally wired to 
perform shift right operations automatically. By simply enabling the 
mode control with a binary 0 the shift right function is performed. 
However, the shift left operation must be externally wired if it is to occur. 
The shift left operation is implemented by connecting the appropriate 
flip-flop outputs back to the parallel input lines. The parallel input lines 
permit the 7495 to be either preset from some parallel force or connected 
for shift left operations. Note in Figure 7-44 that the 0 flip-flop is con­
nected to the e flip -flop input. The e flip -flop output is connected to the B 
flip-flop input. And finally , the B flip-flop output is connected to the A 
flip-flop input. The 0 flip-flop receives its input from data switch SW4. 
This is the serial input line for the shift register when used for shift left 
operations. Now as shift pulses are applied, data will move from SW4 to 
the 0 flip-flop then to e, B, and then A. You demonstrated the shift left 
effect by loading all binary 1s into the register. As you did you should 
have seen the LEOs light from right to left indicating a left shift. You then 
applied two shift pulses with the SW4 switch set to binary O. This causes 
binary Os to be loaded into the e and 0 flip-flops. The binary 1s stored in 
those two flip-flops previously are shifted to the A and B flip-flops. 
Therefore, the binary number stored in the register after the two pulses 
are applied will be 1100. 

This completes your work for Experiment 15. Do not disassemble your 
shift register circuit as it will be used in the next experiment. 
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SHIFT REGISTER APPLICATIONS 

The shift register is basically a storage element for a binary word. Data can 
be conveniently shifted into and out of the register in serial form. Despite 
its simplicity. the shift register has many applications. In this section we 
are going to look at some of the more popular uses for shift registers. 

Serial to Parallel Conversion. One of the most common applications of a 
shift register is in serial to parallel or parallel to serial data conversions. 
There are many occasions in digital systems where it is necessary to 
convert an existing parallel word into a serial pulse train. The shift 
register can readily perform both of these operations . 

Figure 7-45 shows how a shift register is used in serial to parallel and 
parallel to serial data conversions. In Figure 7-45A the shift register is 
shown being loaded by a parallel input. The number 1101 is preset into 
the shift register. Then four clock pulses are applied so that the data is 
shifted out serially. In Figure 7-45B . the shift register is used for serial to 
parallel conversion. Here the serial input number 1001 is shifted into the 
shift register by four clock pulses. Once the data is in the register. the 
outputs of the individual flip-flops may be monitored simultaneously to 
obtain the parallel output data. 

PARALLEL I NPUT 

1 1 0 1 
IAI 1 I 1 I SER I AL OUTPU T 

1 IiIl o I Il-~ 1 1 0 I 

SER I AL INPUT r:-r7T":~ 
1 001 -.>11 10 10 1 11 

18 I I I I I 
1 0 0 1 

PARALLEL OUTPUT 

Figure 7-45 Parallel 
to serial and serial to parallel data 
conversions with 8 shift register. 

Scaling Operations. A shift register can be used to perform arithmetic 
operations such as multiplication and division. Shifting the binary 
number stored in a shift register to the left has the effect of mUltiplying 
that number by some power of 2. Shifting the data to the right has the 
effect of dividing the number in the register by some power of 2. Shifting 
operations are a simple and inexpensive way of performing multiplica­
tion and division with binary numbers. 
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Figure 7-46A shows a shift register containing a binary number. Assum­
ing the binary point is located to the far right, we can then convert the 
binary number in to its decimal value. In the initial condition state this 
number is 3. Now if we perform a shift left operation and move the binary 
word one position to the left you can see immediately from Figure 7-46B 
that a new binary number has been formed. As we shift the data to the left 
one bit position binary Os are entered on the right. The new number 
stored in the register is 6. As you can see, shifting the data one position to 
the left has the effect of multiplying the original number by 2. 

A 101 0 10 1011111 INITI AL CO NDITION J 

BINARY i PO INT 
B 10 I 0 I 011111 0 I ls i SHIF T LEFT 

C 101011 II I 0 I 0 I 2n d SHIfT LEF T I 2 

0 10 I ~ I I I oliliJ J rd' SHl fT LE FT 2' 

Figure 7-46 Multiplication 
by factors of 2 by shiftin g left. 

If we perform another shift left operation the number in the register 
becomes as shown in Figure 7-46C. Converting it to decimal we see that it 
is 12. The additional shift left operation has again multiplied the number 
in the register by 2. Two shift left operations have caused the initial 
number to be multiplied by four. 

A third shift left operation will further verify this effect. The number 
shown in Figure 7-460 is now 24. Shifting the word one additional 
position to the left has multiplied the number previously by 2. With three 
shift left operations the initial number in the register has been multiplied 
by eight. As you can see then, the factor by which the number in the 
register is multiplied is some power of 2. The multiplying factor is 2N 

where N is the number of shift left operations that take place. With three 
shift left operations as in Figure 7-46, the original number is multiplied 
by 2' = 8. The important thing to remember about this operation is the 
shift register must be large enough to accommodate the largest number 
expected by multiplication. In addition, note that binary Os are shifted 
into the right most position as the data is moved to the left. 
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Division by some power of 2 is accomplished by shifting right. This is 
illustrated in Figure 7-47 , Here the number initially stored in the register 
is 20,0, Note in this 6 bit register the binary point has been specified as 
being between the right most bit position and the next most significant 
bit. 

168421 . 5 
A 11 10 11 1010 10 1 INITIAL CONO ITI ON 20. 0 

8 1NARVj 
PO INT 

8 10 111 0 11 10 10 1 1,1 SHI fT RI GHT . 10 .0 

i 
C 10 10 11 1011 101 2nd SHIfT RIGHT 5. 0 

r 
o 10 10 10 11 10 11 1 lrd SH I FT RIGHT 2. 5 

81 NAR Vi 
POIN T 

Figure 7-47 Division 
by powers of 2 by shifting right. 

Applying one clock pulse causes the data in the register to be shifted one 
position to the right. Evaluating the new decimal value of this number we 
find that it is 10.0. The number initially stored in the register has been 
divided by 2. Applying another shift pulse causes the data to be moved 
one more position to the right. Evaluating this number we find that it is 
5.0. Again the number has been divided by 2 while the overall division 
accomplished by two shift pulses is 4. Performing a third shift right 
operation moves the data again one bit to the right. Evaluating the new 
number we find it to be 2.5. Again the data has been divided by 2. 

The value by which the number in the register is divided is some power of 
2. The divide ratio is 2" where N is the number of shift right operations. 
Here the original number 20 was divided by 2" = 23 = 8 or 20 + 8 = 2.5 . 
Again an important consideration is that the register be large enough to 
accommodate the numbers resulting from the scaling operations hy shift­
ing, If the register is not large enough, data will be shifted out of the 
register and lost thereby making the arithmetic operation incorrect. 

7-73 
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Shift Register Memory. Shift registers, because they store binary data, are 
often used for temporary memories in digital equipment. Such a shift 
register memory is usually capable of storing at least one binary word. 
Many such memories are made long enough to store many binary words. 
In such an application, there are two operations that the memory must 
perform. First , it must be able to accept data and then store it. In other 
words, we must be able to write new data into the memory. Second, we 
must be able to retrieve that data or read it out upon command. One ofthe 
requirements of the memory is that when we do read the data out that it 
will not be lost. A shift register can accomplish both of these operations ' 
by providing external logic circuitry as shown in Figure 7-48. Here an 
eight bit shift register is used to store a single binary word. The external 
control gates are used to select a read or write operation. To store or write 
data into the memory, the write/recirculate line is set to the binary 1 state. 
This causes gate 1 to be enabled. Serial data applied to the other input of 
gate 1 is passed on into the shift register. Once data is stored in the 
memory, the write/recirculate control line is set to the binary 0 condition. 
This inhibits gate 1 and prevents other data appearing at the input from 
being recognized by the shift register. Instead gate 2 is now enabled. Note 
that the shift register output is connected to gate 2. As shift pulses are 
applied, the data in the register is shifted out serially and may be used by 
some external circuit. As the data is being shifted out it is also being 
shifted back into the input of the shift register through gates 2 and 3. In 
other words. we are reCirculating the data in the register. The read out 
operation is accomplished and at the same time the data is restored. 
When we wish to write a new word into the shift register. the write/recir­
culate line is again made binary 1 and 8 shift pulses are applied. 

I N PUT 
,---.,.--w R I TEfR EC I R CU LA TE 

10010011 

SH IFT REGISTER 

Figure 7-48 
Shift register memory. 

OUTPU T 

Sequencer/Ring Counter. Another popular application of the shift regis­
ter is a sequencer or ring counter. Many logiC circuits require a sequence 
of equally spaced timing pulses for initiating a series of operations. A 
properly connected shift register can be used to serve this purpose. 
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A shift register connected as a ring counter is shown in Figure 7-49. This 
is the standard shift register circuit we discussed earlier. However, note 
that the outputs of the shift register from the D flip-flop are connected 
back to the JK inputs of the A flip-flop . This provides feedback that causes 
the shift register to continue to rotate or sequence the data in the register. 
The asynchronous set and clear inputs of the flip-flop are used to preset a 
single bit in the shift register. A binary 0 level applied to the preset line 
causes the A flip-flop to become set and the other three flip-flops to 
become reset. As shift pulses are applied, the binary 1 in the A flip-flop is 
shifted to the B, C and D flip-flops, and then back around to the A 
flip -flop. This sequence repeats as long as the shift pulses are applied. 
Since the one bit initially programmed into the shift register is continu­
ally recirculated, the name ring counter definitely applies. The 
waveforms and the state table in Figure 7-50 show the operation of the 
four bit shift register as a ring counter. 
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c I Figure 7-50 Waveforms 
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for a 4 bit shift register ring 
counter. State table for ring counter. 
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A close look at the waveforms for the four bit ring counter in Figure 7 -50 
shows that the output at any flip-flop has a frequency one fourth that of 
the sbift pulse frequency, In other words, the shift register connected as a 
ring counter produces frequency division by four since four shift input 
pulses occur for each flip-flop output pulse, As you can see then the shift 
register when connected as a ring counter can be used as a frequency 
divider, By presetting one of the flip-flops in the shift register, frequency 
division by any integer value can be accomplished by simply using as 
many flip-flops as needed, For example, to divide by seven, seven f1ip­
flops would be required in the ring counter, 

One of the disadvantages of the ring counter circuit shown in Figure 7 -49 
is that it must be initially preset in orderfor it to function properly, When 
power is initially applied to this circuit, the flip-flops in the register can 
come up in any state, If any random state is allowed in the shift register, 
the operation previously described will not occur, The preset operation 
must take place to initially load one of the flip-flops with a binary 1 and 
the others with binary 0, This disadvantage can be overcome by using a 
self correcting circuit as shown in Figure 7-51. Here the NAND gate 
monitors the outputs of flip-flops A, B, and C, The output of the NAND 
gate and its complement are connected to the JK inputs of the A flip-flop, 
With this circuit arrangement, any of the sixteen possible states can occur 
in the shift register and the shift register will automatically correct itself 
to where only one of the flip-flops is set and the others are reset. Regard­
less of the initial states of the flip-flops, after a maximum of two shift 
pulses, the contents of the shift register will automatically be corrected so 
that only a single flip-flop is set. From that point on the shift register will 
simply recirculate the single one bit stored there, 

J 
T 
K 

Figure 7-51 Self correcting 
shift register ring counter. 
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To use the ring counter described here as a sequencer, the output pulses 
from the flip-flops are simply connected to the logic circuits whose 
sequence is to be controlled. Since the shift pulses are normally derived 
from a fixed frequency clock, the timing interval of the shift registers is 
preCise and thereby permitting very exacting control of the external logic 
circuits. In addition, it is not necessary to use all of the pulses derived by 
the shift register. Only those required by the circuit need be used. Keep in 
mind that as more circuits must be controlled or sequenced, additional 
flip-flops can be added to the shift register to produce them. 

Counters. When connected as a ring counter, shift registers can also be 
used as a counter. In some special applications they may replace binary 
counters for certain operations. The four bit ring counter circuit de­
scribed previously has four distinct states and these states repeat or 
recycle as the clock pulses are applied. 

A popular type of shift register counter is the Johnson counter shown in 
Figure 7-52. While any number of flip-flops may be cascaded to form a 
Johnson counter, a five bit circuit is often used. Note that like in the ring 
counter, the output of the last flip-flop is connected back to the inputs of 
the first flip-flop in order to recirculate the data. However, note that in 
this case the normal output of the E flip-flop is connected to the K input 
and the complement output is connected to the J input. Because of this 
connection the Johnson counter is often referred to as a twisted ring 
counter or switch tail counter. With this arrangement, the counter or shift 
register will have 2N different states where N is the number of flip-flops 
in the shift register. The five bit Johnson counter shown in Figure 7-52 
therefore, will have ten discrete states. 

T R ES~ 

r--- J Ar--- J B I-J C I-J 01-
T T T T 

K c ii K C ii K C C K C '6 
r 

S H I FT 
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Figure 7-52 Shift register 
connected as a Johnson counter. 
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STATE A B C 0 E 
0 0 0 0 0 0 
I I 0 0 0 0 
2 1 1 0 0 0 
l 1 1 1 0 0 
4 1 1 1 1 0 RE CYC LE 
5 1 1 1 1 1 
6 0 1 1 I 1 
1 0 0 1 I 1 
8 0 0 0 1 1 
9 0 0 0 0 1 

Figure 7-53 
State table for Johnson counter. 
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Like the ring counter shift register discussed previously, it is necessary to 
initialize the counter after power is applied in order to have the counter 
operate properly. A self correcting circuit similar to that shown in Figure 
7-51 can be used to initialize the circuit. Otherwise initialization can be 
accomplished by simply resetting all of the flip-flops to zero. When shift 
pulses are applied , the binary state sequences shown in the table of 
Figure 7-53 are generated. Note the ten individual states. The counter 
recycles every tenth input pulse. Since the Johnson counter has ten 
individual states, it is often used as a divide by 10 frequency divider. 
Other counting operations can often be implemented with this type of 
counter. However, because of the nonweighted codes generated by the 
Johnson counter and the ring counter shift register, many counting appli­
cations are difficult and inconvenient to implement. 
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33. A binary number is shifted 5 positions to the left. The number 
therefore has been 
a. multiplied by 5 
b. divided by 5 
c. multiplied by 32 
d. divided by 32 

34. A binary number must be divided by 128. How many positions must 
the number be shifted (and in what direction) to achieve this? 

35. How many flip-flops must be used in a ring counter shift register to 
perform frequency division by 12? 
a. 4 
b. 6 
c. 12 
d. 24 

36. How many states does a Johnson counter with 8 flip-flops have? 
a. 8 
b. 16 
c. 32 
d. 256 

37. Shift registers can operate in both seri al and parallel modes. List all 
four possible combinations of these modes. 
a. 
b. 
c. 
d. 

38. In our discussion of using a shift register to multiply and divide by 
shifting, we assumed that the right most bit was the LSB. What 
happens to our rules about multiplication and division by shifting if 
the left most bit is made the LSB? 

Answers 

33 . c. multiplied by 32 . 

34. 7 positions to the right. 
35. c. 12 
36. b. 16 
37. a. Serial In-Serial Out (SI-SO) 

b. Parallel In-Parallel Out (PI-PO) 
c. Serial In-Parallel Out (SI-PO) 
d. Parallel In-Serial Out (PI-SO) 

38. The rules are reversed. A right shift now becomes a multi­
ply and a left shift becomes a divide. 
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OBJECTIVES: To demonstrate several practical applications of 
integrated circuit shift registers. 

Materials Required 

Heathkit Digital Design Experimenter ET-3200 

1 - 7404 IC (443-18) 

1 - 7495 IC (443-680) 

Procedure 

1. For this experiment you will use the 7495 shift register circuit you 
constructed in Experiment 15. As you recall the register was wired 
for both shift right and shift left operations. To perform the next step 
you do not need to make any further modifications to the circuit. The 
circuit is repeated in Figure 7-54. 

Figure 7-54 Shift right/shift 
left circuit for Steps 1 through 5. 
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2. Set the SW2 switch to binary 1. SW1 should be set to binary O. Set 
SW4 to binary 0 and depress the A logic switch 4 times. The register 
is set up for shift left operations and this step should clear the register 
to O. 

Next set SW4 to binary 1. Depress the A logic switch two times. 
Record the binary number stored in the register. Assume that the D 
flip-flop (indicator L4) is the LSB. 

ABCD = 0 () II 
Decimal value = __ ~3",-__ _ 

Now set SW4 to binary o. 

Depress the A logic switch once and again note the contents of the 
register. Record it and its decimal equivalent below. ABCD = 

() I ! () , decimal value = (" . Again depress 
the A logic switch a single time. Record the binary and decimal 
equivalent of the register contents. 
ABCD = ! I Cl 6 , decimal value = _:...1 ::~=--__ _ 

3. Study the data you obtained in Step 2 above. Determine the relation­
ship between the numbers obtained when the register was loaded 
and as it was shifted to the left. Wbat mathematical operation was 
performed by the shift left operation? >(;Z . 

4. Set SW2 and SW4 to binary O. The SW1 switch should also be at 0 at 
trus time. Clear the register by pressing the A logic switch 4 times. 
Next, load the register by following the step by step instructions 
below. 

SW1 = 1, Depress A logic switch 
SW1 = 0, Depress A logic switch 
SW1 = 1, Depress the A logic switch 
Set SW1 = 0 

Record the binary contents of the register and its decimal value 
below. Again use the D flip-flop (indicator L4) as the LSB. 
ABCD = I 0 I 0 , decimal value = _ -'-','{....:C>"'--__ _ 

Depress the A logic switch once. Note the binary value of the register 
contents and record it in its decimal equivalent below. 
ABCD = Cr 1 (; 1 , decimal value = _ .........l5 ___ _ 

5. Study the data that you obtained by the shift right operations you 
carried out in Step 4. What mathematic<al operation is performed 
when a shift right operation occurs? i 'l.. . 
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In these steps you demonstrated how a shift right/shift left circuit could 
be used to perform mUltiplication and division operations on binary 
numbers. In Step 2 you loaded the binary number 3 into the shift register. 
Then you shifted it to the left one step. Evaluating the number in the 
register you saw that it was 6. Shifting the number one more bit position 
to the left produced the binary number 12. Your conclusion from this is 
that with each shift left operation the number stored in the register was 
multiplied by 2. Here, you shifted the number 3 two positions to the left 
producing a total multiplication factor of 2' = 4. 

Next, you set up the shift register for producing a shift right operation. 
You initially loaded the binary number 1010 into the register. Of course, 
this is the binary equivalent of the decimal number 10. You then applied a 
single shift pulse and caused the number to be sbifted to the right. 
Evaluating the new number you found it to be 0101 or 5. Here shifting a 
number to the right causes that number to be divided by two for each shift 
right. The original number in the register is divided by a number eq ual to 
2N were N is the number of positions shifted to the right. 

A shift right/shift left shift register is easy to use for scaling operations 
involving the multiplication or division of number by some power of 2. 

Procedure (continued) 

6. Next, you are going to demonstrate how the data ina shift register can 
be recirculated by feeding the serial output back to the serial input. 
This permits the data to be shifted out serially for use in some 
external source but the data will still be retained since it is rec ircu­
lated. 

Modify your 7495 shift register circuit so that it appears as shown in 
Figure 7-55. Note that the output from the D flip -flop is fed back to the 
serial input of the shift register at pin 1. You will use the data swi tch 
SWl as the mode control and SW4 will serve as an additional serial 
input. The logic control gating at the input to the A flip-flop permits 
eitber of two data sources to be shifted into the register, that from pin 
1 and that from pin 2. 
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7. Set SW1 to binary 1 and SW4 to binary O. Depress the A logic switch 
four times. This should clear the register and the other indicators 
should be off. 

Next, set SW4 to binary 1. Depress the A logic switch two times. In 
the space provided below, record the binary number stored in the 
register. 

ABeD = \ I () tJ 

Next, set SW1 to binary O. Then depress the A logic switch four times. 
For each shift pulse, note the position of the binary 1 bits on the LED 
display. Record the state of the register contents after four shift 
pulses have been applied. 

ABeD = I I 0 D 

l4 SE RIA L 
OUTPUT 

t o 
1495 

0 

t4 +5V 
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In Table I, record the state of the shift register contents as indicated by 
the LED indicators. Then after each clock pulse, again record the four 
bit register state. Complete the table as indicated. 

8. Study the information you recorded in Table 1. From this information 
determine the operation of the circuit. Refer back to Figure 7-55 if 
necessary to see how the circuit operates. Is the data in the shift 
register lost or retained as a result of shifting the data? 

"(' -6 ' '., '" I . 

9. Set the SWl mode control switch to binary 1. Set SW4 to binary o. 
Again apply four shift pulses with the A logic switch. Note the 
contents of the register after the four shift pulses have been applied 
and record the register state below. 

ABCD = U a 0 0 

As a result of the operation abovej:as data lost or retained as a result 
of the four shift pulses? 1-~ . 

Discussion of Steps 6 through 9 

In these steps you demonstrated how data can be recirculated in the shift 
register in order that the contents be retained even when the data must be 
shifted out serially to another source. This is done by connecting the 
output of the shift register from the D flip -flop back around to the serial 
input to the A flip -flop at pin 1. With the mode control set to the binary 0 
position, the shift register will perform a shift right operation. As the shift 
right operation is performed, the serial data appears a bit at a time at the 
normal output of the D flip-flop . But at the same time, this data is sbifted 
back into the shjft register. It takes four shift pulses to cause a single four 
bit binary word to be shifted out. After four shift pulses occur, the data is 
also shifted back into the register and is ready to be used again. 

When the mode control switch is set to binary 1, the serial data input at 
pin 1 on the 7495 IC is disabled. In this case, the input at pin 2 is 
recognized. This permits an external serial data source to feed data to the 
shift register. In this case you used SW4 to provide data to the shift 
register. With the mode control input at binary 1, you can load a serial 
word appearing at pin 2 into the register as shift pulses are applied. 

An important point to note is that with the mode control in the binary 1 
state the parallel data inputs are enabled. The input to flip -flop A is used 
as the serial data source. But the other inputs must be connected to 
flip-flops A, Band C respectively in order for a shift right operation to be 
performed with the mode control input high. 
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In Step 7, you set the mode control to the binary 1 position and the SW4 
switch to binary O. This caused data (0000) to be loaded into the shift 
register from SW4. Next, you loaded two binary 1s by setting SW4 to 
binary 1 and depressing the A logic switch twice. This loaded the number 
1100 into the register. 

Next, you set the mode control input to binary O. This disables the serial 
input from SW4 and causes the data to recirculate . As you applied four 
shift pulses, you should have observed the data shifting right out of the D 
flip-flop and then back around into the A flip-flop. After four shift pulses, 
the data is shifted out of the register but it is also recirculated. After four 
shift pulses, the contents of the register is still 1100. Your data in Table I 
should appear as shown in Table II. 

Finally, you set the mode control switch to binary 1. This again enables 
the serial input from SW4. You then loaded binary Os with four shift 
pulses. As you loaded these Os you noticed that the binary number 1100 
was shifted out serially and lost as the new number 0000 was shifted in. 

A shift register when connected in this way forms what is known as a 
load/recirculate register. The mode control input lines lets you put in 
data from an external serial source. In the recirculate mode it permits data 
to be shifted out and used externally but also recirculates it so that it is 
retained for another operation. 

Procedure (continued) 

10. Using the recirculate register shown in Figure 7-55 , clear the register 
by loading all O's. If the register is already at 0 then this operation is 
not necessary. To clear the register, set SW1 to binary 1 and SW4 to 
binary O. Then depress the A logic switch 4 times. 

11. Next, set SW4 to binary 1. Depress the A logic switch once. Set the 
mode control switch SW1 to binary O. Then begin depressing the A 
logic switch. Note the result. Continue depressing the A logic switch 
a number of times until you are fully aware of what the circuit is 
doing. 
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Discussion of Steps 10 and 11 

In these steps you demonstrated the operation of the shift register as a 
ring counter, You cleared the register and loaded a binary 1 into the A 
flip-flop . You then set the mode control so that the shift register would 
recirculate. Then by depressing the A logic switch you were able to cause 
the binary 1 bit to move from one flip-flop position to the next and then 
recirculate. When used in this manner, the shift register is known as a 
ring counter. This ring counter makes an excellent sequencing circuit for 
driving digital circuits that require a time sequence of pulses. 

Procedure (continued) 

12. Modify the shift register circuit so that it conforms to that shown in 
Figure 7-56. The parallel data inputs will not be used in this step. The 
mode control input line is simply connected to ground. The output 
from the D flip-flop is connected through one of the inverters in a 
7404 Ie and then fed back around to the input of the shift register. 
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Figure 7-56 Shift register 
circuit for Steps 12 through 15. 
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13. Study the circuit in Figure 7-56 and answer the following questions. 

The circuit is set up to perform a shift (right, left) _____ _ 
operation. 

The shift register circuit connected in this way is known as a 
______ counter. 

14. Apply power to the circuit. Depress the A shift input switch until the 
shift register contains all O's . Record this state in the first position of 
Table III. Next, depress the A logic switch and after each actuation 
record the shift register state in the sequential locations in Table III. 
Continue depressing the A logic switch one at a time and recording 
the register states until Table III is complete. 

15. Disconnect the shift clock input lines at pins 6 and 9 on the 7495 IC 
from the A logic switch output and connect them to the clock (CLK) 
output. Set the clock frequency to 1 Hz. Apply power to the circuit 
and observe the shift register output states. As soon as all the LED 
indicators show the register content to be 0000, monitor the shift 
register states after each clock pulse and verify them against the data 
you collected and recorded in Table III . Continue to let the shift 
register circuit operate while observing Table III. Be sure that you let 
the circuit run long enough so that you understand the operation that 
is taking place. 

Discussion of Steps 12 through 15 

The circuit you constructed in Step 10 is a Johnson counter. Since the 
mode control input is set to binary 0 by grounding it, the circuit that will 
perform a shift right operation. The circuit connection feeds the normal 
output of the D fl ip-flop through an inverter and applies the complement 
back around to the serial input of the shift register. This is the equivalent 
of connecting the normal and complement output of the shift register 
output flip-flop back around to the K and J inputs of the input flip-flop on 
a shift register as indicated previously in the unit. When we do this we 
form a switch tail or Johnson counter. Since the normal and complement 
flip -flop outputs of the JK inputs are not available. the arrangement in 
Figure 7-56 accomplishes the same effec t. Essentially we invert the out­
pu t of the shift register and feed it back to the serial input. The result is a 
four bilJohnson counter. Such a counter has 2 N discrete states where N is 
the number of flip-flops. Since we are using four flip-flops this circuit 
should have 6 discrete states. You verified this by stepping the counter 
and recording the flip-flop states in Table III. You then verified this 
operation by letting the counter operate automatically from the 1 Hz 
clock pulse. You should have found the shift register states to be like 
those indicated in Table IV. 

TABLE III 
A B C D 
0 0 <.I 0 
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In applications requiring shift registers with a limited bit capacity, bipo­
lar integrated circuits such as TTL or ECL are used. CMOS shift registers 
are also available. Such registers are generally used for storing a single 
binary word. This word may be as small as four bits but could be as long as 
32 bits in some applications. Where more data storage is needed, addi­
tional flip-flops or MSI shift registers can be cascaded to form memories 
which can be used for storing many binary words. When implemented 
with standard bipolar and CMOS integrated circuits , such shift register 
memories become very large and expensive. In these applications MOS 
shift registers can be of value. 

MOS integrated circuit shift registers using P or N channel enhancement 
mode MOSFETs contain many storage elements . Because of the very high 
component density imd very low power dissipation of the MOS structure, 
very large shift registers can be made on a very tiny silicon chip. MOS 
shift registers with thousands of storage elements are available for mem­
ory applications. Such shift registers are commonly used to store many 
binary words in a serial format. For example, to store 128 eight bit binary 
words we would need an 8 x 128 = 1024 bit shift register. 

MOS shift registers this large are very practical and are commonly used 
for temporary data storage and for delay operations . Any application 
requiring the temporary storage of a large volume of binary data can use 
MOS shift registers. In addition, most MOS LSI shift registers are of the 
serial in/serial out type. The parallel loading and readout of data is not 
generally performed with MOS shift registers. These MSI and LSI circuits 
provide a very economical memory source. 

There are two basic types of MOS shift registers : static and dynamic. A 
static shift register is one in which the clock may be stopped without loss 
of data. This is the type of shift register that we have discussed in the 
previous sections. Clock signals are applied to shift data into or out of the 
register. When the clock pulses are stopped, the data in the shift register 
is retained in the storage elements. Data is not lost if the clock is stopped. 

In another type of MOS shift register the data will be lost if the clock is 
stopped. This type of shift register is known as the dynamic type. Because 
of the characteristics of the storage element used in a dynamic register, 
the clock pulses must run continuously if data is to be retained. Data must 
be continuously recirculated or refreshed in order to prevent its 1055. 

Naturally, the static shift register is generally more desirable from a 
standpoint of operation and convenience. However, static MOS shift 
registers are generally more complex and consume much more power. 
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Dynamic shift registers can be made smaller and more simply. can oper-
ate at higher speeds and have far lower power dissipations. Such trade 
offs must be considered when designing with MOS shift registers. Most 
MOS shift registers are fully compatible with TTL and CMOS circuits. No 
special interfacing is required. 

Dynamic MOS Shift Register. The basic storage element in a MOS shift 
register. whether it is dynamic or static. is the capacitance that exists 
between the gate and the channel of the MOSFET transistors used. While 
this capacitance is very small (on the order of several tenths of a 
picofarad). the high impedance nature of the MOSFET permits a charge 
voltage to be placed on this capacitance and retained for a relatively long 
period of time, The impedance between the gate and the source of an 
enhancement mode MOSFET is on the order ofloJ

' ohms or greater. Such 
a high impedance is virtually an open circuit and has a minimum effect 
on the gate capacitance. If we apply a voltage between the gate and source 
of a MOSFET. the gate capacitance will charge and remain there until it 
leaks off through the very high impedance between the source and gate. 
In high quality MOSFETs. this discharge time can be as long as one 
millisecond. 

The storage element circuit used in a MOS shift register is a MOSFET 
inverter. The input capacitance of the inverter transistor stores the data, 
Figure 7-57 shows how two MOSFET inverters (11 and 12) are combined 
with MOSFET transmission gates (Q. and Q.) to form a one bit storage 
element. The input data is applied to inverter 11 through transmission 

DATA 
IN 

ONE BIT STORAGE ELEMEN T A ONE BIT STORAGE E,LEMENT B 

Figure 7-57 
Dynamic MOS Shift Register, 

7-89 
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gate Q1. MOSFET Q1 is simply used as an on/off switch to connect the 
input to capacitor C1 and disconnect it. The output of inverter 11 is 
connected to the input of inverter 12 through transmission gate Q2 which 
again is used as a simple on/off switch. The switching of the transmission 
gate transistors is controlled by two clock signals designated phase 1 (</>1) 
and phase 2 (</>2). These two phase clock signals are illustrated in Figure 
7-58. Note that when </>1 is on </>2 is off and vise-versa. 

DATA 0 
IN ---f--+--' 

Cl 0 ----\ 
'---f---' 

I I 0 
OUT __ --' 

0---- - --- - -- - - -- -,-----: 
C2 PREV I OUS STATE: 

1 --------- -----

12 0 ------- -------: 

OUT 1 ------ ----- .. - .. :-----' 

Figure 7-58 
Clock and circuit waveforms 

for the dynamic MOS shift register. 

For our discussion here let's assume the use of P channel MOS circuits 
where a binary 0 is equal to zero volts or ground and a binary 1 is some 
negative voltage level. 

The data to be stored (written) into storage element A is applied to the 
data input line. Assume that we app ly a binary 1 input which is some 
negative voltage level. When clock pulse </>1 occurs, transmission gate Q1 
will conduct. This will cause capacitor C1 to charge to the input voltage. 
Applying a binary 1 input voltage to inverter 11 causes a binary 0 level to 
appear at its output. After the occurrence of the </>1 clock pulse, capacitor 
C1 retains the charge and acts as the input voltage source for inverter 11. 
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The <1>2 clock pulse occurs next. This causes transmission gate Q2 to 
conduct. The state of the output ofI1 is, therefore, transferred to capacitor 
C2 . This is a binary 0, so capacitor C2 has zero charge. The input to 
inverter 12 is a binary O. The output ofI2, therefore, is a binary 1. After one 
</>1 clock pulse and one <1>2 clock pulse. the binary 1 that was at the input 
to storage element A appears at the output of storage element A. On the 
next cycle of </>1 and <1>2 clock pulses. this binary 1 value will be trans­
ferred to the next storage element (Bl of the shift register. Any new data 
appearing at the input of the first storage element will be shifted in at this 
time. The waveforms in Figure 7-58 illustrate the storage of a binary 1 in 
element A and its transfer to element B as a binary 0 is entered. 

The inverters in Figure 7-57 can be anyone of several different types of 
MaS logic inverters. Figure 7-59 shows the two types most commonly 
used. In Figure 7 -59A, a static inverter is used. Here Q2 is the inverter 
element while Q1 is a MOSFET biased into conduction to act as a load 
resistance. This type of device dissipates power because Q1 is continu­
ously conducting. In long MaS shift registers this power dissipation is 
additive and can produce a Significant amount of heat. 

-v GG -v DO CLOCK -v DO 

~ L 
I N_ 

OU T 

I N~ 

IAI l SI 

Figure 7-59 MOS 
inverters (AI static and (Bl clocked. 

OUT 

Another type of inverter shown in Figure 7-59B uses a clocked load 
device. Here, Q2 is the inverter element while Q1 is the load element. Ql, 
however, does not conduct, except during the time a clock pulse is 
applied. When such an inverter is used in the dynamic shift register 
circuit at Figure 7-57. the load element is clocked during </>1 or </>2 along 
with the associated output transmission gate. For example, the load 
element in 11 would be clocked at </>2 lime while the load element in 12 
would be clocked at </>1 time. This arrangement greatly reduces the power 
dissipation of the device. 
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In order to keep the data from being lost during the shifting process, the 
clock must run continuously and the data must be continually recircu­
lated from output to input. Write/recirculate logic at the input of the shift 
register is used to select the mode of operation. ShBuld the clock pulses 
stop, the data stored as charges on the capacitances in the circuits will 
leak off and be lost. The loss of data can occur in only several hundred 
microseconds depending upon the circuitry used. For that reason the 
minimum clock rate is approximately 5 kHz for most typical dynamic 
MOS shift registers . Dynamic shift registers with minimum clock rates in 
the 100 Hz range are available. 

Static MOS Shift Registers. There are some applications where it is 
desirable to stop the clock in a digital system. For such applications, 
static MOS shift registers can be used. Such shift registers em ploy storage 
elements that retain the data even after the clock has stopped. In addition, 
it is not necessary to continually recirculate the data in order to retain it. 

A typical static storage element for a static MOS shift register is shown in 
Figure 7-60. It also uses the gate capacity of a MOSFET inverter for 
temporary data storage. The storage element uses two such inverters . One 
inverter is transistor Q3 witb its load device Q2. The other inverter is Q7 
with its load device Q6. These two inverters are cross coupled through 
transmission gates Q4 and Q5 . When Q4 and Q5 conduct, a latch type 
flip-flop is formed. Naturally, a latch will retain data even when the 
clocking signals are removed as long as Q4 and Q5 conduct. Transistor 
Ql is used as a transmission gate to load data into the storage element. To 
explain the operation of the circuit, assume that P channel devices and 
negative logic are used. 

DATA QI I N--::J....I:-
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Figure 7-60 

___ +_DATA 
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One bit MOS storage element 
for a static MOS shift register. 
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The proper operation of this shift register requires a three phase clock 
signal. These clock Signals are shown in Figure 7-61. The </>3 clock is a 
delayed replica of the </>2 clock signaL In some static MOS shift registers, 
the </>3 and sometimes the </>2 and r/>3 clock pulses are generated on the 
chip. Therefore, the circuit requires only a single or double phase exter­
nal clock for proper operation. 
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0---- ----------· 
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Figure 7-61 Waveforms 
for static MOS shift register. 

LS 

To load data into the circuit, the desired bit is applied to the data input 
line. When the </>1 clock occurs, transmission gate Ql conducts. This 
causes the gate capacitance of Q3 (Cl) to charge to the proper state. If a 
binary 1 is applied to the data input, Cl will assume a negative charge. 
This negative charge is applied to inverter Q3 . Q3 conducts and its drain 
goes low representing a binary o. 

The r/>2 clock occurs next and Q5 conducts, thereby, transferring the state 
of Q3 to capacitor C2. In our example, this is a binary O. The output of 
inverter Q7 then is as a negative level binary 1. The </>3 clock signal occurs 
and Q4 conducts. This applies the negative Signal back to the gate of Q3 to 
keep it on. At this time, the data is latched. The shift register will remain 
in this state until the state of the input has changed and the next clocking 
cycle has been completed. 



7 -94 UNIT SEVEN 

Self Test Review 

39. MaS shift registers are which of the following type? 
a. SI-SO 
b. SI-PO 
c. PI-PO 
d. PI-SO 
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40. The two types of Ma S shift registers are ______ and 

41. Static MOS shift reg isters consume 
a. more 
b. less 
power than a dynamic register. 

42. MaS shift registers are used mainly 
a. for storing a single binary word. 
b. parallel to serial data conversions. 
c. fo r multiplying and di viding operations. 
d. as a memory for storing many binary words. 

43. The main storage element in an MaS register is the _____ _ 
______ of a MOSFET inverter. 

44 . What two requirements are necessary to prevent a data loss in a 
dynamic MaS shift reg ister? 
a. 
b. 

Answers 

39. a. SI-SO 
40 . static , dynamic 

41 . a. more 
42 . d. as a memory for many binary words 
43. gate capacitance 
44. a. continuously running clock 

b. data recirculation 



HEATHKIT 
COlmNUIMG 
EDUCATION 

CLOCKS AND ONE SHOTS 

Sequential Logic Circuits : Counters, Shift Registers and Clocks 7 -95 

Most sequential logic circuits are driven by a clock. The clock is a 
periodic signal that causes logic circuits to be stepped from one state to 
the next. The clock steps the sequential circuits through their normal 
operating states so that they perform the function for which they were 
designed, 

The clock signal is generated by a circuit known as a clock oscillator. 
Such an oscillator generates rectangular output pulses with a specific 
frequency, duty cycle and amplitude. The most commonly used clock 
oscillator is some form of astable multi vibrator. Such circuits can be 
constructed with discrete components or with logic gates. 

Another circuit widely used to implement sequential logiC operations is 
the one shot. The one shot or monostahle multivibrator produces a fixed 
duration output pulse each time it receives an input trigger pulse. The 
duration of the pulse is usually controlled by external components . By 
cascading one shot circuits, a wide variety of sequential circuits can be 
implemented. 

Clock Oscillator Circuits 

Practically all digital clock oscillator circuits use some form of astable 
multi vibrator circuit for generating a periodic pulse waveform. Such a 
circuit has two unstable states , and the circuit switches repeatedly be­
tween these two states, Both discrete component and integrated circuit 
clocks are used in digital equipment. 

Discrete Component Circuits. The most commonly used clock oscillator 
is the astable multivibrator circuit shown in Figure 7-62, It consists of two 
transistor inverters Ql and Q2 with the output of one connected to the 
input of the other, Resistors R2 and R3 are used to bias the transistors into 
saturation. Capacitor Cl and C2 couple the output of one inverter to the 
input of the other, In normal operation, one transistor is conducting 
while the other is cut off. The frequency of oscillation is determined by 
the values of R2, R3, Cl and C2. 

R1 RJ 

C lK~~ ____ ~r-C~J~ 
Figure 7-62 Astable 

multi vibrator clock oscillator. 
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Assume that Q2 is conducting and Ql is cut off. Capacitor Cl then 
charges through the emitter-base junction of Q2 and Rl to the supply 
voltage + V cc. Capacitor C2 which was previously charged to the supply 
voltage with the polarity shown keeps Ql cut off as it discharges through 
resistor R2. As soon as it discharges to zero it begins to charge in the 
opposite direction. When the charge on CZ reaches about 0.7 volt, Ql 
conducts. As soon as Ql conducts, it effectively connects the positive 
side of Cl to ground. This puts a negative voltage between the base and 
the emitter of Q2 causing it to switch off quickly. Cl then discharges 
through R3 . At this time C2 is recharged through the emitter-base junc­
tion of Ql and R4 . As soon as the charge on Cl has reached zero, it will 
begin to charge to the supply voltage. However, as soon as the voltage is 
high enough, Q2 again conducts and the state of the circuit reverses. This 
cycle continues at a rate determined by the discharge time of Cl and (;2 
which in turn depends upon the values of R2 and R3. R2 and R3 are 
generally selected in order to ensure saturation of Ql and Q2 . Capacitors 
Cl and C2 are then chosen to produce the desired operating frequency 
with the given base resistors. The frequency of oscillation (I) is approxi­
mately equal to: 

f = 
1 

1.4 RC 

This formula assumes that R = R2 = R3 and C = Cl = Cz. With this 
arrangement the circuit will produce a 50 percent duty cycle output 
square wave. Unequal values of capacitors can be used to produce a duty 
cycle more or less than 50 percent. 

Figure 7-63 shows the circuit outputs. The outputs are taken from the 
collectors of the two transistors and they are complementary. The outputs 
switch between the supply voltage + V cc and the V CE (sat) of each transis­
tor. This clock oscillator circuit can drive most standard logiC families 
such as TTL and CMOS directly. For other types of logic , interface 
circuitry may be required between the clock oscillator and the logic 
circuitry. 

CLK 
VCE ISA TI--

+v--
m 
VeE ISATI- ----­

Figure 7-63 Waveforms 
for the astable multi vibrator. 
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Another form of clock circuit is the relaxation oscillator shown in Figure 
7-64A. This circuit uses a programmable unijunction transistor (PUT). 
The PUT is a four layer semiconductor device that is used as a threshold 
sensitive switching device. It has three terminals designated the cathode 
(K) , the anode (A) , and the gate (G). 

+V 

PuT 

c 

IAI 

VOlTAGfVV\ ACROSS I • • 

C l : : 
I I ' 0-- ____ .. - _ ___ _ 1. - - - - -:- - --

OUTPU~ 
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Vo'--'- . , . , 
OU TP UT IG I 
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Figure 7-64 (Al Clock 
osc il lator using a PUT. (B) Waveforms 

for Ihe PUT clock oscillator. 

IB I 

The PUT will conduct current between its cathode and gate when the 
anode is properly biased. Normally, the device will not conduct if the 
anode potential is equal to or less than the voltage at the gate. The voltage 
at the gate is set by external resistors R3 and R4. In most circuits R3 is 
made equal to R4 making the voltage at the gate approximately one half 
the supply voltage + V. In operation, capacitor C charges through Rl 
toward the supply voltage. As soon as the charge on capacitor C is equal 
to 0.7 volt more positive than the gate voltage, the PUT conducts and 
current flows between the cathode and the gate. The PUT becomes a very 
low resistance and capacitor C discharges through it and R2. R2 is a very 
low value of resistance therefore, the capacitor discharges quickly. As the 
capacitor discharges it produces a voltage across R2 which is used as the 
output. The waveforms for the PUT relaxation oscillator are shown in 
Figure 7-64B. The upper waveform shows the charging voltage across the 
capacitor C. The remaining waveform shows the output signals from the 
cathode and from the gate. The duration of the output pulse produced by 
this circuit is very narrow because of the very rapid discharge time of C 
when the PUT conducts. 

The frequency of oscillation in this circuit is a function of the RC time 
constant (RJ C) and the voltage at the gate of the PUT. 

7-97 
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Figure 7-65 
NPN-PNP simulation of a PUT 

in an astable clock oscillator. 
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The PUT can be simulated by using com plementary bi polar transistors as 
shown in Figure 7-65. Transistors Ql and Q2 are connected to form a 
switch that is controlled by the charging capacitor C and the voltage 
divider R2!R3. The operation of the circuit is identical to the PUT circuit 
discussed earlier. The emitter of the PNP transistor Ql is equivalent to the 
anode of the PUT. The base of the PNP transistor Ql tied to the collector of 
Q2 is equivalent to the gate of the PUT. The emitter of the NPN transistor 
Q2 is equivalent to the cathode of the PUT. The voltage divider made up 
of R2 and R3 sets the bias voltage on the base of transistor Ql. As in the 
PUT circuit, the voltage divider resistors are generally made equal so that 
the voltage at the base of Ql is approximately one half the supply voltage. 
Capacitor C then charges through Rl to the supply voltage. When the 
charge on C exceeds the emitter-base voltage threshold of Ql (ahout 0.7 
volts), Ql will conduct. It causes base current to flow in Q2. As a result, 
Q2 saturates. Capacitor C discharges quickly through Q2 and Q1. As with 
the PUT circuit, the duration of the output pulse is very short due to the 
very short discharge time of the capacitor. The output can be taken from 
the collector of Q2 . Alternately, a low value resistance can be connected 
in the emitter lead of Q2 to develop a positive going output pulse if 
required. The waveforms for this circuit are similar to those for the PUT 
circuit discussed earlier. 

IC Clock Circuits. The astable multi vibrator of Figure 7-62 can also be 
implemented by using integrated circuit gates or inverters. Figure 7-66A 
shows the astable circuit implemented with TTL inverter circuits. The 
operation of this circuit is practically identical to the circuit in Figure 
7 -62. The frequency of oscillation is a function of the values of resistance 
and capacitance in the circuit. The resistors provide a charge path for the 
capacitors and are also used to provide bias to the inverter circuits. The 
frequency of oscillation of this circuit is approximately equal to: 

f = 
1 

2 RC 

Where f is in kHz, R is in k ohms and C is in microfarads. The output of the 
circuit will be a 50 percent duty cycle square wave. Inverter 3 is used to 
buffer the circuit output and to isolate the load from the frequency 
determining components. 

Figure 7-66 Astable 
multivibrators made with TTL inverters , 

(A) Conventional astable, 
(B) crystal controlled astable, 

(C) simplified astable. 
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The basic IC astable multivibrator can be modified as shown in Figure 
7-66B to include a frequency determining crystal. The values of Rand C 
are selected to perform oscillation near the desired frequency. The circuit 
will oscillate at the crystal frequency. This circuit is desirable when the 
clock frequency must be very accurate and remain stable. Again inverter 
3 is used to buffer tbe output and isolate the load from the frequency 
determining components. 

Figure 7-66C shows another version of the basic astable multi vibrator. 
This circuit uses only a single RC network. Resistor R is used to bias 
inverter 1 close to the linear region. In this circuit, the val ue of R is very 
critical and should be somewhere in the 150 to 220 ohm range when 
standard TTL inverters or OR gates are used. 

The operation of this astable multivibrator is somewhat different from the 
discrete component circuit and its integrated circuit counterparts dis­
cussed earlier. This is how it operates. 

Refer to Figure 7-66C. Assume the output of inverter 2 goes low. This low 
will be coupled through capacitor C to the input of inverter 1, therefore, 
the output of inverter 1 will go high. The high input to inverter 2 ensures 
that its output remains low. At this time capacitor C charges through R to 
the output voltage of inverter 1. When the voltage to the input of inverter 
1 reaches approximately 1 .5 volts, the output of inverter 1 will go low 
forcing the output of inverter 2 high. The high output from inverter 2 plus 
the charge on capacitor C ensures a high level to the input of inverter 1 
keeping its output low. Capacitor C now begins to discharge through R. 
As soon as the charge on C becomes low enough. the output of inverter 1 

will switch high causing the output of inverter 2 to go low. The cycle will 
then repeat itself. The period (p) of oscillation of this circuit is approxi­
mately 3 RC. As in the other circuits. inverter number 3 is used to isolate 
the load from the frequency determining components and to ensure a 
clean square wave output. 

p = 3RC 

1 
f = 3 RC 

7-99 
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Two-Phase Clocks. The circuits we have discussed generate a single­
phase clock. For most MOS integrated circuits, a two-phase clock is 
required. Bipolar logic circuits and CMOS usually operate from a 
single-phase clock. There are several different methods of generating 
two-phase clock signals, but one of the most commonly used methods is 
shown in Figure 7-67. Two TTL JK flip-flops are connected to form a 

A 3 A a Q} 
SINGLE 

A a a 
PHA S E T 82 
CLOCK K iI Ali 
I NPUT 
I CLK I A 

Figure 7-67 
' V CC Two·phase clock generator. 

synchronous 2-bit binary counter. The count sequence is 00,01 , 10, and 
11. Gates 1 and 2 are used to detect the AB and AS states of the counter, 
These gates are used to drive transistors Ql and Q2 which form the 
interface circuitry for developing the proper logic levels for use with 
PMOS integrated circuits. The phase 1 [</>1) and phase 2 [</>2) clock signals 
switch between + VEE and - V ce. These levels are typically + 5 and - 5 
volts. The waveforms for the two-phase clock circuitry are shown in 
Figure 7-68. 
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Figure 7-68 Waveforms 

for two-phase clock generators. 
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When both flip-flops are set. the output of inverter 3 goes higb. Ql cuts off 
and the cp2 output becomes - V ee. When the output of inverter 3 goes low. 
Q1 conducts and the output becomes + VEE' The operation of Q2 is 
similar. When flip-flop A is set and B is reset. the output of inverter 4 goes 
high. Q2 cuts off and the cp1 output goes to - Vee. When the output of 
inverter 4 is low, Q2 conducts and the cp1 output is + V"E' The waveforms 
show the sequence. 

One Shot Multivibrators 

The one shot or monostable multi vibrator is a circuit that generates a 
rectangular output pulse of a specific time duration each time it receives 
an input trigger pulse. The output pulse duration is usually adjustable by Q 1 

varying the value of external circuit components. By cascading these 
circuits. a variety of sequential logic operations can be implemented. 

Discrete Component One Shot Circuit. Figure 7-69 shows the schematic 
diagram of a one shot multivibrator. This circuit has two states: a stable 
state where Q2 conducts and Q1 is cut off and an unstable state where Q1 
conducts and Q2 is cut off. The circuit normally rests in its stable state 
when it is not being triggered. The unstable state is initiated when the 
circuit receives an input trigger pulse. The one sbot then goes into its 
unstable state and for a period of time depending upon the values of C1 
and R2 it generates an output pulse. The circuit then returns to its stable 
state. 

In tbe stable state. resistor R2 forward biases the emitter-base junction of 
Q2. Q2 saturates and its output is near zero volts or ground. Therefore, the 
voltage applied to R4 is insufficient to cause Q1 to conduct. Q1 therefore, 
is cu t off and its collector is at + Vee. Capacitor C1 charges through the 
emitter-base junction of Q2 and resistor R1 to a voltage approximately 
equal to supply voltage + Vee. 

The circuit will remain in this stable state until it receives an input trigger 
pulse. To trigger the circuit. an input pulse is applied. The network 
consisting of C2 and R5 differentiates the input pulse. The sharp positive 
and negative pulses occurring at the leading and trailing edges of the 
input waveform are then applied to diode D1. D1 permits only the 
negative going pulse to be coupled to the base of Q2. The negative going 
pulse reverse biases the emitter-base junction of Q2 . Q2 switches off and 
its output voltage rises to + V ee. This causes Q1 to become forward 
biased. It receives base current through R3 and R4 from + Vee. With Q1 
saturated its collector is near zero volts. C1 begins to discharge througr 

Figure 7-69 
One shot multivibrator. 



7-102 UNIT SEVEN 

HEATHKIT 
CONTINUING 
EDUCATION 
=v­

~ 

resistor R2. The negative voltage from this capacitor at the base of Q2 
keeps Q2 cut off. As Cl discharges through R2, however, its voltage drop 
becomes smaller. Soon Cl will be completely discharged and will begin 
to charge to the opposite polarity. When the voltage across it is high 
enough, it forward biases Q2. As soon as Q2 switches on, the output pulse 
is terminated. Cl then recharges through the emitter-base junction of Q2 
and Rl. Figure 7-70 shows the input and output waveforms generated by 
the one shot circuit. 

IN PUT 

OU T P U T:...---.J L-_.J L __ ---.J 

Figure 7-70 Waveforms 
for the one shot multi vibrator. 

There are several important facts about the one shot that should be 
considered in its application. First, the output pulse duration is a func­
tion of the values of Cl and R2. The value of R2 is rather critical since it 
must be low enough in value to ensure the complete saturation of Q2 
during normal operation. The value of Cl can be almost any value. The 
time duration of the output pulse (t) is approximately t = 0.69R2 Cl. In 
most practical monos table multivibrators, the output pulse can be ad­
justed from nanoseconds to seconds. 

The duty cycle is generally limited to a maximum of approximately 90 
percent. A duty cycle greater than approximately 90 percent will gener­
ally cause the circuit to operate unreliably. The reason for this is that 
sufficient time must be provided for the circuit to recover between input 
trigger pulses. This is the time required for capacitor Cl to completely 
recharge through the emitter-base junction of Q2 and Rl after a pulse has 
been generated. This finite charge time for Cl can be reduced by making 
Rl smaller. However, there is a limitation because of practical circuit 
considerations. As for minimum duty cycle, there is no practical lower 
limit. Duty cycles of only a few percent can be achieved with such a 
multivibrator. 
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Duty cycle is the ratio of the output pulse duration to the total period of 
the trigger pulse input expressed as a percentage. 

Duty cycle = 
t 

- X 100 percent 
p 

Here t is the pulse duration and p is the period, 

As an example. assume the pulse duration is 5 milliseconds and the input 
frequency is 50 Hz. See Figure 7-71. The input period is '/50 = ,02 seconds 
or 20 milliseconds. The duty cycle then is: 

Duty cycle = 

50H z 
INP UT 

OUTP UT 
5m, 

PULSE 

5 
- X 100 = 25 percent 
20 

Figure 7-71 
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Figure 7-72 
lntegrated circuit one shot. 

Integrated One Shots. Most one shot circuits in use today are in inte­
grated circuit form. Their operation is virtually identical to the discrete 
component circuit just discussed. 

Figure 7-72 shows the logic symbol used to represent these one shots. 
This circuit has three inputs by which the one shot may be triggered. 
Inputs Al and A2 can trigger the one shot if the B input is held high. 
Inputs Alar A2 will trigger the one shot on the trailing edge. When Al or 
A2 switches from high to low, the one shot will generate an output pulse. 
Complementary output pulses appear at the Q and Q outputs. The dura­
tion of the output pulse is a function of the external components C and R. 
The manufacturer provides guidelines for selecting these values and 
charts for computing the pulse switch for given values of C and R. 
Generally, the external value of R is limited to approximately 50 k ohms 
while practically any value of capacitance from lOpf to 1001.<£ can be 
used. Duty cycles as high as 90 percent are possible. 

InputB can also be used to trigger the one shot if inputs Al andA2 are not 
used (held low). The one shot will be triggered when input B switches 
from low to high. In other words, input B triggers the one shot on the 
leading edge of the input. This input is used primarily for inhibiting or 
enabling of inputs A1 and A2. Note also that the one shot has a reset 
input. This is similar to the asynchronous direct clear input of a JK 
flip-flop . Bringing this input low automatically terminates the output 
pulse during a timing period. When the one shot is not triggered, the Q 
output is binary 0 while Q is binary 1. When a trigger pulse is received, 
the one shot goes into its unstabl~ state where Q is binary 1 and Q is 
binary O. A reset pulse applied during the timing period will cause the 
normal output to switch to binary 0, immediately terminating the timing 
sequence. The waveforms of Figure 7-73 illustrate these operations of the 
IC one shot. Input pulses 1 and 2 trigger the circuit into operation on the 
trailing edge. The output is a pulse whose duration t is defined by the 
values of R and C. Note that the timing interval terminates prior to the 
application of each new input pulse. On the third input pulse, the one 
shot is triggered but the timing interval is cut short because of the 
occurrence of a reset pulse. 

Figure 7-73 
Waveforms of an Ie one shot. 
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Another type of Ie one shot circuit available to the digital designer is the 
retriggerable monostable or negative recovery monostable. Most one 
shots require a finite period of time in order to recover from a trigger 
pulse. Once a one shot has been triggered and times out, it will take a 
short period of time for the capacitor to become recharged through the 
circuitry resistances. It is this recovery time that limits the upper duty 
cycle limit of most one shots to approximately 90 percent. The retrigger· 
able monostable eliminates this problem. Its recovery time is practically ... r.l hl 
instantaneous thereby making 100 percent duty cycle outputs a possibil. I N P~1L-..J2 !--
ity. A 100 percent duty cycle represents a constant binary 1 output at Q. I 

O U1~ 1--t=L 
One of the benefits of the retriggerable monostable is its ability to gener· : 
ate very long duration output pulses. By adjusting the external resistor 
and capacitor values of the one shot to provide an output pulse duration 
that is longer than the interval between the input trigger pulses, the 
retriggerable one shot will remain in the triggered state for a substantial 
period of time. The waveforms in Figure 7·74 illustrate this effect. Ini· 
tially. the one shot is in its normal stable state. When the trailing edge of 
input pulse 1 occurs. the monostable is triggered. However. before it can 
complete its output pulse whose duration is a function of the external 
component values. input pulse 2 occurs. When its trailing edge occurs 
the first timing interval is automatically terminated and a new timing 
interval initiated. This happens quickly so that the output remains high. 
Note that another input pulse does not occur after input pulse 2 and 
therefore the one shot is then allowed to time out and generate its normal 
output pulse width t. 

In addition to generating very long output pulses. the retriggerable one 
shot can also be used as a missing pulse detector. By making the pulse 
width of the multivibrator longer than the period of input trigger pulses, 
the one shot will remain triggered during the sequence of input pulses. If 
one of the input pulses should disappear or be lost due to a malfunction or 
noise interference. the one shot will time out. Its output will go low and 
will therefore indicate the missing pulse. 

Figure 7·74 
Input and output waveforms 
of a retriggerable monostable. 
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Because of the flexibility of an integrated circuit one shot, many sequen­
tial operations can be quickly and easily implemented. The ability to 
adjust the output pulse width with external components to a desired 
value plus the retriggerable and reset features makes the one shot a 
versatile component. As a result, digital designers find many applica­
tions for it. Because of the nature of the one shot, these applications 
involve pulse generation, timing and sequencing. To generate a pulse of 
speCific width, all that the designer needs to do is to add a one shot with 
the appropriate size external resistor and capacitor. 

Figure 7-75 shows how one shots can be used for generating a sequence of 
timing pulses. Here one shots labeled A, B, and C trigger one another. 
Assume that the one shots trigger on the trailing edge of the input. The 
waveforms for this circuit are shown in Figure 7-76. When an input pulse 
occurs, it triggers one shot A. This one shot generates a pulse width t" 
that is a function of its external component values. At the termination of 
its output pulse, it triggers one shot B. One shot B generates another 
output pulse of a speciJic duration t,. Upon its termination this pulse 
triggers one shot C which produces another output pulse, ta. Such a chain 
of one shots provides a simple method of sequencing and timing digital 
operations. 

c 

A B c 
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Figure 7-75 
One shot pulse sequence generator. c 
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Figure 7-77 
Pulse delay using one shots. 

Figure 7-76 Waveforms 
of tho one shot pulse sequencer. 

Another common application for the one shot is in implementing a delay. 
In some circuits it is necessary to delay the operation of a particular 
portion of a circuit. This is essentially a timing operation. A one shot can 
provide this delay. The input signal to be delayed is applied to the A one 
shot as shown in Figure 7-77. The A one shot generates the desired delay 
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time. At the end of its delay interval it triggers one shot B which then 
produces the output pulse that initiates the desired operation. The 
waveforms in Figure 7-78 illustrate this delay function. The pulse width 
of one shot B can be adjusted to equal that of the input pulse if desired. 

OUTPUT IBI n n 
_----' L-_----'I L-

Figure 7-78 Using a one shot 
to delay the OCCurrence of a pulse. 

While the one shot appears to be a very fl exible and versatile component. 
it has a poor reputation among digital designers. Before the availabili ty of 
the high quality integrated circuit one shots, the monostable functions 
were implemented with discrete component circuits like the one di s­
cussed earlier, Such circuits were generally unstable and unreliable, In 
order to provide a very stable fixed output pulse width , high quality 
timing resistors and capacitors had to be used, In addition. one shots of 
this type were very susceptible to false triggering by noise on the power 
supply line. at the normal trigger input or on the ci rcuit ground, Any 
stray noise or "glitch" can effectively trigger the one shot and cause 
timing operations to occur at times when it is not wanted. Because of 
these problems most digital des igners attempt to des ign without one 
shots. In most cases, timing functions can be implemented with other 
types of logic circuits such as counters and shift registers combined with 
log ic gates. In synchronous logic ci rcuits under the control of a master 
timing clock signal. sequencing pulses wi th the proper time intervals and 
durations can be read ily generated without the use of one shots . Normally 
this method is preferred. 

The modern integrated circuit one shot has overcome most of the prob­
lems associated with the early unreliable circuits, However. the timing 
pulse stability is still largely a function of the quali ty of the external 
resistor and capacitor used to set the output pulse duration. The noise 
problems have essentially been taken care of by prov iding high threshold 
noise immunity at the input. By the use of proper grounding and power 
supply decoupling networks. false triggering can be kept to a minimum. 
A good general rule of thumb is to design sequential logic circuits using 
counters, registers , and gates and developing the timing pulses based on 
synchronous clock signals. However, you will find some applications 
where one shots are necessary and des irable. 
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Self Test Review 

45. The two basic types of clock oscillators are the _____ _ 
______ and ___________ _ 

46. What determines the frequency of oscillation of most clock circuits? 
a. Crystal 
b. Power supply voltage 
c. RC time constant 

47. Two phase clocks are used mainly with which type oflogic circuits? 
a. CMOS 
b. ECL 
c. TTL 
d. MOS 

48. A crystal controlled clock is used when the clock frequency must be 
_____ and ____ _ 

49. A discrete component one shot has a timing resistor of 33 k and a 
capacitor of .01 /Lf. What is the duration of the pulse it generates? 

50. The upper duty cycle limit on most one shots is _____ _ 
percent. 

Answers 

45. astable multivibrator, relaxation oscillator 
46. c. RC time constant 
47. d. MOS 
48. accurate, stable 
49. t = 0.69 (33000) (.01 x 10- 6) 

t = .2277 X 10- 3 

t = .22 77 millisecond or 227.7 microsecond 
50. 90 percent 
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EXPERIMENT 17 

CLOCKS AND ONE SHOTS 

OBJECTIVES: To demonstrate the operation of several clock 
oscillator circuits and a retriggerable one shot 
multivibrator. 

Materials Required 

Heathkit Digital Design Experimenter ET-3200 

2 - MPS A20 transistors (417-801) 

1 - 150 ohm 'hw resistor 

2 - 1 K ohm '/2w resistors 

2 - 4.7 K 'hw resistors 

2 - 1000 pJ electrolytic capacitors 

1 - type 7404 TTL IC (443-18) 

1 - type 74123 TTL IC (443-90) 

2 - IN4149 diodes (56-56) 

1 - 47k '/2 watt resistor 

Procedure 

1. Construct the astable multivibrator circuit shown in Figure 7-79. 
Take your time in wiring the circuit to be sure that you do not make 
any wiring mistakes. You will observe the operation of this circuit on 
LED indicators L 1 and L2 . 

+SV 

IK UK UK lK 

L2 Ll 

Figure 7 -79 Astable 
multivibrator experimental circuit. 

;I 
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2. Using the component values indicated in Figure 7-79, compute the 

frequency of oscillation of this astable multi vibrator circuit. Record 
your answer below. 

F = _____ Hz 

Next, compute the period of oscillation for this circuit. 

Period = _ _____ seconds 

The duty cycle of this circuit will be _ _ _ __ _ 

3. Apply power to the circuit and observe LED indicators L1 and L2. 
Use the sweep-second hand on your watch to measure the period of 
oscillation. Record your measured value below and compare to the 
computed value you determined earlier. 

Period = ______ seconds 

Does the actual operation of the circuit correspond to the answers 
you gave in Step 2 above? Account for any discrepancy that you 
might observe. 

4. Construct the clock oscillator circuit shown in Figure 7-80. You will 
use a type 7404 TTL hex inverter. Be sure to connect +5 volts and 
ground to the integrated circuit. You will observe the circuit output 
on LED indicator L4. 

5. Apply power to the circuit. Measure the period of oscillation using 
the sweep-second hand on your watch and record below. 

Period = _______ seconds 

I OOO~ld 

112-1404 
6 

+5V 

Figure 7-80 
Ie clock oscillator circuit. 
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In these steps you demonstrated two types of clock oscillators. The 
discrete component clock in Figure 7-79 is a standard astable multi vi­
brator. The circuit should switch repeatedly between its two states as 
indicated by LED indicators L1 and L2 . When 11 is on L2 will be off and 
vice-versa. 

Using the formula given earlier in the unit, the frequency of oscillation 
should be about .154 Hz. This means that the circuit should have a period 
(time for one cycle) of approximately 1 + .154 or about 6.5 seconds. This 
means that the circuit should change state every 6.5 seconds. Each LED 
indicator will remain on for approximately 3.25 seconds. This very low 
frequency of oscillation is caused primarily by the very high value of 
capacitance used in the circuit. Higher frequencies can be obtained by 
using smaller capacitor values. 

Your measured period may be somewhat different from your calculated 
value. The formula given for computing the frequency is an approx­
imation to begin with, but the most likely cause for the difference 
between your computed and measured values is the tolerances of the 
timing resistors and capacitors. Since both capacitors are the same 
and the base resistors are equal. the duty cycle of the circuit should 
be 50 percent. 

In Steps 4 and 5 you demonstrated a clock oscillator circuit made from 
TTL inverters. As indicated earlier in the unit. the period of oscillation of 
the circuit is approximately 3 Re. Using the component values shown in 
Figure 7-80, the period of oscillation should be approximately .45 sec­
ond. This represents a frequency of 2.22 Hz. In other words. the LED 
indicator L4 should flash on and off once every .45 seconds. Because of 
the asymmetrical nature of this circuit, the duty cycle will be less than 50 
percent. 
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6. Disassemble the clock oscillator circuits you constructed in the pre­
vious steps. On the breadboarding socket of your Experimenter, 
construct the circuit shown in Figure 7-81. This circuit uses the 
74123 dual retriggerable one shot. The circuit is wired so that the first 
one shot will be triggered from the A logic switch. This one shot will 
in turn trigger the second one shot in the IC. External resistors and 
capacitors are used to set the duration of the pulses produced by each 
one shot. You will monitor the one shot outputs on LED indicators Ll 
and L4. Note that the B logic switch is connected to the reset [C) input 
of the first one shot. The diodes associated with the RC timing 
components are used to prevent a reversed voltage from being 
applied to the 1000 Mfd electrolytic capacitors. Don't forget to con­
nect + 5 volts to pin 16 and ground to pin 8 of the IC. 

FROM A 
l OGIC 

SW ITCH 

A 

1 

74123 B 3 B 
FROM 
lOGIC 

SWI TCH B 

4 

Figure 7-81 

10 

One shot experimental circuit . 

+5V 

UK 

IN'I'9 / 6 7 
5 

Q 
l' 

C ii 

I I 

The pin connections for the 74123 IC are shown in Figure 7-82. The 
pulse duration produced by this one shot is a function of the external 
component values Rand C and can be computed with the formula 
below. 

0.7 
t = .25 RC [1 + R) 

In this formula the resistance value R is in k ohms and the capaci­
tance value C is in Mf. The output pulse duration t will be in mil­
liseconds. 
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7. Using the formula given above, compute the pulse duration of each 
one shot in Figure 7-81. Record your pulse durations below. The 
output pulse width of the first one shot is t, and the output of the 
second one shot is t2 • 

t, = ______ ms 

t, = ms 

8. Study the circuit shown in Figure 7-81. Determine the operation of 
the circuit . Assume that the circuit operation is initiated by actuating 
the A logic switch. Sketch the input and output waveforms for the 
circuit. 

Will the circuit be triggered when the A logic switch is depressed or 
released? _____ _ 

9. Depress the A logic switch and release it. Note the LED indicators to 
see what operation occurs. Use the sweep-second hand of your watch 
to time the one shot output durations by observing L1 and L4. Repeat 
the sequence as often as necessary to verify the operation of the 
circuit. 

Does the actual operation of the circuit correspond to your result in 
Step 8? _ _ ___ _ 

10. Momentarily depress and release the A logic switch. Note LED indi­
cator L1. After a second or two, depress the B logic switch while 
noting L1 and L4. What happens? ______ . 

11. Remove the input from pin 1 of the IC to the A logic switch and 
connect pin 1 to the clock output CLK. Set the clock frequency to 1 Hz 
and observe the L1 indicator. 

What is the state of L1? _____ _ 
What does this state indicate? _____ _ 
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In these steps you demonstrated the operation of a retriggerable one shot. 
The retriggerable function is not always used , and when it isn't, this 
circuit performs like any other monostable multivibrator. The 74123 is 
triggered into operation on the trailing edge of the input pulse. The 
circuit you constructed receives a trigger pulse from the A logic switch. 
The A output normally rests in the low position. When the switch is 
depressed , A goes high and when it is released goes low again. It is on the 
high to low transition that the input one shot is triggered. When it is 
triggered, LED indicator L1 will turn on. This output will remain on until 
the pulse duration specified by the external resistor and capacitor is 
completed. According to the calculations using the formula given earlier, 
the pulse output duration for this one shot (td should be 11.924 or 12 
seconds. 

When the input one shot times out, its output will switch from high to 
low. This will trigger the second one shot in the circuit. Its time constant 
is setto produce an output pulse (t2 ) of1 .35 seconds. Therefore, as soon as 
L1 turns off, L4 should turn on for approximately 1.35 seconds and then 
go out. This sequence can be repeated by depressing the A logic switch 
again, 

The B logic switch is wired to the clear input of the first one shot. If you 
trigger the circuit into operation with the A logic switch, the first one shot 
will remain on for over 12 seconds. However, this timing interval can be 
terminated or cut short by applying a reset pulse with logic switch B. The 
moment the B logiC switch is depressed, the one shot output will switch 
off. LED L1 will go out. This will immediately trigger the second one shot 
and cause L4 to light for approximately 1.35 seconds. Both operations 
could be terminated by connecting the B logic switch output to the clear 
input of the second one shot as wel l. 
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The one shot circuit that you demonstrated here shows how a delay 
function is implemented, The first one shot produces a delay of over 12 
seconds and the second one shot generates a single output pulse 1.2 
seconds long. The A logic switch initiates the circuit operation, but it is 
the output of the second one shot that is generally used to actuate an 
external circuit. See Figure 7-83. 

A lOGIC 
SW IT CH 

DEPRESSED 

A I INPUTI 

Xilli ~ ----~t<--ll. 92 SEC--+< 
III ON) 

Yll4) ------------0-
1. 35 SEC 
Il4 ONI 

Figure 7-83 Waveforms 
illustrating the operation of 

the experimental one shot circuit. 

Finally, you connected the input to the circuit to the 1 Hz output of your 
clock. Since the clock interval is approximately one second, the input one 
shot will be repeatedly triggered. This will cause the output of the one 
shot to turn on. Before the circuit can time out, the input will be triggered 
again. Therefore, the output of the first one shot will remain on as long as 
the clock signal is applied. When the pulse duration of the one shot is 
greater than the period of the input triggering signal, the retriggerable 
feature comes into operation and will keep LED indicator Ll turned on. 
The L4 indica tor will remain off during this time since the second one 
shot will not be triggered. 
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The purpose of this exam is to help you review the key facts in this unit. 
The problems are designed to test your retention and understanding by 
making you apply what you have learned. This exam is not so much a test 
as it is another learning method. Be fair to yourself and work every 
problem first before checking the answers. 

1. Which of the following is not a basic function of sequential logic 
circuits? 
A. Make decisions 
B. Generate timing pulses 
C. Count 
D. Produce automatic sequencing 

2. The type of sequential logic circuit that operates from a clock is 
called a 
A. counter 
B. one shot 
C. synchronous circuit 
D. combinational circuit 
E. asynchronous circuit 

3. A binary up counter with flip-flops ED C B A (A = LSB) contains the 
number 00110. How many input pulses must be applied to obtain the 
contents 11 OOO? 
A. 7 
B. 16 
C. 18 
D. 24 

4. Another name for a decade counter is 
A. binary counter 
B. BCD counter 
C. frequency divider 
D. shift register 
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( 5. What is the maximum number that can be counted by a binary 

( 

counter with 12 flip-flops? 
A. 12 
B. 24 
C. 2047 
D. 4095 

6. How many BCD counters does it take to count to the number 816? 
A. 3 
B. 4 
C. 10 
D. 12 

7. What is the output frequency of the circuit in Figure 7-84? 
A. 3.9 kHz 
B. 6.25 kHz 
C. 20 kHz 
D. 50 kHz 

I N PUT 
1-

500kHz 

J A 

T 

K A 

B C OUTPUT 
I- ? 

T 

BC 0 
K B K C 

COUNTER 

Figure 7-84 
Circuit for Exam question 7. 

8. What circuit could be used to add and subtract input pulses? 
A. Shift registers 
B. One shot 
C. Frequency divider 
D. Up/down counter 
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9. Sketch the A and B output waveforms of the special counter circuit in 
Figure 7-85. Analyze the operation of the circuit by assuming that 
both flip-flops are initially reset. Then four clock pulses are applied. 
From the waveforms, determine the count sequence. Select the 
proper code sequence below. 

A. B A 
0 0 
1 0 
1 1 

0 1 

CLOCK 
I N PUT 

B. B A C. B A 
0 0 0 
0 1 0 
1 0 1 
1 1 1 

A 

J B 
T 

K B 

Figure 7-85 
Circuit for Exam question 9. 

0 
1 

1 
0 

10. The circuit in Figure 7-85 is asynchronous . 
A. True 
B. False 

D. B A 
0 0 
1 1 

0 1 
1 0 

B 

11. Which of the following does not affect the upper count frequency of a 
counter? 
A. Rise and fall times of the input pulses. 
B. Number of flip-flops in the counter . 
C. Type oflogic circuit flip-flops. 
D. Propagation delay of flip-flop. 

12. A synchronous counter 
A. is slower than a ripple counter. 
B. cannot count non-periodic inputs. 
C. changes state in a time equal to the propagation delay of one 

flip-flop. 
D. is one in which one flip-flop toggles the next in sequence. 
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13. A binary up/down counter with flip-flop EDCBA (A = LSB) contains 
the number 10001. Five pulses are applied to the up count input. 
Twenty-four pulses are applied to the down count input. What is the 
new counter contents? 
A. 01110 
B. 11000 
C. 11101 
D. 11110 

14. How many clock pulses are required to load a 16 bit word into a shift 
register? 
A. 4 
B. 8 
C. 16 
D. 32 

15. List four applications of shift registers. 
A. 
B. 
C. 
D. 

16. Shift registers can be constructed with D type flip-flops. 
A. True 
B. False 

17. Refer to Figure 7-86. How many 8 bit words can be stored serially in 
the shift register? 
A. 8 
B. 16 
C. 64 
D. 512 

SERIA L 
IN PUT 

64 BIT SHIFT REGI STE R 

C l OCK~~L~6~~~~~'_~3~:~IT~B~'~NA RY - t..J...,.L~ CO UNTE RS 

A BC o E F 

Figure 7-86 
Circuit for Exam questions 17 and 18 , 
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18. Refer to Figure 7-86. What is the purpose of the second (DEF) three bit 
binary counter? 
A. Causes the shift register to be shifted every 8 clock pulses. 
B. Gives a binary output code that designates the location of one of 

the words in the shift register. 
C. Counts the number of clock pulses required to recirculate the 

register contents. 
D. Controls the write/recirculate circuitry. 

19. Which of the following are not features of an MOS shift register? 
A. low cost 
B. parallel outputs 
C. small size, high density 
D. low power consumption 
E. high speed 
F. Two phase clock 

20. Which two circuits below can be used to generate a sequence of three 
timing pulses? 
A. Shift register 
B. BCD counter 
C. One shots 
D. Frequency divider 

21. To increase the frequency of an astable multivibrator or a relaxation 
oscillator the value of the circuit capacitance must be 
A. increased. 
B. decreased. 
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LOGIC 

1 . A - Make d p( isions. S, l, lIl nli a l (il'l uits gl 'n l rail lim ing pulses. 
count and providl ' for autGmati( ScyUI 'nl ing Df I () gi~ opera­
ti o ns . Combinatil,nal logil I ire u its makl d~( is ions . 

2. C - Synchronous c in uits l,pI 'rall ' frl lm a I IC)I k signal. 
3. C - 18 . The binary contents is initially 00110 or 6. To achieve a 

contents of 11000 or 24. 24 - 6 = 18 input pulses must be 
applied. 

4. B - BCD count cr. A B( 0 I I lInle I' is scm( timl s call1:d a decade 
CD untl 'r. 

5. D - 4095. 212 - 1 = 4096 - 1 = 4095 
6. A -3. Thru· BCD ( LlIntll'S al'l r(( .lIil'ld te, co unt to 816. one 

countef fuf ('al h dl'( ima l digit. 
7. B - 6.25 Hz. TI1l' (lvI 'fall (iflllil frc I.UI n, y di v isil,n is 2 x 10 x 2 x 

2 = 80 . ~ OO KHz 7 80 = 1i .2c, Hz. 
8. 0 - Up/down I n unt,·r. An up ldl ,'" n ( untt:f (an bl ust d to add 

an d subtra( t. TL add 7 and [, yc u first (II ar tl1l' (.o unt rr and 
in(.r~m(; nt it 7 timl s. YI ,lI thl n inc n 'ment it [, tim,·s. The binary 
cantc:nt '" ill b,· '10000 (If th, s lim '16 . YLU dl '( rl 'ml 'n t to s ub­
trac t. Tr, s ubtra, t 5 fre .m 16 . Y( 'lI d, l r, ml 'nt 5 timps. The 
con tr nt '" ill b, ' 0 10 11 (d· '11. 



I HEATHKIT 
7-122L_U_N_IT_S_E_V_EN ____________________________________________________ ~\O~~~~ 

9. C- The proper BA count sequence is 00, 01,11,10. Refer to Figure 
7-85. With both flip-flops reset, A and B will be high. The 
output of gate 1 will be high, enabling the} input to the A 
flip -flop. When the first clock pulse occurs , A sets. A and B will 
then be high, enabling gate 3. With the J input to the B flip-flop 
high, B will set on the second clock pulse. A will remain set. 
With A and B set, gate 2 will be enabled. This makes the K input 
to flip-flop A high. As a result, A resets on the third clock pulse. 
A and B will then be high, enabling gate 4. This makes K input 
to the B flip-flop high. On the fourth clock pulse the B flip-flop 
resets. The cycle then repeats. This special counter has four 
states, so it produces frequency division by four. 

10. B - False. The circuit in Figure 7-85 is synchronous since both 
flip-flops are toggled simultaneously. 

11. A - Rise and fall times of the input pulse. This does not affect the 
upper count frequency. 

12. C - Changes state in a time equal to the propagation delay of a 
single flip-flop. This is the maximum delay of a synchronous 
counter and this factor sets the upper count frequency. 

13. 0 - 11110. The counter content is 30. The original content is 
10001 or 17. Five pulses applied to the up-count input 
increment the contents to 22 or 100110. Twenty-four pulses 
are applied to the down-count input. The first 22 of these 
decrement the counter to 00000. The twenty-third pulse re­
cycles the counter to 11111 or 31. The twenty-fourth pulse 
decrements the counter to 11110 or 30. 

14. C - 16. One clock pulse is required to shift each hit one position. 
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15. A - Multiply and divide by powers of 2 by shifting left or right. 
B - Counting. 
C - Memory, binary word storage. 
D - Serial to parallel and parallel to serial data conversion. 
Also: 
E - Pulse sequence generation. 
F - Frequency division. 

16. A - True. A shift register can be made from D type flip-flops as 
well as JK flip-flops . 

17. A - 8. The 64 bit shift register can hold 64 -;. 8 = 8 eight bit words. 
18. B - The second three bit counter (DEF) gives a binary output code 

that designates the location of one of the 8 bit words in the 
shift register. It gives the address of the binary word that is 
about to be shifted out of the shift register. The first 3 bit binary 
counter (ABC) counts the shift pulses. ItrecycJes every 8 input 
pulses and increments the second counter. Assume both 
counters are reset. Eight shift pulses causes one 8 bit word to 
be shifted out and recirculated. This word has the address or 
location 000. After the 8 shift pulses , the second counter is 
incremented to 001 . This is the address of the next memory 
word in sequence. When the next 8 shift pulses are applied, 
this next word is shifted out. The second counter is in­
cremented to 010, the location code or address for the third 
word in memory. The counters are a method of keeping track 
of the location of the eight 8 bit words stored in the shift 
register. 

19. B - Parallel outputs E - High speed. Most MOS shift registers do 
not have parallel outputs or provide high speed (over 10 MHz) 
operation. 

20. A - Shift register C - One shots. Either of these circuits can 
generate a sequence of timing pulses. 

21. B - Decrease. Decreasing the circuit capacitance decreases the 
charge (and discharge) times thereby allowing the circuit to 
switch states at a faster rate. 
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INTRODUCTION 

Combinational logic circuits are digital circuits that are made up of gates 
and inverters. The output of a combinational logic circuit is a function of 
the states of its inputs, the types of gates used, and how they are intercon­
nected. As you saw in a previous unit on Boolean algebra, there are many 
different ways to interconnect logic gates to form combinational circuits. 
Any unique binary function can be implemented. 

An analysis of a wide variety of differen t types of digital equipment reveals 
that there are certain combinational logic circuits that regularly reoccur. 
Despi te the large possible number of combinational circuits, most digital 
equi pment can be implemented with just a few bas ic types. These circuits 
are ca lJed fun ctional logic ci rcuits. The mos t common functional logic 
circuits are decoders, encoders , multiplexers, comparators, and code con­
verters. 

In this unit, you are going to study the most common types of functiona l 
combi na tional logic circuits. You will learn how they operate and how 
they are used. You will see that even though you can construct these 
common functional circuits from gates and inverters, in most cases these 
functiona l logic circuits are already available as a completely wired and 
ready to use MSI integrated circuit. The availability of these functional 
circuits in MSI form, usually eliminates the need to des ign them. In 
designi ng dig ital equipment, you wi ll find that the job is largely one of 
identifying the functional circuits, selecting appropriate MSI devices and 
interconnecting them properly. 

The Unit Objectives outline specifically what you will learn in this uni t. 
Review these now, then go on to the Unit Activity Guide for your specific 
instructions in completing this unit. 

Combinational Logic Circuits 8-3 
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When you complete this unit you will be able to: 

HEATttKIT 
CONTINUING 
EDUCATION 

1. Name at least seven differen t types of standard combinational or 
functiona l logic circuits. 

2. Write the output states of a decoder, encoder, multiplexer, demulti-
plexer, given th e input s tates. 

3. Implement a decoder for any states with NAND or NOR gates . 

4. Name three applications for a multiplexer circuit. 

5. Write the output states of an exclusive OR and an exclusive NOR 
circuit given the input states. 

6. List three app lications for the exclusive OR gate. 

7. List four commonly used code conversions. 

8. Explain the operation of a read only memory. 

9. Give three app lications for a ROM. 

to. Define a programmable logic array. 
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UNIT ACTIVITY GUIDE 

o Play audio record 6, side 2 
Combinational Logic Circuits 

o Read section Decoders 

o Answer Self Test Review questions 1-6 

o Perform Experi men t 18 

o Read section Encoders 

o Answer Self Test Review questions 7-10 

o Perform Experiment 19 

o Read section Multiplexers 

o Answer Self Test Review questions 11-15 

o Perform Experiment 20 

o Read section Demu ltiplexers 

o Answer Self Test Review 
questions 16-19 

o Read section Exclusive OR 

o Answer Self Test Review 
questions 20-27 

o Perform Experiment 21 

o Read section Code Converters 

o Answer Self Test Review 
questions 28-31 

o Perform Experiment 22 

o Read section Read Only 
Memories 

o Answer Self Test Review 
questions 32-45 

o Read section Programmable 
Logic Arrays 

o Answer Self Test Review 
questions 46-50 

o Complete Unit Examination 

Completion 
Time 

Combinalional Logic Circuils 8-5 
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Figure 8·1. Two input AND gate 
decoders used for detocting 
th e number 01. 

DECODERS 
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One of the most frequently used combinational logic circuits is the de­
coder. A decoder is a logic circuit that will detect the presence of a specific 
binary number or word. The input to tile decoder is a parallel binary 
number and the au tput is a binary signal that indicates the presence or 
absence of that specific number. 

The basic decoding circuit is an AND gate. The output of an AND gate is a 
binary 1 only if all inputs are a binary 1. By properly connecting the inputs 
on an AND gate to the source of the data, the presence of any binary 
number will be detected when the output is binary 1. 

Figure 8-1A shows a two input AND ga te used to detect the presence of the 
two bit binary number 01. The number to be detected consists oftwo bits, A 
and B, with B the least significant bit (LSB). When A is a and B is 1, both 
inputs to the AND gate will be high and the output C will be a binary 1 
indicating the presence of the desired number. The inverter on the A input 
causes the upper input to the AND gate to be binary 1 when the A input is 
binary O. For any other combination of input bi ts the decoder output will 
be binary O. 

The truth table accompanying the circuit in Figure 8-1A illustrates the 
performance of the circuit. Note that when the input number is 01 ilie 
output C is binary 1. For all other two input combinations the output is 
binary O. The circuit does indeed detect tile presence of the number 01. 

Figure 8-18 shows the AND gate decoder for detecting ilie number 01 
where the binary number input source is a flip-flop register. Since the 
complement outputs of the fl ip-flops are available, the inverter is not 
needed. When the A flip-flop is reset and the B flip -flop is set, the number 
stored in the register is 01. At this time the A and B outputs are high. The 
decode gate output will be high at this time. 

To simplify the drawing of a decoder circuit, the AND gate input source is 
often omitted. See Figure 8-1C. Only the input states are shown at the gate 
inputs. Note the output equation which can be written from the circuit or 
the truth table. 

An AND ga te can be used to detect the presence of any binary number 
regardless of size. The number of inputs to the gate wil l be equal to the 
number of bits in the binary word. Figure 8-2 shows how a four input gate 
can be used to detect the binary number ABCD = 0101. Note that the 
decode gate receives its inputs from a 4 bit register. When the number 0101 
is present in the register the output of the decode gate will be a binary 1. For 
any other 4 bit numberin the register, the decoder output will be a binary O. 
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While there are some situations where the presence of a single binary word 
must be recognized, most app lications require the detection of all possible 
states that can be represented by the input word. For example, with a two 
bit input word there are a total of 22 = 4 different input combinations that 
exist. A practical decoder will recognize the existence of each of these 
states . 

A 
AI---- ..., 

BI-----, 
ii 

c 
~f----' 

01------' 
o 

L S B 

AtFE~~~Z ' AB • 112 • 310 
iij- y . AS ' 102 . 210 

BHo.....-j'-!--f--;---' 

81---' 
LS B 

I NPUTS 
A B 
0 0 
0 I 
1 0 
1 I 

Figure 8-2 . Four input AND gales 
used to decode 0101. 

Figure 8·3 . 1 of 4 decoder. 

Figure B-3 shows such a decoder. A two bit binary word with bits A and B 
(B is the LSB) is stored in a flip-flop register. Four AND gates are used to 
decode the four possible combinations. For example, gate 4 detects the 00 
input state. If the binary number stored in the flip -flops is 00, the A and B 
outputs will be high. Gate 4 will produce a binary 1 output. Gates 1, 2, and 
3 will have a binary 0 on at least one of their inputs thereby keeping their 
outputs low. The truth table in Figure B-3 shows the fo ur possible input 
states and the outputs of each of the decoder gates. Such a decoder circuit 
is called a one of four decoder since only one of the four possible outputs 
will be a binary 1 at any given time. 

Another way of looking at the decoder circuit in Figure 8-3 is as a binary to 
decimal converter. It converts a binary number into an output signal 
representing one of the four decimal numbers 0, 1, 2, or 3. Ifflip-flops A and 
B are both set , the register is storing the binary number 11,. Gate 1 will be 
enabled at this lime and its output will indicate the presence of that 
particular number in the register. The outpu t of this gate could then be 
used to turn on an incticator light marked with the decimal number 3. 

OU TPUI S 

W X Y Z 
I 0 0 0 
0 I 0 0 
0 0 1 0 
0 0 0 I 
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One of the most common applications for decoder circuits is binary to 
deci mal conversion. A widely used type of decoder is the BCD to decimal 
decoder. The input to the decoder is a para llel four bit number represent­
ing the BCD digits 0000 through 1001 . Ten AND gates are used to look at or 
observe the inputs and decode the ten possible output states 0 through 9. 
When a BCD number is app li ed to thi s decoder, one of the ten output lines 
will go high indicating the presence of that particular BCD number. The 
output of such a decoder is genera ll y used to operate a li ghted decima l 
number read-out or display. 

I N PUT A 

l S B 

INPUT B 

I NPUTC 

INPU T 0 

Figure 8-4 . 
BCD 10 deci mul 

decoder. 
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c 
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2 OUTPUT I 

3 OUTP UT I 

4 OUT PUT) 

5 OUT PU T 4 

6 OU TPUT 5 

7 OU TPUT6 

8 OUTPUT 7 

9 OU TPUT 8 

10 OUTP UT 9 
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A typ ica l BCD to deci mal decoder is shown in Figure 8-4 . The fo ur bit BCD 
number wi th bits designated A, B, C, and 0 are applied to the inverters 
wh ich generate the normal and complement versions of the inputs to be 
applied to the decode gates . Bit A is the LSB. Note also that NAND gates are 
used instead of AND gates for the decoding process . When all of the inputs 
to a NAND gate are binary 1, its output will be bi nary o. For all other input 
combinati ons the output will be binary 1. For that reason, all of the ou tputs 
from the gates in this decoder are high except the one decoding a specific 
input state. 

Figure 8-5 shows the tr uth table for the BCD to decimal decoder. When one 
of the ten 842 1 BCD codes is applied to the input , the appropriate output 
will go low. For example, when the input 0110 is applied to the decoder, 
all inputs to ga te 7 will be binary 1. The output of gate 7 will go low 
indi ca Ling th e presence of the four bit BCD number representing a decimal 
6 is at the input. All other gate outpu ts will be high at this ti me. Noti ce in 
the trUUl table that if anyone of the six invalid fo ur bit BCD code nu mbers 
is applied to the input of the decoder, all outputs will remain high. This 
BCD decoder simply does not recogn ize the four bit words that are not 
included in the standard 8421 BCD code. 

NO 

D 
! 
2 
) 

4 

5 
6 
7 
8 
9 

" :::; 
< 
> z -

BCD 
INPUT DEC IMAL OUTPUT 

D C B A D ! 2 ) 4 5 6 7 8 

L 
L 
L 
L 
L 

L 
L 
L 
H 
H 

II 
II 
II 
H 
II 
II 

L L L L II H H H 
L L II H l II H II 
l H L H II L II II 
L II H II II II l II 
II L l II II II H L 

H L H H II II II II 
H II l II II II H II 
H H H II II H H II 
l l L H H II II II 
L l II II H II II II 

l II L II H II II H 
l H II II II H II H 
H L L H II H II II 
H l II II " H H H 
II II L II II H II " II II II II " II II II 

H · BINAR Y ! 
l · BINARYD 

H H H II 
H H II H 
II II II H 
II H H H 
H II H H 

L II II II 
H l II II 
H H l II 
H II H L 
II II II II 

II II II II 
H II II II 
II II II II 
II H II H 

" II II II 
H H H H 

Figure 8-5. Truth table ror BCD to 
decimal decoder. 

9 
II 
H 
II 
II 
II 

H 
II 
H 
H 
L 

II 
II 
H 
H 
II 
H 

Combinational Logic Circuits 8-9 



8-10 UNIT EIGHT 

HEATHKIT 
CONnNUING 
EDUCATION === 

The decoder circuit in Figure 8-4 can be readiJy constructed with indi­
vidual logic gates. A typical SST logic gate provides two four input NAND 
gates in a single dual in line package. To decode the 10 outputstates , five of 
these integrated circuits would be required. The inverters could be im­
plemented with a hex inverter Ie. A typical unit contains six inverter 
circuits in a single DIP. Since 8 inverters are required , two of these hex 
inverter ICs would be required. This makes a total of seven integrated 
circuits required to implement the BCD to decimal decoder. Some form of 
printed circuit board or other interconnecting medium would be required 
to wire the circuit as indicated. 

Fortunately, modern integrated circuit technology has eliminated the 
necessity for constructing such a circuit with SSI logic circuits. The entire 
BCD to decimal decoder circuit shown in Figure 8-4 is available in a si ngle 
16 pin dua l in line package. Because of the comp lexity of thi s circuit it is 
considered to be a medium scale integrated circuit. This is a classical 
example of a functional MSI logic circuit. 

Octal and Hex Decoders 

Two other widely used decoder circui ts are the one of eight (octal) decoder 
and 111e one of sixteen (hexadecimal) decoder. The one of eight decoder 
accep ts a parallel three bit input word and decodes all eight output states 
representing the numbers 0 through 7. The BCD to decimal decoder circuit 
in Figure 8-4 can be used as a one of eigh t or octa l decoder by simply using 
the A, Band C inputs only. The 0 input is simply wired to a binary 0 
condition and the 8 and 9 outputs from gates 9 and 10 are ignored. A hex 
decoder is a one of sixteen decoder. All 16 states represented by four input 
bits are recognized by th is circuit. 

Instead of drawing the complex logic circuitry for a decoder, a simplified 
block diagram like the one shown in Figure 8-6 is often used. The decimal 
weights of the inputs and the decimal equivalent of the decoded outputs 
are indicated within the block to identify its function. 

INPUTS OUTPU TS 
0 ABC 
I iii! C 

A 4 1 ABC 
6 1 J hc 

4 A~C 
C 5 ASc 

6 ABC 
ABC 

Figure 8-6. 
1 of 8 or octal decoder. 
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Bm to 7 Segment Decoder 

A special form of decoder circuit is the popular BCD to 7 segment decoder­
driver. This is a combinational logic circuit that accepts the standard 8421 
BCD input code and generates a special 7 bit output code that is used to 
operate the widely used 7 segment decimal readou t disp lay. This func­
tional circuit is available as a single package MSI device. 

Figure 8-7 . 
7 segment display format. 

A 7 segment readout is an electronic component used to display the deci­
mal numbers 0 through 9 and occasionally special letter combinations by 
illuminating two or more segments in a specially arranged 7 segment pat­
tern. The standard 7 segment display configuration is shown in Figure 8-7. 
The segments themselves can be constructed with a variety of light emit­
ting elements such as an incandescent filament, a light emitting diode, a 
gas discharge glow diode or a liquid crystal segment. By illuminating the 
appropriate segments, the numbers 0 through 9 and many letters can be 
displayed. Figure 8-8 shows the typical 7 segment presentation of these 
numbers. 

,-, 
CJ 0=' n:J 

a-, 
I:a 

a-, 0:, ,=, 
a:I 

I-a 
a:I 

1=0 
1:1 

Figure 8-8 . 7 segment format for 
numbers a through 9. 

a-, 
n:J 

,-, 
1:1 

,-, 
a:I 
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Figure 8-9. Types of seven 
segment displays used in digital 
equipment (AJ LEO, (B) incandescent. 
(C) gas discharge. 
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Seven segment displays are widely used in electronic equipment such as 
test instruments, electronic calculators and digital clocks. Several exam· 
pies are shown in Figure 8·9. Th e digital counter shown in Figure 8·9A 
uses light emitting diode disp lays. A light emitting diode is a special 
semiconductor junction diode that emits light when it is forward biased. 
Most LED displays emit a brilliant red light. Yellow and green LED dis· 
p lays are also ava ilable. 
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\ 

• I ___ ---I .-:..----
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The digital deptb sounder in Figure 8-9B uses an incand escent-filam ent, 
7-segment display tube. Each segment is a thjn tungsten wire that emits a 
brilliant white ligbt when current is passed through it. The seven seg­
ments are mounted in a single plane within a glass tube. A filter or 
window in front of the di splay can make the light any color desired. 

The digital clock in Figure 8-9C uses a 7-segment, gas-glow discharge 
disp lay. Each element of the 7-segment readout is a cathode of a specia l 
gas-discharge diode. When a high voltage is applied to the element, the 
gas surrounding the element is ionized and emits a red-orange glow. 

These are only a few of the many di fferent types of 7 -segment display 
devices availabl e. A BCD to 7-segment decoder-driver circuit is used to 
operate these di splay devices. This is an MSI logic circuit that decodes 
the decimal states 0 through 9 and develops the seven output signals that 
operate the di splay device. 

Figure 8-10 shows the truth table for thi s decoder circuit. The BCD inputs 
(ABCD) are in the standard 8421 code form. The outputs are designated a, 
b, c, d, e, f, g, and correspond to the elements shown in Figure 8-7. A 
binary 0 in the segment output columns indicates that the corresponding 
segment is illuminated. You can check this code aga inst the segment 
letters illustrated in Figure 8-7. 

INPUT S SEGMENT OUTPU TS 
DEC I MAL A B C D a b c d e 

D D 0 0 0 0 0 0 0 0 
I 0 0 0 I I 0 0 I I 
2 0 0 I 0 0 0 I 0 0 
J 0 0 I I 0 0 0 0 I 
4 0 I 0 0 I 0 0 I I 
5 0 I n I 0 I 0 0 I 
6 0 I I 0 I I 0 0 0 
7 0 I I I 0 0 0 I I 
8 I 0 0 0 0 0 0 0 0 
9 I 0 0 I 0 0 0 I I 

Figure 8-1 0 . Truth tab le fo r 
BCD to seven segme nt decod er 
driver. 

I q 

0 I 
I I 
I 0 
I 0 
o 0 
o 0 
o 0 
I I 
o 0 
o 0 
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A logic diagram for one particular type of BCD to 7 segment decoder-driver 
is shown in Figure 8-11 . In addition to the four BCD inputs , this circuit also 
has a blanking input, a ripple blanking input and a lamp test input. When 
the lamp test input is binary 0 all seven segments oftbe display are turned 
on in order to see that none have failed. When the blanking inputis low, all 
segments are turned off. This feature is used where a number of displays 
are grouped to readout a multi-digit number. This feature blanks or sup­
presses all leading zeros automatically. For example, in an eight digit dis­
play without leading zero suppression, the number 1259 would be dis­
played as 00001259. With leading zero suppression, only the desired dig­
its 1259 will show. The other four displays will be automatically blanked. 
By applying a variable duty cycle pulse signal to the ripple blanking input, 
the intensity of the display can be varied without resorting to supply volt­
age or current controls. 

B IiR B ° 
BLANKING 
INPUT OR - -1---1\ 

RI PPLE - BLANKI 
OUTPUT 

LAMP - TEST __ f-...J 
I N PUT 

> __ OUTPUT 

)o-I>>--_OU TPUT 
b 

c 

10-1;»-- "U T PUT 
d 

)0-1/'>--_0 U T PUT 
I 

RB I [~~=(~=~L.>o---OU TgPU T 
RIP P LE - B LA N KI N G --t===-____ -=::!i-1 

I N PUT 

Figure 8~ 11. BCD· to-seven 
segment decoder-drivor Ie. 



HEA1HKIT 
CONTINUING 
IDUCATIOII 

Figure 8-12 shows the typical output circuit for one segment of the 
decoder-driver. Besides decoding the BCD input states this circuit also 
drives or operates the light producing segments. The output is usually a 
saturated transistor switch with an open collector. Figure 8-12 shows one 
LED segment connected to the output. When the transistor conducts, the 
collector output goes low and current flows through the LED turning it on. 
A series dropping resistor sets the LED current and hence the intensity of 
the light it produces. 

DECODER - DRIVER I C 1--------
I 

1 1 
CURRENT LIM I TI NG 

RESI STOR 

1 
1 
1 
1 

~----~--~--~~~----' 5 V 

: = I 
-- ______ 1 
7 SEGM ENT DECODER OR I VER 

LEO ~ 
SEGMENT'\t 

Figure 8-12. Typica l 7 segment 
decoder-driver output circuit and 
externaJ connections. 
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Self Test Review 

A- - --, 

S---, 

c 

D 

E----' 

Figure 8-13. Clrouil for SclfTesl 
Reviaw question 2, 

1. The basic decoder circuit is a (n) __________ _ 

2. What is the decimal equivalent of the state being decoded by the 
circuit in Figure 8-13? (A is the LSB.) P r!. Co " F 

1 ) :' to' I 

3. In the 744 2 BCD to decimal decoder (Figure 8-4], the output of 
ga te goes to binary _______ _ 
when the input DCBA = 0101. 

4. The maximum number.pf outputs from a decoder with a fi ve bit 
input word is ';!. 7, 2. 

5. Draw a 1 of 4 decoder using 2 input positive NORInegative NAND 
gates. Assume that both normal and complement signals are 
available from two flip-flops A and B (LS8). 

6. Only one output of a 7442 decoder is low while all others are 
high . 
a. True 
b. False 

POS I TIVE NOR/NEGAT IV E NAN D 

A 

=L-
ii 

"':l 

S ...--. 
>-d. 

ii 

] 

Figure 8-14. Answer to Self Tcsl 
Heview question 5. 

AS 

AS 

AS 

- -
A B 

Answers 

1. AND gate 

2. EDCBA = 10011, = 19 10 

3. gate 6, binary 0 

4. 2' = 32 

5. See Figure 8-14 

6. a. True 
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EXPERIMENT 18 

DECODERS 

OBJECTIVE 

To demonstrate the operation of a decoder. 

MATERIALS REQUIRED 

Heathkit Digital Design Experimenter ET-3200 

1 - 7400 IC (443-1) 
1 - 7404 IC (433-18) 
1 - 7420 IC (443-2) 
1 - 7442 IC (443-53) 

PROCEDURE 

1, Construct the decoder circuit shown in Figure 8-15, The data switches 
SW1-SW4 will provide the input. LED indicator L4 is the output. Be 
sure to connect + 5 volts and ground to pin 14 and pin 7 of the two ICs. 

SWi 

SW2 

, 
SW4 ' 3 

I 
,4 

, 
1 - __ _ 

1/3 - 7404 

1/2 - 74 20 1/6 - 74 04 

5 

7 

GNO 
+5V = 

Fig ure 8-15. DecodeI' circuIt for 
Steps 1 and 2. 

6 l4 

2, Apply the 16 states 0000 through 1111 to the circuit and observe the 
ou tput. Record the binary inpu t state where L4 lights. I i Q 0 
Assume SW4 is the LSB . The decimal equi valent is: _--.JI",z..~ _ _ _ 

Combinational Logic Ci rcui ts 8-17 
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3. Construct the circuit shown in Figure 8-16. Take your time in 
constructing this circuit to avoid wiring errors. The circuit input will 
come from SW3 and SW4 (LSB). You will observe the outputs on LED 
indicators L1 through L4. 

What type of circuit is this? ___ -+) -"~'-'~"'__L-..L~ ______ _ 

,- - - - --
11 5 10 I 

12 

SW3 

SW4 I 13 
- - - ___ I 

1/3 - 7404 

2/3 -7404 7400 1-- -- ' 
I 1 3 I 
I 2 1 

-----1 
I I 
I I 2 

1 

I I I 
I 4 6 I I 3 

5 1 

I 
19 

10 3 

I 
11 1 
I II 4 

I 

8 I I 5 

I 

111 I 9 

III 

ILJ 

I I I I L4 

~41- t~~o 'T4f -1G~0 
+5V +5 V 

Figure 8-16. 

4. With SW3 and SW4, apply the inputs indicated in Table 1. Record 
the corresponding output states of Ll, L2, L3 and L4 for each of input 
states. 

Table J. 

INPUTS OUTPUTS(STEP 4) OUTPUTS(STEP 6 
SW3 SW4 Ll L2 L3 L4 Ll L2 L3 L4 
a a 0 0 cJ 1 I J _ I <IIi 

a 1 1\ tr I Cl \ 1 0 \ 

1 a Il I cl 0 I () I I 
1 1 l ~ ~ 0 \> I I \ 

Which of the following conditions did you observe for each set of in­
puts? 

a. All outputs low. 
b. All outputs high. 
c. One output low. 
d. Two outputs high. 

YZ"'0 outputs low. 
v one output high. 
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5, Remove the connections between the outputs of inverters 1, 2, 3 and 4 
and L1, L2, L3 and L4, Connect L1, L2, L3 and L4 to the outputs of the 
7400 IC gates, pins 3, 6, 8 and 11 respectively. 

6. Repeat Step 4. Apply the inputs in Table I and record the output states 
in the appropriate places. 

Which of the following output conditions did you observe for each set 
of inputs? 

a. All outputs low, 
b, All outputs high. 
c, One output high, 
<a~ne output low. 

e. Two outputs low, 

7. Compare your results from Steps 4 and 6 by observing the data in 
Table I. Then remove the circuit from the breadboarding socket. 

8. Mount a type 7442 IC on the breadboarding socket. Connect pin 16 to 
+ 5 volts and pin 8 to ground. Connect the inputs to switches SW1 -
SW4, Refer to Figure 8-17 and 8-18 for IC pin connections. You will 

monitor the outputs, one at a time with LED indicator L4. 

SWI 

SW1 

INPUTS SWJ 

SW41lSBI 

VCC 

NO TCH 

7441 
I 

11 1 
0 J 

I J 4 
C 5 

14 6 
B 7 

15 9 
A 10 

II 

16J 1m 
+5V -

INPU TS 
c---:-~"'-:--"", 
ABC 0 

o 
I 
1 
J 

~ OU TPUT S 
6 l4 ~ 

1~ 
9 

OU TPUTS 

~ 
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Figure 8-17. Experlmontal circuit 
ror steps 8 and 9. 

Figure 8-1B. Pin connections for 
74421TL Ie BCD to decimal decoder. 

OUTPUTS 
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9. Apply the inputs given in Table II. The LSB (A) is SW4. Observe the 10 
outp uts , one at a time, with L4 by connecting it sequentially to pins 
1, 2,3, 4,5, 6,7,9,10 and 11. Record your outputs in Table II. 

INPUTS 
D C B A a 1 
a a a a " \ 

a a a 1 1 0 

a a 1 a ; , 

a a I 1 , , 
a 1 a a , 

a 1 a I , 

a 1 I a 
a I I I 
1 a a a 1 
1 a 0 1 , 
1 a 1 a I I 
1 a 1 1 I I 

1 I a a \ I 

I I a 1 I r 
1 I 1 a I I 
1 I 1 1 , I 

TABLE 
II 

OUTPUTS 
2 3 4 5 
\ \ \ \ 
, , I , 

, : I 

, 
" 

, 

" , 
I { I 

I 
I , 

I I , \ 
I I , \ 

\ \ \. \ 

r , , I 

I I I I 

I I I I 

6 7 8 9 
\ \ \ I 
, , , I 

\ , , 
/ , I 
, 

, 
, 

I I I , 
1 , 

, , , . \ 

I \ I I 
\ \ I \ , I \ I 

\ I \ \ 

I \ \ 1 
( I I \ 

a. The 7442 is a one of ten decoder. What does this mean in terms ofth e 
outputs you observed? 

b. The 7442 does not recognize the six states 10lD through 1111. 
r a"> True 
~b. False 

DISCUSSION 

In steps 1 and 2, you constructed and tested a simple decoder for a 4-bit 
input word. The 7420 four input NAND gate is converted into an AND 
gate by inverter 3 at its output. The inputs are connected so that the state 
1100 [decimal 12) is decoded. When SW1 = 1, SW2 = 1, SW3 = 0, and 
SW4 = 0, the output will go high. For all other input codes the output will 
be low. 

In step 3, you constructed a one-of-four decoder circuit. The 2-bit input 
code comes from SW3 and SW4. You observed the four possible outputs 
on the LED indicators. 
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In Step 4 you should have found that for any set of input states, only one 
output is high. All others are low. This proves the one of four theory. Your 
data in Table I should indicate the following: 

00, L4 on 
01, L 3 on 
10, L 2 on 
11,Llon 

Next you removed the inverters from the outputs of the NAND gates. 
Indicators Ll-L4 monitor the NAND outputs directly with this modifica­
tion. You should have found that one output was low and the other three 
high for any input states. The decoder is still a one of four circuit, but the 
selected output is low instead of hi(lh. The data in Table I should indicate: 

00, L 4 off 
01, L 3 off 
10, L 2 off 
11, L 1 off 

In comparing the one of four decoder with and without the output inver­
ters, the output data of one should be the complement of the other as you 
would suspect. Both types of decoders are used depending upon the 
application. When the one of four outputs is high the decoder is said to 
have an active high output. An active low output indicates ' that the 
selected (decoded) one of four is low. 

In Steps 8 and 9 you evaluated the operation of the 7442 BCD to decimal 
decoder. As you should have discovered, this circuit has active low out­
puts since NAND gates are used for the decoding. See Figure 8-4. Your data 
in Table II should correspond to the truth table in Figure 8-5. The selected 
output goes low. All others remain high. This circuit ignores the 10lD 
through 1111 states since it is an 8421 BCD (1 of 10) decoder. These six 
states are illegal. This is indicated by the fact when one of the six states is 
applied to the inputs none of the outputs go low. 

Combinational Log ic Circuits 8-21 
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1 0 1 
2 1 0 
J 1 1 

Figure 8-19. 
Simple encoder circuit. 

Figure 8-20. 
Decimal to BCD encoder. 
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An encoder is a combinational logic circuit that accepts one or more inputs 
and generates a multi-bit binary output code. In a sense, encoders are 
exactly the opposite of decoders. Decoders detect or identify specific codes 
willie encoders generate specific codes. 

Figure 8-19 shows a simple encoder circuit. The inputs are three pushbut­
tons labeled 1, 2 and 3. The encoder circuit consists of two positive 
NAND/negative NOR gates. The outputs AB form a two bit binary code. 
When pushbutton 1 is depressed, the output of gate 2 goes high. At this 
time both inputs to gate 1 are high therefore its output is low. By depres­
sing button 1, the output code 01 is generated. 

Depressing the number 2 pushbutton forces the output A of gate 1 high. 
The B output of gate 2 is low therefore the output code is 10. Depressing 
button 3 forces the outputs· of both gates high generating the code 11. 
As you can see, the binary code corresponding to the decimal number 
given to each input switch is generated when that switch is closed. The 
truth table in Figure 8-19 summarizes the operation of the circuit. When all 
of the switches are open (not depressed) the output code is 00. 

A typical application for an encoder circuit is in translating a decimal 
keyboard input signal into a binary or BCD output code. Figure 8-20 shows 
a decimal to BCD encoder circuit. When anyone of the input lines is 
brough t low, the corresponding 4 bit BCD output code is generated. For 
example, bringing the number 5 input line low with a pushbutton forces 
the outputs of gates 1 and 3 high. Gates 2 and 4 have low outputs at this 
time. The output code on lines DCBA then is 0101 or the binary equivalent 
of the decimal number 5. This circuit, like all encoders, generates a unique 
output code for each individual input. 
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A typical example of a modern integrated circuit binary encoder circuit is 
shown in Figure 8-21. This is a TTL MSI 8 input priority encoder. The 
encoder accepts data from 8 input lines and generates the binary code cor­
responding to the number assigned to the input. The input must be brought 
low in order to generate the corresponding output code. We say that the 
inputs are active low. Unlike the two previously discussed encoder cir-
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cuits, the outputs of the circuit in Figure 6-21 (labeled AD, A1, and A2) are 
also active low. For this circuit what this means is that a low output repre­
sents a binary 1. This circuit generates a negative logic output code. 
A unique feature of this particular circuit is that a priority is assigned to 
each input so that when two or more inputs are low simultaneously, the 
input with the highest priority is represented at the output. In this case tile 
inputs with the higher numerical value have the highest priority. This 
means that if the 3 and 6 inputs are low simultaneously, the binary code 
representing 6 will be generated at the output. 
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The EI input on this circuit is an enabling input. When this input is high, 
the output of the inverter connected to it is low. This inhibits gates 1 

through 6 and forces the three binary output lines high.When the EI input 
line goes low, the output of the inverter goes high thereby enabling all of 
the circuitry. 

The 6 input NAND gate number 1 monitors all 6 input lines. If anyone of 
them should go low, the EO output goes high indicating that one or more of 
the input lines has been activated. The GS output also goes low. If all inputs 
are high or open (not activated), the EO output line is low indicating this 
state. Byusing the EI input and EO and GS outputs, several of these devices 
may be combined to encode N different input states. A truth table for this 
circuit is shown in Figure 8-22 . 

INPUTS 

EI 0 T 2 1 :1 5 
H X X X X X X 

TR UTH TABLE l H H H H H H 
l X X X X X X 
L X X X X X X 
L X X X X X L 
L X X X X L H 
L X X X L H H 
L X X L H H H 
L X L H H H H 
L L H H H H H 

6 i 
X X 
H H 
X l 
L H 
H H 
H H 
H H 
H H 
H H 
H H 

OUTPUTS 

GS AD Al A1 EO 

H H H H H 
H H H H l 
l l l l H 
L H L L H 
L l H L H 
l H H l H 
L L l H H 
L H l H H 
L L H H H 
L H H H H 

H 
L 

' HIGH VO LTAGE LEVEL 
' LOW VOLTAGE lEVEL 

X'DON 'T CARE (EITHER 
I DR 0) 

Figure 8-22, Truth table lor eight 
input priority encoder. 
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7. If inputs 2 and 4 on the encoder in Figure 8-20 are brought low at 
the same time. the output code will be 

a. 0010 
b. 0100 
c.Oll0 
d. 1001 

8. Answer question 7 above fo r the circuit in Figure 8-21. 

9. Draw the logic diagram of an encoder to generate the 3 bit binar y 
Gray code given in the table below. Use positive NAND/nega tive 
NOR circuits. 

INPUT OUTPUTS 

A B C 

0 a a a 
1 a 0 1 
2 0 1 1 

3 a 1 0 
4 1 1 a 
5 1 1 1 
6 1 0 1 
7 1 a 0 

10. If the 2. 4 . and 5 input lines of the priority encoder of Figure 8-21 
are brought low simultaneously the outputs will be 
a. Ao = H. A, = L. A, = H 
b. Ao = L. A, = H. A2 = H 
c. Ao = L. A, = H. A2 = L 
d. Ao = L. A, = L. A2 = L 
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Answers 

7, c, 0110 The outputs of gates 2 and 3 will go high when inputs 2 
and 4 go low, In this circuit when two or more inputs are 
activated at the same time, the output code will be the 
codes produced by each input alone ORed together, 

8, b, 01DOThe higher numbered input has priority over the lower 
numbered input. Only the proper higher numbered 
output code is generated, This is the reason for the name 
priority encoder, 

9, See Fig ure 8-23, 

7 
6 
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4 
3 

1 
I 

:t 

...n 
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Figure 8 ~23, Gray code encoder 
answer to Self Test Rev iew ques tion 9. 

10, c, Ao = L, A , = H, Az = L 

A 

B 

c 

Since H = 0 and L = 1, the output code will be 101 or 5 which 
has the highest priority of the three inputs , 
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DRIVER AND DISPLAY 
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To demonstrate the operation of an integrated circuit 7 segment decoder­
driver and a 7 segment LED decimal display. 

MATERIALS REQUIRED 

Heathkit Digital Design Experimenter (ET-3200) 

1- 7490A Ie (443-7) 
1 - 74193 Ie (443-612) 
1 - 9366 Ie (443-694) 
1 - 7 segment LED display (411-819) 
1 - 1 kO resistor 
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Figure 8·24. Experimental circuit ror 
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PROCEDURE: 

1. Construct the circuit shown in Figure 8-24. This circuit consists of a 
7490A BCD counter, a 9368 BCD to 7 segment decoder-driver and a 7 
segment LED display. The four BCD outputs of the 7490A counter 
drive the LED indicators L1 through L4 and the decoder-driver. The 
output of the decoder-driver is used to drive the 7 segment display. 
The pin connections to the 9368 decoder-driver and the 7 segment 
LED display are given in Figure 8-25. As before use care in wiring the 
circuit to prevenl wiring errors. Don't forget to connect +5 vol ts and 
ground to each IC. The 9368 IC is a 7 segment decoder-driver. It ac­
cepts the four bit BCD number from the 7490A BCD counler. The 9368 
IC contains a four bit latch register which can be used to store the four 
bit input. The output of this latch is fed 10 the decoder circuit that 
converts the BCD input into the 7 segment output code described ear­
lier. Driver transistors in the IC provide the current necessary to oper­
ate the 7 segments of the display. The four bit latch is loaded or ena­
bled by the EL input pin. This IC also contains a ripple blanking input 
line (RBI) to permit blanking of leading zeros. 

IFRONTVIEW ) RIDGE S 
ITOP VIEW ) r-,L 

B Vee 16 
E::=I t::::J c:::::;) -c:J -c=J 

101g) 9 1 1181~) 71,1 61bl 

e 
, 

15 

n~Db J EL 9 14 

A 4 RBO , IJ B 
eD::DCg 

5 ffi b IZ 

6 D I I 

A d 10 lie) Zld) JI~141cl 5 
~ CJ 0 r:::l c::::l 

8 GND 9 

Figure 6-25. (A) Pin connections 
for 9368 dccoder-drlver Ie. (B) Pin 
connections for type FND500 7 
segment LED display. 

2. Apply power to the circuit. Set data switch SW1 to binary 0 and SW4 
to binary 1. Step the BCD counter with the A logic switch. As you do, 
note the binary LED displays L1 through L4 and the 7 segment display. 
Check to see that the binary number shown is eqUivalent to the deci­
mal number indicated. Step the counter through its ten states several 
times to see that the circuit is performing properly. 

3. Remove the lead connecting pin 14 of the 7490A counter to the A logic 
switch and connect it to the CLK output. Set the clock frequency to 1 
Hz. The clock will now automatically step the counter and permit you 
to observe both the BCD and decimal outputs of the circuit automati­
cally. 

Combinational Logic Circuits 8-27 
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4. When the decimal display reads 7. quickly set SWl to the binary 1 
position . Continue to observe LED indicators Ll through L4 and the 
7 segment display and note your result. 

5. Put SWl back in the binary 0 position. Observe the displays in circuit. 
Set SW4 to the binary 0 position. Continue to observe the displays and 
note any differences from the previous operation of the circuit. Spec­
ifically. observe th e state of the 7 segment LED display when the 
counter reaches the 0000 state. 

6. Modify your experimental circuit so that it appears as shown in Figure 
8-26. Remove the 7490A IC and in its place install the 74193 binary 
counter. You will continue to use the 1 Hz clock to step the counter. 
Data switch SW2 will be used to reset the counter. 

fROM 
SW I T 

~ 0-' 7 SEG MEN T 
DISP LAY 

.....2 O~ 
= 

7 6 4 1 1 9 10 

SW 4 13 I 1110 9 I 14 

DATA rn 5 ab cd erg DECOD ER ' DRIVER 
16 

CH ES IT 3 9368 +5V 

SWI A B C D ~ 7 I 1 6 

L4 ~-= 
Ll .~" , <. 

Ll ~ .~~'O 

LI "- ~ 
3 1 6 7 V \:y 

A B C D 16 
+5V 

5 ~4193 4 I KQ T 
CLK <' 8 i GND 

11 Hz I 14 
CLEAR 

sm 

Figure 8-26. 
Experhnenlal circuit for Sleps 6 and 7. 
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7. Set data switch SW2 to the binary 0 position. Check to see that SWl is 
in the binary 0 position and SW4 is in the binary 1 position. As before 
the counter should change states' at a 1 Hz rate as indicated by LED 
indicators Ll through L4 and the 7 segment display. While you are 
observing the LED displays , note the status of the 7 segment readout 
during the 6 invalid codes for BCD opera tion. 

Does the 9368 decoder-driver recognize the six 4 bit binary codes 
normally considered to be invalid in the BCD coding system? 

';) C " . 

If your answer to the questi on above is yes , record the characters dis­
played by the 7 segment readout during these six inva lid states. 
1010 A-
1011 ~ 
1100 _ _ --:c ____ _ 
1101 __ ""\)~ _ __ _ 
1110 __ --',_. ____ _ 
1111 __ ....c.F ____ _ 

DISCUSSION 

In this experiment you demonstra ted th!'l operation of a decoder-driver 
circuit that accepts a binary or BCD input code and generates the 7 segment 
display signals to produce the numbers 0 through 9 and other characters. 

( In Steps 1 through 6 you used a 7490A BCD counter to dri ve the decoder­
driver and display. This circuit counts in the standard 8421 BCD code. As 
you stepped the counter with the A logic switch, you should have gener­
ated the four bit BCD codes as displayed by LED indicators L1 through L4. 
At the same time, the correspond ing decimal digit should have been 
displayed on the 7 segment readout. Using the 1 Hz clock signal to run the 
circui t permitted you to observe the ou tputs while the circuit stepped 
automatically. 

In Step 4 yo u used data switch SWl to set the EL input to th e binary 1 state 
when the decimal output was 7. You should have found tbat the 7 segment 
display continued to indicate 7 while the clock continued to step the 
counter and display the sequen ti al BCD states on LED indicators Ll 
through L4. What you did when you set SW1 to the binary 1 position was to 
store the number 0111 in the latch storage register of the 9368 decoder­
driver. The 7 segment readout displays only the binary or BCD number 
stored in that internal register. By setting the EL line high you effectively 
inhibited the BCD inputs from the binary counter from further effecting the 
decoder-driver. Of course the BCD counter continued to sequence through 
its normal states as indicated by the changing cond itions on L1 througb 
L4. During the previous part of the experiment, you set SWl to binary 
o condition . This enabled the latches or 0 flip- fl ops in the storage register 
and permi tted the 7 segment ou tputs to follow the BCD input. 

Combinational Logic Circuits 8-29 
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Figure 8-27 shows a simplified block diagram of the 9368 7 -segment 
decoder/driver/latch. The 4-bit inputs are applied to the data inputs of D 
flip-flops that are enabled by the Ei. line. The outputs of these four 
flip-flops are fed through a one-of-sixteen decoder. The decoder outputs 
then drive an encoder circuit made up of OR gates that generate the 
7-segment code necessary to display the digits a through 9 and letters A 
through F. The output devices are current driver transistors that supply 
the proper current to the segments in the driver. The ripple blanking 
circuitry is logic gates that are used to control a decoder and permit 
leading a suppression. The ripple blanking circuit effectively disables 
the gates in the decoder when the 0000 state is detected. This ensures that 
a a will not be displayed on a 7-segment readout connected to the device. 

AIJ) - - - - - - - - - - - _. --, 

I 
I 
I LA TC H L ___ _ _______ -l 

1 OF 16 6 SEGMENT 

LA TC H 

LATCH 

LATCH 

2 

2 

~--------------1nrn 

Figure 8-27. Block diagram or 
9368 7. segment decoder-driver Ie. 

In step 5, you demonstrated the operation of the ripple blanking input. 
When you set SW4 to the binary a state, you effectively produced a 
suppression. When the counter stepped to the 0000 state, the 7-segment 
display should have been blank. It will not display a 0 when the RBI input 
is low. 

Finally, you replaced the BCD counter with a standard 4-bit binary 
counter. In step 7, you should have found that the 9368 decoder-driver 
does recognize the six states normally considered to be invalid in the BCD 
code. In these six states, the decoder-driver causes the letters A, b, C, d, E 
and F to he displayed on the 7-segment display. 
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MULTIPLEXERS 

A multiplexer is an electronic circuit that is used to select and route any 
one of a number of input signals to a single output. The simplest form of a 
multiplexer is a single pole multi-position switch. Figure 8-28 shows a 
rotary selector switch used as a multiplexer. Anyone of six input signals 
can be connected to the output line by simply adjusting the position of this 
mechanical selector switch. Mechanical selector switches are widely used 
for a variety of multiplexing operations in electronic circuits. However, 
many applications require the multiplexer to operate at high speeds and be 
automatically selectable. Multiplexers of this type can be readily con­
structed with electronic components. 

There are two basic types of electronic multiplexer circuits: analog and 
digital. The simple selector switch multiplexer in Figure 8-28 will work 
with either analog or digital signals. However when electronic multiplex­
ers are constructed, they are primarily designed for either analog or digital 
applications. For analog applications relays and bipolar or MOSFET 
switches are widely used. For digital applications involving binary sig­
nals, a multiplexer can be simply constructed with standard logic gates. 
Our primary concern here of course is the digital multiplexer or binary 
data selector. 

The circuit in Figure 8-29A is the simplest form of digital multiplexer. It 
has two input data sources and a single output. Either one of the input 
sources may be selected and fed to the output. The selection process takes 
place in AND gates 1 and 2. The flip-flop controls these two gates to deter­
mine whichinputis allowed to pass through OR gate 3 to the output. When 
this flip-flop is set, the Q output will be high enabling gate 1. The Q output 
will be low inhibiting gate 2. Data source 1 will therefore be allowed to 
pass through gate 1 and through the OR gate 3 to the output. Data source 2 
will have no effect on the output state. Resetting the flip-flop reverses this 
condition. Gate 1 will be inhibited by Q thereby preventing data source 1 
from affecting the output. However, data source 2 will be allowed to pass 
through gates 2 and 3 to the output. This circuit is equivalent to a single 
pole double throw switch as indicated in Figure 8-29B. 
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Figure 8-28. A rotnry 
selector switch used as a multiplexer, 

Figure 8-29. Two inpul digital 
multiplexer (AI and its mechanical 
eqUivalent (8) . A SPDT switch. 
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A MSI functional circuit using this basic two input multip lexer is sbown 
in Figure 8-30. Four 2 input multip lexers are combined to form a mu ltip­
lexerfor two four bit words. Word 1 has bits A1 , 61, C1 and Dl. Word 2 has 
bi ts A2, 62,C2 and D2. The enable (El input contro ls the circuit. lfEis high, 
the output of inverter 15 is low thereby inhibiting all of the AND gates and 
thus preventing ei ther input word from appearing at the outputs. With E 
low, the circuit is enabled. 

01 

01 

C1 

C1 

81 

81 

A1 

AI 

SELE CTI SI 
1 14 

15 
ENABL EIEI 

Figure 8-30. 
QUAd two input multiplexer. 

The select (Sl input specifies which four bit input word appears at the 
output. When the select input is high, gates 2,5,8 and 11 will be enabled 
letting input word 1 appear at the output. If the S input is low, gates 1,4,7 
and 10 will be enabled. This permits word 2 to be passed through to the 
output. 

A four input multiplexer circuit is shown in Figure 8-31. Each input is 
applied to a NAND gate that is enabled orinhibited by a 1 of 4 decoder. The 
outputs of the NAND gates are ORed together in gate 5. As in other multi­
plexers, only one of the fo ur inputs will be enabled and allowed to pass 
through to the output. The selection of the input is made by the decoder 
circuit. A two bit binary word AB is applied to the decoder. The decoder 
recognizes one of the four possible input codes and enables the appro­
priate gate. For example, when the two bit input word is 00 the AB output 
line is high. This enables gate 1 and input 1 is allowed to pass through to 
the output. Input code 01 enables gate 2, input code 10 enables gate 3, and 
input code 11 enables gate 4. 



( 

HEAlHKIT 
COM11MUING 
EDUCATION 

2 

IN PUTS 

J 

4 

I \. 
./ 

2 

J 

iiii AB AB 
4 

ABI ./ 

I OF 4 DECODER 

I I 
A B 

Figure 8-31. 
4 input multiplexer, 
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The simplest way to implement the 4 bit multiplexer is to combine both the 
decode and enable functions in the same gate. Such a circuit is shown in 
Figure 8-32 . The arrangement is virtually identical to the 4 input multi­
plexer just discussed. However. additional inputs have been added to the 
input gates so that they also perform the decoding functions . The normal 
and complement outputs from the two bi t binary input word AB are 
applied to the enable gates in the same way they would be applied to the 
decoder gates. If the binary input code 00 is applied. the A and] lines will 
be high. Gate 1 will be enabled and input number 1 will pass through gate 1 
and gate 5 to the output. Gates 2.3 and 4 will be inhibi ted at this time. 
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Figure 8·32. A 4 input mu lti · 
plexer combining lhe decode lind 
enable functions. 
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An eight input TTL binary multiplexer using this same technique is shown 
in Figure 8-33. Gates 1 through 8 enable or inhibit the eight data input lines 
DO through 07. A three bit binary input word (ABC) enables one of the 
eight gates depending upon the input code. The six inverters at the data 
select inputs generate the normal and complement signals needed by the 
select gates. This three input word is an address code that designates 
which data input line is selected. If the binary input is 101. data input D5 is 
selected. The strobe enable line enables or inhibits all eight select gates. 
Both the normal (W) and complement (Y) output signals are availab le. 
Another name for the multiplexer is data selector. 
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Figure 8-33. 8 input multi­
plexer TfL Ie lype 74151. 
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Multiplexer Applications 

Besides providing a convenient means of selecting one of several inputs to 
be connected to its single output, a multiplexer has several special applica­
tions which make it even more useful. Besides its data selector application, 
multiplexers are also used to provide parallel to serial data conversion, 
serial pattern generation and the simplified implementation of Boolean 
functions. Let's consider these important applications here. 

Parallel to Serial Conversion. One of the most cornmon applications of a 
multiplexer is parallel to serial data conversion. A parallel binary word is 
applied to the inputs of a multiplexer. Then by sequencing through the 
input enabling codes, the output of the multiplexer becomes a serial rep­
resentation of the parallel input word. This function is illustrated in Figure 
8-34. Here we show a four input multiplexer. (Multiplexer is often ab­
breviated MPX or MUX). The simple block diagram is often used to repre­
sent multiplexers in order to simplify their illustration. A two bit binary 
input word AB from a counter is used to select the desired input. Input 
word WXYZ is stored in a 4 bit storage register. The output of each of the 
flip-flops in the register is connected to one input of the multiplexer. As the 
two bit counter is incremented, the AB input select code is sequenced 
through its four states 00 through 11. The output (M) of the multiplexer is 
equal to the state of the tlip-flop connected to the enabled input. This is 
illustrated by the truth table in Figure 8-34. By sequencing through the four 

4 BI T 
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Figure 8-34. Four Input multi­
plexer used 85 a parallol-to-serial 
converter. 

I N P UT S 

A B 

0 0 

0 I 

I 0 

I I 

OUTPUTS 

M 

w 
X 
Y 

Z 

Combinational Logic Circuits I 8-35 



8-36 UNIT EIGHT 

INPUT S OUTPUT 

C 8 A M 
0 0 0 0 1 
0 0 1 1 0 
0 1 0 2 0 
0 1 1 1 I 
1 0 0 4 1 
1 0 1 5 0 
1 1 0 6 1 
1 1 1 7 0 
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input sta tes at a fixed rate, the parallel input word is converted to a serial 
output word. When the AB inputs are 00, the state of the W flip-flop ap­
pears at the multiplexer output. When the AB input state is 01 , the state of 
the X flip-fl op appears at the multiplexer output. Similarly, input select 
states 10 and 11 cause the states of flip-flo ps Y and Z respectively to appear 
at the multiplexer output. Depending upon how the inputs are connected 
to the register, the multiplexer can cause ei ther the LSB or the MSB to occur 
first. 

Serial Binary Word Generator. Another application of the multip lexer in 
digital circuits is the generation of a serial binary word. Tills application is 
virtually identical to the parallel to serial conversion technique just dis­
cussed. The primary difference is that for binary word generation, the se­
rial word generated at the output of the multiplexer is generally a fi xed 
value rather than one that can change as in the case of the parallel to serial 
converter. There are some occasions that require the generation of a single 
fixed serial word for some speCial function. 

Figure 8-35 shows an eigh t input multip lexer used to generate a fixed se­
rial binary output word. Notice that the eight inputs are connected to either 
+5 volts (binary 1) or ground (binary 0). The three bit input word ABC is 
used to select which of the inputs is routed to the output. By sequencing 
through the three bit input words from 000 through 111 with a binary 
counter, the binary states applied to inputs 1 through 8 are sequentially 
connected to the output. The binary word 10011010 is generated at the 
output. Each time the three bit input word is sequenced through the 000 to 
111 state, this serial output word will be generated. Again, depending upon 
the application, the connections to the multiplexer input can be made such 
that either the MSB or LSB occurs at the output first. In this case the MSB 
appears at the output fi rs t. The truth table in Figure 8-35 co mpletely 
defines the function of this circuit. 
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Figure 8-35 . 8 input multi ­
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Boolean Function Generation. Mutiplexers can grea tly simplify the im­
plementation of Boolean functions in the sum-of-products form. A close 
look at the multiplexer circuit in Figure 8-33 shows that it inherently 
implements the sum-of-products fo r all input combinations. The products 
ABC through ABC are developed by gates 1 through 8. By connecting a 
binary 1 or binary 0 to the appropriate data inputs. the products desired in 
the output can be selected. 

For example. suppose that you wish to implement the Boolean function 
indicated below. 

M=ABC+ABC + ABC+ABC 

By stud ying the logic diagram for the multi plexer in Figure 8-33. you can 
determin e whi ch gates generate each Boolean product. These are indi­
cated in Table A for your convenience. Note that gate 1 generates the 
product ABC. When a binary 1 is appHed to the DO input. a binary 1 will 
appear at the ou tput if the data select inputs are 000. By applying a binary 0 
to Dfi. the 000 input state will be ignored and a binary 0 will appear at the 
output W. 

Table A 
Data Input Gate Output 

O~ 1 AB C 
01 2 ABC 
D2 3 ABC 
0 3 4 ABC 
04 5 ABC 
D5 6 ABC 
06 7 ABC 
07 8 ABC 

Therefore. you can see that the desired Boolean products can be selected by 
app lying a bi nary 1 to the appropri ate input associated with the gate 
generating that product. Those products you wish to delete from the out­
put. you app ly a binary 0 to the ga te generating tllat product. 
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To generate the expression indicated earlier then. binary 1 states are 
applied to the 01. 0406 and 07 inputs. These are gates 2. 5. 7 and 8 in 
Figure 8-33. The complete Boolean function generator is shown in Figure 
8-36. 

Other more complex Boolean functions can also be implemented with 
multiplexers by connecting other input variables to the multiplexer inputs 
instead of a fixed binary 1 or binary 0 level. Four variable sum-of-products 
from inputs A. B. C. and 0 for example. can be implemented with an eight 
input multiplexer by connecting the 0 and 0 input states to selected mul­
tiplexer inputs to implement the desired function. 

By using standard MSI multiplexer packages. the implementation of Boo­
lean functions is greatly simplified. With this technique it is not necessary 
to interconnect multiple SSI logic gate packages to implement the desired 
function. This greatly reduces the number of integrated circuits used. the 
power consumption. size and the need for interconnection. 
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Figure 8-36. Multiplexer used 
asa Boolean sum-or-products function 
generator, 

Self Test Review 

11 . Which of the fo llowing definitions best describes a digital multi­
plexer? 

a. a circuit which can route a single input to one of several out­
puts. 

b. a circuit that recognizes a specific input code. 

c. a circuit that connects one of several inputs to any of several 
outputs. 
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DEMULTIPLEXERS 
A demultiplexer is a logic circuit that is basically the reverse of a multi­
plexer. Where the multiplexer has multiple inputs and a single output, the 
demultiplexer has a single input and multiple outputs. The input can be 
connected to anyone of the multiple outputs. The demultiplexer is also 
known as a data distributor or data router. 

A simple two output demultiplexer circuit is shown in Figure 8-42. The 
single input is applied to both AND gates 1 and 2. The A flip-flop selects 
which gate is anabled. When the A flip-flop is set, gate 1 will be enabled 
and gate 2 will be inhibited. The input therefore will pass through gate 1 to 
output number 1. Resetting the flip-flop enables gate 2 and the input is 
passed to output number 2. 

A four output data distributor is shown in Figure 8-43 . Here the single 
input is applied to four gates simultaneously. As in the multiplexer, addi­
tional inputs on the select gates are used for decoding. A two bit word AB 
from a counter is used to select which gate is enabled. If the two input 
binary word AB is 11, gate 4 will be enabled and the input will pass 
through gate 4. The other three gates will be inhibited at this time. 

IN PUT 

CO U N TE R "K'-----'A"'_ A 

LATCH 
STORAGE REGI STER 

S W 

RESET 

The data distributor shown in Figure 8-43 is being used as a serial to paral­
lel converter. This is one typical application of a demultiplexer circuit. A 
four bit serial word is applied to the input. As the input bits occur, the two 
bit counter is incremented. This causes the gates in the distributor to be 
enabled one at a time, sequentially from top to bottom. The step input to 
the two bit counter is in synchronism with the occurrence of the bits in the 
serial word. 

The latch storage register with flip-flops WXYZ is initially reset prior to 
the application of the serial input. The flip-flops in the storage register are 
connected to the output of the data distributor and are sequentially set or 
left reset as the serial word occurs. Once each of the four gates has been 
enabled in sequence, the register contains the serial input word. Its outputs 
can then be observed simultaneously. The serial input word has been con­
verted to a parallel ou tput word. 
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Figure 8·42 
Two output demultiplexer. 
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Figure 8-44 shows the waveforms of the circuit in Figure 8-43. The input 
is the seria l number 1101. The waveforms show the outputs of gates 1 
through 4 and the flip-flop ou tputs WXYZ. The first bit of the serial input 
is a binary 1. It occurs during the A B input sequence. During this time, 
gate 1 is enabled and, since the input is a binary 1, its output will go low. 
This will set the W la tch, causing the W outpu t to go high. The A B input 
selection sequence is next. Note that this is synchronized with the next 
input, which is also a binary 1 . This input state causes gate 2 to be 
enabled. Since the input signal is a binary 1 at this time, the output of gate 
2 will go low, thereby setling the X flip-flop. The X output goes high as 
indicated. During the next input selection sequence A B, the serial input 
word isO. Gate 3 is enabled. The inpu t is binary 0 at this time so the output 
of gate 3 remains high. This has no effect on the Y fl ip-flop so it remains 
reset. The AB input selection sequence is next. It occurs in synchronism 
with the next serial bit which is a binary 1. Gate 4 is enabled and, with the 
binary 1 input, its output is low. This sets the Z flip-flop, causing its 
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output to go high. Looking at ihe states of the flip-flop after the fourth 
serial input bit has occurred, you can see tha~ the parallel output 1101 is 
available. Note that a ll of the reset inputs to the latch flip-flops in the 
storage register are connected together to form a common reset line. Prior 
to the application of the serial input, a low signal is applied to the reset 
input to clear the reg ister to the 0000 state. 

A close look at the data distributor circuit in Figure 8-43 shows that it is 
essenti ally a decoder where the decode gates all have a common input. 
Because of this particular configuration, a standard MSI decoder circuit 
can often be used as a data distributor. Figure 8-45 shows how a 7442 BCD 
to decimal decoder can be used as an 8 output data di stributor. When this 
circuit is used as a data distributor, inputs A, Band C are used to select the 
desired output. These three inputs will enable one of the gates 1 through 8. 
The data input is app lied to the D input of the circuit. Note that data input 
is inverted by inverter 17 and then applied to gates 1 through 8. The data 
input will appear at the output of the gate selected by the three bit input 
word ABC. For example, if the input state is 000 , gate 1 will be enabled. 
The data appli ed to the D input will appear at the output of gate number 1. 
In this application gates 9 and 10 of the decoder are not used. 

Self Test Review 

16. Another name for a demultiplexer is _________ _ 

17. A typical applica tion for a demultiplexer is 

18. In Figure 8-43 , if A is set and B is reset and the input is binary 1 
gate will be enabled and latch 
________ will be binary _______ _ 

19. In Figure 8-45, what input code (CBA) must be applied to connect 
the input to the output of ga te 6? 

a. 010 
b. 011 
c. 101 
d. 110 

Answers 

16. data distributor or data router 
17. serial to parallel conversion 
18. 2, X, 1 
19. c. 101 
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One of the most widely used of all combinational logic circuits is the ex­
clusive OR. It occurs so frequently in logic circuits that it is often consi­
dered to be one of the basic logic functions such as AND, ORand NOT. The 
exclusive OR is a two input combinational logic circu it that produces a 
binary 1 output when one, but not both, of its inputs is binary 1. 

The standard OR logic circuit is generall y referred to as an inclusive OR. 
The OR circuit produces a binary 1 ou tput if anyone or more of its inputs 
are binary 1. The exclusive OR produces a binary 1 output only if the two 
inputs are complemen tary. The table below compares the output for the 
standard inclusive OR and exclusive OR circuits . The inputs are A and B, 
the output is C. 

Inclusive OR Exclusive OR 

A B C A B C 

0 0 0 0 0 0 
0 1 1 0 1 1 
1 0 1 1 0 1 
1 1 1 1 1 0 

The exclusive OR logic function can be written as a Boolean expression . By 
using the technique you learned earlier, you can write the logic equation 
from the truth tabl e. By observing the input conditions that produce binary 
1 outputs, you can write the sum-of-products output. The exclusive OR 
function is indicated below. 

C=AB+AB 

A special symbol is used to designate the exclusive OR function in Boolean 
expressions. Like the plus sign represents OR and the dot represents the 
AND function, the symbol <±)represents the exclusive OR function. The 
exclusive OR of inputs A and B is expressed as indicated below. 

C = A<±)B = AB + AB 

The exclusive OR fu nction can be simply implemented with standard 
AND and OR gates as shown in Figure 8-46. The expression X-OR is often 
used as a short hand method for indicating the exclusive OR function. 

Figure 8-47 shows several ways of implementing the exclusive OR func­
tion with NAND and NOR gates . The exclusive OR function implemented 
with NAND gates is illustrated in Figure 8-47 A. The NOR implementation 
of the X-OR function is shown in Figure 8-47B. 
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Figure 8-48 shows how the exclusive OR function can be performed using 
the wired OR connection. Here the open collector outputs of TIL or DTL 
gates can be connected together to produce the OR function required by the 
X-OR operation. 

The exclusive OR circuits in Figures 8-46. 8-47. and 8-48 all assume that 
both the normal and complement versions of the A and B input signals are 
available. If they are not. then input inverters can be used to produce them. 
In some circuits this means extra components and a greater number of 
interconnections. The exclusive OR circuit in Figure 8-49 avoids this 
problem. Only the A and B input signals are required in order to generate 
the X-OR function at the output. This circuit can be readily constructed for 
example from a standard quad two inputNAND gate such as the TTL 7400. 

In order to avoid the necessity of drawing the exact logic diagram for each 
exclusive OR circuit used. the simplified symbol shown in Figure 8-50 is 
used. This symbol can be used to represent any of the exclusive OR circuits 
that we have described so far. 

With modern integrated circuits. it is generally not necessary to actually 
construct exclusive OR circuits from individual logiC gates. Instead exclu­
sive OR circuits are available in MSI form. For example. the 7486 TIL 
integrated circuit contains four completely independent X-OR circuits. 

Exclusive NOR 

An often used version of the exclusive OR is the exclusive NOR (X-NOR) 
circuit. The truth table for this circuit is given below. 

A B C 

0 0 1 

0 1 0 
1 0 0 
1 1 1 

Note that the output of the equivalent circuit is a binary 1 when inputs A 
and B are equal. If both inputs are 0 or both inputs are 1. the output will be a 
binary 1. As a result. the exclusive NOR is sometimes referred to as an 
equivalence circuit or a comparator. Comparing this to the exclusive OR 
function you can see from the truth table that the output of the X-NORis the 
complement of the X-DR. 
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The Boolean equation of the X-NOR circuit can be written from the truth 
table. It is indicated below. 

C = AB+AB 

Since the form of this equation is similar to that for the exclusive OR, 
(sum-of-products) the equivalence function can be implemented by using 
anyone of the exclusive OR circuits given previously by simply rearrang­
ing the inputs. Alternately, all of the previously given exclusive OR cir­
cuits can also be used to perform the equivalence operation by leaving the 
inputs as designated and complementing the output. Figure 8-51 shows 
several methods of implementing the exclusive NOR function. The sim­
plified symbol shown in Figure 8-52 is frequently used to indicate the 
X-NOR operation. 

Applications of the Exclusive OR 

As indicated earlier there are many applications for the exclusive OR logic 
circuit. There are many specia l combinational circuits that take advantage 
of the special characteristics of the exclusive OR. Let's take a look at some 
of the most widely used applications of the exclusive OR and the exclusive 
NOR circuits. 

Binary Adder. A binary adder is a circuit that adds two binary numbers. 
The output of the adder is the sum of the two input numbers. A binary 
adder is the basic computational circuit used in digital computers, elec­
tronic calculators, microprocessors and other digital equipment employ­
ing mathematical operations. 

The basic rules for a binary addition are very simple. These are indicated 
below. 

o o 1 1 

+0 +1 +0 +1 

o 1 1 U-carry 

These ru les indicate how two single bit numbers are added. Naturally, 
these rules can be extended to multibit numbers . Several examples of the 
addition of multibit numbers are shown below. 

l~y 111 carries 
10 10tO 7 0111 12 1100 

+ 3 +0011 +11 +1011 +10 +1010 
13 1101 18 10010 22 10110 
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A close look at the rules for binary addition indicated above show that if 
put in truth table form they would be identical to the logical function of an 
exclusive OR circuit. The exclusive OR inputs A and B are the two single 
bits to be added while exclusive OR output C is the single bit sum. As you 
can see, the exclusive OR is a binary adder. The only function not taken 
care of by the exclusive OR circuit is the carry function. When you're 
adding two binary 1 bits, a binary 1 carry will be generated. This carry 
operation can be simply implemented with an AND gate that will produce 
a binary 1 output only when both inputs are binary 1. Combining the AND 
gate and the exclusive OR we can develop a basic single bit binary adder 
circuit as shown in Figure 8-53. This circuit is genera lly referred to as a half 
adder. 

To add multibit numbers, we must provide an adder circuit for each of the 
two corresponding bits to be added. However, the half adder circuit does 
not provide for a carry input from a lower order bit position. Therefore, an 
adder circuit must be developed that will add together the two input bits 
then add to that sum the carry from the next least signifi cant bit positron. 
Such a circuit combines two half adder circuits to form a full adder. This 
circuit is shown in Figure 8-54. The half adder made up of exclusive OR 
gate 4 and AND gate number 1 performs the addition of the two input bits 
A and B. The output of exclusive OR gate 4 is the sum of these two bits. To 
this sum is added the carry input (Ci) from the adjacent lower order bit 
position. The sum of bits A and B is added to the carry input in the half 
adder circuit made up of exclusive OR gate 5 and AND gate 2. The output 
of exc\usi ve OR gate 5 is the correct sum. Note that because two half adders 
are used there will be two carry outputs. Since a carry can be generated 
from either the addition of the two inputs A and B or the addition of their 
sum and the carry, the two carry outputs are ORed together in gate 3 to 
produce a correct carry output (Co) that will feed the next most significant 
bit adder in a multibit adder. 
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Figure 8-55 shows a block diagram of an adder circuit used to produce the 
sum of two four bit binary numbers, The inputs are two four bit binary 
numbers A and B, Input number A is made up of bits A1, A2, A3 and A4, 
Input number B consists of bits B1 , B2, B3 , and B4, Each of the correspond­
ing bits of the two numbers is added or summed in an adder circuit. Note 
that the least significant bits Al and Bl are added in a half adder, Since 
there is no lesser significant bit, no carry input is required and a half adder 
circuit will suffice. All other bit positions require a full adder circuit to 
accommodate the carry input from the next lower order bit position. The 
output is a four bit parallel sum of the two input numbers with bits Sl , S2, 
S3 , and S4. The carry output of the most significant bit full adder also 
represents the fifth or most significant output bit in those situations where 
the four bit input numbers produce a five bit sum. 

54 53 52 51 

CO + 'cO] to] 'cOl 
fU II fU II fUll HA LF 

A DOER ADDER ADDER ADDER 

t£1 ~ l£! 
I 

A 4 64 A3 63 A 2 62 Al 61 

Figure 8-55. 
Four bit parallel adder. 

While the adder circuits described here can be constructed of exclusive OR 
gates and other logic elements, it is generally unnecessary since single bit 
adders and four bit adders like those discussed here are available as 
complete MSr"integrated circuits in a single easy to use package. 

Parity Generator/Checker. A parity generator is a combinational logic 
circuit that generates a single output that indicates the presence or absence 
of a bit error in a binary word. In digital applications requiring the storage 
of binary data in an electronic memory or in the transmission of binary 
information from one location to another, there is the likelihood of an error 
being made. Because of electrical noise or circuit failure, a binary 1 bit may 
be stored or transmitted as a binary O. A binary 0 bit could be stored, 
transmitted or received as a binary 1. In most electronic equipment it is 
desirable to know when such errors occur. A parity generator circuit 
performs this functi on. 



HEATHKIT 
CONTINUING 
EDUCATION 

The parity generator circuit looks at the binary word to be stored or 
transmitted and generates a single output known as a parity bit. This parity 
bit is then added to the other bits of the word and stored or transmitted with 
it. When the stored word is retrieved from memory for use or when a 
transmitted word has been received, a parity check operation is performed. 
The parity checker generates a parity bit from the received data and 
compares this bit with the parity bit stored or transmitted with the original 
information. If the two parity bits are identical, no error exists. A difference 
in parity bits designates an error . 

The method of genera ting a parity bit is to observe the binary word to be 
stored or transmitted and determine the number of binary l 's in that word. 
A parity bit will be generated based on this information such that the total 
number of binary l's in the word including the parity bit will be either odd 
or even. The table in Figure 8-56 shows all 16 possible combinations of 
four bit binary words. The odd and even parity bits for these words are 
designated in the adjacent columns. Note that for odd parity, a binary 1 or 
binary 0 parity bit is added to make the total number of bits in the word, 
including the parity bit, odd or even. 

TABLE I 

0 00 EVEN 
A B C 0 PA R I TY PAR ITY 
0 0 0 0 I 0 
0 0 0 I 0 I 
0 0 I 0 0 I 
0 0 I I I 0 
0 I 0 0 0 I 
0 I 0 I I 0 
0 I I 0 I 0 
0 I I I 0 I 
I 0 0 0 0 I 
I 0 0 I I 0 
I 0 I 0 I 0 
I 0 I I 0 I 
I I 0 0 I 0 
I I 0 I 0 I 
I I I 0 0 I 
I I I I I 0 

Figure 8-56. Odd and even parity 
bits for [l four bit word. 

The basic circuit element used to generate the parity bit is the exclusive OR 
circuit. A look at the truth table for an exclusive OR circuit will reveal that 
it is basically an odd or even detector circuit. If the two inputs are equal or 
even, the exclusive OR output is a binary O. But if the inputs are odd or 
complementary, the output is a binary 1. The exclusive OR gate then can be 
used to compare two binary bits and indicate whether they are odd or even, 
equal or unequal. An exclusive OR gate then is used to monitor each two 
bit group in a binary word. These exclusive OR outputs are then further 
compared with other exclusive OR circuits until a single output bit indi­
cating odd or even is generated. 
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Figure 8-57 shows how exclusive OR gates are cascaded or pyramided to 
produce a parity generator circuit. A 4-bit binary number input to the 
parity generator circuit is stored in a register made up offlip-flops A, B, C 
and D. X-OR gate 1 monitors bits A and B while X-OR gate 2 monitors bits 
C and D. The outputs of these two X-OR circuits are then monitored by 
X-OR gate 3. The result is an even parity output bit. Inverter 4 genera tes 
the complement or the odd parity output. Using your knowledge of the 
exclusive OR circuit and the information in Table I, trace the various 
binary states from the flip-flop outputs to the output of the parity 
generator circuit to be sure that you fully understand its operation. 

Figure 8-57 . 
A 4-bit parity generator circuit. 

A 

A 

B 

ii 

A parity bit for any size binary word can be generated by simply using as 
many exclusive OR gates as necessary to monitor all input bits . Additional 
exclusive OR gates are then used to monitor the output states of the 
exclusive OR gates used in monitoring the input bits . This cascading or 
pyramiding of exclusive OR gates is continued until a single output bit is 
generated. 

Once the parity bit has been generated , it is generally stored or transmit­
ted along with the input word. When the binary word and its parity bit are 
read from memory or received at the remote location, it can be tested for 
bit errors in a parity checker circuit. A parity checker consists of a parity 
generator circuit identical to those just discussed. This parity generator 
looks at the stored or received word and again generates a parity bit. This 
bit is then compared to the parity bit stored or transmitted along with the 
word. This comparison takes place in another exclusive OR circuit. 
Figure 8-58 shows a parity checker circuit for a 4-hit binary word with 
pari ty bi t. A---<.-;-:--, 

B---,/-L~ 

~=~1=L12) 

EV EN 
PA R I TV 

P---------' 

Figure 8-58 . 
A 4-bit parity checker, 

PA R I TV 
ERROR 
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Note that the parity generator circuit consists of exclusive OR gates 1, 2, 

and 3 and is identical to the parity generator circui t in Figure 8-57. 
Exclusive OR gate 4 compares the output of the parity generator with the 
received parity bitP. In this circuit we are assuming the use of even parity. 
If the internally generated parity bit is the same as the received parity bit, 
the output of the exclusive OR circuit will be binary 0 indicating no parity 
error. However, if the two parity bits are different, the exclusive OR output 
will be binary 1 indicating a parity error. 

The output of a parity checker circuit can then be used in a variety of ways 
to indicate the occurrence of a parity error. It can be used to turn on an 
indicator light indicating an error state. It can be used to initiate a series of 
logic operations that will either accept or reject the data depending on the 
error state. Or it may be desirable simply to count and record the number of 
parity errors that occur. 

As you probably realize, a parity error detection method does not ensure 
complete freedom from or knowledge about all possible error conditions. 
The parity technique assumes that an error will occur in only one bit 
position of a word. If parity errors occur in two bit positions, it is possible 
for the word to be transmitted incorrectly while no parity error will be 
indicated. This situation rarely occurs since in most electronic storage and 
transmission systems the reliability is sufficient to eliminate the possibil­
ity of multibit errors. However. errors in a single bit position are common. 
The parity detection and checking process is a very reliable and useful 
indication of errors. 

Even more sophisticated combinational logic circuits have been de­
veloped to detect when more than one bit error is produced. In systems 
requiring ultra high reliability and performance, such sophisticated cir­
cuits can be used to detect and even correct any bit error that occurs. In 
some high speed computers, multiple bit errors are automatically detected 
and corrected before the information is processed. 

Combinational LogiC Circuits 8-57 
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While parity generator and checker circuits can be constructed with indi­
vidual exclusive OR gates, they are also available in MSI form. Figure 8-59 
shows a typical commercial parity generator/checker MSI circuit. This 
circuit is capable of performing either the generation or checking function . 
As a generator, it can monitor up to nine input bits . The ninth bit is applied 
to either the odd or even input as required by the application. Both odd and 
even parity bit outpu ts are provided. In the checking function , this circuit 
will monitor an 8 bit word and generate an appropriate parity bit which is 
then compared with a received parity bit applied to either the odd or even 
input. The error indication appears at the odd or even output depending 
upon whether the odd or even parity convention is used. 

DATA 
IN PUTS 

A-..-..... 
B-tL .... 

c-u-..... 
D-'M-.... 

E-u-..... 
F-tf-.-' 

ODD INPUT ___________ --1 
EVEN ____________ -' 
INPUT 

Figure 8-59. A commerd.1 MSI 
parity generator/checker Ie. 

EVEN 
OUTPUT 

ODD 
OUTPUT 

Binary Comparators. A binary comparator is a combinational logic circuit 
that looks at two parallel binary input words and generates a binary 1 

output signal if the two numbers are equal. lithe numbers or words are not 
the same, the output will be a binary O. 

As you saw earlier, the exclusive NOR circuit is essentially a single bit 
binary comparator. When the two inputs are alike, the output is binary 1. 
When the input bits are different, the output is binary O. By using an 
exclusive NOR circuit for each pair of bits in the two numbers to be 
compared, a complete binary comparator circuit can be constructed. 
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Figure 8-60 shows a four bit binary comparator circuit. Word 1 with bits 
Ai, A2, A3, and A4 are stored in the A register. The word to be compared is 
stored in the B register with bits B1, B2, B3, and B4. Each pair of bits is 
applied to an exclusive NOR circuit. The outputs of the exclusive NOR's 
are fed to a four input AND gate. When the two binary words are alike, the 
outputs of the exclusive NOR's will be binary 1. With all binary 1 inputs to 
the AND gate, the output will be binary 1 indicating the equality of the two 
words. If anyone or more bits of the input words are different, the output of 
the related exclusive NOR circuit will be binary O. Naturally, this will 
inhibit the AND gate and produce a binary 0 output which indicates 
inequality. Additional exclusive NOR gates and AND gates inputs can be 
added as required to compare any size binary number. 

Commercially available MSI binary comparators are available thus 
eliminating the need to assemble such circuits from individual gates. 
Typically, these comparators are designed for comparing two four bit 
binary words. In addition to providing an output that indicates the equal­
ity of the two words, most MSI comparators also generate two additional 
output signals, one indicating when one word is greater than the 
other and another indicating when one word is less than another. Figure 
8-61 shows a block diagram of such a comparator. If input word A has a 
binary value that is numerically larger than word B, the A greater than B 
output (A > B) will be binary 1. The A < B output will be binary 1 if A is 
less than B. 

BINARY COMPARATOR 
WORD A REGISTER r------i 

Al I --..., I 
AI I I ~ I 

~~+_--~====JI~ I r A2 I .1....J>- I 
~ I I I 

I. s--.iA-B 
AJ ........... I 

! ,... I 
I.......... I 
~ ____ J 

,.J.....-=o 
B I BI 82 B2 BJ BJ B4 B4 

WORD B REGISTER 

Figure 6-60. 
Four bit binary comparator. 
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Figure 6-61. Typical 4 bitcommer­
cial MSI binary comparator circuit. 
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20, When tlJe inputs to an exclusive OR circuit are alike, ilie output is 
binary _ _______ _ 

21 , Prove iliat the circuit in Figure 8-49 does perform ilie exclusive 
OR function, Write ilie output equation of ilie circuit using ilie 
NAND relationship for each gate, Then using Boolean algebra 
and De Morgan's ilieorem, reduce this expression to ilie exclusive 
OR formula, 

22, Using Boolean algebra and De Morgan's ilieorem, show that ilie 
complement of the exclusive OR function is the equivalence 
function, Or prove t~h;.a~t:.-, _-= 

AB+AB = AB + AB 

23 , An exclusive NOR gate is also a(n) 
a, adder 
b, comparator 
c, subtractor 
d, decoder 

24 , The expression A (±) B indicates the 
a, exclusive OR 
b, inclusive OR 
c, exclusive NOR 

25, Add tlle following binary numbers, 

a, 011 b, 11111 
+101 +10001 

c, 1010 
+1011 

26, Write the odd parity bit code for the XS3 BCD code, 

27, How many exclusive NOR's are needed to make a comparator for 
two six bit words? 

a, 2 
b, 3 
c, 6 
d, 12 
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Other frequently used code converters are binary to Gray and Gray to 
binary. There are many applications where the Gray or cyclical code must 
be used in order to minimize errors when changing from one state to 
another. While the Gray code is good for minimizing errors in generating 
certain types of data, the Gray code cannot be used in arithmetic opera­
tions. To permit arithmetic operations to be performed, Gray to binary code 
conversion is necessary. 

Both Gray to binary and binary to Gray code converter circuits are shown in 
Figure 8-68. The Gray to binary circuit is shown in Figure 8-68A while the 
binary to Gray circuit is shown in Figure 8-68B. Themost significant bit of 
both the Gray and binary words will be the same and therefore no code 
conversion is necessary. Note the use of exclusive OR circuits to perform 
the code conversion. The Gray and equivalent binary codes are shown in 
Figure 8-69. 

G1 B1 B1 
j...J G1 

G2 B2 B2 GRAY 

" G2 
INPUT B I NA RY ...LJ 

OU TPUT BI NARY GRAY 
Gl Bl INPUT OUTPUT 

Bl 
.J...J 

Gl 

G4 B4 B4 1 G4 
lSB lSB 

IAI IBI 

Figure 8-68. Gray to binary (A) 
and binary to Gray (8) code converters 

DECIMAL B I NA RY GRAY 

D B4BlB2BI G4GlG2G1 

0 D 0 0 0 0 0 0 0 
1 0 0 0 1 0 0 0 1 
2 0 0 1 0 0 0 1 1 
3 0 0 1 1 0 0 1 0 
4 0 1 0 0 0 1 1 0 
5 0 1 0 1 0 1 1 1 
6 0 1 1 0 0 1 0 1 
7 0 1 1 1 0 1 0 0 
8 1 0 0 0 1 1 0 0 
9 1 0 0 1 1 1 0 1 
10 1 0 1 0 1 1 1 1 
11 1 0 1 1 1 1 1 0 
12 1 1 0 0 1 0 1 0 
13 1 1 0 1 1 0 1 1 
14 1 1 1 0 1 0 0 1 
15 1 1 1 1 1 0 0 0 

Figure 8-69. 
Binary and Gray codes, 
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While code conversion is most often accomplished with combinational 
logic circuits, many types of code converters use sequential circuits. Vari­
ous combinations of flip-flops, counters and shift registers can be used to 
perform code conversion. A simple example is the serial Gray to binary 
code converter shown in Figure 8-70. Here a serial Gray code is applied to 
the JK inputs of a JK flip-flop, MSB first. The normal flip -flop output is a 
serial binary code. 

SER I AL GRAY 
CODE-r-~ 
I N PUT 

IMSB FIRSli r-T 

SERIAL 
Q-B I NARY 

COOE OUTPUT 

'-r- K 1l 

Self Test Review 

CLO CK 

Figure 8-70. Serinl Gray 10 binary 
sequential codo converter. 

28. The most commonly used code converters use the ______ _ 
and codes. 

29 . Code converters can be either combinational or sequential logic cir­
cuits. 

a. True 
b. False 

30. Code converters can process either seria l or parallel data. 

a. True 
b. False 

31. Most code converters are 

a. sequential 
b. combinational 

Answers 

28 . binary, BCD 
29. a. True 
30. a. True 
31. b. combinational 



HEATHKIT 
CONTINUING 
EDUCATION 

permit presetting of the register from the data switches. You depressed the 
A logic switch to generate the clock pulse that loads the 7495 register with 
!he number 0111. You then returned the mode control to binary 0 so that 
the register would shift right. 

Next, you set the number 0101 into the data switches. The 74151 multi­
plexer converts this parallel word into a serial word as it is sequenced by 
the two bit binary counters made up of a 7476 dual JK flip-flop IC. 

Next, you used the A logic switch to generate shift pulses that cause the 
addition to occur. The number in the 7495 shift register is shifted out into 
the adder. These same pulses increment the binary counter and sequence 
the multiplexer. The sum is stored in the 7495. The correct sum should 
have been 1.100. 

The binary adder in this circuit operates just like !he full adder circuit 
discussed previously in the unit. The only difference is the addition of a JK 
flip-flop from a 7476 IC to use as a carry memory. Since we are adding a 
single bit at a time, some means must be provided for remembering the 
occurrence of a carry so that it can be added to the next most significant bits 
in sequence. 

The JK flip-flop stores this carry. Note that the output of one gate in the 
7400 IC is labeled carry-out (Co). This is applied to the JK inputs. Assume 
that !he LSBs of the numbers to be added are applied to the adder. The carry 
output line at this time wiU have on it a binary state that indicates the 
presence of a carry bit if the states of the input bit are such thatitproduces a 
carry. Assuming that a carry is produced, this carry signal will be loaded 
into the JK flip-flop when the first clock pulse occurs. At the same time, the 
adder is generating the proper binary sum of the two LSBs. This is applied 
to the serial input ofthe 7495 shift register. Therefore, when the first clock 
pulse occurs, the first sum bit is loaded into the 7495 shift register and the 
carry state is stored in the JK flip -flop. 

The least significant bits have now been added and lost. The next most 
significant bits now appear at the adder inputs. The proper sum is gener­
ated and appears at the serial input of the 7495 shift register. At the same 
time, the carry state from the previous two bits stored in the JK flip-flop is 
applied to the carry input (Ci) of the adder. This ensures that the previously 
generated carry is added to the next two most Significant bits . The proper 
sum then is generated and is loaded into the shift register when the next 
clock pulse occurs. Also during the next clock pulse time the carry state of 
the presently monitored bits is stored in the JK carry flip-flop. This action is 
continued until all four bits have been added. At this time the proper sum 
is in the 7495 shift register. 

Combinational Logic Circuits 8-77 
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A read only memory (ROM) is an electronic circuit used to permanently 
store binary information. Practical read only memories are available for 
storing as many as 65.000 bits of data. Normally the ROM is organized to 
store equal length multibit words. For example a typical ROM might be 
capable of storing 512 eight bit words or 4096 bits. 

The main feature of a read only memory is that the binary information 
contained in the memory is permanently stored there . The data is written 
into the memory when it is manufactured. The contents of the memory 
cannot usually be changed thereafter. This is in contrast to many electronic 
read /write memories that can both store and read out data. This type of 
memory is generally referred to as random access memory (RAM). You can 
think of it as many storage registers. 

The general organization of both read/write memories and read only 
memories is basically the same. Both contain a number of memory loca­
tions where data can be stored. In the ROM. the data is stored there perma­
nently and can be read out in any order. In the RAM. data may be written 
into or read out of any portion of the memory at any time. While the readl 
write memory is more flexible . it is also more expensive. It is this type of 
memory that is normally used as the main storage section of a digital com­
puter. Our discussion here will center on the ROM which is a useful circuit 
in implementing digital systems. 

ROM Operation 

Figure 8-76 shows a general block diagram of a read only memory. It 
consists of three major sections: the address decoder. the memory storage 
elements. and the ou tput circuits . 

Figure 6-76. Genernl block di a­
gram of a read only memory. 
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The address decoder is like any binary decoder in that it accepts a multibit 
binary input word and decodes all possible input states. Only one of the 
decoder outputs will be activated. In the address decoder of Figure 8-76, 
there are five input bits meaning that a total of 25 = 32 different states can 
be decoded. This five bit input word specifies one of 32 individual memory 
locations. This input word is generally referred to as the address. 

The main body of the memory consists of electronic circuits or compo­
nents that are used to store the binary data. These storage elements are 
arranged so that a speCific number of multibit binary words may be stored. 
The organization in Figure 8-76 permits 32 eight bit words to be stored. 
The memory locations are designated 0 through 31. Applying a five bit 
address code to the input will cause the contents of the addressed location 
to appear at the output. Note that if the address input code is 00100, the 
contents of memory location 4 appear at the output. All other memory 
locations are ignored at this time. The output circuits buffer the memory 
contents so that the data can be used in other logic circuits. 

ROM Construction 

There are many different ways to implement read only memories with 
electronic components. Any component or circuit capable of storing a 
binary 1 or binary 0 condition can be used. Magnetic cores and capacitors 
are examples of elements that have been used to store binary data in a 
ROM. Most modern read only memories, however, are semiconductor 
circuits. Both bipolar and MaS types are used. Since ROMs are capable of 
storing a significant amount of data they are generally classified as large 
scale integrated (LSI) circuits. Most ROMs, both bipolar and MaS types, 
are housed in standard dual in-line packages. Because of the wide variety 
of possible applications, ROMs are considered to be custom circuits. The 
user specifies the memory contents prior to the manufacture of the device. 
In this section, we investigate the most popular types of integrated circuit 
ROMs in use today. 
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Diode Matrix ROM. Figure 8-77 shows a read only memory constructed 
with a one of eight decoder and a diode matrix. The one of eight decoder 
accepts a three bit address input word and generates all possible decode 
output combinations. This means that the decoder will recognize the three 
bit input number applied to it and enable only one of the eight outputs. For 
example, if the binary input number is 011 , the number 3 output line will 
go low. All other decoder output lines will be high at this time. The 
decoder is similar in operation to the type 7442 discussed earlier. 

ADDRESS 
I N PUT 

C 

8 

A 
ILS 8) 

·v 

PULL-UP 
RESISTORS 

D 

ONE 2 

OF 

E I G HT 4 

DECODER 
5 

6 

7 

z y x W ILSS ) 

OUTPUT 

Figure 8-77. A ROM constructed 
from a decoder and diode matrix. 

When the number 3 decoder output line goes low, it brings the cathode 
ends of the diodes connected to this line low. The diodes conduct through 
their associated pull-up resistors. This forces lines X and Z low. Lines W 
and Yare high at this time because of the pull-up resistors. Since all other 
decoder outputs are high, the other diodes in the circuit are cut off at this 
time. Observing the output lines ZYXW then you see the output code 010l. 
At address location 011 (3), the binary number 0101 is stored. 

Consider the effect of applying the address 110 to the decoder input. This 
will bring decoder output 6 low causing output lines Y and Z to go low. 
Lines Wand X will be high at this time. This means that the output number 
is 0011. The contents of memory location 110 (6) is the four bit number 
0011. 
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A close look at the ROM in Figure 8-77 should reveal that the data is stored 
in the memory as either the presence or absence of a diode. In this circuit a 
diode connection between the decoder output and the output line causes a 
binary 0 to be read out when that address line is enabled. The absence of a 
diode causes a binary 1 to be read out. Another way to look at the read only 
memory is to consider each output line with its associated diodes and 
pull-up resistors as a diode OR gate. A low on any diode inpu t causes the 
output to go low. 

There are some commercial read only memory res designed and con­
structed exactly like that shown in Figure 8-77. Integrated circuit ROMs 
are constructed initially so that a diode is connected at each possible 
memory loca tion. This means that all memory locations are initially pro­
grammed with binary O's. To store data in the memory, an external pulse 
signal is applied to the output lines in such a manner as to reverse bias 
certain diodes and cause them to be destroyed. By des troying a diode and 
causi ng it to open, a binary 1 state is programmed. Such ROMs can be 
programmed by the manufacturer or the user. Read only memories that 
permit the user to store th e data that he needs are called programmable 
read only memories (PROMs) . 
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Bipolar ROM. A typical commercial bi polar read only memory is shown in 
Figure 8-78. This 256 bit ROM uses TTL circuitry. The memory is or­
ganized as 32 eight bit words. The address inputs labeled A through E are 
used to select one of the 32 words stored in the memory. Note that the 
circuitry is basically a 1 of 32 decoder. 

Figure 8-79 shows the detailed circuitry of the ROM. Illustrated here is one 
of the 32 address decoding gates and the 8 output buffer circuits. The 
output of each decoding gate is a transistor with eight emitters. These 
emitters can be interconnected to the eight output buffers. The program­
ming of the memory is done by either connecting or leaving open these 
emitter connections. If an emitter is connected to an output buffer, the 
output voltage will go low when that decoding gate is addressed. If the 
emitter is not com1ected, a high level voltage is read out of the associated 
buffer when the gate is addressed. 
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The decoding gate output emitters to be used are connected to the respec­
tive inputs of the eight output buffers when the integrated circuit is man­
ufactu.red. The user specifies the memory contents, and the manufacturer 
produces special masks which will cause the interconnecting metruization 
of the integrated circuit to be properly arranged to store the desired data. 
Note that the output buffers have an open collector output. This permits 
the outputs to be wire-ORed with other similar memories so that the 
storage capability can be expanded. Three state output circuitry is used on 
some TTL ROMs. Input line G on the ROM in Figure 8-78 is used to enable 
or disable the circuitry so that this device can be combined with others 
similar to it in forming a memory with many more locations. This line is 
often referred to as a chip select line and is used as an extra address bit 
input in expanded memories. 
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Figure 8-80 shows two ways that a standard size ROM can be used to make 
larger memories. Figure 8-80A shows two ROMs connected to form a 
memory for 32 sixteen bit words. Each ROM can store 32 eight bit words as 
indicated by the designation 32 x 8 or 32 by 8. The five address lines are in 
parallel thus each ROM is enabled at the same time. One half of the 16 bit 
word is stored in the upper ROM and the other 8 bit segment in the lower 
ROM. Since the two ROMs are addressed simultaneously, both parts of the 
word will be read out at the same time. Input line G enables the memory 
when low. 

Figure 8-80. Two methods of 
using n standard size ROM to con­
struct larger memories. (A) increased 
word size, (B) increased storage 
locaUons. 
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Figure 8-80B shows how the 32 x 8 ROMs can be user! to form a memory 
for storing 64 eight bit words. Thirty-two of the words are in the upper 
ROM and the other thirty-two are in the lower ROM. The ROM 
outputs are wire-ORed. The five address lines A through E are in parallel. 
The chip enable lines (G) are used as a sixth address line. Remember, it 
takes six bits to address 64 words (2' = 64.). This sixth input line is the MSB 
of the address. The five lower order bits address both ROMs simultane­
ously. But only one of the two ROMs will be enabled by input G. The 
inverter keeps these lines complementary. 

If the input address (GEDCBA) 101101 is applied, location 13 (01101) in 
each ROM will be addressed. However, input G is binary 1. This disables 
the upper ROM so all of its output lines are high. Input G to the lower ROM 
is low because of the inverter. Therefore, this ROM is enabled and the word 
at location 01101 is read out. 
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MOS ROMS. Many read only memories are implemented with metal oxide 
semiconductor integrated circuits. MOSFET circuitry lends itself well to 
the implementation of a read only memory. Because of the small size of 
most MOSFET circuits, many logic and memory elements can be con­
structed in a small space. This high density circuitry permits read only 
memories with a very high bit content to be readily manufactured. Many 
thousands of bits of data can be stored on a silicon chip approximately 1/10 
inch square. Such MOS ROMs are low in cost and consume very little 
power. 

The basic organization and structure of an MOS ROM is essentially the 
same as any read only memory. An address decoder selects the desired 
word. The presence or absence of a semiconductor device in a matrix 
network specifies a binary 1 or binary 0 stored in the addressed location. In 
MOS ROMs, the basic storage element is an enhancement mode MOSFET. 

'1 The presence of an MOSFET programs a binary 1. The absence of such a 
• device means a binary 0 has been programmed. 

Figure 8-81 shows the basic internal structure of a typical PMOS ROM. P 
type material is diffused into the substrate in long strips called bit lines as 
indicated. These P-type diffusions form the source and drain connections 
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___________ BIT ll ' NES ________ Basic structure of a PMOS ROM. 

PROGRAMMED 
I ' S -THICK OX ID E 

REMOVED 

D ~- S S G D 
I I ~ -

I I I I 
I 

~ I. 
I 

,-- - - - - __ I 

MEt l 
WORD - SE LE CT 

Llr
S 

S1 I- .E.. - .8' 0 
- I 

I I 
I I 
I - I- - 1- -

PROGRAMMED 
O'S - TH I CK OXID E 

NOT RE MOVED • t 

OR GND :.f ~-V SS 
OR GN D 

~ ________________ ~r-__________________ J 

y 
P Ol fFUSIONS 



I HEATHKIT 
8-86L~~~ ____________________________________________ ~=~~~·~H~~I~~ . UNIT EIGHT _ ....... 

~ 

of the MOSFETs. Perpendicular to the 'p diffusion areas are metal word 
select lines. These metal areas form the gate elements of the MOSFETs. 
Figure 8-81 shows several examples of how the MOSFETs are formed . The 
source (S). gate (G). and drain (D) of each MOSFET is identified. To 
program the memory. the MOSFETs formed by this structure are either 
enabled or disabled by appropriate masking operations during manufac­
turing. As indicated earlier. if the MOSFET is enabled. a binary 1 will be 
stored in that location. Disabling the MOSFET causes a binary 0 to be 
stored in the selected location. 

In the MOSFET ROM structure. the metal word select lines are connected 
to the gates of the MOSFETs where binary 1s are stored. These metal word 
select lines are driven by the outputs of a decoder. The source terminals of 
the MOSFETs are connected either to ground or to the source supply 
voltage V ss. The drain connections of the MOSFETs are deSignated as the 
bit lines. If one of the metal word select lines goes negative. the MOSFETs 
associated with that word will conduct and ground (or V ssl will appear on 
the bit line. 

Figure 8-82 shows the MOSFET ROM circuit. Ql is a MOSFET formed by 
the process illustrated in Figure 8-81 . The presence or absence of this 
transistor is a function of the masking process carried out during manufac· 
turing. Note that the gate ofQ1 is enabled by the output of decoder X. If the 
word select line is negative, Q1 will conduct and a binary 1 bit will appear 
on the bit line. However , this binary 1 mayor may not reach the output of 
the ROM depending upon the state of Q2 . Q2 and decoder Y are also used 
in selecting the desired output word. 

y 
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Figure 8-82. 
MOSFET ROM circuit. VSS OR BllllNE 

GND 
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Most MOS ROMs use an XY matrix decoding method. In Figure 8-82, two 
1 of 8 decoders are illustrated. Two 3 bit words are used to address a 
particular word. The two 3 bit input numbers are simply treated as a single 
six bit address. Six bits define 26 = 54 bit locations. By using two 1 of 8 
decoders, a total of 64 words can be addressed. The word in memory is 
selected by enabling each decoder with the appropriate three bit word. If 
the Y decoder enables Q2 , Q2 will conduct and connect the bit line to the 
output buffer. If the decoder does not enable Q2, the output on the bit line 
shown will not appear at the output despite the fact the word select line 
may have enabled Q1. 

Access Time. Like any logic circuit, a ROM has propagation delay. This 
means that there is a finite time between the application of an input 
address and the appearance of data at the output. This propagation delay is 
referred to as access time. This is the time it takes to find a word in the ROM 
and read it out. For bi-polar ROMs, this access time is usually less than 100 
nanoseconds and can be as low as 20 nanoseconds. For MaS ROMs, the 
access time is typically several hundred nanoseconds. 

ROM Applications 

The ROM is extremely versatile in implementing logiC functions. An 
appropriately programmed ROM can often be used to replace many differ­
ent types of combinational circuits. It is particularly useful in replacing 
complex logic functions with multiple inputs and outputs. The ROM 
offers the ad vantages of faster and easier design, lower cost, smaller size 
and often lower power consumption. 

Combinational logic circuits generate output signals that are a function of 
1. the input states 
2. the types of gates used and 
3. the particular unique interconnection of these gates. 

The desired output states for a given set of inputs are produced by properly 
interconnecting the correct types ofiogic gates. This same logical function 
can be simulated by a ROM. The desired inputs are applied to the ROM 
address lines. These inputs specify a unique memory location. In this 
memory location is 'a binary bit pattern whose output states duplicate those 
produced by an eqUivalent combinational logic circuit. Instead of actually 
generating the desired output function with a logic circuit, we store the 
desired output states in the memory and read them out when the proper 
inputs appear on the address lines, 
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A ROM performs what is known as a table look up function. All of the 
memory locations can be considered to be entries in a large table of num­
bers. By applying an address to the ROM, we are in effect looking up one 
unique number in the table. In a sense, the ROM does not perform a logic 
operation. The desired output states for a given set of input conditions are 
simply stored in the memory. 

The following examples will illustrate some of the many applications of a 
ROM. 

Random Logic. A read only memory can be used to quickly and easily 
implement any random logic function involving multiple inputs and mul­
tiple outputs. To design such a combinational logic circuit with standard 
logic gates, you firs t develop a truth table that defines the operation to be 
performed. From the truth table the Boolean equations are then written. 
Boolean algebra is then used to minimize these equations. From the equa­
tions, the logic circuit is developed and then implemented with standard 
NAND gates, NOR gates and inverters. 

When a read only memory is used, the only design step is the implementa­
tion of the truth table. The truth table defines the inputs and outputs. This 
is all of the information that is necessary to develop a read only memory 
that will perform the desired logic function. The inpu t logic states are as­
signed as addresses of a read only memory. In the memory locations cor­
responding to the addresses are stored binary words that cause the output 
lines to assume the desired stales with the given input address. By using a 
ROM you can go from truth table to finished logic circuit in one simple 
step. Design time is reduced considerably. 

If the function to be implemented involves only a few inputs and a few 
outputs, such a circuit is best implemented by conventional means with 
logic gates. However, if the number of inputs and outputs is four or more, 
the use of a ROM becomes practical. Since a ROM costs more Ulan 
standard SS! logic circuits, it is not practical or economical to use a ROM 
where very simple functions must be implemented. Four inputs and four 
outputs are generally regarded as the decision point between a read only 
memory vs. a conventional logic circuit. 

Code Conversion. As we indicated earlier, code conversion refers to any 
multi-inpu tlmulti-output combinational logic circuit. A code converter is 
nothing more than a special application of such a logic circuit. Since read 
only memories can readily replace multi-inputlmulti-output combina­
tionallogic circuits, a ROM provides a simple and low cost means of code 
conversion. 
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To use a ROM as a code converter, the inpu t code is made equal to the 
binary address code in the ROM. In the memory location specified by the 
input or address code is the desired output code. No complex logic func­
tions must be implemented to achieve this result. The desired output codes 
are simply stored in the memory locations and are read out when the 
equivalent input code is applied. All of the most commonly used code 
conversion processes mentioned earlier have been implemented with read 
only memories. 

Arithmetic Operations. Arithmetic operations are some of the mos t 
difficult functions to implement with digital circuitry. Simple combina­
tional logic circuits have been developed to perform additions and sub­
tractions. Various algorithms have been developed for using addition and 
subtraction along with other digital operations such as shifting to perform 
multiplication and division. More complex mathematical functions such 
as the trigonometric and logarithmic functions are even more difficult 
to implement. The read only memory provides a very simple and direct 
method of implementing the more complex arithmetic operations. 

The mUltiplication of two binary numbers requires a significant amount of 
logic circuitry. While there are numerous methods for carrying out multi­
plication, all of them require an extensive amount of circuitry. Multiplica­
tion can be performed with a read only memory without the need for 
complex circuitry or high cost. In addition, the ROM can provide this 
function at lower cost, in a smaller space and at a significantly higher 
speed. 

The truth table shown in Figure 8-83 illustrates the concept of multiplying 
two binary numbers using a ROM. To simplify the explanation we will 
use only two bit binary numbers. Multiplying two binary numbers pro­
duces a product whose length is twice that of one of the input numbers. 
The two bit binary numbers serving as the multiplier and multiplicand 
will form a four bit product. The two input numbers are grouped so that 
they form a single four bit binary input number which serves as the address 
input to the ROM. At the address formed by the input numbers, the correct 
four bit product corresponding to the two bit numbers is stored. When any 
combination of the two bit input numbers appears on the ROM address 
lines , the correct product is read out. For example when one input is 10 (2) 
and the other is 11 (3), the input address formed is 1011. At this location 
is the number 0110 (6) which is the product of' 2 and 3. By using a larger 
ROM, numbers requiring more bits can be used. 
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l ~ ~ o 0 ~ ~ ~ ~ o 1 
o 0 1 0 000 0 
o 0 1 1 o 0 0 0 
o 1 o 0 000 0 
o 1 o 1 o 0 0 1 
o 1 1 0 o 0 1 0 
o I 1 I o 0 1 1 
1 0 o 0 o 0 0 0 
1 0 o 1 o 0 1 0 
1 0 1 0 o 1 0 0 
1 0 1 1 o 1 1 0 
1 1 o 0 o 0 0 0 
1 1 o 1 o 0 1 1 
1 1 1 0 o 1 1 0 
1 1 1 1 1 0 0 1 

Figure 8-83. 
Truth table ror 2 bit ROM mu ltiplier. 



I HEATHKIT 
8-90 ~U~N~IT~E~IG~H~T~ ____________________________________________________ ~=\O=D~~E~:~=I~~ 

A ROM is particularly useful in handling complex mathematical opera­
tions such as the trigonometric and logarithmic functions. Instead of 
having the digital circuitry actually compute the sine, cosine or tangent of 
a number, the ROM simply stores the trigonometric functions correspond­
ing to the angles. In the same way, a ROM can be used to store the 
logarithms 'of specified input numbers. In these applications, the ROM is 
virtually a log table or trig function table. The desired angle or input 
number is applied to or assigned a binary address that is applied to the 
ROM. At the address representing the desired input angle or number is 
stored the correct trigonometric function or logarithm. 

Nlicroprogranurnrlng 

Microprogramming is a technique originally developed to systematize the 
automatic control logic in a digital computer. The heart of a micropro­
grammed control unit is a read only memory. The read only memory is 
combined with other logic elements to perform sequential logic opera­
tions. This combination is called a microprogrammed controller. 

Most sequential operations are carried out by counters and shift registers 
in combination with combinational logic circuits. These circuits are used 
to generate a sequence of timing pulses that will control the operations in 
other parts of the digital system. The signals generated may increment 
counters, cause data transfers to take place between registers, enable or 
inhibit various logic gates, select a multiplexer channel or permit a decod­
ing operation to take place. All of these operations will be timed so that 
they occur in the correct sequence to perform the desired operation. 

In large digital systems the control logic circuitry can become very com­
plex. This is particularly true of the control logic in a digital computer. By 
the use of microprogrammed controller, the entire network of sequential 
and combinational logic circuits can be replaced by a very simple circuit 
containing a read only memory. Figure 8-84 shows several methods of 
implementing sequential logic functions with a ROM. 

In Figure 8-84A, the ROM is driven by a binary counter. A periodic clock 
signal increments the four bit binary counter. The counter output is used as 
the ROM address input. The address decoder is assumed to be part of the 
ROM itself. The ROM output consists of parallel 8 bit words. Since there 
are four input bits, the ROM therefore contains sixteen 8 bit words. As the 
binary counter is incremented, a sequence of 8 bit words appears at the 
ROM output. The words stored in the ROM are programmed such that the 
binary states appearing at the ROM outputs will cause the desired logic 
operations to take place in the correct sequence. Here the eight output lines 
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( can be used for a variety of control purposes. The states of these outputs are 
stricUya function of the bits stored in the ROM. The rate of change of the 
ROM outputs is a function of the frequency of the clock pulses stepping the 
binary counter. 
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(8) 

Figure 8-84, Microprogromrncd 
controllers using a ROM. 

A more sophisticated version of this same circuit is shown in Figure 
8-84B. Again. a ROM is the main circuit element with the desired output 
states specified by the ROM contents. Note. however. that four of the 
ROM output bits are fed back around to the inputs of a 4-bit multiplexer. 
Another group offour input bits is applied to the multiplexer as well. The 
multiplexer can select either of the two 4-bit sources as an address and 
feed them to an address register. The address register in turn selects a 
specific ROM word. In this circuit. the four bits define sixteen words in 
the ROM. The output is a 12-bit word. eight bits for controlling external 
operations and four bits which are used to determine the next address of 
the word in the ROM. 
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To operate this circuit, a four bit starting address is applied to the multi­
plexer from an external source. This is applied to the address register. One 
specific word in the ROM is addressed and its outputs appear. At this point 
the state of the multiplexer is changed SO that the next input to the address 
register will come from the four bits in the current ROM output word. This 
permits the ROM to select the next word that should appear at the output. 
By repeatedly loading the address register with a clock signal , the ROM 
addresses are sequenced and a desired pattern of output pulses is pro­
duced. With this arrangement, the ROM words addressed can be either 
sequential or in any desired order. The four bit address output from the 
ROM could specify the next location in sequence. Alternately, it can select 
any other word in memory. All of this is determined beforehand in the 
design of the circuitry. Once the proper sequence of operations is deter­
mined, the contents of the ROM can be specified. 

The term micro programming is applicable to these circuits in the sense 
that the words stored in the ROM make up a specific program for carrying 
out a specific function. Each word in the ROM is referred to as a mi­
croinstruction. The bits of that word appearing at the ROM outputs cause 
certain operations to occur; in other words, that word instructs the external 
circuitry in the function to be performed. Each word or microinstruction 
stored in the memory makes up a microprogram. The microprogram 
defines the complete operation to be inHiated. The circuits given inFigure 
8-84 are only a few of many different ways that microprogrammed opera­
tions can be implemented. 

Self Test Review 

32. The term RAM generally refers to a: 

a. read/write memory. 
b. read only memory. 
c. either of the above. 

33. The binary input word to a ROM (or RAM) is often referred to as a (n) 

34. A 1024 bit ROM is organized to store 4 bit words. This ROM contains 
_________________ words and requires a(n) 
_________ bit input address . 

35 . Data is written into a ROM when it is: 

a. operating 
b. addressed 
c. manufactured 
d. Data is never written into a ROM. 
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36. Refer to Figure 8-77. Write the binary contents of each memory loca­
tion in the spaces provided. 

Address Binary Data 
o 
1 

2 
3 
4 
5 

6 
7 

37. The total bit capacity of the ROM in Figure 8-77 is ____ _ 

38. What is the word size of a 16 x 4 ROM? 

a. 4 bits 
b. 8 bits 
c. 16 bits 
d. 64 bits 

39. The propagation delay in a ROM is called _ ________ _ 

40. On a given size silicon chip which type of device will produce the 
largest memory? 

a. bipolar 
b. MOS 

41. A ROM can be used as a BCD to seven segment decoder. Such a ROM 
will have (how many?) inputs, 
_____________ outputs and a total bit capacity of 
_______________ . The word organization is 
______________ x ____________ __ 

42. A ROM could be used to perform a square root operation. 

a. True 
b. False 

43. The main logic element in a microprogrammed controller is a 

44. Another name for the words stored in a microprogrammed ROM is 
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45. Microprogrammed controllers are 

a, combinational circuits, 
b, sequenti al circuits , 

Answers 

32, a, Read/write memory 

33, address 

-

34, 256,8, A 1024 bit memory organized into 4 bit words contains 1024 -+- 4 
= 256 words, It takes an 8 bit address to locate anyone of the words (2' 
= 256), 

35, c, manufactured, When a programmable ROM is used, the user can 
store data into it once as the storage is usually permanent. 

36, Address Binary Data 
0 0010 
1 1001 
2 1111 
3 0101 
4 0100 
5 1010 
6 0011 
7 0000 

37, 32 There are 8 four bit words. (8 x 4 = 32 bits) 

38, a. 4 bits, [n the designation 16 x 4, the second number, usually the 
smaller of the two, refers to the word size. The first number refers to 
the number of words in the memory, 

39, access time 

40, b, MOS 

41. 4 inputs, 7 outputs, 70 bits, 10 x 7 organization, A BCD to 7 segment 
decoder will have4 inputs (the BCD input code) and 7 outputs (one for 
each segment) . The BCD code will address 10 memory locations , one 
for each of the digits 0 through 9, The word in each location will have 7 
bits, Therefore, the total bit capacity is 10 x 7 = 70, The organization of 
course is 10 x 7, 
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42, a, True A ROM can be used for square root operations, The number 
whose square root is to be found is applied as a binary address to the 
ROM , In the corresponding memory location will be the binary 
number representing the square root of the input. 

43, ROM 

44 . microinstructions 

45, b. sequential 
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PROGRAMMABLE LOGIC ARRAYS 

A programmable logic array (PLA) is an integrated circuit logic network 
that can be used to perform many different types of combinational logic 
functions. It offers the digital designer an alternative to the use of combina­
tionallogic circuits made with standard SSI and MSI les or read only 
memories. For many applications the PLA offers a significant improve­
ment in performance over both conventional logic circuit implementation 
and read only memories. 

Basically the PLA is a bipolar or MOS logic network that can be pro­
grammed during manufacturing to produce a wide variety of combina­
tionallogic functions. It is capable of translating any input code into any 
output code. The circuit is designed to generate a large number of sums of 
partial products. 

Figure 8-85 shows a general logic diagram of a PLA. The multiple binary 
inpu ts (I , through 1,,) are app lied to inverters which are used to generate 
both the normal and complement versions of the input signals. The inver­
ter outputs may then be interconnected to one of many AND gates. In one 
particular commercial PLA, a total of 96 twelve input AND gates are 
provided. These AND gates generate the product terms of the input vari­
ables. Up to 14 indifferent input variables may be handled by this particu­
lar PLA. The products or partial products of the inputs formed by the AND 

DATA 
INPUT S 

~-----------------!1 
~--+-----------~---Il 

>O+----.------~--- IZ 
"'-"---ll---lr.-----t---T z 

114 >-.-11 ")c>-f----1f+-----+---11 4 
L.:.--+-..--+t-----f+_T 14 

IZ INPUTS 
FOR MASK 96 INPUTS 

PROGRAMMING 96 FOR MASK 
PRO GRAMM I NG 

FZ OR 1'z 
i OUTPUTS 
I 
: 

~F80R1'8 
NOTE ' . I S A MASK - PROGRAMM I NG CONNECTION 

Figure 8-85. Cenora l logic d ia­
gram or a programmable Jogic array. 
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gates are then connected to OR ga tes to form th e output sums (Fl through' 
F8). The selection of which input variables are applied to which AND gates 
and the choice of which AND gate outputs are connected to the eight 
available output OR gates is determined during the manufacturing of the 
device. By properly designing the mask that specifies the interconnections 
of the logiC gates on the chip , a huge number of circuH configurations are 
possible. Note also in Figure 8-85 that even the use of an inverter on the 
outputs of the OR gates is programmable. 

To design a logic circuit with a PLA involves basicaJly the same procedure 
as developing the logic for any combinational logic circuit or selecting an 
ROM. The procedure generally starts with the truth table that defines the 
output states for each combination of input states. The output equations 
are written in sum-of-products form. The required product terms are listed 
and these are converted into the appropriate mask programming instruc­
tions for making the Ie. 

The PLA is particularly valuab le in implementing large comp lex combina­
tionallogic circuits. Simple fun ctions are readily implemented with SSI 
logic gates. More complex functions can be handled by one of the many 
available MSI functions. But when there are many input variables and 

( many ou tput variables. the use of standard SSI and MSI packages also 
becomes complex and cumbersome. The PLA can be used to generate the 
desired complex function and house it in a single integrated circuit pack­
age. 

The PLA also offers numerous advantages over the read only memory for 
implementing some complex logic functions. Of course, a ROM can be 
used to handle logic functions involving any number of inputs or any 
number of outputs. However, the read only memory becomes very in­
effi cient when all possible combinations of the input variables are not 
used. For example, a four input logic circuit has 16 possible different 
combinations. The design application may only call for the use of nine of 
these. The four bits on input to a ROM to be used in implementing the 
function define 16 memory locations. seven of which would not be used. 
Despite the fact tll e seven locations would not be used they are still present 
in the device and are essentially wasted. However, by using a PLA, the 
same logic function can be implemented more economically. PLAs offer 
the digital designer another option in implementing combinational logic 
circuits. For large, complex logic functions involving four or more inputs 
and outputs, it offers advantages over SSI and MSI combinational circuits 
and ROMs for some app lications. 
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Self Test Review 

46, The logic function performed by a PLA is determined during man­
ufacturing, 

a, True 
h, False 

47, A PLA could be used to perform code conversion, 

a, True 
b, False 

48, A PLA is au alternative to what other types of logic circuits? 
Check all that apply, 

a, Sequential 
b, MS! functional combinational 
c, SS! combinations 
d, ROMs 

49, The logic output equation of a PLA is in the _________ of 
_________ form, 

50, PLAs are used primarily in implementing small simple logic func­
tions, 

a, True 
b, False 

Answers 

46, a, TlUe 

47, a, True 

48, b, c, d, A PLA is a combinational circuit that can replace SS], MS! 
combinational circuits and ROMs in large complex applications, 

49, sum-of-products 

50. b, False 
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EXAMINATION 

UNIT 8 

COMBINATIONAL LOGIC CIRCUITS 

The purpose of this exam is to help you review the key facts in this unit. 
The problems are designed to tes t your retention and understanding by 
making you apply what you have learned. This exam is not so much a test 
as it is another learning method. Be fair to yourself and work every problem 
first before checking the answers. 

1. Draw a logic gate decoder that will recognize the number 56 in binary 
form. 

2. Draw a logic gate decoder that will detect the presence of the number 
56 in BCD form . 

3. A 1 of 16 decoder has how many inputs? 

A. 1 
B.4 
C. 8 
D. 16 

4. The Boolean equation for a decoder that recognizes the number 111Ois: 
[Note: D = LSB) 

A. A B ciS 
B. AB CD 
C. A B CD 
D. ABCD 

5. Which of the following statements is true about the 7442 TTL decoder 
IC? Check all that apply. 

A. Active low outputs 
B. Active high outputs 
C. One of ten decoder 
D. All outputs low except enabled output 
E. Can be used as an octal decoder 
F. All outputs high if numbers between 1010 and 1111 are applied. 
G. Decode 8421 BCD code 
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6. What type of combinational circuit would you use to generate a binary 
output code from an input pushbutton? 

A. decoder 
B. multiplexer 
C. encoder 
D. exclusive OR 

7. What logic circuit is analogous to a single pole mechanical selector 
switch? 

A. decoder 
B. multiplexer 
C. encoder 
D. exclusive OR 

8. Which of the following is not a typical application for a multiplexer? 

A. serial to parallel converter 
B. Boolean function generator 
C. serial word generator 
D. data selector 

9. In the 74151 TTL multiplexer the desired input channel is selected by 

A. the strobe input 
B. disabling all other inputs 
C. applying a signal to that channel 
D. a 3 bit address input COde 

10. Which two circu its below can be used as serial-to-parallel data conver­
ters? 

A. demultiplexer 
B. encoder 
C. multiplexer 
D. exclusive OR 
E. shift register 

11. Another name for exclusive NOR is 

A. excl usi ve OR 
B. comparator 
C. wired-OR 
D. sum-of-products 
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12. Write the logic equation for the circuit in Figure 8-86. This circuit is 
a(n) 

A. exclusive OR 
B. exclusive NOR 
C. decoder 
D. multiplexer 
E. comparator 

13. Study the circuit in Figure 8-87. Assume clock pulses are applied to 
the A flip -flop. Consider the flip-flop output code sequences generated 
when the control input is fi.rs t binary 0 then binary 1. What is this 
circuit? 

A. shift register 
B. BCD counter 
C. up/down counter 
D. code converter 

A B C o 

J AI- J B- J Ci- J 0 

CLOCK - T ~ )-T ;:J) )- T ::n )- T 

K 'Ii K ii K C K 'D' 

CONTROL 

14. Draw an odd parity generator circuit for a 7 bit binary input code. 

15. In a serial binary adder, 

A. all bits are added simultaneously 
B. the bits are added sequentially, LSB first 
C. the bits are added sequentially, MSB first 

16. Add the following binary numbers . 

A. 1000111 B. 1110001010 
1011110 1010101110 

17. A serial binary adder uses 8 bit shift registers to store the numbers to be 
added (augend and addend). The clock frequency is 250 KHz. How 
long does it take to make an addition? 

A. 4 microseconds 
B. 32 microseconds 
C. 64 microseconds 
D. 500 microseconds 
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Figure 8-86. 
Circuit for exam question 12. 

Figure 8-87 . 
CircuH for exam question 1.3. 
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18. Which of the following is not a suitable application for a ROM? 

A. binary to Ascrr code converter. 
B. modulo 13 counter. 
C. cube root arithmetic. 
D. rectangular to polar coordinate converter. 

19. A ROM has 10 input address bits and an 8 bit output word. How 
man y bits does the ROM contain ? 
A. 1024 
B. 2048 
C. 4096 
D. 8192 

20. The term given to a sequential logic circuit using a ROM is 
A. counter 
B. microprogrammed controller 
C. code converter 
D. random logic sequencer 

21. Which of the following is no t a characteristic of a PLA? 

A. multiple inputs 
B. multiple outputs 
C. sequential logic circuit 
D. sum-of-products generator 
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ANSWERS 

UNIT 8 

Combinational Logic Circuits 8-103 

COMBINATIONAL LOGIC CIRCUITS 

1. See Figure 8-88. 
o :.:;::~ )--- DETECT 56 

IBINARYI 
o 

Il5BI 0---' 

2. See Figure 8-89. 

IMS BI : iffiC>-.m" " IBCDI 

01101l5BI 

Figure 6-69. 
Answer to exam Question 2. 

3. B. Four. 16 output states implies a 4-bit input. (2' = 16.) 

4. D. A BCD · A BCD = 10112 = 1110 

5. A. C. E. F. G 

6. C. encoder 

7. B. multiplexer 

8. A. serial-to-parallel converter. A multiplexer can be used as a 
parallel-to-serial converter . 

9. D. a 3-bit address input code. 

10. A. E demultiplexer. shift register 

11. B. comparator 

12. A. exclusive OR. The wired OR NAND gates in Figure 8-86 generate 
the equation C = A B + A B = A B + A i3 

Figure 6-66. 
Answer to exom question 1. 
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13. C. up/down counter. The circuit in Figure 8-87 is a 4 bit binary ripple 
up/do wn counter. The JK flip -flops are coupled by X-OR circuits 
that control the up/down mode. When the control input is binary 0, 
the normal flip -flop outputs are coupled to the T inputs of the next 
flip-flop in sequence thereby creating an up counter . When the 
control input is binary 1 , the X-OR gates invert the normal output 
gi ving the effect of driving the T inputs from the complement 
output of the previous flip-flop which produces down counting. 

14. See Figure 8-90. 

7 BI T ) --1..---' 
I N PUT 4--<",--/ 
WORD 

Figure 8-90. 7 bi! odd parity sen­
erator. Answer to exom question 14. 

15. B. The bits are added sequentially , LSB first. 

16. A. 
carri es::::::::---

111--- l'l:-.11 -"""11 
1000111 1110001010 
1011110 1010101110 

10100101 11000111000 

17. B. 32 microseconds. In a serial adder, the addition is complete when 
both words in the 8 bi t registers are shifted out. This takes 8 shift or 
clock pulses. With a 250 KHz clock with a period of 1/250000 = 

.000004 second or 4 mi croseconds, the total add time is 4 x 8 = 32 
microseconds. 

18. B. modulo 13 counter. A ROM is not a sequential circuit. 

19. D. 8192. A ten bit address word defines 210 = 1024 words at 8 bits each 
for a total of 81 92 bits. 

20. B. microprogrammed controller 

21. C. sequential logic circuit. A PLA is a combinational log ic circuit. 
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