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Extending the Database Relational Mode!
to Capture More Meaning

E. F. CODD
IBM Research Laboratory

Dunng the last three or four yvears several investigators have been explonng “semantic models” for
formatted databases. The intent i1s to capture (in a more or less formal way) more of the meaning of
the data so that database design can become more systematic and the database system itselfl can
behave more intelligently. Two major thrusts are clear

(1) the search for meaningful units that are as small as possible—atomic semantics;
(2) the search for meaningful units that are larger than the usual n-ary relation—molecular
semanfics.

In this paper we propose extensions to the relational model to support certain atomic and molecular
semantics. These extensions represent a synthesis of many ideas from the published work in semantic
modeling plus the introduction of new rules for insertion, update, and deletion, as well as new algebraic
operators

Key Words and Phrases: relation, relational database, relational model, relational schema, database,
data model, database schema, data semantics, semantic model, knowledge representation, knowledge
base, conceptual model, conceptual schema, entity model
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1. INTRODUCTION

The relational model for formatted databases [5] was conceived ten vears ago,
primarily as a tool to free users from the frustrations of having to deal with the
clutter of storage representation details, This implementation independence
coupled with the power of the algebraic operators on n-ary relations and the open
questions concerning dependencies (functional, multivalued, and join) within and
between relations have stimulated research in database management (see [30]).
The relational model has also provided an architectural focus for the design of
databases and some general-purpose database management systems such as
MACAIMS [13], PRTV [38], RDMS(GM) [41], MAGNUM [19], INGRES [37],
QBE [46], and System R [2].

During the last few years numerous investigations have been aimed at capturing
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398 ¢ E. F. Codd

{in a reasonably formal way) more of the meaning of the data, while preserving
independernce of implementation, This activity is sometimes called semantic data
modeling. Actually, the task of capturing the meaning of data is a never-ending
one. So the label “semantic” must not be interpreted in any absolute sense.
Moreover, database models developed earlier (and sometimes attacked as “syn-
tactic”) were not devoid of semantic features (take domains, keys, and functional
dependence, for example). The goal is nevertheless an extremely important one
because even small successes can bring understanding and order into the field of
database design. In addition, a meaning-oriented data model stored in a computer
should enable it to respond to queries and other transactions in a more intelligent
manner. Such a model could also be a more effective mediator between the
multiple external views emploved by application programs and end users on the
one hand and the multiple internally stored representations on the other

In recent papers on semantic data modeling there is a strong emphasis on
structural aspects, sometimes to the detriment of manipulative aspects. Structure
without corresponding operators or inferencing techniques is rather like anatomy
without physiology. Some investigations have retained clear links with the
relational model and have therefore benefited from inheriting the operators of
this model—just as the relational model retained clear links with predicate logic
and can therefore inherit its inferencing techniques,

With regard to meaning, two complementary quests are evident:

(1) What constitutes an atomic fact (atomic semantics)?

(2) What larger clusters of information constitute meaningful units (molecular
semantics)”?

After a review of the relational model, we introduce a classification scheme for
entities, properties, and associations, We then discuss extensions to the relatioral
model to reflect this classification and to support such aspects of molecular
semantics as abstraction by generalization and by Cartesian aggregation. The
extended model is intended primarily for database designers and sophisticated
users

2. THE RELATIONAL MODEL

We shall now give a brief definition of the relational model, in which we emphasize
that the algebraic operators are just as much a part of the model as are the
structures. The operators permit, among other things, precise discussion of
alternative schemata (both base and wview) for particular applications of the
relational model. We shall also point out the close relationship that exists between
the relational model and first-order predicate logic (although it is incorrect to
equate the two as in [43]).

To help distinguish relational systems from nonrelational ones, we suggest the
following definitions. A database system is fully relational if it supports:

(1) the structural aspects of the relational model;

(2) the insert-update-delete rules;

(3) a data sublanguage at least as powerful as the relational algebra, even if all
facilities the language may have for iterative loops and recursion were
deleted from that language
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A database system that supports (1) and (2), but not (3) is semurelational. Note
that a fully relational system need not support the relational algebra in a literal
sense, but must support its power. Besides being a yardstick of power, the algebra
is intended to be a precise intellectual tool for treating such issues as model
design, view definition, and restructuring.

2.1 Structures

A domain is a set of values of similar type: for example, all possible part serial
numbers for a given inventory or all possible dates for the class of events being
recorded. A domain is semple if all of its values are atomic (nondecomposable by
the database management system).

Let Dy, Dy, ..., D, be n (n > 0) domains (not necessarily distinct). The
Cartesian product X{D;: 1= 1,2, ..., n} is the set of all n-tuples (f;, £, ..., t,)
such that ¢, € D, for all i. A relation R is defined on these n domains if it is a
subset of this Cartesian product. Such a relation is said to be of degree n.

In place of the index set (1, 2, . .., n) we may use any unordered set, provided
we associate with each tuple component not only its domain, but also its distinct
index, which we shall henceforth call its attribute. Accordingly, the n distinct
attributes of a relation of degree n distinguish the n different uses of the domains
upon which that relation is defined (remember that the number of distinct
domains may be less than n). A tuple then becomes a set of pairs (A:v), where A
is an attribute and v is a value drawn from the domain of A, instead of a sequence
KU, U ceasUnl.

A relation then consists of a set of tuples, each tuple having the same set of
attributes. If the domains are all simple, such a relation has a tabular represen-
tation with the following properties.

(1) There is no duplication of rows (tuples).
(2) Row order is insignificant.

(3) Column (attribute) order is insignificant.
(4) All table entries are atomic values.

The notation R(A:a, B:b, C:c,...) is used to represent a time-varying relation
R having an attribute A taking values from a domain a, an attribute B taking
values from a domain b, etc. When, for expository reasons, the domains can be
ignored, such a relation will be represented as R(A, B, C, ...) or even as R.
However, for correct interpretation of an expression (and especially an assignment
statement), the order in which attributes are cited may be crucial (see THETA-
JOIN below).

A relational database is a time-varying collection of data, all of which can be
accessed and updated as if they were organized as a collection of time-varying
tabular (nonhierarchic) relations of assorted degrees defined on a given set of
simple domains. Base relations are those which are defined independently of
other relations in the database in the sense that no base relation is completely
derivable (independently of time) from any other base relation(s). Derived
relations are those which can be completely derived from the base relations. It is
this kind of relation which is normally employed to provide users or application
programs with their own views of the database. The declared relations may
include derived relations as well as all of the base relations. Later, when we have
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introduced certain additional concepts, we shall define semiderived relations, a
class which subsumes the derived relations

If U is a collection of attributes of a relation, the U-component of a tuple ¢ of
that relation is the set of (A:v) pairs obtained by deleting from ¢ those pairs
having an attribute not in U.

Between tabular relations there are no structural links such as pointers.
Associations between relations are represented solely by values. These associa-
tions are exploited by high-level operators.

With each relation is associated a set of candidate keys, K 1s a candidate key
of relation R if it is a collection of attributes of R with the following time-
independent properties,

(1) No two rows of R have the same K-component.
(2) If any attribute is dropped from K, the uniqueness property (1) is lost.

For each base relation one candidate key is selected as the primary key. For a
given database, those domains upon which the simple (i.e., single-attribute)
primary keys are defined are called the primary domains of that database, Note
that not all component attributes of a compound (i.e., multiattribute) primary
key need be defined on primary domains. Primary domains are important for the
support of transactions such as “remove supplier 3 from the database,” in which
we wish to remove 3 wherever it occurs as a supplier serial number, but not in
any of its other uses.

All insertions into, updates of, and deletions from base relations are constrained
by the following two rules

Rule 1 (entity integrity): No primary key value of a base relation is allowed to
be null or to have a null component.

Rule 2 (referential integrity): Suppose an attribute A of a compound (ie.,
multiattribute) primary key of a relation R is defined on a primary domain D
Then, at all times, for each value v of A in R there must exist a base relation (say
S) with a simple primary key (say B) such that v occurs as a value of Bin S.

The relational model consists of

(1) a collection of time-varying tabular relations (with the properties cited
above—note especially the keys and domains);

(2) the insert-update-delete rules (Rules 1 and 2 cited above);

(3) the relational algebra described in Sections 2.2 and 2.3 below.

Closely associated with the relational model are various decomposition con-
cepts which are semantic in nature (being time-invanant properties of time-
varying relations). Examples of such concepts are nonloss (natural) joins and
functional dependencies [6], multivalued dependencies [10, 44 ], and normal forms.
For details see [3] which provides a tutorial on the subject; see also [39].

2.2 Relational Algebra (Excluding Null Values)

Since relations are sets, the usual set operators such as UNION, INTERSEC-
TION, and SET DIFFERENCE are applicable. However, they are constrained
to apply only to pairs of union-compatible relations, i.e., relations whose attributes
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Extending the Database Relational Model . 401

are in a one-to-one correspondence such that corresponding attributes are defined
on the same domain. This constraint guarantees that the result is a relation.
CARTESIAN PRODUCT is applicable without constraint.

We now define operators specifically for the manipulation of n-ary relations. In
what follows R, S denote relations; A, B,, B;, C denote collections of attributes;
c is a tuple of appropriate degree, and with appropriate domains.

THETA-SELECT (sometimes called RESTRICT)

Let # be one of the binary relations <, <, =, =, > # that is applicable to
attribute(s) A and tuple ¢. Then R[A @ ¢] is the set of tuples of R, each of whose
A-components bears relation # to tuple ¢. Instead of tuple ¢, other attribute(s) B
of R may be cited, provided that A, B are defined on common domains. Then
R|A 6 B] is the set of tuples of R, each of which satisfies the condition that its A-
component bear relation # to its B-component. When # is equality (a very
common case), the THETA-SELECT operator is simply called SELECT.
Examples of THETA-SELECT

R(A B C) Rl[A#r](A B C)
p 1 2 D B8
pod 1 p' 2 1
o s L g 1 2
2 b
2 3 RIA=r](A B C)
y r 4 D
RIB>C](A B C) A
y PRI
R e |
PROJECTION
R[A,, Az, ..., A,] is the relation obtained by dropping all columns of R except
those specified by A,, A,, ..., A, and then dropping redundant duplicate rows.
Examples of PROJECTION
i AN R[A,B]( A B)
D] p 1
pyety P &
g 1 2 q 1
s 2 ol
2 3
_ R[(B] ( B)
R[B, C] ( ) 1
)

NN~y
\‘,u:i'.h.—-l&f'j

We can now define the third class of relations. Semiderived relations are those
which have a projection (with at least one attribute) that is a derived relation
(see weak redundancy in [5]). For example, if R(A, B) is a base relation and
S(A, ) is a relation such that

S[A] = (R[B = b))[A]

and attribute C is defined on a domain not used in any of the base relations
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(hence S is not derivable), then S is semiderived. As we shall see, there are many
uses for semiderived relations. Note that there is no stipulation that a relational
database will be designed to have minimal redundancy, although this is an option
that may be chosen. Thus, the declared relations may include semiderived and
even derived relations as well as the base relations.

THETA-JOIN

Given relations R (A, B;) and S(B., C) with B,, B, defined on a common domain,
let # be one of the binary relations =, <, <, = >, % that is applicable to the
domain of attributes B,, B,. The theta-join of R on B, with S on B. is denoted by
R[B, @ B,]S. It is the concatenation of rows of R with rows of S whenever the
Bj-component of the R-row bears relation # to the B;-component of the S-row.
When 6 is equality, the operator is called EQUI-JOIN. Of all the TH ETA-JOINS,
only EQUI-JOIN vyields a result that necessarily contains two identical columns
(one derived from B,, the other from B.). More generally, # may be permitted to

be any binary relation that is applicable to the domain of B, and B,
Examples of THETA-JOIN

ol A B O S{(D E)

1 2 u
n & ] d
g 1 2 4 wu
r 2 5t

3 J J

R[C=D)S(A B C D E)

P g TR
g 1 2 3 =
! J 3 'd ¢t

RIC>D)S(A B C D E)

r o8-8 e
Fogi < O Bedin
r - N TR, IR

r £ .0 4 @u

If the relations being theta-joined have some attribute names in common, the
names for the attributes of the resulting relation must be specified. For example,
if each of the relations R, S has attributes A. B, and all four attributes are defined
on a common domain, we may define several possible theta-joins of R with S
One such definition is:

T(D,E,F,G)=R(A, B)[B > B)S(A, B)

and, using an order-of-citation convention. this means that the source of values
for attribute D in T is attribute A in R Similarly, for attributes E, F, G in T the
respective sources are attributes Bin R, Ain S, and Bin S

NATURAL JOIN

This join is the same as EQUI-JOIN except that redundant columns generated
by the join are removed. Natural J0in is the one used in normalizing a collection
of relations.
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By applying the null substitution principle to inequality testing, we can avoid
the arbitrary step of giving w any place in a numerical or lexicographic ordering,
In accordance with this principle, we assign the truth value w to the expressions
x 0 y, where # is any one of <, =, =, > whenever x or y is null.

For every positive integer n, the n-tuple consisting of n null values (each of
course accompanied by its attribute) is a legal tuple, but a nonbase n-ary relation
may contain at most one such tuple, and a base relation cannot contain such a
tuple at all. As usual, no relation may contain duplicate tuples. In applying this
nonduplication rule, a null value in one tuple is regarded as the same as a null
value in another. This identification of one null value with another may appear
to be in contradiction with our assignment of truth value to the test @ = w.
However, tuple identification for duplicate removal is an operation at a lower
level of detail than equality testing in the evaluation of retrieval conditions.
Hence, it is possible to adopt a different rule. The consequences for UNION,
INTERSECTION, and DIFFERENCE are illustrated below.

R S RUS RNS R-8S
W w w w w W w W
u w u w u w u W
u 1 A | u 1 u 1
w 1 W 1 w 1

Now, let us look at the effect of this type of null upon the remaining operators
of the relational algebra. CARTESIAN PRODUCT remains unaffected. PRO-
JECTION behaves as expected, provided that one remembers how the nondu-
plication rule is applied to tuples with null-valued components. The following
examples illustrate projection.

R R|B, C R[C]
4 BUE B & &
u W w W w
v 1 w 1 w
w w 1 w 1 1
X 1" w
¥ W

The THETA-JOIN operator entails concatenation of pairs of tuples subject to
some specified condition # holding between certain components of these tuples.
The evaluation of the condition for any candidate pair of tuples vields the truth
value F or w or T. We retain the join operator that concatenates only those pairs
of tuples for which the condition evaluates to 7 and call it a TRUE THETA
JOIN. In addition, we introduce a MAYBE THETA JOIN that concatenates
only those pairs of tuples for which the specified condition evaluates to w.

The MAYBE version of an operator is denoted by placing the symbol w after
the theta symbol (e.g., =) or operator symbol (e.g., +w}. The following examples
illustrate the TRUE and MAYBE EQUI-JOINs and the TRUE and MAYBE
LESS-THAN JOINs.

ACM Transactions on Database Systems, Vol. 4, No, 4, December 1979,
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R S8 —E[ B= (_]:_ R|B = wC ]‘a

A B . A-B. 0 AsB C

u w W w '.3 2 U w w

w 2 2 . R u w 2

w 1 . B >

w 1 w
'R[B<C]S R[B<wC]S

A“BiC 4 8 C

w 1 2 | same as

[ [R[B = wC]S

If we wish to select only those rows of R that have w as their B-component, we
may form the MAYBE EQUI-JOIN of R with a relation T whose only element
15 a single nonnull value (any such value will do, provided it is drawn from the
same underlying domain that attribute B is defined on) and then PROJECT the
result on A, B. In the case above, the reader can verify that the final result is a
relation whose only element is the pair (A:u, B:w). Treatment of null values by
the THETA-SELECT operator (TRUE and MAYBE versions) follows the same
pattern as the THETA-JOIN operators

DIVISION is treated in a similar manner. The original operator based upon
true inclusion (inclusion testing that yields 7') is retained and called TRUE
DIVISION. A new division operator +w is introduced which entails only maybe
inclusion (inclusion testing that yields w), and this is called MAYBE DIVISION.
The following examples illustrate the two kinds of division.

R S T R[B + C]S R|B + C|T ]
A B C C A A .
"0 2 2 u g i empty -i
u 2 } w : : : : L
IR R[B + oC]S R[B + oC]T
w 2 A A
: 3 u -

The following operator permits two relations to be subjected to union, even if
they are not union-compatible. Nevertheless, the result is always a relation.

OUTER UNION
Let R, S be relations which have attribute(s) B in common and no others. Let the
remaining attribute(s) of R be A, and those of S be C. Let

Ri(A, B, C)=R x(C:w)
SA,B,C)=(A:w) X S
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where X denotes Cartesian product. The outer union of R and S is given by
R@U) S=RUS,.
Note that in the special case that R and S are union-compatible,
RU S=RuUS.
Example of OUTER UNION

R{-A2 B €) S(B D)
p 1 2 2 N
p - SR | 3 ©
q [

ROS(A B ¢ D)

¢ - B) IS LR
p. 2 I @
g 1 2.
w 2 w u
w } w v

In a similar manner, we could define OUTER versions of INTERSECTION
and DIFFERENCE also.

Both the NATURAL and EQUI-JOINs lose information when the relations
being joined do not have equal projections on the join attributes. To preserve
information regardless of the equality of these projections, we need joins that can
generate null values whenever necessary. Such joins were proposed independently
in [16, 20, 23, 44].

OUTER THETA-JOIN
Given relations R = R(A, B)) and S = S(B:, C) with B,, B, defined on a common
domain, let
T = R|B, 6 B.|S
H: H —= TE.‘i. ‘B.I
5 =8~-TI[B,, C).
Then the outer theta-join is defined by

R([B, @B_-}.S‘= TU (R X (By:w, C:w)) U ((A:w. B, w) X S\)

Il

where U denotes union and x denotes Cartesian product.
Example of OUTER EQUI-JOIN

S(S# SCITY ) J ( J# JCITY )
s] c4 J1 cl
52 c2 J2 c2
54 el J3 2
sb cl j-; ¢S
s7 c3
ACM Transactions on Database Systems. Vol 4 No. 4, December
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Define S.J = S|SCITY % JCITY |.J
SJ ( S#  SCITY JCITY J# )

51 o4 W w
52 c2 c2 J2
s2 c2 cZ J3
sS4 cl cl J1
s6 cl cl J1
87 cd [ W
w w cH J4

OUTER NATURAL JOIN

Given relations R(A, B)) and S(B., C) as before. and relations 7', R,, S, defined
as above with = replacing theta, then the outer natural join of R on B, with S on
B is defined by

R| B, @ B.)S = T[A, B,, C]U (R, X (C:w)) U ((A:w) x S))

Example of OUTER NATURAL JOIN. Define T(S#, CITY, J#) = S[SCITY
@ JCITY |.J where relations S. .J are as tabulated above

T(S# CITY J#)

sl o4 w

52 c2 J&
§2 c2 13
a4 cl J1
s6 cl J1
s7 c3 W

w cH 74

In this treatment, if an Operator generates one or more nulls, these nulls are
always of the type “value at present unknown,” which is consistent with the open
world interpretation (see Section 3). If we were dealing with relations having a
closed world interpretation, the “property inapplicable” type would be more
appropriate,

3. RELATIONSHIP TO PREDICATE LOGIC

We now describe two distinct ways in which the relational model can be related
to predicate logic. Suppose we think of a database initially as a set of formulas in
first-order predicate logic. Further, each formula has no free variables and is in
as atomic a form as possible (e.g, A & B would be replaced by the component
formulas A, B). Now suppose that most of the formulas are simple assertions of
the form Pab ... z (where P is a predicote and a, b, .. ., z are constants). and
that the number of distinct predicates in the database is few compared with the
number of simple assertions. Such a database is usually called formatted, because
the major part of it lends itself to rather regular structuring. One obvious way is
to factor out the predicate common to a set of simple assertions and then treat
the set as an instance of an n-ary relation and the predicate as the name of the
relation. A database so structured will then consist of two parts: a regular part
consisting of a collection of time-varying relations of assorted degree (this is
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sometimes called the extension) and an irregular part consisting of predicate logic
formulas that are relatively stable over time (this is sometimes called the
intension, although it mayv not be what the logicians Russell and Whitehead
originally intended by this word). One may also view the intension as a set of
integrity constraints (i.e., conditions that define all of the allowable extensions)
and thus decouple these notions from vanability with time.

One may choose to interpret the absence of an admissible tuple from a base
relation as a statement that the truth value of the corresponding atomic formula
is (1) unknown; (2) false. If (1) is adopted, we have the open world interpretation.
If (2) is adopted, we have the closed world interpretation (see [28]). Although
the closed world interpretation is usually the one adopted for commercial data-
bases, there is a case for permitting some relations (e.g., P-relations of Section 7)
to have the open world interpretation, while others (e.g., E-relations for kernel
entity types to be discussed in Sections 5 and 6) have the closed world interpre-
tation.

Whether the open or closed interpretation is adopted, the relational model is
closely related to predicate logic. It is this closeness which accounts for the
plethora of relational data sublanguages that are based on predicate logic. For a
probing and thorough comparison of such languages, see [20, 27].

Undisciplined application of predicate logic in designing a database could yield
an incomprehensible and unmanageable set of assertions. Some 1ssues which arise
when attempting to introduce discipline are the tollowing.

(1) Can we be more precise about what constitutes a simple assertion?

(2) What other regularities can be exploited in a formatted database?

{3) To what extent can these additional regularities be represented in readily
analyzable data structures as opposed to procedures?

In attempting to provide an answer to these questions, we shall employ popular
informal terms like "entity,” “property,” and “association” to motivate extensions
to the relational model. Eventually, we arrive at a formal system called RM/T
(T for Tasmania, where these ideas were first presented [9]). This system can be
interpreted in many different ways. Certain interpretations should satisfy the so-
called 2-concept school in semantic modeling, while others should satisfy the 3-
concept school (see [25, p. 27]).

4. DESIGNATION OF ENTITIES

The need for unique and permanent identifiers for database entities such as
employees, suppliers, parts, etc., is clear. User-defined and user-controlled pni-
mary keys in the relational model were originally intended for this purpose. There
are three difficulites in employving user-controlled keys as permanent surrogates
for entities.

(1) The actual values of user-controlled keys are determined by users and must
therefore be subject to change by them (e.g., if two companies merge, the
two employee databases might be combined with the result that some or all
of the serial numbers might be changed).

(2) Two relations may have user-controlled keys defined on distinct domains
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(e.g., one uses social security, while the other uses employee serial number)
and yet the entities denoted are the same.

(3) It may be necessary to carry information about an entity either before it has
been assigned a user-controlled key value or after it has ceased to have one
le.g., an a;}[:lll':mt for a job and a retiree)

These difficulties have the important consequence that an equi-join on common
key values may not vield the same result as a join on common entities. A
solution—proposed in part in [4] and more fully in [14]—is to introduce entity
domains which contain system-assigned surrogates. Database users may cause
the svstem to generate or delete a surrogate, but they have no control over its
value, nor is its value ever displayed to them

Surrogates behave as if each entity (regardless of type) has its own permanent
surrogate, unique within the entire database. Actually, under the covers, such
surrogates may have to be changed (e.g., when two previously independent
databases are combined into one), but the following property is preserved at all
times: Two surrogates are t-quill in the relational model if and only if Ihé'}' denote
the same entity in the perceived world of entities. Note that the svstem would
create distinct surrogates for two entities as a result of user input that, in effect,
asserts the distinctness of these entities. A special coalescing command enables
a user to tell the system that two objects that were previously asserted to be
distinct, are, in fact, one and the same,

In any RM/T database one of the underlving domains serves as the source of
all surrogates: this is called the E-domain. Any attribute defined on the E-domain
18 called an E-attribute. For easy recognition of such attributes, we adopt the
convention that they are given names ending in the special character “¢."”

Introduction of the E-domain, E-attributes, and surrogates does not make user-
controlled keys obsolete. Users will often need entity identifiers (such as part
serial numbers) that are totally under their control, although they are no longer
compelled to invent a user-controlled key if they do not wish to.

They will have to remember, however, that it is now the surrogate that is the
primary key and provides truly permanent identification of each entity. The
capability of making equi-joins on surrogates implies that users see the headings
of such columns but not the specific values in those columns

5. ENTITY TYPES

Entities may, of course, have several types (e.g., a supplier may also be a
customer). When information regarding an entity is first entered into a database,
the input must specify at least one type for that entity—it need nct specify
anything more unless it is of a type used to describe some other entity (in which
case the entity whose description is being augmented must also be specified). In
subsequent sections we shall deal with automatic inference of other applicable
types when these are inferable from the given one(s).

In any RM/T database there is a unary relation (called an E-relation) for each
entity type. As a matter of convention, the relation is given the same name as the
entity type which the relation represents, while its sole attribute is named by
appending the character “¢" at the end of the relation name. Such an attribute is
also given additional names (aliases) if the corresponding entity type is a subtype
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of other entity types. In such a case, there is one alias for each superentity type,
and this alias consists of the relname of the supertype followed by the character
ol =

The main purpose of an E-relation is to list all the surrogates of entities that
have that type and are currently recorded in the database. One reason for
establishing these E-relations explicitly is that an entity may change type dynam-
ically. A firm that was both a supplier and a customer may become just a supplier.
We shall see other reasons below.

The possibility that an entity may change its type or types means that we must
distinguish two purposes for removal of an entity surrogate from an E-relation:

(1) complete removal of the entity from the database, which means deleting
tuples wherever its surrogate appears in a unique tuple identifier role and
replacing all other occurrences by a special surrogate E-null that means
“entity unknown'' [26];

(2) dynamic loss of one type for an entity accompanied by the survival of some
other type for that same entity, which means removal of its surrogate from
the E-relation for that type and from E-relations for certain other types
implied by the type being lost but not implied by the types being retained—
this will become clearer later—pius corresponding tuple deletions and sur-
rogate replacements as in (1), but excluding those that are associated with
the entity in its remaining types.

Rule 3 (entity integrity in RM/T): In conformity with the ground rules for
surrogates, E-relations accept insertions and deletions, but not updates. In con-
formity with Rule 1 for the basic relational model. E-relations do not accept null
values.

6. CLASSIFICATION OF ENTITIES AND ASSOCIATIONS
Entities and their types can be classified by whether they

(1) fll a subordinate role in describing entities of some other type, in which case
they are called characteristic;

{2) fill a superordinate role in interrelating entities of other types, in which case
they are called assocrative;

(3) Al neither of the above roles, in which case they are called kernel.

Entities and their types may be related to one another by criteria other than
description and association used above, Entity tvpe e, is said to be a subtype of
entity type ¢; if all entities of type e, are necessarily entities of type e:; For
example, in a database dealing with employees in general and salesmen employees
in particular, the entity type salesman would be a subtype of the entity tvpe
employee. Any entity type (characteristic, kernel, or associative) may have one
or more subtvpes, which in turn may also have subtypes. A subtype of a
characteristic entity type is also characteristic; a subtvpe of a kernel entity type
is also kernel; and a subtype of an associative entity tvpe is also associative.

Those kernel entity types that are not subtypes of any other entity type are
called tnner kernel. Each inner kernel entity type is defined independently of all
other entity types. Barring any integrity constraints that are specialized to a
particular database (as opposed to integrity constraints that are inherent in and
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Fig. 1. Classification of entity types

a fundamental part of the data model itself). an inner kernel entity is not
existence dependent on any other entity of any type.

Objects which interrelate entities but do not themselves have the status of
entities will be called nonentity associations. The main distinction between
associative entities and nonentity associations is this: Associative entities, like
kernel entities, are allowed to have characteristic entities as well as immediate
properties, whereas nonentity associations are allowed to have immediate prop-
erties only. These and other differences discussed below stem from the difficulty
of specifying a cross reference to a particular association when it has no surrogate
identifying it uniquely. The prime reason for including nonentity associations in
RM/T is an expository one: to show how weak these associations are in contrast
to associative entities.

Figure 1 represents the classification of entity types in a simplified way (it does
not show that characteristic entity types may themselves have subtypes). Note
that the term inner associative entity type is applied to an associative entity type
that is not the subtype of any other entity type.

This classification scheme is similar in some respects, but certainly not identi-
cal, to classifications introduced in [32, 42). Schmid and Swenson included
nonentity associations in their scheme, but not associative entities—in RM/T
the former are dispensable, while the latter are indispensable.

7. ENTITIES AND THEIR IMMEDIATE PROPERTIES

We have seen that the E-relation for a given entity type asserts the existence of
those entities having that type. The immediate (single-valued) properties of an
ACM Transactions on Database Svstems, Vol 4, No. 4, December 1979
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entity type are represented as distinctly named attributes of one or more property-
defining relations, called P-relations. Each P-relation has as its primary key an
E-attribute whose main function is to tie the properties of each entity to the
assertion of its existence in the E-relation. Each surrogate appearing in this
E-attribute uniquely identifies the entity being described. Furthermore, it
uniquely identifies the tuple of which it is part because the properties are single
valued. The naming of attributes of P-relations conforms to the following con-
vention: For any entity type e and any pair of P-relations for e, the only attributes
these relations have in common are their primary keys,

The role of this E-attribute is that of a unique identifier for the relation in
which it appears. We shall call this role the K-role. Accordingly, each P-relation
has exactly one E-attribute that has the K-role. Such a relation may have one or
more other E-attributes, but their roles are purely referential, ie., that of a
foreign key rather than a primary key.

Insertions into P-relations and deletions from E-relations are governed by the
following rule.

Rule 4 (property integrity): A tuple ¢ may not appear in a P-relation unless the
corresponding E-relation asserts the existence of the entity which ¢ describes. In
other words, the surrogate primary key component of f must occur in the
corresponding E-relation.

There has been much debate about whether the immediate properties of an
entity should be represented together in one property-defining relation (one
extreme) or split into as many binary relations as there are properties to be
recorded (the other extreme). The first is in accord with the PJ/NF [11] discipline,
while the second conforms to the irreducible relation approach [12, 29]. The
normal forms (other than INF) are not mandatory—they are merely guidelines
for database design. Both the onginal relational model and RM/T leave this
decision to the model user. RM/T (and to a lesser extent RM) provides operators
to convert from one form to the other.

In database definition one advantage of binary P-relations is that each corre-
sponding property has a relation name, an attribute name, and a domain name,
all of which can be exploited to mnemonic advantage. A second claimed advan-
tage for binary P-relations is that the addition of a new property type to the
database can be effected by mere addition of one more P-relation. However, in
RM/T this advantage is applicable no matter whether the properties are presently
organized into binary relations exclusively or n-ary relations of assorted degrees.

The reader is cautioned to avoid jumping to the conclusion that binary relations
are somehow superior to n-ary relations as a representational primitive. Even
with immediate properties, there are questionable decompositions. Figure 2 shows
one organization for the immediate properties of employees. In this and similar
examples we may wish to decompose property relations no further than minimal
meaningful units. Should, for example, the day, month, and year components of
a date be represented in separate binary P-relations? Should the street number,
street name, city, and state components of an address be so separated? Besides
using the notion of minimal meaningful unit, we may wish to adopt the criterion
of avoiding occurrences of the “property inapplicable” null value; this objective
can often be reached without binary atomization.
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Employee Employee  Number Employee_ Name
Empe Emp¢ 1D Empe¢| First |Middie| Last
a 1717 o John | James | Buck
(E-Relation (P-Relation (P-Relation)
Employee Address Employee_ Birthdate
Empe| No | Street | City | State | Emp¢ Yr Mo ] Da
&= I SR St
765 l Joy Fun Tas o 1945 1 30
|
(P-Relation) (P-Relation)

Fig. 2. Entity and property relations

Even if the principal schema were based exclusively on binary relations (and
we shall return to this topic in a later section), there would still be a need to
apply n-ary joins to obtain higher degree relations in order to define views, study
view integration, and represent a broad class of queries. With RM /T we take the
position that one man's minimal meaningful unit is not necessarily another’s

Note that the appropriate join for defining a view that encapsulates some or all
of the immediate properties of an entity type in a single n-ary relation is the
OUTER NATURAL JOIN of all P-relations for this type on the E-attributes
with the K-role (see Example A in Section 15.4). This join is appropriate no
matter how fine or coarse the property decomposition 1s

To explain how the P-relations for a given entity type are tied to the E-relation
for that type, we shall make use of the following RM/T objects and properties.
The relname of a relation is the character string representation of the name of
that relation. The relname of a (presumably transient) relation, to which an
assignment has not been made, is null. Every base relation has a nonnull relname.
Further, every derived relation which is cited on the left-hand side of an assign-
ment statement has a nonnull relname. The relname domain (abbreviated RN-
domain) is the domain of all relnames in the database.

Now we introduce the property graph relation (PG-relation) that indicates
which P-relations represent property types associated with which E-relation.

Both of the attributes of PG are defined on the RN-domain. One attribute 1s
named SUB to indicate its subordinate role, while the other i1s named SUP to
indicate its superior role. If m, n are, respectively, the names of a P-relation and
an E-relation, let the expressions p(m), e(n) denote the property type represented
by that P-relation and the entity type denoted by that E-relation, respectively.
The pair (SUB:m, SUP:n) belongs to PG iff p(m) is a property type for entity
type el(n).

One may think of the collection of P-relations for a given E-relation as

constituting a property molecule type, which 1s bound together by tuples in the
PG-relation.

8. MULTIVALUED AND INDIRECT PROPERTIES OF ENTITIES

Entity types are so defined that each multivalued property of an entity p is cast

in the form of a characteristic entity g together with immediate properties for g.
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Job Job_Employee Job_Date _Jobname
Job ¢ Job¢t |Emp¢ Job ¢ Date |Jobname
8 5 a 5 78-1-30| Clerk
Salary Salary _Job Salary _Date_ Amount
Salary ¢ Salary ¢ | Job ¢ Salary ¢| Date |Amount
€ £ § € 78-1-30 400

Fig. 3. Characteristic relations

A characteristic entity may itself have one or more characteristic entities subor-
dinate to it. A familiar example is that of employees (a kernel entity type), each
of whom has a job history (characteristic entity type subordinate to employees)
whose immediate properties are date attained position and name of position. This
information is augmented by salary history (characteristic entity type subordinate
to job history) whose immediate properties are date of salary change and new
salary (see Figure 3).

The need for a characteristic entity type described above arises from a strictly
multivalued dependence (i.e., one that is not a functional dependence). Another
way in which a characteristic entity type may arise is from a transitive functional
dependence [6]. In this case an entity type e has an immediate property p, which
in turn has an immediate property ¢ (e.g., a highway segment has one of several
types of surface material, which in turn has a porosity). An entity type that is
characteristic with respect to highway segments can be introduced to represent
the types of surface material on these segments. Porosity then becomes an
immediate property of this entity type.

The characteristic entity types that provide description of a given kernel entity
type form a strict hierarchy, which we call the characteristic tree. In this tree,
entity type p is the parent of entity type g if ¢ is an immediate characteristic of
p (ie., not a characteristic of a characteristic of p). A kernel entity type may, of
course, have no characteristic entity types describing it. In this case its charac-
teristic tree 1s a single node, the kernel entity type itself,

To represent the collection of characteristic trees, we introduce the character-
istic graph relation (CG-relation), a binarv relation whose two attributes are
defined on the RN-domain, one with the SUB role, the other with the SUP role
(as with the PG-relation). Its interpretation is as follows: The parr (SUB:m,
SUP:n) belongs to CG if entity type elm) 1s immediately subordinate to entity
type ein) in one of the characteristic hierarchies.

Insertion and deletion of characteristic entities are governed by the following
rule.

Rule 5 (characteristic integrity): A characteristic entity cannot exist in the
database unless the entity it describes most immediately is also in the database.

One may think of the collection of characteristic relations for a given E-relation
as constituting a characteristic molecule type, which is bound together by tuples
in the CG-relation

ACM Transactions on Database Systems. Vol. 4. No. 4. December 1979
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9. ASSOCIATIONS

9.1 Associative Entities

The representation of associative entities in RM/T is the same as that of kernel
entities. Thus, there is an E-relation for each associative entity type and zero or
more P-relations. Figure 4 shows an example of an assignment association
between employees and projects, where each assignment is treated as an entity
and P-relations are used to record the employee and project surrogates plus the
start date of the assignment,

If a given associative entity type has subordinate characteristic entity types,
there will be corresponding tuples in the CG-relation to define the tree of these
types and there will be characteristic relations to support each of the character-
1stic entity types involved

Insertion, update, and deletion of associative entities are governed by the
following rule.

Rule 6 (association integrity): Unless there is an explicit integrity constraint to
the contrary, an associative entity can exist in the database (ie.. there is a
corresponding surrogate in the appropriate E-relation), even though one or more
entities participating in that association are unknown. In such a case the surrogate
E-null is used to indicate that a participating entity is unknown.

To force automatic deletion of an association when an entity participating in
that association is deleted, one may easily add the explicit constraint that the
corresponding attribute of an appropriate P-relation cannot accept a null value.
Such a constraint is part of the application of RM/T, rather than an integral part
of RM/T itself.

An associative entity type interrelates entities of other types (kernel or asso-
ciative or both). Let us refer to these other types as immediate participants in
the given associative entity type. To support the specification of which entity
types participate in which associative entity types, we introduce the association
graph relation (AG-relation), a binary relation just like the CG-relation except
for its interpretation: (SUB:m, SUP:n) belongs to AG, if the entity type e(m)
participates immediately in the definition of associative entity type e(n). Note
that the transitive closure of AG is a partial order, but not necessarily a tree or
collection of trees,

[t is important to observe that when one association type has another associ-
ation type as a participant, proper use of surrogates in the higher level association
for referencing specific lower level participants can remove a potential source of
ambiguity (in the same way that proper use of user-controlled keys in the basic
relational model can remove such an ambiguity). To illustrate this ambiguity,
suppose we have two RM/T relations IS and CAN each having attributes S¢

Assign Assign_Emp_ Project Assign_Date
Assign ¢ Assign ¢ | Emp ¢ |Project ¢ Assign ¢ |Start_Date
A A a u A 78-1-1

Fig. 4. Associative entity
ACM Transactions on Database Systems, Vol 4, No. 4, December 1979
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(supplier surrogates), Pe (part surrogates), and Ce (city surrogates):

IS ( Se:e Pe:e Ceg:e)
CAN ( Se:e Pe:e Ce:e )

where (s:e, p:e, c:e) belongs to IS if supplier s is supplying part p from city ¢; and
(s:e, p:e, c:e) belongs to CAN if supplier s can supply part p from city c.
Suppose also there is a need to represent a higher level association that relates
each IS pair (s, p) to the project(s) receiving parts with serial number p. Suppose
one were to establish an RM/T relation TO(Se:e, Pe:e, Je:e), where the attribute
J¢ is defined on project surrogates. It is not clear from this declaration whether
the pairs (s, p) in TO are pairs from IS or pairs from CAN or just any arbitrary
pairs of supplier and part surrogates. A separate integrity constraint of the form

TO(Se, Pe] C IS[ Se, Pe]

helps to resolve this ambiguity at the type level, but not at the instance level.
This is because there may be two or more occurrences of the pair (s, p) in the IS
relation—say (s, p, ¢l) and (s, p, ¢2)—and it is then not clear whether an
occurrence of (s, p) in the TO relation is referring to (s, p, cl) or (s, p, ¢2).

By use of associative entities in RM/T the ambiguity can be resolved both at
the type and instance level. We would have RM/T relations as follows:

IS ( ISe:e Se:e Pe:e Ce:cg +-+ )
CAN ( CAN¢:e Se:e Pe:e Ce:ce -+ )
TO ( TO¢:e ISe:¢ <sxs )

where the attribute ISe in the relation TO refers to specific entities and hence
specific tuples in the IS relation.

One may think of the collection of entity types participating (immediately or
otherwise) in a given associative entity type as constituting an associative
molecule type, which is bound together by tuples in the AG-relation.

9.2 Nonentity Associations

A nonentity association type has no E-relation. There is no surrogate associated
with an association of this type. Hence, there is no dependable way (i.e., system-
controlled way) to refer to it in either the PG-relation or the AG-relation. For the
same reason, it cannot participate as a component in another association.

A nonentity association type is represented by a single n-ary relation whose
attributes include the E-attributes identifying the entity types participating in
the association together with the immediate properties (if any) of this association.
Figure 5 shows how the assignment of employees to projects might be treated as
a nonentity association type.

The insertion, update, and deletion behavior is governed by Rule 2 of the basic

Assignment

1
Emp ¢ |Project ¢| Start_Date
a B 78-1-1

Fig. 5. Nonentity association
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relational model. Thus, a nonentity association may not exist in the database
unless the entities it interrelates are present therein.

9.3 Decomposition of Associations

Thoughts, including those that pertain to description of a database, do not arise
neatly decomposed into minimal meaningful units

Given an association involving n (n > 2) participating entity types, a database
designer who has only binary relational tools to work with would very likely
immediately decompose such an association into n anchored binary relations
(each relating one participant to the entity domain for the association itself).
Suppose that, had he cast the association in n-ary form and studied its possible
nonloss decompositions, he could have found that the association is decomposable
into two or more relatively independent associations of lower degree, each of
which could then be separately decomposed (if desired) into binary relations. We
would then say that his immediate decomposition into binaries was premature.
We call this the premature binary decomposition trap. This trap is complemen-
tary to the connection trap in [5].

In attempting to arrive at minimal meaningful units, the designer would be
well advised to make use of all the theory of n-ary relations that has been built
up over the past decade. There are now such concepts as PJ/NF (otherwise
known as 5NF) [11], irreducible relations, atomic decomposition [45], well-defined
relations [33], independent relations [29), and primitive relations [26), all of which
can be used as guidelines for decomposition. While all these concepts deal
primarily with projections that are invertible by nonloss natural joins, the last
two also take into account new interrelation integrity constraints that might be
needed if decomposition is taken too far or poor choices are made when two or
more decomposition options are available

Note that, in general, a nonentity association cannot be split up (without
information loss) into anchored binary projections in the same way associative
entities can because there is no entity domain to rejoin the projections together.
For this and other reasons, RM/T may be applied to database design completely
avoiding the nonentity association concept altogether.

10. CARTESIAN AGGREGATION

An important dimension for forming larger meaningful units is that of Cartesian
aggregation. Smith and Smith [33] call it simply aggregation, but we wish to
distinguish it from other forms of aggregation such as statistical aggregation and
cover aggregation (discussed below). According to Smith and Smith, Cartesian
aggregation is an abstraction in which a relat ionship between objects is regarded
as a higher level object.

Cartesian aggregation in RM/T is broken down into three types:

(1) aggregation of simple properties yields an entity type (characteristic or
kernel or associative);

(2) aggregation of characteristic entities vields an entity type (characteristic or
kernel or associative);

(3) aggregation of any combination of kernel and associative entity types vields
either an associative entity type or a nonentity association type.
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Fig. 6. Cartesian aggregation

The first kind of Cartesian aggregation is supported in RM/T by the P-relations
together with the PG-relation: the second type by the characteristic relations
together with the CG-relation: and the third tvpe by the kernel relations,
associative relations, and the AG-relation. Figure 6 provides an example of
Cartesian aggregation.

While RM/T can be applied with the Smith and Smith constraint that
abstraction by Cartesian aggregation must yvield a concept namable by a simple
English noun, the model itself is not constrained in this way, since this constraint
is too imprecise.

11. GENERALIZATION

11.1 Unconditional Generalization

Another important dimension for forming larger meaningful units is that of
generalization. It has received a good deal of attention in the context of semantic
nets [18, 31, 35]. Here we are concerned with it in the context of n-ary relations,
Smith and Smith [34] define generalization as an abstraction in which a set of
similar objects is regarded as a generic object. There are two aspects to this
notion: instantiation and subtype. Both are forms of specialization, and their
inverses are forms of generalization. The extensional counterpart of instantiation
is set membership, while that of subtype is set inclusion. As shown in Figure 7, to
obtain particular engineers from the generic object (or type) engineer, instantia-
tion must be applied. The types engineer, secretary, and trucker are each subtypes
of the type employee. An entity type ¢ together with its immediate subtypes,
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Fig. 7. Unconditional generalization

their subtypes, and so on constitute the generalization hierarchy of e. This
hierarchy is yet another molecule type.

Why should we separate the members of a generalization hierarchy into
different entity types? We do this only if different kinds of facts are to be recorded
about different members of the hierarchy. If these types were not represented
separately, we would have a single large relation with many occurrences of the
special null value which means “value inapplicable.” Associated with a general-

ization hierarchy is the property inheritance rule; Given any subtype e, all of the
properties of its parent type(s) are applicable to e. For example, all of the
properties of emplovees in general are applicable to salesmen employees in
particular.

The E-relations introduced above take care of generalization by membership.
To handle generalization by inclusion, we introduce the unconditional gen
inclusion relation (UGl-relation), a ternary relation representing a labeled graph.
Two attributes of UGI are defined on the RN-domain (one with the SUB role,
the other with the SUP role), while the third attribute is defined on the category
label domain called PER. The triple (SUB:m, SUP:n, PER:p) belongs to UGI if
entity type e(m) is an immediate subtype of entity type e(n) per category p. In
other words, the E-relation whose name is represented by character string m is
constrained to be included (by reason of generalization per category p) in the
E-relation whose name is represented by the character string n. Note that UGI
contains only the immediate unconditional inclusion constraints that are associ-
ated with the semantic notion of generalization. Thus, if (SUB:m, SUP:n,
PER:p) and (SUB:n, SUP:k, PER:p) belong to UGI, (SUB:m, SUP:k, PER:p)
does not.

The transitive closure of the UGI-relation represents a partial order of the
entity types, but not necessarily a collection of trees, since an entity type may be
generalized by inclusion into two or more entity types. For example, female
engineers might be generalized into engineers on the one hand and female
employees on the other.

Consider the family of entity types in some generalization hierarchy. Normally,
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it would be good database design to represent common properties and character-
istics of these entity types as high up in that hierarchy as possible, taking full
advantage of the property inheritance rule. However, RM/T itself does not place
such a constaint upon generalization hierarchies—this is considered to be a design
discipline that the user of RM/T may choose to adopt or reject.

The following rule governs insertions and deletions of surrogates.

Rule 7 (subtype integrity): Whenever a surrogate (say s) belongs to the
E-relation for an entity of type e, s must also belong to the E-relation for each
entity type of which e is a subtype.

11.2 Alternative Generalization

We may augment the usual notion of generalization hierarchy by noting that an
entity type may be generalized into two or more alternative types. For example,
in a database concerning customers (see Figure 8), suppose that a customer may
be a company, partnership, or individual person and each of these is a legal unit.
Suppose also that different attributes are to be recorded for each of these five
entity types. Then, in addition to recording in UGI the unconditional inclusion of
customers, companies, partnerships, and individuals in legal units. we should also
record elsewhere the alternative or conditional inclusion of customers in compa-
nies, partnerships, and individuals. To support this, we introduce the alternative
gen inclusion relation (AGl-relation), a ternary relation just like the UGI-
relation, except for its interpretation: (SUB:m, SUP:n. PER:p) belongs to AGI
if the E-relation with name m is constrained to be conditionally included in
E-relation n by reason of generalization per category p.

Suppose information about a new entity is being inserted and just one of its
several types is specified. Then the system can (and, according to Rule 7, must)
automatically insert the surrogate generated for this entity not only in the
E-relation directly representing the declared type, but also in the E-relation for
every entity that, according to UGI and AGI, is superordinate to the declared
entity. Both graph relations must be consulted, because A may be alternatively
subordinate to B and C, which in turn are unconditionally subordinate to D:
hence A is unconditionally, but not immediately, subordinate to D.

To illustrate the operational distinction between UGI and AGI, consider the
introduction of a new customer into a database that conforms to Figure 8. By

Legal Unnt

Customer

Fig. 8. Alternative generalization
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consulting UGI the system ascertains that the surrogate for this customer must
be entered into the E-relation for legal units as well as that for customers. By
consulting AGI it ascertains that more extensional information is needed to
determine whether to enter the surrogate into the E-relation for companies,
partnerships, or individuals. Until this information is forthcoming, the system
cannot determine whether the customer in question inherits properties from a
company, partnership, or individual. Accordingly, AGI (in contrast to UGI) alerts

the system to the need to obtain, if necessary, and consult extensional information
for guidance.

12. COVER AGGREGATION

A convoy of ships is certainly an aggregation of some kind. However, it is not an
abstraction by Cartesian aggregation, nor is it an abstraction by generalization
(after all, ships are neither instantiations nor subtypes of convoys). Hammer and
McLeod [15] include this kind of aggregation in their model, and we shall use
their example.

Consider a database that keeps track of properties of individual ships and
convoys. When information about a new ship is inserted, it is normally not known
in what convoys (if any) this ship will participate. Figure 9 should make the
distinctive aspects of this kind of aggregation clear. The cover type CONVOY
means that the database is keeping track of convoys in general. CONVOY
ALPHA is a particular convoy, one of several in existence at this time. SAUCY
SUE designates a ship that happens to be in CONVOY ALPHA. There is a
subconvoy of ALPHA to which SAUCY SUE also belongs. Note that the inclusion
of SUBCONVOY in CONVOY ALPHA is not an inclusion-based generalization
(SUBCONVOY is an extensionally, rather than intensionally, defined subset of
ALPHA). Moreover, the membership of SAUCY SUE in CONVOY ALPHA is
not a membership-based generalization (SAUCY SUE is not a particular convoy
or kind of convoy),

[t happens in the convoy example that a ship cannot normally be a member of
two convoys at once. If we regard lone ships as singleton convoys, then the
CONVOY concept partitions the class of ships. The disjointness of convoys does
not carry over into all other examples of cover aggregation. Consider people and
clubs in place of ships and convoys: People can belong to many different clubs

simultaneously. So, in general, this type of aggregation constitutes a cover rather
than a partition—hence its name.

Corwvoy Transportation Unit
{Cover Typel (Entity Type)
€ gen < gen
Corwvoy Alpha Ship Plane
{Cover Member) (Entity type) {Entity Type)
c £ € gen
Alpha Subconvoy Saucy Sue

(Subset of cover member) [ (Particular Ship)

Fig. 9. Cover aggregation and generalization
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A typical cover member may or may not be homogeneous in type. For example,
a task force may consist of ships, planes, tanks, and personnel.

Each cover aggregation type is treated by RM/T as an entity type, having the
usual E-relation plus possible P-relations and possible subordinate characteristic
relations. For example, in the case of the CONVOY cover type, the E-relation
would list the surrogates for existing convoys, while the P-relations and any
characteristic relations would list properties of each convoy regarded as a single
generic object.

Although it is possible to treat each cover member as a distinct entity type,
this would normally be neither necessary nor desirable. Membership of individual
entities (ships) in a cover member (particular convoy) is represented by a graph
relation defined on the E-domain in the obvious way.

To enable the system to control the input of members of cover members, we
introduce the cover membership relation (KG-relation), a graph relation on the
RN-domain which specifies for every cover aggregation type what are the allow-
able types that may become members of cover members (e.g., are just ships
allowed as members of convoys or are planes allowed t00?).

13. EVENT PRECEDENCE

Entities of event type are those which have as part of their description a time of
occurrence or a start time and/or a stop time. Note that not all entities with time
attributes are events. For example, an associative entity which indicates that
supplier x can supply item y with a delivery time of three months is not itself an
event.

Ordering of events in time plays a major role in certain databases. Provision
for recording this ordering at the type level represents a step toward supporting
scripts (see [17]).

Event e, succeeds event e; if the time of occurrence/start of e, is strictly later
than the time of occurrence/completion of e; (according to whether these events
are perceived as instantaneous or not). Some types of events are unconditionally
followed by one or more other event types. Such succession is normally a partial
order. It is represented in RM/T by the unconditional successor relation (US-
relation), a graph relation on the RN-domain. (SUB:m, SUP:n) belongs to this
relation if an event of type e(m) must be succeeded by an event of type e(n), and
there is no intermediate event type € such that e is an unconditional successor of
e(m) and e(n) is an unconditional successor of e,

Similarly, some types of events are alternative successors to others, and this
alternative succession is represented by the alternative successor relation (AS-
relation) in a similar manner to the unconditional succession.

When an event e; succeeds an event e,, this obviously means that e, is a
predecessor of e, but it does not mean that e, is necessarily the only predecessor
of e;—even if e; is the only successor of e,. Hence, we need two more graph
relations to describe precedence between event types: UP for unconditional
precedence and AP for alternative precedence.

To illustrate the use of these graph relations, suppose we have a database that
includes records of orders placed with suppliers and records of shipments that
have been accepted as input to the inventory (the corresponding event entity
types will be called orders and shipments). Suppose that we prohibit acceptance
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of shipments into the inventory unless there is an unfilled order covering the
items in question. Then, relation UP would have a tuple (SUB:orders,
SUP:shipments) that asserts that every acceptance of a shipment is uncondition-
ally preceded by an order. In addition, relation AS would have a tuple that asserts
that one possible successor event to the placing of an order is the acceptance of
a shipment (shipments can, of course, be rejected). This intensional information
can be used by the database system to challenge the validity of particular
acceptances not covered by corresponding orders.

More generally, the relations US, AS, UP, AP provide a means of constraining
insertions to and updates of the event relations supporting an event type.
Otherwise, their behavior under insertion, update, and deletion is determined by
whether they are kernel or associative.

14. RM/T CATALOG

RM/T contains its own extensible catalog to facilitate transformations between
different organizations of common information as may be encountered in the

process of view integration. The following relations constitute the catalog struc-
ture:

CATR ( Re n RELNAME RELTYPE )
CATRA ( RA¢ Re Ae )
CATA ( Ae ATTNAME USERKEY )
CATAD ( ADe  Ar De )
CATD ( De DOMNAME VTYPE ORDERING )
CATC ( C¢e PERNAME )
CATRC ( RCe Re Ce )

where CATR, CATA, and CATD describe the relations, attributes, and domains,
respectively; CATRA interrelates relations and their attributes; CATAD inter-
relates attributes and their domains; CATRC interrelates relations and categories
(see below for details). In addition, attributes Re, Ae, De, Ce are defined on the
E-domain and contain surrogates for entities of type relation, attribute, domain,
and category label, respectively; attributes RA¢, AD¢, RCe are also defined on
the E-domain and contain surrogates for associative entities of type relation-
attribute, attribute-domain, and relation-category-label, respectively. The re-
maining attributes are listed below with a brief explanation:

RELNAME relname of relation (defined on RN-domain);

ATTNAME attname of attribute; '

DOMNAME domname of domain;

PERNAME category label (defined on PER-domain);

RELTYPE type of object represented by relation;

USERKEY indicates whether attribute participates in a user-defined key
for corresponding relation;

VTYPE syntactic type of value;

ORDERING

indicates whether > is applicable between values in correspond-
ing domain.

Given a category ¢, an entity type is called top per c if it has at least one
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subordinate entity type per ¢, but no superordinate per c¢. Relation CATRC
contains at least one tuple for every category. For each category in the database,
it lists the relations which represent top entity types per that category. The
meaning of the other relations in the catalog should be obvious.

Appropriate reltypes are specified for a relation by concatenating appropriate
letters from the following list:

A associative entity type relation;
characteristic entity type relation;
E-relation;

graph relation;

inner kernel entity type relation;
kernel entity type relation;
edge-labeled;

nonentity association relation;
property relation;

event entity type relation.

HYUZMR"E0

For example, a relation representing a kernel event entity tvpe would have
reltype TK; one that represents an edge-labeled digraph would have the reltype
LG.

15. OPERATORS FOR RM/T

The following operators are intended to permit both the schema information and
the database extension to be manipulated in a uniform way.

15.1 Name Operators

NOTE

Let R be a relation. NOTE(R) is the relname of R (i.e., the character string
representation of the name of R) provided R has been assigned such a name by
a user; else NOTE(R) is null. For our present purposes we do not need to extend
this operator to objects other than relations. Many relations generated as inter-
mediate results will not have relnames. Every base relation must, however, be
given a relname.

TAG
Let R be a relation. Then

TAG(R) = R x {NOTE(R))
where x denotes Cartesian product.
DENOTE

Let r be the relname of a relation. Then DENOTE(r) is the relation denoted by
7. When applied to relations that have relnames, the operators NOTE and
DENOTE are inverses of one another,

DENOTE may also be applied to a unary relation that is a set of relnames. Let
R be such a relation. Then DENOTEC(R) is the set of all those relations whose
relname is in R.
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15.2 Set Operators
COMPRESS

Let f be an associative and commutative operator that maps a pair of relations
into a relation (for example, a join). Let Z be a set of relations such that fcan be
validly applied to every pair of relations in Z. Then COMPRESS(/, Z) is the
relation obtained by repeated pairwise application of f to the relations in Z. An
alternative notation for COMPRESS( [ Z)isf/Z.

APPLY

Let f be a unary operator that maps relations into relations, and Z a set of
relations (not necessarily union compatible), Then APPLY(f, Z) yields the set of
all relations f(z) where z is a member of Z For convenience, we adopt the
convention that if a set of relations is cited in an algebraic expression in one or
more places where a relation name would be syntactically valid, then the expres-
sion is evaluated for every member of the set, However, (1) the expression must
be enclosed in parentheses and preceded by the word APPLY, and (2) no more
than one set of relations may be cited within the scope of a single APPLY (any
number of individual relations may be cited).

PARTITION BY ATTRIBUTE: PATT

Let R be a relation with attribute A (possibly compound). R may have attributes
other than A. Then PATT(R, A) is the set of relations obtained by partitioning
R per all the distinct values of A. For all relations R having an attribute A:

R = UNION/PATT(R, A).
PARTITION BY TUPLE: PTUPLE

Let R be a relation. PTUPLE(R) is the set of relations obtained by promoting
each tuple of R into a single-tuple relation. Note that R = UNION/PTUPLE(R).

PARTITION BY RELATION: PREL

Let R be a relation. PREL(R) is the set of relations whose only member is the
relation R. Note that R = UNION/PREL(R).

SETREL

This operator takes as arguments any number of explicitly named relations and
vields a set of relations. An appropriate expression is:

SETREL(R,, R., ..., R.).
15.3 Graph Operators

The following operators are included for convenient manipulation of the directed
graph relations (PG, CG, AG, UGI, AGI, US, AS, UP, AP, KG). Relation R is a
digraph relation if it is of degree at least two and has the following properties:
(1) two of its attributes are defined on a common domain: (2) one of these has the
SUB role, the other has the SUP role; (3) no other attributes have the SUB or
SUP role. Relation R is an edge-labeled digraph relation if (1) it is a digraph
relation of degree at least three; (2) exactly one of its attributes has the PER
(labeling) role; and (3) for every m, n, P no two tuples of R have (SUB:m.
ACM Transactions on Database Systems, Vol. 4, No. 4, December 1978

SUP:n, PER:p) in c
unlabeled.
OPEN

Case 1. Let R be ¢
role). Then OPEN(J
removed; Le., it is
(SUB:m, SUP:n) be
both (SUB:m, SUP
of such a & implies t

Case 2. Let R b
maximal subset R,
belongs to R, then
SUP:k, PER:p) and
of such a k implies t

CLOSE
Case 1. Let R be

closure of R; ie, 1t
SUP:£) and (SUB
CLOSE(R). Tuples
for those attributes

Case 2. Let R b
minimal superset of
SUP:n, PER:p) b
CLOSE(R). Tuples
for those attributes

Note that for all «

while for all unlabel
relations R of degre

With higher degree
attributes other th:

STEP

Case 1. Let R be
SEP (which stands
than SUB and SUI

where (SUB:x, SU
the graph which se




il maps a pair of relations
elations such that f can be
COMPRESS(/, Z) is the
f to the relations in Z. An

relations, and Z a set of
PLY(f, Z) yields the set of
nvenience, we adopt the
braic expression in one or
dly valid, then the expres-
r, (1) the expression must
APPLY, and (2) no more
e of a single APPLY (any

d). R may have attributes
s obtained by partitioning
wing an attribute A:

s obtained by promoting
= UNION/PTUPLE(R).

hose only member is the

itly named relations and

ipulation of the directed
P, KG). Relation R is a
he following properties:
. (2) one of these has the
ibutes have the SUB or
‘on if (1) it is a digraph
attributes has the PER
es of R have (SUB:m,

Extending the Database Relational Model . 427

SUP:n, PER:p) in common. A digraph relation that is not edge-labeled is called
unlabeled.

OPEN

Case 1. Let R be an unlabeled digraph relation (i.e., no attribute has the PER
role). Then OPEN(R) yields a copy of R with all nonimmediate subordinations
removed; i.e., it is the maximal subset R, of R having the property that if
(SUB:m, SUP:n) belongs to R, then either there does not exist any % for which
both (SUB:m, SUP:k) and (SUB:&, SUP:n) belong to R,, or else the existence
of such a k& implies that k = mor &k = n.

Case 2. Let R be an edge-labeled digraph relation. OPEN(R) vields the
maximal subset R, of R with the property that if (SUB:m, SUP:n, PER:p)
belongs to R, then either there does not exist any k for which both (SUB:m,
SUP:£, PER:p) and (SUB:k, SUP:n, PER:p) belong to R,, or else the existence
of such a £ implies that k= m or k = n.

CLOSE

Case 1. Let R be an unlabeled digraph relation. CLOSE(R) is the transitive
closure of R; ie., it is the minimal superset of R such that if both (SUB:m,
SUP:k) and (SUB:k, SUP:n) belong to R, then (SUB:m. SUP:n) belongs to
CLOSE(R). Tuples in CLOSE(R) that do not also belong to R have null values
for those attributes other than the SUB and SUP attributes.

Case 2. Let R be an edge-labeled diagraph relation. CLOSE(R) yields the
minimal superset of R such that if both (SUB:m, SUP:k, PER:p) and (SUB:k,
SUP:n, PER:p) belong to R, then (SUB:m, SUP:n, PER:p) belongs to
CLOSE(R). Tuples in CLOSE(R) that do not also belong to R have null values
for those attributes other than the SUB, SUP, and PER attributes.

Note that for all digraph relations R:

OPEN(OPEN (R)) = OPEN(R),
OPEN(CLOSE(R)) = OPEN(R),
CLOSE(CLOSE(R)) = CLOSE(R),

while for all unlabeled digraph relations R of degree 2 and all edge-labeled digraph
relations R of degree 3:

CLOSE(OPEN(R)) = CLOSE(R).

With higher degree digraph relations, OPEN may lose information (contained in
attributes other than SUB, SUP, and PER) which CLOSE cannot regenerate.

STEP

Case 1. Let R be an unlabeled digraph relation that does not have an attribute
SEP (which stands for separation). Let Z be the set of all attributes of R other
than SUB and SUP. STEP(R) is the set of all tuples of the form

(SUB:x, SUP:y, Z:2, SEP:n)

where (SUB:x, SUP:y, Z:2) belongs to R and n is the least number of edges of
the graph which separate node x from node ¥.
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Case 2. Let R be an edge-labeled digraph relation that does not have an
attribute SEP, Let Z be the set of all attributes of R other than SUB, SUP. and
PER. STEP(R) is the set of all tuples of the form

(SUB:x, SUP:y, PER:p, Z:2, SEP:n)

where (SUB:x, SUP:y, PER:p, Z:2) belongs to R and n is the least number of
edges with the label p separating node x from node y.

15.4 Examples

Example A. Combine all of the P-relations for the entity type employee into
a single comprehensive P-relation, without losing information and without assum-
ing any knowledge of the number of such relations.

First we obtain the names of all P-relations for the entity type employee.

R, +— PG[SUP = emp] [SUB].

Remember that PG is the property graph relation. Then we obtain the corre-
sponding set of relations:

R: « DENOTE(R)).

Finally, we repeatedly apply the outer natural join G) on the attribute EMP¢
(common to all relations in the set):

Ry «— ((5) EMPe)/R,,

where (%) followed by an attribute or collection of attributes indicates that ihe
outer natural join is to be performed with respect to these attributes as join
attributes.

Suppose we combine the expressions for R,, R;, R, into a single expression and

replace emp by r, where r is the relname of any entity type. Let us denote the
result by:

PROPERTY(r) = ((3) r, '¢')/DENOTE(PG[SUP = r ] [SUB]).

PROPERTY accordingly maps a relname of an entity type into the corresponding
comprehensive P-relation.

Example B. Obtain the employee name and jobtype for all employees with an
excellent rating, assuming that:

(1) There are distinct entity types for each jobtype (e.g., secretary, trucker,
engineer, etc.) and the jobtype category partitions the set of employees.

(2) The immediate generalization of these types is to the entity type employee.

(3) Employee name and jobtype are recorded in one or more of the P-relations
associated with employee,

(4) Rating is recorded separately in a P-relation for each jobtype.
R, «— UGI[SUP = emp, PER = jobtype] [SUB].

Remember that UGI is the unconditional gen inclusion relation. R, is therefore
a unary relation that lists all the names of all the E-relations that are uncondi-
tionally immediately subordinate to the employee relation.

R; — APPLY(PROPERTY, R)).
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R; is a set of P-relations, each of which is the comprehensive P-relation for one
of the relnames in R,.

R; «— APPLY(RJ{RATING = excellent)).

R, is a set of relations just like R. except that each relation in R, is a restriction
of its counterpart in R,.
Ry~ APPLY(R,[EMP¢)).

R4 is a set of relations obtained by projecting each relation in R, on the attribute
EMPe.

Rs < (PROPERTY (emp))[EMPe, NAME, JOBTYPE),

The comprehensive P-relation for the entity type employee is projected onto
its surrogate, name, and jobtype attributes.

Ry « UNION/APPLY (R [EMP¢ = EMP¢]R;).

Each relation in the set R, is Joined by entity employee to relation R;. The
result is compressed by repeated union to vield Ry, the required output.

The final expression is an example of a join by entity, in contrast to a join by
property.

Example C. A database contains information about employees. The properties
and characteristics pertinent to all employees are linked per PG and CG with the
entity type employee. In addition, employees are categorized by

(1) jobtype—engineer, secretary, technician, etc,;
(2) employment Status—permanent and temporary.

Distinct sets of properties and characteristics are recorded for all these different

employee entity type per status,
Obtain a ternary relation R such that (E-domain:x, RN-domain:v, PER-

R, « UGI[SUP = emp] [SUB, PER].

Relation R, lists the names of all the relations that are immediate subordinates
of employee in the generalization graph.

R: — DENOTE(R,[SUB)).
R, is the corresponding set of relations,
R; «— APPLY(TAG, R.).

The set R, is obtained by taking each relation in R, and appending to it a column
that contains as many occurrences of the relname for that relation as there are
tuples in the relation.

Ry — UNION/APPLY(R;[RN-SUB]R:).
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The natural join with relation R, is applied to each relation in R,, using relname

attributes. The resulting set of relations is compressed by repeated application of
union to yield the desired relation.

Example D. Combine all of the information in the RM/T graph relations into
one relation R having attributes SUB, SUP, PER, and RN, where (SUB:m,
SUP:n, PER:p, RN:q) belongs to R iff

(1) g is the relname of a labeled graph relation and (SUB:m, SUP:n, PER:p)
belongs to ¢; or

(2) g is the relname of an unlabeled graph relation, p is null, and (SUB:m,
SUP:n) belongs to g.

Assume the reltype of graph relations is G. Make no assumption about the
number of graph relations in RM/T or their names.

R, < DENOTE(CATR [RELTYPE = G][RN]),
R: « APPLY(TAG, R.)

The outer union is needed in the last statement because not all graph relations in
RM/T have the same degree.

16. SUMMARY OF RM/T

Systematic use of entity domains (including avoidance of nonentity associations)
enables RM/T to support widely divergent viewpoints on atomic semantics,

binary relation to other more moderate positions. The four dimensions of molec-
ular semantics supported by RM/T are Cartesian aggregation, generalization,
cover aggregation, and event precedence (see Figure 10).

We now summarize the special objects and operators we have introduced in
extending the relational model. Table [ lists the objects, while Table II lists the
algebraic operators. We use “att" and “rel” as abbreviations for “attribute” and
“relation,” respectively.

Sets of n-ary relations have been introduced as an additional type of object for
algebraic manipulation. The conventional set operators applicable to these higher

Cartesian

Aggregation

Catalog — > _ Event
~ Precedence
Generalization
Cover
Aggregation

Fig. 10. Four dimensions of RM/T
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Table 1
RM/T
object Purpose
surrogate system-controlled entity representative
relname string rep of name of database relation
reltype string rep of relation type
E-null " surrogate denoting “entity unknown"
E-domain * domain of active surrogates
PER-domain * domain of category labels
RN-domain * domain of relnames
E-att attribute defined on E-domain
RN-att attribute defined on RN-domain
PER-att label in graph relation
SEP-att separation of one node from another
SUB-att subordinate in graph relation
SUP-att superior in graph relation
CATR-rel %* list of all relnames and their reltypes
CATRA-rel %* relations and their attributes
CATA-rel %" list of all attributes
CATAD-rel %* attnbutes and their domains
CATD-rel %* list of all domains
CATC-rel %* list of all categonies
CATRC-rel %* categories and their top entity types
E-rel list of surrogates for a given entity type
P-rel immediate properties of entity type
PG-rel * property graph
CG-rel * charactenstic graph
AG-rel * association graph
UGI-rel * unconditional gen inclusion graph
AGI-rel * alternative gen inclusion graph
US-rel * unconditional successor graph
AS-rel " alternative successor graph
UP-rel * unconditional predecessor graph
AP-rel * alternative predecessor graph
KG-rel * membership in cover aggregate types

Note: In any RM/T database there is only one object of each type
marked with an asterisk. The relations marked % have E-relation
counterparts not listed explicitly here.

Table 11

RM/T
operator Domain object Range object
NOTE relation relname
TAG relation relation
DENOTE relname relation

relnameset set of relations
COMPRESS set of relations relation
APPLY set of relations set of relations
PATT relation set of relations
PTUPLE relation set of relations
PREL relation set of relations
SETREL relation(s) set of relations
OPEN graph relation graph relation
CLOSE graph relation graph relation
STEP graph relation graph relation

431
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order sets are UNION, INTERSECTION, and SET DIFFERENCE. Various
other operators (e.g., OUTER UNION) may be applied to them. To create these
sets of relations, manipulate them, and manipulate the graph relations, the
operators have been added (the terms “domain object” and “range object” refer
to the domain and range of the operator) where relname set means a unary
relation that is a set of relnames (see Table II).

17. CONCLUSION

We have attempted to define an extended relational model that captures more of
the meaning of the data. Meaningful units of information larger than the individ-
ual n-ary relation have been introduced in such a way that apparently competing
semantic approaches recorded elsewhere may all be represented therein or
translated thereto. The result is a model with a richer variety of objects than the
original relational model, additional insert-update-delete rules, and some addi-
tional operators that make the algebra more powerful (and unfortunately more
complicated). We reiterate that incorporation of larger meaningful units is a

never-ending task, and therefore this model is only slightly more semantic than
the previous one.

A data model that is to act as

(1) a conceptual framework for defining a wide class of formatted databases and
(2) a mediator between stored representations and user views

should probably have at least four personalities; a tabular personality (e.g., the
extensions of relations in the relational model), a set-theoretic personality (e.g.,
the relational algebra), an inferential string-formula personality (e.g., predicate
logic in modern notation), and a graph-theoretic personality (e.g., labeled, directed
hypergraphs for relations). The tabular form is needed for displaying and/or
modifying extensional data (especially for those users who need to be protected
from the detailed organization of the knowledge supporting the extensional data).
The set-theoretic personality is needed to support search without navigation. The
predicate logic personality permits stringwise expression of intensional knowledge
and the application of general inferencing techniques. The graphical personality
permits psychologically attractive pictures to be drawn for the special class of
users who are designing the database, maintaining the supporting knowledge, or
developing specialized inferencing techniques.

Note that only the tabular and set-theoretic aspects of RM/T are presented
here. Clearly, there are several kinds of graphs which can be associated with
RM/T. In addition to representing n-ary relations by hypergraphs, each graph
relation has an immediate representation as a directed graph (in certain cases
edge-labeled).

Other extensions of the relational model are under consideration: for example,
additional support for the time dimension and for a nonforgetting mode of
operation. It is hoped that RM/T can be developed into a general-purpose
restructuring algebra for databases. It should be remembered, however, that the
extensions in RM/T are primarily intended for the minority consisting of database
designers and sophisticated users; most users will probably prefer the simplicity
of the basic relational model.
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INSIDE IBM’S
RELATIONAL
‘STRATEGY’

ronically, IBM, which

had to be dragged
kicking and screaming
iNto the relational
approach, is now
laugning all the way to
the bank. IBM should
Implement a relational
DBMS onevery
distinctly programmed
IBM system.

The relational model for data base manage-
ment was invented within IBM, and it was
very strongly in IBM’s interest and in its cus-
tomers’ interest for the company to develop
software cts based on it. Nevertheless,
IBM has been one of the slowest firms to
develop and market the products needed to
su this model.

decision to develop a relational DBMS
product took IBM management longer to make
than the decision to move into the manufac-
turing and marketing of electronic digital com-
puters as — and both decisions were
really forced by competitors” moves. Reming-
ton Rand, Inc. announced the Univac earlv in
the '50s; Relational Technology, Inc., Oracle
Corp. and Dun & Bradstreet Corp. announced
Ingres, Oracle and Nomad, respectively, in the
second half of the 70s.

IBM’s top management apparently does not
realize that the future in computing and data
processing belongs to software, with hardware

playing a follow-on role — an implementation

role. The sluggishness of its action on relation-

al data base management can be attributed

principally to the following problems in IBM,

Earticularly in software development and mar-
eting:

B8 A stick-in-the-mud attitude on the part of
software developers and their line manage-
ment: “1 want to continue doing things the
way | am accustomed to doing them.”

B The assumption that IBM can take its time
about entering any new market because it has
such a large share of the existing market.

Associated with this attitude is the “Detroit
syndrome.”

B Extreme parochialism.

B The treatment of IBM corporate strategies
as holy writ. .

B A severe lack of knowledge of levels of
abstraction.

W A severe lack of knowledge of predicate
logic. Employees frequently and erroneously
think there is nothing more to logic than
propositional logic, often incorrectly called
Boolean logic in the computer field.

The first problem is basically attributable to
people being lazy about learning new ways of
doing things. In many lines of work we expect
this attitude, but in a field with such fast-
paced development and change as the com-
puting and data processing field, it continues
to surprise me.

In the relational approach there are several
sharp changes in the way data bases are
managed. The four that the old-timers find
most difficult to accept are:

B The use of domains (think of them as
application data types) as the glue that makes
a data base integrated, in place of hierarchic
links or pointer-based network links. Domains,
in contrast to links, do not jeopardize distribu-
tion of data into distinct, geographically sepa-
rated sites or its redistribution.

@ The change from single-record-at-a-
time to multiple — in which multiple includes
the special cases zero, one, two or more rec-
ords, and none of these cases is given

B CONTINUED ON NEXT PAGE
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special treatment
8 The incorporation of a very pow-
erful query capabulity into a general-
purpose data base management system
Query systems used (o be quite separate
systems, often added on as after-
thoughts, and many vendars claiming
total solutions today stiil take this add-
on a ch
speafication of integnty con-
M lingustically in the DBMS cata-
log, instead of the old way: that is,
structurally. This approach resulted in a
between these
the kinds of structures
that the DBMS supported
The Detroit syndrome takes its name
from the car manufacturers in that aty.
These companies prospered for many
years, and their top management be-
came conceited and arrogant about its
management skill and about the prod-
ucts those companies were
At the time of the first Arab oil cnisis,
they declared that thewr companies were
unable to produce small, fuel-efficient
cars at a profit. In California alone, it
was not long before Japan acquired 50%
of the new car market. Now, in the 80s,
the Detroit manufacturers are beginning

to their old habits and manufac-

ture fuel-efficient cars.

IBM has for many years
and has good top management for
most of its eustence. However, from
time to time it has adopted the approach
of walting to be second. or even later. to
enter a market. Consider the following
inventions and their usually attributed
SOUTCEs:

@ Stored-program electronic com-
puters and von Neumann,

B Virtual memory and the Universi-
ty of Manchester, England

® Transistors and Bell Laboratones

& The personal computer and Apple
Computer. Inc

W The relational approach to data
base management and [BM

A noteworthy exception is the intro-
duction of disk storage. For once, [BM
was not only first in invention but also
in marketing. In support of my argu-
ment, it is aiso worth noting that the
IBM General Products Division, which

S
(O*\n

Yes, | want to know more about CICS on the PC. Please rush me nformation on:

N ——

[ VS COBOL Workbench
0 PCCICS

Avter vis
FRP.« ho, ary N

patble with IMS

reate
itis

rategic

l ior a DBMS incomr-
3\.) |f IT V'V‘ €
H or

of Invention

manufactures disk storage products, is
reputed to be the division that generates
the most revenue for [BM now

The problem of extreme parochialism
is another that has been
throughout my assocation with IBM.
even when the company was much
smaller. Individual employees somehow
acquire the anomalous view that IBM is
the entire computer field, and they do
not need 1o know anything beyond
whatever is required within their partic-
ular niche of IBM. Very few employess
are aware of competitors’ activities, the
contributions of universities or the reac-
tion of customers to various IBM prod-
ucts

As one might guess, atrociously little
attention is paid to technical papers in
general and to non-1BM authors espe-
cially. This parochial attitude is encour
aged by the fact that IBM places its
manufacturing plants and deve
laboratories in areas 0 remote that even
if employees wished to communicate
with ther in other com .
they are hard to do so. More-
over, employee evaluation is itself paro-
chial.

The problem of corporate strategies
being treated as holy writ is & difficull
one for IBM 1o solve. A corporate strate
gy is clearly needed by IBM in various
key parts of the computer field in order
to coordinate the activities of roughly
theless, a corporate strategy developed
in one year can conceivably be made
obsolete a short time Later as 2 result of
an unanticipated hardware or software
discovery or invention. Occasionally,
communication within a company as
big &s IBM is so bad that an k.vention

already made within the company
makes a strategy obsolete at its time of
birth

This is what actually happened when
1BM selected its Information Manage-
ment System (IMS) in 1971 as its strate-
gic DBMS product. After IMS was de-
clared to be [BM's stratepc DBMS, any
internal proposal for a DBMS incompat-
ible with IMS was treated as if it were a
conspiracy to undermine [BM. Howev-
er, it is not within the power of 1BM or
any large company or government to
stop the process of invention

To remain competitive, [BM must es-
tablish an internal communication
channel directly from the lowest levels
of the managerial hietarchy, where the
inventions occur. to the top level. This
channel can be very effective if there
are explicit penalties for middle man-
agement if it attempts to block the chan-
nel

The last two problems pertain to 2
severe lack of knowledge in regard to
levels of abstraction and predicate logic.
Employees in software vendor compa-
nies can no longer afford to be without
this knowledge. and these
including IBM, have to solve these two
problems swiftly if they wish to stay in
the software products game.

DBMSs are systems that support the
shared use of data — the kind of data
formerly called formatted data. but now
often called structured data, an equally
poor term — without requining either
any scheduling in advance of execution
of the actual sharing activities or any
cooperative engineering of activines
ihat are candidates to be mixed. The
development of programs that depend
heavily on exploiting data bases (data

PC-CICS + VS COBOL Workbench=...

a totally new concept in developing your CICS COBOL programs!
Micro Focus has implemented a major part of CICS on a PC and sue-
rounded it with a superb set of (ools in an inregrated envitonment so

CICS programs

you can gain the productivity of PCs for developing and resting your

Compile and execute CICS command lével COBOL programs on

N~ your PC withour host resources, with PCCICS supporting 2 wade
range of BMS and KSDS commands. Develop BMS maps and mapsets
using the PC-CICS screen painter. Use the best in programemng

tools, such as the world famous Animaror \nu;i debuginng
facility. Experience subsecond response time as you switch

from tool to ool in the VS COBOL Workbench integrated

COVITOMIMenT.

PC-CICS and VS COBOL Workbench is all you'll need 1o prototype
and develop CICS applications that can run on both the host and the PC
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shared between numerous users who
have conceived their actions dynamacal .
ly and independently of one another.
some in the development of apphication
programs, others i terminal interacon )
1s rapidly overtaking the

of programs that access and manspulate
private data only

This clear trend still remains 1o be
discovered by the following

B The language frabermuty, mchudang
the developers and promoters of Ada
and ol the still -undefined class of
fourth-generation languages

B The computer hardware and logi-
cal design fraternity, with the excrption
of the data base machine desigrers

F.lr!ylhtdrv
IBM’s relational DBMS, phn
nm;mddn-pmwudcmdh
Chris Date and me to the fact that
several important features of the rela-
tional model were missing from the

tions

The omitted features imcluded the
declaration in the catalog of primary
keys. foreign keys, domains, referential
integrity and support for user-defmed
integrity. Further, the support for updat
ing views was extremely ad hoc and
partial — & direct result of the deplor
able omission of the declaration of pni
mary and foresgn keys

The response from the dessgners to
our memoranda was lacking m technacal
foundation. They ridiculed the features
in question as “religious”’ and “academ
ic.” which in their use of the words
meant impractical and useless. An addi-
tional respornse was: “We could not
have met our June deadline.” My reply
10 this was, “If IBM can waste 3 clear ux
years (maybe more) before it put 5 sen
ous effort into developing a relational
DBMS product, what & the significance
of meeting a june deadline? I! s essen
mltudoahmuwmdﬂuu@pb
on thus h."

These had hitthe or no expe
nence I interacting with customess on
the customers’ sites. They now realize
that the features they deliberately omit
ted are neither mnpractical nor useless
and should have been supported m the
imatial release. DB2 was reieased after
muchhddm;butmth “Hrmted
availabslity,” in September 1964

“icurlycmtphu‘nhandﬂm
from users of DB2 were strongly corre-
lated with those features of the relstion-
al mode! for which these demgners had
omitted support

It is now 17 years since | wrote the
unclassified [BM Research repoct RI599
introducing many of the concepts of the
relational model During that period. no
IBM employee has managed to come
forward with any valid technical onti-
csm. All of the critcsmas from that
source have been emotional or based on
IBM's corporate strategy of the T0s
Some employees wasted 2 decade of
thewr career highting it tooth snd nail
but not on technical grounds.

In sharp contrast, the System R team
in the San jose Research Laboratory,

has paid off already and will contiewse to
reap sabstantial benefits for [BM. One
principal benefit is that the produect
D8 based on System R, has saved [BM
fram conceding the leading role o
DBEMS 0 other software ven-
dors. In fact. DE2 has given IBM 2
sgruficant lead. n spite of its inadegus-
cies at the tme of release

TBM has done well iwchmacally and




commercially on'the hardware side —
Wmll'dﬂcbpml.
Mm‘ddskw
— but it has struggled painfully in data
base management software, as i it were
trapped and unable to accept techno-
logxcal Its blind adherence to an
absurdly low-level approach (that of
IMS) has trapped IBM into spending
hrpmudmpvwcmnthedwﬁ
opment of tools such as the
Development Facility and the IMS data

ments in IMS to keep IMS alive.

Technically, these tools were appall-
h\slrmkmdpunhtrwtd.bul

mmmudllwpmbbciwulhe
design of IMS: the inherent
in its use, the lack of effective support
for the data base administrator, the seri-
ous exposure of users to errors and the
unforgiving nature of the system in con-
trast to a relational system.

The declaration by top management

| that IMS was the strategic DBMS prod-

uct gave nse to a strong reluctance on

To win the struggie for
the relational approach
in the face of the IMS
strategy-based domi-
nance, it was neces-
sary to create a public
demand for relational
DBMS products

the part of most [BM developers to get
into any approach to data base manage-
ment different from IMS. After all. their

were attempted in the eacly 70s, but all
were cut short, except for my activity in
research — an under-the-table, one-
man effort at that time — and a proto-
type project. the Peterlee Relational Test
Vehicle, started in late 1571 in the I1BM
Scientific Center in England. This proy-

for the

Inwippl‘mchmthr"td!ht

IMS strategy-based dominance. not
techmcal . H was necessary o
m&nmmmmmw

| division, to publish enough substantial

technical papers and make enough pub-
lic talks — primurily in North America

and Western Europe, but also in other

parts of the world — in order to create 2
public demand for relational DBMS

products

Ammpummaddmumlgnd

was 10 spur a few people to invest in
starting small companies with the pur-
pose of developing relational DBMS
products. Several such companies were
in fact launched Relational Technology
and Oracle are just two of them.

It was 1976 before the IBM General
Producty Division came around to plan-
ning 0 develop a4 relanonal DBMS
product. and even then it was unable 1o
put a tedm of adequate uze behind the
plan and wasted another three vears,
chiefly because of IMS dstractons
Eventually. in the 80, the SOL/Data
System (DS) and D82 prodocts were
announced. Now came the battle to tum
he matketing driroons around. espe-

cially the most conservative of them,
those in the US. and UK

The struggle over which approach to
take 10 data base management was
three comered. In one cormer was [BM
with IMS, taking a hierarchical ap-
Mnmmmm ina

second corner was the Codasyl Data

Base Task Group (DBTG) with a net
work -structured approach. Members of
this group included most of the major
users, fike AT&T, General Motors Corp
and the US. Department of Defense,
and most of the major hardware ven-
doms, including IBM. The DETG leaders
openly declared their intention of pull-
g ofl another Codasyl coup, like that
when Cobol was made 2 standard

1 was in the third comer, alone from
1968 to 1970, but joined in spirit by two
other IBM employees in late 1970 —
Sharon Weinberg, located in New York

!'hpwnhlhl'c

and Chris Date, located in Winchester
England. These two peaple are today
my partners in The Relahonal Insutute
in San jose, Calif

It was not until the first announce
ment of SQL/DS by IBM early in 1982
that | felt that IBM and | were finally on
one and the same side of the DBMS
fence

Iml\.u!lp: 1BM, which had 1o be
dragged kicking and screaming into the
celational approach, i now laughing all
the way to the bank. Some of the early
customers using DB2 have started with
the minimum hardware that supports
DB2 and within a very shurt time. sin
months in one case, as a result of posi-
tive expenence with DBE2, have sscalat:
«d their installation to the largest con-

ies are imumedately avasl-
0 eveTyOne on your network,
whether their PC has a modem or noe.
You only buy one software pack-
workstation

modem. The
part of the software can then be
duplicated for each PC on the nex-
work, at no extra cost. It's better than

a site license!

PC can have its own pass-
word, define its own log-on proce-
dures, set its own macros, and use

Network puts an end to all the delsy

and inconvenienoe. Now, when a
connected from his

own desk. So commumnications SIY}ES(Otl'EfutUIE

O R RN SENVE T N MR

figuratson [BM olfers Thn s an
UNpOrtant reason why [BA shouid on
plement 8 relational DEMS vn every
dntunctly programmed [BA vytem
One Large custommer an smiethiateegl
firm and heavy user of IMS @ wroerad
Countres, fecently stated to mw after 2
vear s uve of DBZ that the company
eapects W deveiop muse than 8% of =
new appicatom woridwade on 8D
This particular case s mterestarg, B
cause & year earher by of the e o
techmcal people sttended 4 series of
lectures | presented in San Framonew
and told me thewr firm w s an eari owr
uf DB, and that they had sppised DRD
solely 1 information (enter e w far
When 1 asked wihy they had ot trmed
It o production data. they sadd they
had proposed just that 1 thes managrr

B CONTINUED ON PAGE 4!
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The :harager s was, “Belore
we do. I'll have 1o ask the IBM rep ~ A
week Later. the manager mformed them
that the IBM nepresentative had advised
him that DB2 was not intended to han-
dle production data, and it should there-
fore be used on information center data

uﬂkwmhdm
and told these two employees not to use
DB2 for production dats — not even 10
try 2 on sich data, My response was,. "It
is fine for a company that sells software
1o take : for s quabty. and
| believe tnes to do this. However
who do you think s responsible for the
profitability of your firm? Is it your firm
of is it IBM?” They departed and evi-
dently thought about it. dended to try
D82 on data, measured its

performance and found it perfectly sat-
sfactory

Il\ carly 1982, IBM announced its

first relational DBMS as a regular prod-
uct, SQL/DS. As an IBM employee at

that time. | had seen i advance a copy
of the announcement and found it sen-
ously dsappownting. The [EM manage-
ment in the White Plains. N.Y.. market-

ing headquarters was obviously

MMMSQLJDSmds
a3 a query product for information cen-
ter use — one more tactic to pmop up

IMS and DL/ where they were weak |
wrote an article for Computerworid, pub-
lished to appear immediately after the
IBM announcement, declanng SQL/DS
o be the product it 1s and always was: a

data base management svstem. not just
4 query product
In the fall of 1985 [CW Oct. 14 and
2L, 1985] | wrote & two-part armicle
defining 12 rules by which to judge 2
vendor's claim that its DBMS product s
fully relational. IBM's score for SQIL/DS
and DBL. seven oul of 12, was good
relative to the competition but quite
poor considenng the following

B The relational approach was an
IBM invention.

® IBM was the first computer com-
pany to develop a working prototype

B [BM has poured a significant
amaunt of money and manpower ino
the research and development ol rela
tonal data base management

Not oo long sgo, | made the state-
ment to [BM that ¢ was irresponsible
of 1BM to put DB2 on the market with
no s for referential integnty or
user-defined integnty or integrity inde-

: “There was no shortage of
excuses in reply. but | did not find any
of them convinang,

In Dallas in the fall of 1984, TBM
organized and hosted a meeting of
about 300 software vendors for the puar-
pose of tefling them how they cou
interface their products with DB2 and
SQL/DS. This step was an excellent one
for IBM to take. since it will help all
parties concerned. An inCrvasing num
ber of products that interface with DB2
have been announced by these vendors

A word of cauton. however, for the
user: It is possible for a software pack-
age on top of a DBMS to be unable to
deliver the periormance of the DBMS

B CONTINUED ON NEXT PACE
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m you 8, 16“':1
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figures. Cambex boards ]
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DB2 and SQL /DS Training

Complementary Solutions To Your Problem

Introduce yoursell to complementary DB2 and SQL/DS training from the specialists with a reputation for quality.
instructorded training from DBMI and CBT from The Courseware Developers. if you're attending Data Training in
Washington, D.C., December 14-18, visil us al booths #414 and #416.

Instructorded Training
@ 2 years experience in DB2 and SQL/DS training.
# 1st company after IBM to offer DB2 and SQL/DS

training.

® 2nd most widely used vendaor in classroom nstruc-
tion according o the 1985 BSI DP Training Survey.

® 7-course cumriculum in DB2 and SQL/DS —
designers, programmers, DBAs and end-users

#® Productivity-oriented instruction with machine

workshops.
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excelient reputation since

For turther information and
FREE DP Education Catalog,
call Jan Greening
(203) 646-3264
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1075 Tofland Turngss, Manchester, CT 0SDA0 (2005 548-3264

Computer Based Training
#® Affiliate of DBML
# Courses in OMF/SOL and SOL Application
Programming for both DB2 and SQU/DS
environments.

Available for 1BM PCs and mainframes
# Excellent reputation for high quality,
thorough CBT

Interactive instruction designed 10
sland alone or complement instructor-led
training.
For further information and
FREE trial offer, call
Barbara Frey
(203 6454105
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- die 10 certain kinds of counter-optimiz-

ing properties of the package. An exam-
pi!rhalms!unund-—andthuisby
no means the only one — is Dun &

Bradstreet's Nomad package: its source

hare.
In 1980 1 felt that IBM should market
its relational products with at least as
much vigor as that given to IMS, and |
am still of that opinion. | have never
taken the position, either privately or in
blic. that IMS should be dumped by
My position has always been that
1BM should let the users and customers
decide. With equal treatment by IBM
marketing, the relational products

I have never taken the
position, either privately
Or in public, that IMS
should be dumped by
IBM. My position has
aways been that IBM
should let the users
and customers decide.

would win hands down because the
customers would. sooner or later, select
those products that defiver the over-
whelming economic and ease-of -use
advantages.

in IMS need the two DBMSs, and

a only during the period of transition
— unless the firm has made the neces-
sary sacrifices in productivity, data in-
dependence and adaptability to become
an IMS Fastpath user, for which there is
now no relational DBMS with a compa-
rable performance.

No ane s claiming that the transition
from IMS 10 D82 can completed over-
night or should be. No one is
that it is simple and cheap to migrate
application programs from one system
1o the other. However. the sooner the
transition » planned as a step-by-step
operaton. the sooner it 1s started and
the sooner it will be completed. In this
way. the firm acquiring and using the
new relational DBMS will make earlier
Bains in the foliowmg respects:

8 A marked increase in the produc-
tivity of its programmers and users.

® Significantly reduced program
maintenance costs

B Sharply increased control of the
data base integnty

B Significant economies in time and
maney for application development.

8 More round-the clock operation.

The last item results from the signifi-
cantly more dynamic character of the
relational approach. Changes in the cat-
alog contents (the data description) can
be made without bringing the data base

traffic to 3 halt. in fact. with sophisticat-
ed locking by the system. such changes
can be made concurrently with ordinary
transactions that merely change the reg-
ular data. These changes can entail dy-

namically altening the types and num-

bers of alternative access paths for any
reiations

The one thing that gets IBM market-
ing off its hindquarters is competition.
Almost all of IBM's competitors in the
software field have chosen either to

the relational approach to data

mlw or to claim that their
DBMS product is a relational DBMS.

Although a few of these claims by ven-
dor-mhnhammdmultfmm-

tonable ethics. generally speaking the
software vendors have been forging
ahead in sales.

As a result, IBM marketing is begin-
ning to awake from its long sleep. It is
beg‘nnin%;'lhﬂ.lnaﬂfor help from
the few IBM employees in nonmarket-

of the relational approach to data base
management.
It is inherently difficult to discem

muienmmu..mma
Macintosh™ can really talk together
rediably.

, transparently,
It done with TOPS" the easiest Local Area Networks in one. Mac-
PCs

what levels of abstraction are used in
human problem solving and thinking
activities. In the relational approach, we
openly declare these levels. For exam-
pie, the relational model is at a higher
level of abstraction than any of the
relational languages SQL. QUEL and
QBE. People frequently ignore these
declarations.

I ~ 1- expenience with software

mdw(rwmulesurngen-
erally (not just IBM employees) has

been that most of them do not under-
stand levels of abstraction. This means
that they do not understand one of the
princpal obmﬁvad‘ ing 4
layer of software on top of the hard-
ware or on top of another layer of

software: namely, to introduce higher

on a PC, for example, and modify
them on your Macintosh under
MicroSofi™ Excel™

to leamn, easiest to operale Locsl Ares  intoshes can talk 1o

Network yet
files located

]
i
|

You can now

can lalk to PCs and PCs can talk 1o
Mm:odumdﬂmmm

and still higher levels of abstraction

| sometimes ask people who are
skeptical concerning levels of abstrac-
tion whether they would employ a
bricklayer to construct a skyscraper or
whether they would ask a person 10
build a Large suspension brndge if that

Here are some of the steps | believe
1BM should take as soon as possible:

1. IBM must find a way to manage
software development in a leading
mode, not a reactive mode. it must
avoid a recurrence of the Detroit syn-
drome. :

2 llm:.u.lu'nlbullem.l com-
munications and its evaluation tech-
niques applied to software engineers to
prevent the parochialism and buresy-
cracy of the past decades

sharing databases, text files, connect-

ing up parts of your office that until

now were barely on speaking terms.
Installation is quick and straight-

forward—less than four minutes for

a Macintosh, fifieen minutes for a PC
It’s all done so easily and success-

Line |
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3 Itmust start to take software de-
sign and engineering at least as serious-
ly as hardware by its actions. not by talk
alone.

= : 4. It must find some software experts

= within the corporation and place them
in higher level management. It should
use outside help in evaluating the
knowledge of trbﬂe experts.

5. All employees concerned with
software products should be instructed
in levels of abstraction. application of

that to software and increased
use of all applicable mathematics.

An increasing emphasis should be
placed on leaming these topics and on
avoiding ad hoc, seat-of-the-pants in-
ventions and special casing — activities
that result in incomprehensible software
with a proliferation of special-purpose
additions, where each addition repre-
sents a last-minute increment intended
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to solve one more small problem uncov-
ered late in the game

Points 4 and 5 should at least enable
managers to decide on a more rational
basis which software project proposals
are worth pursuing,

Today, software developers tend to
come up with many claimed new ap-
proaches that are, in fact, inadequately
new. They do not provide any funda-
mental change

There is a clear and urgent need 1o

get all types of general-purpose com-

talk?”

(in California call B00-445-TOPS).

one of this year's major advances in

desktop publishing. Now, using TOPS
PRINT™ you can have all your PCs
share Apple's LaserWriter”™

TOPS and TOPS PRINT are
available at Businessland and other
fine computer dealers. For the dealer
nearest you, call 800-22-TOPS

Macintosh and a PC can now do. Talk.

vantages for 18M ate the followng
&8 It would make MVS vaster 10
maintain and expand
® It could improve VB2 performance
even mone
® Parts of MV5 could be incorporat:
ed in hardware or frmwane
B it could become more difficult for
competitors to develop hardware clunes
of IBM mainframes and obtain a free
nde with [BM software
[BM has publicly deciared that it
intends to extend its relabional soltware
to provide full support for the relational
maodel, | believe it should execute this
step swiftly to protect its customers
from additional significant changes i
their application programs and to dis-
¢ourage the American National Stan
dards Institute from continuing lo stan
dardize on too limited a version of the
language SQL. which is what the pres-
ent standard represents
1 do not want readers to go away
with the idea that | can find nothing
right with [BM. Looking back at that
part of my career as an IBM employes. |
feel positive about the following aspects
at Jeast:
® In most countries in which 1BM
operales, it provides its employees with
fair treatment and reasonable salanes
and benefits. thus avoiding the prob-
lems associated with trade umions
® As a company, I1BM operates with
l excellent ethical standards. Occasional
departures from these standards seemn
attnbutable to particular emphovers dis
obeying the rules
& 1BM has sound and fair internal
rules for hanaiing employers
® IBM has made. and can contmue
to make, some solid contnbubons to the
computing field (a good example s disk
storage, cited earlier) when its mventors
and innovators are not obstructed by 2
strategy -based fixation
] time to time, [BM has shown
remarkable tolerance (not support) for
counterstrategic achivities. cven though
its tolerance was not outstanding in the
particular case described in this article
An example of adherence to ethical
standards is that IBM refrains from mis-
representing its products 1o potential
customers. Thus, there is no claim from
18M that it offers a “DL/] transparency
product, a claim that some other ven-
dors are making and a claim that |
believe s as technically infeasible as 3
that translates correctly from
assembly language to Fortran or Cobol
An additional example is IBM's claims
regarding performance of D2 whach
in my Opinion, are conservative
For several reasons, |[BM has a more
difficult task than most companies. It
develops. manufactures and markets 3
very wide range of products with 2
multitude of ~ amung
them, and most of these interdependen-
cies are both inlricate and unavosdable
The scope of application of these prod
ucts is tremendous. In many cases. it
takes 2 good degree of intelligence 1o
understand just the application
From the standpomnt of the US|
believe that IBM represents a tower of
strength in the world economy. it s a

puters to communicate with one anoth-
er about their data bases, especially
computers of quite different sizes,

In the long run, IBM’s strategy
should be to incorporate numerous DB2
services and components step by step
intw the large-scale operating systems
MVS and VM. This a h will mean
a gradual redesign for both of these
systems. In principle, this work can be
done without adversely affecting cus-
tomer investment in applications pro-
gramming and training. The main ad-

_Andwﬁldojuﬂwhau

TOPS
Network

shining example of a company spawned
by a country that emphasires free enter-
prise, free trade, free speech and democ
racy. S0, | hope those readers who ob
ject to my cnticisms will use them to
make improvements in the poliaes and
methods of all hardware and software
vendors, including 1BM

Centram

2560 Ninth St., Berkeley, CA 94710

|
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Codd s president of The Relatrrmal
Institute m San Jose. Calif., and the Jeveil-
oper of the reiational model
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The relational DBMS debate rages on .

AR
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vertising in place of creativity applied to the
ty of the product? It is time for Cullinet to take &
clear-cut stand that s consistent with the realities
dbh:c. and to stop trying to mislead the
pul

There are several things wrong with Cullinane's
response 0 my two-part article, “ls your DBMS
really relational?” [CW, Oct. 14 and 21). Over the

Group suffered in other public debates since then.

policy, Cullinet finds itself in the unenviable
position of being unable to support the rather
sudden and substantial change in the DBMS
market, namely a decided preference on the
part of buyers for DEMS that are authentically
relational.

Cullinane’s assertion that my article is real-
ly intended to defend the IBM dual data base
strategy is not only totally incorrect, but it is
also lsughable because on several occasions |
have publicly stated that this duality is nei-
ther in [BM's interest nor in its customers’ in-

DBMS field such as Cullinet take advantage of
it by asserting that, in contrast to IBM, their
customers need only one data base manage-
ment system.

Now that the marketplace has suddenly
turned In faver of the relational approach,
Cullinet finds itselfl in a highly ambiguous and in-
consistent position. It wants to convince potential
customers that its product IDMS/R fully supports
the approach.

However, there is a lot more to relational tech-
nology than merely supporting tables and
the letter “R™ 1o the name of the product. There-
fore, it is not easy for a vendor Lo portray the im-
pression of mastering relstional technology if it
has not

Cullinane’s remarks sbout performance are
equally ludicrous and depend entirely on a conve-
niently incorrrect quotation from my article. Tests
have shown that at least one relational DBMS
- product — and very likely two from distinct ven-
dors — can outperform both [DMS and IDMS/R.
Now, at this early stage in the development of reia-
tional DBMS products, it is all too easy for a ven-
dor to produce a relational DBMS that performs
poorly.

This does not mean that poor performance is a
necessary consequence of choosing the relational
approach — a myth that Cullinane appears anx-
lous to perpetuate. It does mean, however, that it
i necessary for a DBMS vendor's technical people
to study the hundreds of technical papers that
have been published on this subject and to do at
least some research and prototyping themselves.

I have encountered all of the executive-style
criticism before. When executives experience s fa-
vorable run of profitable years, and this has been
the case with Cullinet, they convince themselves
that the good fortune is entirely because of their
executive skills. Thus, Cullinet executives have
chosen to ignore the relational research and devel-
opment of the past 156 years or more.

A letter to the editor from Lee Gruenfeld [CW,
Nov. 4] displays an sttitude toward theory that is
unfortunately all oo common in this fieid of sofl-
ware developments [nstead of examining a theory

o determine if it has practical application, any-
thing with a theoretical flavor is assumed to have
no practical value.

1 suspect that the land surveyors in ancient

solid principles. It is fortunate for us today that
Euclid's work survived and even now finds great
use,

Let me assure you that each feature of the rels-
tional mode! was included in the model only if it
had clesr practical value. Further, as every IBM
Gulde users group member can confirm, the collec-
tion of requests made to [BM by early users of DB2
was strongly correlated with the features of the
relational model not implemented In the first re-
lease of DB2.

One final point: | have never taken the position

that, if a DBMS is not fully relational, it cannot be
considersd to be relational at all. It sounds as
though this purpose would be simply to avoid do-
ing work that is necessary in today's market. The
whole purpose of my article was to show the ex-
tremity of the differences in support for the reis-
tional mode! provided by DBMS products from dif-
ferent vendors — products claimed to be relational
data base management systems — and to help the
public sort out this confusion by providing & rela-
tively easy way of evaluating how relational these
products are.

It may bhelp your readers (o understand why 1
went to the trouble of developing the article if |
contrast the relational approach to data base man-
agement with the fourth-generation language fMag.
which many vendors are now flying.

There is no fourth language defini-
tion worth iLs salt, let alone any theoretical foun-
dation. James Martin's purported definition falls
to mention what capabilites a fourth-generation
language should have — it is quite inadequate to
say Lhat it must express tasks 10 times more con-
cisely than Cobol. A mere change in Cobol syntax
could probably sccomplish that goal, and inciden-
tally, the language APL would qualify as a fourth-
generation language.

Thus, any vendor can claim to provide a product
that supports s fourth-generation language, and
there is a no basis for checking or challenging such
a claim. With the relational approach, however,
the reistional model can be used, is being used and
will continue to be used to check vendor claims.
This action will protect all the work that has gone
into the relational approsch from being under-
mined by vendors’ insdequate implementations
and extravagant claims.

E.F. Cotd
President
The Redationa! instiute

When making systems investments,

Thel.ndmisumlleu there is only one part

that is wrong: the conclusion. Data base technol-
ogy is really “flying." There is no question
about that Cullinane is talking. or trying to
talk, about speed.

1 leave that point for others to decide, but I
think the airplane analogy may be worth elab-
oration for just & moment. | do think most pas-
sengers appreciate airplanes that are safe and
reliable and reach their targets. And most
think it's better lste than never.

So speed is not the only vital point here.
What's important is to be part of a technology
that is present and will be present in the fu-
ture, thereby protecting the large investments
users are putting in dsta base systems
lnthnm-uhmldrudwumde
1 give credit to Computerworid for printing it

Rolf Lind

Oslo, Norway

Theory vs. reality: the same goal
from two different perspectives

It seems the recent argument in Computer-

world over relational data base systems is once

again a demonstration of the differences between
& theoretical and a practical viewpoint.

First, E. F. Codd presented 12 rules and other
features of a fully relational DBMS in his two-part
article "Is your DBMS really relational™ |[CW,
Oct.14 and 21}, It is clear that there is no better au-

vendor's DEMS with the fully relational model.
From the other viewpoint, John Cullinane ia &
proven leader in the DBMS field. Judging by the

" growth of Cullinet Software, Inc. during the last 15

mance formula that has made it 0 successful

Both viewpoints are working toward the saume
goal, to satis{y corporate needs, but from opposite
directions. One has an excellent model and must
implement & DBMS with appropriste performance
considerations, the other must adapt its perfor-
mance DBMS to it the model If it wishes to be con-
sidered fully reistional.

Finally, when consultants such as Joan Boroff
make statements in her letter to the editor that
“80% to #7% of all applications can be supported
by the transaction processing capabilities of to-
day’s authentic relational DBMS" [CW, Nov. 18],
we should all be aware of two major concerns.
First, from what source are such statistics gath-
ered? And second, the main goal for corporate us-
ers is for all of their applications to be supported
by the same DBMS at the same time with aceptable
performance messurements. No relational DBMS
has proven to industry that it can do this.

Devid Richargson
Greanvile, S.C.
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7/ The real strengths of relational systems:

The essence of
William H In-
mon’s In Depth ar-
ticle “What price
relational”™ [CW,
4 Nov. 28], Inmon's
E=g principal message.
in other words, is
that “poor performance . . is inher-
ent to the relational environment.”
The argument presented in support
of this conclusion is that relational
systems will be running a mixture of
planned transactions and ad hoc que-
ries (short-running activities and
long-runming activities, to use In-
mon's téerms), and that those two
kinds of activity are mutually disrup-
tive
Now it is true for any system ( not
Just a relatuional one) that these two
kinds of activity will tend to inter-
fere with each other somewhat, and
there 1s no harm in draw ing attention
to that fact. But to suggest that rela-
tional systems will, therefore, have
significantly  worse  performance
than less fMexible (hierarchical or
network ) systems 1s completely un-
warranted for at least the following
WO reasons
® First. it s an apples-and-or-
anges companson. It s extremely dif-
ficult to perform any kind of ad hoc
acuivity at all on herarchical and
network data bases, with the result
that those systems are almost invari-
ably (de facto) devoted o planned ac-
uvities. This fact does not mean that
users would not like to be able to per-
form ad hoc access to those data
bases if they could
W Second, there s no reguirement
to mix the two kinds of activity 1n a
relational system. It s ndiculous o
suggest that “"‘no controls are im-
posed” in the relational environment
Of course such controls can be im-
posed. if the installation requires
them Even then, if such contials do
prove necessary in certain installa-
uons, the user will still engoy all the
other advantages of relational tech-
nology | ease of use. speed of applica-
tion  development.  resilience  to
change and so on) and in addition
will be able to perform ad hoc access
at controlled times Furthermore,
there will be many installations
where such controls will not be nec-
essary, because the overall perfor-
mance requirements will be less
stringent Control vs. performance 1s
a trade-off like any other
Inmon makes a large number of
specific but unsubstantiated clarms
regarding the performance ( actual or
potential) of relational systems. He
says that “a typical relational envi-
ronment consists of many separate
tables. none of which are physically
connected. and that therefore the
system has to “search for data in di
verse places and [has to) construct re
lationstups dynamically ™
Such  statements demonstrale a
thorough  confusion  between  the
physical and logical levels of the sys-
tem Inmon seems to be unaware Of
~ @l least he makes no reference to
— 1he many physical-level (imple
mentation) facilities that have been
provided in relational systems specif-
wally  for  performance  reasons
Those facihities include 1but are not
limited to) the following
@ Physical data clustering o

st h

physically connected or stored physi-
cally close to one another (even inter-
leaved, as in a hierarchic or network
system), if required — but they don't
have to be. Note that physically sepa-
rate tables are actually a better struc-
ture (from a performance stand-
point ) for many applications.

® The optimization compiler tech-
nology pioneered in System R (and
subsequently incorporated into the
IBM products SQL/DS and DB2)
means that a significant portion of
the process of “searching for data
and constructing relationships™ |Is
done statically, instead of dynamical-
ly, which thereby reduces the

amount of runtime 1/0

@ The provision of indexes and
the ability to create and destroy in-
dexes dynamically represent an im-
portant aspect of performance that is
totally ignored in the article

There are numerous additional er-
rors of fact and judgment in the arti-
cle. Some of the more egregious ones
are as follows:

® Inmon states that “resistance to
the notion that relational systems do
not perform poorly goes back to the
relational movement itsell He
seems to be saying here that “the re-
lational movement’” (whatever that
1s) has always claimed that relational

‘i OHDEF! ENTRY

MSA introduces the shortest distance

SIOITVEE SEMVI

2. CREDIT CHECKING

The system oo

fautoa s

systems do perform poorly Surely
that cannot be what he meant More
to the point, he goes on Lo say that
“the relational movement 1s founded
in a batch mefitality ' In fact, exactly
the opposite is the case The onginal
intent was to make the data base di-
rectly accessible to end users (1mply-
INE INLETActIVE Ac0ess |

B Given the syntax of a language
like SQL, it is very difficult, if not 1m-
possible, to separate requests” —
that 1s, into long-runmng vs short-
running — “until runtime " Actually
this is.untrue, though it is true that
systems inday do not attempt Lo
make such a separalion

3. INVENTORY AVAILABIUTY

ety

Acme s nrder doesn | pass e
chack i's placed on hokd wnil i 5
reviewed by the credd manager

between two

New MSA Order

MSAS remarkable new Order Prisce
keeps every arder on track and on schedule
It autosmancally checks credit and imventory
availability Schedules shipping. Bills cu
Immediately throws a red Hag if ther
Then resumes the process when the problem

i resolved

It the pertect way to keep vour €ustamer O

WITEE Syvstem
tomer o

sfOmecrs
4 problem
It alscs

SIVINE YOUT SETVILE representative that time
ssumng: task
P

Now they won't have to want while vour cus
rvice representative kevs in line aner
line ot intormation  The system automatically
displays addresses preterred shipment and ather
order related intormanion

-

rocessing. |

instantly checks current Credis records




' Two experts review the performance issue

8 The “second operating system
solution™ (involving the temporary
removal and subsequent reinstate-
ment of long-running activities) is ab-
surd and would not be worth discuss-
ing here at all, were it not for Inmon's
final remark to the effect that the no-
tion of “the standard work unit” is
“violated at a most basic level by re-
lational systems.” This is arrant non-
sense, as the most superficial exami-
nation of a system such as DB2 (for
example) would immediately demon-
strate.

B "In Codd's original specification
of the relational environment, it was
specified that content-addressable

memory be used, rather than conven-
tionally addressable memory.” This
is completely untrue. There was nev-
er any suggestion on the part of ei-
ther of the undersigned that content-
addressable memory was a
prerequisite to good relational per-
formance, and the success of modern
relational systems (implemented on
conventional memories) has shown
that indeed it is not.

® “"Much has been said about user
satisfaction, nearly all of it at the
syntax level.” It is absurd to suggest
that the many benefits of relational
systems — increased productivity,
ability to prototype, direct end-user

4 SHIPMENT SCHEDULING

5 ACCURATE BILLING

system. It lets you review the status of orders,
prices, credit or inventory availability at a
moment’s notice. You can change orders easily.
And the system is flexible enough to handle
special requests for shipping vendors, packaging,
delivery dates or special handling procedures
Just as important, MSAS online realtime

Financial System.

If your company is ready for a dramatic

access and so forth — derive exclu-
sively from the syntax of the user
language. To take one simple exam-
ple, the fact that the relational user
can dynamically join any number of
tables without having to be aware of
the physical representatiom of those
tables in the data base, which is a
significant ease-of-use and produc-
tivity factor, 's certainly not a ques-
tion of syntax

The general tone of Inmon's article
is reminiscent of the unfounded criti-
cisms of stored-program computers
that appeared when those computers
were first under consideration as
products. A typical claim at that time

flexible and easy to use. It works with the MSA
Manufacturing System to let you schedule pro-
duction more efficiently. And promise ship
dates to customers more confidently. Of course,
its also perfectly integrated with MSAS

was that sorung data on stored-pro-
gram computers, for example, must
inevitably be slower than sorting
data using punched<ard squipment

Today, nobody would make any
such claim. When a new technology
is introduced, there s never any
shortage of people ready Lo decry it
the absence of adequate knowledge
of the technology in quesuon does
not seem to deter people [rom making
such attacks. If the picture presented
in Inmon’s article were even close to
the truth, is it hikely that so many
software vendors would be working
s0 hard to provide relational prod-
ucts, and so many users would be so
loudly demanding them?” :

Codd, the orignnal architect of the
relational model, is an {BM Fellow in
research. Date is an author, lecturer
and consultant specializing in rela-
tiwmal data base systems

PUNDI I S rom page 43
than the Josephson Jupction-based
stuff for very high-speed integrated

circuits

Phoning the Ulimate Source, who
holds him on the iine while making a
call, our indefatigable analyst learns
the answers to the last two of s
questions. With the requested ligures
cascading from his mouth Like falling
dominoes, he relays the newly ac
quired information to the Penult-
mate Source, then to the second per-
son he called, who thereupon
supplies him with an answer for the
first person he called. who thereupon
provides hum with an answer (o the
onginal question

To the onginal caller he trium-
phantly proclaims — ‘four ihon
dollars. give or take a hundred mal-
lion” — gilding the lily of his day's
success by asking if there s any oth-
er way he can be of assistance. “As a
matter of fact.,” s fnend rephes, 1
need to know which s preferred for
use in very high-speed integrated air-
cuits: gallium arsenide or Josephason
Junction-based technologes™

Our pundit 1s startled. the Uln-
mate Source had just given hum the
answer He responds smugly . “Galli-
um arsemide, naturally  Evervone
knows that ~ The caller thanks him.
adding that he wanted to confirm the
answer Yo'd just given to another
friend — the Inend was; of course,
the Ulimate Source. And so it goes
Could anyone disagree that it's a
hard-knocks life being a pundit prog-
nosticator” His plight may be as pa-
thetic, in fact, as that of the typacal
user of his prognostications It's no
wonder that all of the camputer n-
dustry's punditry lives for the same
fantasy. They dream of boarding a
Jet, reaching into the seat-pocket for
the in-Might magazioe and finding 2
portiolio in its stead. On it, big as hife
itselfl, are the words: "TOP SECRET
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The 1981 ACM Turing Award Lecture

Delivered at ACM '81, Los Angeles, California, November 9, 1981

The 1981 ACM Turing Award was presented to Edgar F. Codd, an IBM
Fellow of the San Jose Research Laboratory, by President Peter Denning on =0
November 9, 1981 at the ACM Annual Conference in Los Angeles, California. "
It is the Association’s foremost award for technical contributions to the com-
puting community.

Codd was selected by the ACM General Technical Achievement Award
Committee for his “fundamental and continuing contributions to the theory
and practice of database management systems.” The originator of the relational
model for databases, Codd has made further important contributions in the
development of relational algebra, relational calculus, and normalization of
relations,

Edgar F. Codd joined IBM in 1949 to prepare programs for the Selective
Sequence Electronic Calculator. Since then, his work in computing has encom-
passed logical design of computers (IBM 701 and Stretch), managing a computer
center in Canada, heading the development of one of the first operating systems
with a general multiprogramming capability, contributing to the logic of self-
reproducing automata, developing high level techniques for software specifica-
tion, creating and extending the relational approach to database management, and developing an English analyzing
and synthesizing subsystem for casual users of relational databases. He is also the author of Cellular Automala, an early
volume in the ACM Monograph Series.

Codd received his BA. and M.A. in Mathematics from Oxford University in England, and his M. Sc. and Ph.D.
in Computer and Communication Sciences from the University of Michigan. He is a Member of the National
Academy of Engineering (USA) and a Fellow of the British Computer Society

The ACM Turing Award is presented each year in commemoration of A. M. Turing, the English mathematician
who made major contributions to the computing sciences

Relational Database: A Practical Foundation for
Productivity

E. F. Codd
IBM San Jose Research Laboratory
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It is well known that the growth in demands from end
users for new applications is outstripping the capability
of data processing departments to implement the corre-
sponding application programs. There are two comple-
mentary approaches to attacking this problem (and both
approaches are needed): one is to put end users into
direct touch with the information stored in computers:
the other is to increase the productivity of data process-
ing professionals in the development of application pro-
grams. It is less well known that a single technology.
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relational database management, provides a practical
foundation for both approaches. It is explained why this
is so.

While developing this productivity theme, it is noted
that the time has come to draw a very sharp line between
relational and non-relational database systems, so that
the label “relational™ will not be used in misleading ways.
The key to drawing this line is something called a

“relational processing capability.”

CR Categories and Subject Descriptors: H.2.0 [Databasc
Management): General; H.2.1 [Database Management):
Logical Design-data models; H.2.4 [Database Manage-
ment): Systems

General Terms: Human Factors, Languages

Additional Key Words and Phrases: database, relational
database, relational model, data structure, data manip-
ulation, data integrity, productivity
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1. Introduction

It is generally admitted that there is a productivity
crisis in the development of “running code™ for com-
mercial and industrial applications. The growth in end
user demands for new applications is outstripping the
capability of data processing departments to implement
the corresponding application programs. In the late six-
ties and early seventies many people in the computing
field hoped that the introduction of database manage-
ment systems (commonly abbreviated DBMS) would
markedly increase the productivity of application pro-
grammers by removing many of their problems in han-
dling input and output files. DBMS (along with data
dictionaries) appear to have been highly successful as
instruments of data control, and they did remove many
of the file handling details from the concern of applica-
tion programmers. Why then have they failed as pro-
ductivity boosters?

There are three principal reasons:

(1) These systems burdened application programmers
with numerous concepts that were irrelevant to their data
retrieval and manipulation tasks, forcing them to think
and code at a needlessly low level of structural detail (the
“owner-member set” of CODASYL DBTG is an out-
standing example');

(2) No commands were provided for processing mul-
tiple records at a time—in other words, DBMS did not
support set processing and, as a result, programmers were
forced to think and code in terms of iterative loops that
were often unnecessary (here we use the word “set” in
its traditional mathematical sense, not the linked struc-
ture sense of CODASYL DBTG);

(3) The needs of end users for direct interaction with
databases, particularly interaction of an unanticipated
nature, were inadequately recognized—a query capabil-
ity was assumed 1o be something one could add on to a
DBMS at some later time.

Looking back at the database management systems
of the late sixties, we may readily observe that there was
no sharp distinction between the programmer’s (logical)
view of the data and the (physical) representation of data
in storage. Even though what was called the logical level
usually provided protection from placement expressed in
terms of storage addresses and byte offsets, many stor-
age-oriented concepts were an integral part of this level.
The adverse impact on development productivity of
requiring programmers (o navigate along access paths to

! The crux of the problem with the the CODASYL DBTG owner-
mmbumumatumhmmmmmmmmw
concepis: one-to-many ip, existence dependency, and 2 user-
vmbkhnkedmmbcmvﬂndbyappmampmgmhu
lbe!uxoﬁhaeshmmepuﬂutplwulbuvymdw
navigation burden on programmers. [t also presents an
insurmountable obstacle for end users.

reach the target data (in some cases having to deal
directly with the layout of data in storage and in others
having to follow pointer chains) was enormous. In ad-
dition, it was not possible to make slight changes in the
layout in storage without simultaneously having Lo revise
all programs that relied on the previous structure. The
introduction of an index might have a similar effect. As
a result, far too much manpower was being invested in
continual (and avoidable) maintenance of application
programs.

Another consequence was that installation of these
systems was often agonizingly slow, due to the large
amount of time spent in learning about the systems and
in planning the organization of the data at both logical
and physical levels, prior to database activation. The aim
of this preplanning was to “get it right once and for all”
s0 as to avoid the need for subsequent changes in the
data description that, in turn, would force coding changes
in application programs. Such an objective was, of
course, a mirage, even if sound principles for database
design had been known at the time (and, of course, they
were not).

To show how relational database management sys-
tems avoid the three pitfalls cited above, we shall first
review the motivation of the relational model and discuss
some of its features. We shall then classify systems that
are based upon that model. As we proceed, we shall
stress application programmer productivity, even though
the benefits for end users are just as great, because much
has already been said and demonstrated regarding the
value of relational database to end users (see [23] and
the papers cited therein).

2. Motivation

The most important motivation for the research work
that resulted in the relational model was the objective of
providing a sharp and clear boundary between the logical
and physical aspects of database management (including
database design. data retrieval, and data manipulation).
We call this the data independence objective.

A second objective was to make the model structur-
ally simple, so that all kinds of users and programmers
could have a common understanding of the data, and
could therefore communicate with one another about the
database. We call this the communicability objective.

A third objective was to introduce high level language
concepts (but not specific syntax) to enable users to
express operations upon large chunks of information at
a time. This entailed providing a foundation for set-
oriented processing (i.e., the ability to express in a single
statement the processing of multiple sets of records at a
time). We call this the set-processing objective.

There were other objectives, such as providing a
sound theoretical foundation for database organization
and management, but these objectives are less relevant
to our present productivity theme.
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3. The Relational Model

To satisfy these three objectives, it was necessary to
discard all those data structuring concepts (e.g., repeating
groups, linked structures) that were not familiar to end
users and to take a fresh look at the addressing of data.

Positional concepts have always played a significant
role in computer addressing, beginning with plugboard
addressing, then absolute numeric addressing, relative
numeric addressing, and symbolic addressing with arith-
metic properties (e.g., the symbolic address 4 + 3 in
assembler language; the address X(/ + 1, J — 2) of an
element in a Fortran. Algol. or PL/1 array named X). In
the relational model we replace positional addressing by
totally associative addressing. Every datum in a rela-
tional database can be uniquely addressed by means of
the relation name. primary key value. and attribute
name. Associative addressing of this form enables users
(yes, and even programmers also!) to leave it to the
system to (1) determine the details of placement of a new
piece of information that is being inserted into a database
and (2) select appropriate access paths when retrieving
data.

All information in a relational database is represented
by values in tables (even table names appear as character
strings in at least one table). Addressing data by value,
rather than by position, boosts the productivity of pro-
grammers as well as end users (positions of items in
sequences are usually subject to change and are not easy
for a person to keep track of. especially if the sequences
contain many items). Moreover, the fact that program-
mers and end users all address data in the same way goes
a long way to meeting the communicability objective.

The n-ary relation was chosen as the single aggregate
structure for the relational model, because with appro-
priate operators and an appropriate conceptual represen-
tation (the table) it satisfies all three of the cited objec-
tives. Note that an n-ary relation is a mathematical set,
in which the ordering of rows is immaterial.

Sometimes the following questions arise: Why call it
the relational model? Why not call it the tabular model?
There are two reasons: (1) At the time the relational
model was introduced, many people in data processing
felt that a relation (or relationship) among two or more
objects must be represented by a linked data structure
(so the name was selected to counter this misconception);
(2) Tables are at a lower level of abstraction than rela-
tions, since they give the impression that positional (ar-
ray-type) addressing is applicable (which is not true of
n-ary relations), and they fail to show that the informa-
tion content of a table is independent of row order.
Nevertheless, even with these minor flaws. tables are the
most important conceptual representation of relations,
because they are universally understood.

Incidentally, if a data model is to be considered as a
serious alternative for the relational model, it too should
have a clearly defined conceptual representation for
database instances. Such a representation facilitates

thinking about the effects of whatever operations are
under consideration. It is a requirement for programmer
and end-user productivity. Such a representation is
rarely, if ever, discussed in data models that use concepts
such as entities and relationships, or in functional data
models. Such models frequently do not have any oper-
ators either! Nevertheless, they may be useful for certain
kinds of data type analysis encountered in the process of
establishing a new database, especially in the very early
stages of determining a preliminary informal organiza-
tion. This leads to the question: What is a data model?

A data model is, of course, not just a data structure,
as many people seem to think. It is natural that the
principal data models are named after their principal
structures, but that is not the whole story.

A data model [9] is a combination of at least three
components:

(1) A collection of data structure types (the database
building blocks);

(2) A collection of operators or rules of inference,
which can be applied to any valid instances of the data
types listed in (1), to retrieve, derive, or modify data
from any parts of those structures in any combinations
desired,

(3) A collection of general integrity rules, which im-
plicitly or explicitly define the set of consistent database
states or changes of state or both—these rules are general
in the sense that they apply to any database using this
model (incidentally, they may sometimes be expressed
as insert-update-delete rules).

The relational model is a data model in this sense,
and was the first such to be defined. We do not propose
to give a detailed definition of the relational model
here—the original definition appeared in [7], and an
improved one in Secs. 2 and 3 of [8]. Its structural part
consists of domains, relations of assorted degrees (with
tables as their principal conceptual representation), at-
tributes, tuples, candidate keys, and primary keys. Under
the principal representation, attributes become columns
of tables and tuples become rows, but there is no notion
of one column succeeding another or of one row suc-
ceeding another as far as the database tables are con-
cerned. In other words, the lefi to right order of columns
and the top to bottom order of rows in those tables are
arbitrary and irrelevant.

The manipulative part of the relational model consists
of the algebraic operators (select, project, join, etc.) which
transform relations into relations (and hence tables into
tables).

The integrity part consists of two integrity rules: entity
integrity and referential integrity (see [8, 11] for recent
developments in this latter area). In any particular ap-
plication of a data model it may be necessary 10 impose
further (database-specific) integnty constraints, and
thereby define a smaller set of consistent database states
or changes of state.

In the development of the relational model, there has
always been a strong coupling between the structural,
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manipulative, and integrity aspects. If the structures are
defined alone and separately, their behavioral properties
are not pinned down, infinitely many possibilities present
themselves, and endless speculation results. Itis therefore
no surprise that attempts such as those of CODASYL
and ANSI to develop data structure definition language
(DDL) and data manipulation language (DML) in sep-
arate committees have yielded many misunderstandings
and incompatibilities.

4. The Relational Processing Capability

The relational model calls not only for relational
structures (which can be thought of as tables), but also
for a particular kind of set processing called relational
processing. Relational processing entails treating whole
relations as operands. [ts primary purpose is loop-avoid-
ance, an absolute requirement for end users to be pro-
ductive at all, and a clear productivity booster for appli-
cation programmers.

The SELECT operator (also called RESTRICT) of

the relational algebra takes one relation (table) as oper-
and and produces a new relation (table) consisting of
selected tuples (rows) of the first. The PROJECT oper-
ator also transforms one relation (table) into a new one,
this time however consisting of selected attributes (col-
umns) of the first. The EQUI-JOIN operator takes rwo
relations (tables) as operands and produces a third con-
sisting of rows of the first concatenated with rows of the
second, but only where specified columns in the first and
specified columns in the second have matching values.
If redundancy in columns is removed, the operator is
called NATURAL JOIN. In what follows, we use the
term “join" to refer to either the equi-join or the natural
join.
The relational algebra, which includes these and
other operators, is intended as a yardstick of power. It is
not intended to be a standard language, 1o which all
relational systems should adhere. The set-processing ob-
jective of the relational model is intended to be met by
means of a data sublanguage® having at least the power
of the relational algebra without making use of iteration
or recursion statements.

Much of the derivability power of the relational
algebra is obtained from the SELECT, PROJECT, and
JOIN operators alone, provided the JOIN is not subject
to any implementation restrictions having to do with
predefinition of supporting physical access paths. A sys-
tem has an unrestricted join capability if it allows joins to
be taken wherein any pair of attributes may be matched,
providing only that they are defined on the same domain
or data type (for our present purpose, it does not matter

* A data sublanguage is a specialized language for database man-
agement, supporting at least data definition, data retrieval, insertion,
update, and deletion. It need not be computationally complete, and
usually is not. In the context of application programming, it is intended
to be used in conjunction with one or more programming languages.

1n2

whether the domain is syntactic or semantic and it does
not matter whether the data type is weak or strong, but
see [10] for circumstances in which it does matter).

Occasionally, one finds systems in which join is
supported only if the attributes to be maiched have the
same name or are supported by a certain type of pre-
declared access path. Such restrictions significantly im-
pair the power of the system Lo derive relations from the
base relations. These restrictions consequently reduce
the system's capability to handle unanticipated queries
by end users and reduce the chances for application
programmers to avoid coding iterative loops.

Thus, we say that a data sublanguage L has a rela-
tional processing capability if the transformations speci-
fied by the SELECT, PROJECT, and unrestricted JOIN
operators of the relational algebra can be specified in L
without resorting to commands for iteration or recursion.
For a database management system to be called rela-
tional it must support:

(1) Tables without user-visible navigation links be-
tween them;

(2) A data sublanguage with at least this (minimal)
relational processing capability.

One consequence of this is that a DBMS that does
not support relational processing should be considered
non-relational. Such a system might be more appropn-
ately called rabular, providing that it supports tables
without user-visible navigation links between tables. This
term should replace the term “semi-relational™ used in
[8]. because there is a large difference in implementation
complexity between tabular systems. in which the pro-
grammer does his own navigation, and relational sys-
tems, in which the system does the navigation for him.
i.e., the system provides automatic navigation.

The definition of relational DBMS given above in-
tentionally permits a lot of latitude in the services pro-
vided. For example, it is not required that the full
relational algebra be supported, and there is no require-
ment in regard to support of the two integrity rules of
the relational model (entity integrity and referential in-
tegrity). Full support by a relational system of these
latter two parts of the model justifies calling that system
fully relational [8)]. Although we know of no systems that
qualify as fully relational today, some are quite close to
qualifying, and no doubt will soon do so.

In Fig. 1 we illustrate the distinction between the
various kinds of relational and tabular systems. For each
class the extent of shading in the S box is intended to
show the degree of fidelity of members of that class to
the structural requirements of the relational model. A
similar remark applies to the M box with respect to the
manipulative requirements, and to the I box with respect
to the integrity requirements.

m denotes the minimal relational processing capabil-
ity. ¢ denotes relational completeness (a capability cor-
responding to a two-valued first order predicate logic
without nulls). When the manipulation box M is fully
shaded, this denotes a capability corresponding to the
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Fig. 1. Classification of DBMS.
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full relational algebra defined in [8] (a three-valued
predicate logic with a single kind of null), The question
mark in the integrity box for each class except the fully
relational is an indication of the present inadequate
suppon for integnity in relational systems. Stronger sup-
port for domains and primary keys is needed [10], as
well as the kind of facility discussed in [14]

Note that a relational DBMS may package its rela-
tional processing capability in any convenient way. For
example, in the INGRES system of Relational Technol-
ogy. Inc., the RETRIEVE statement of QUEL [29]
embodies all three operators (select, project, join) in one
statement, in such a way that one can obtain the same
effect as any one of the operators or any combination of
them.

In the definition of the relational model there are
several prohibitions. To cite two examples: user-visible
navigation links between tables are ruled out, and data-
base information must not be represented (or hidden) in
the ordering of tuples within base relations. Our experi-
ence is that DBMS designers who have implemented
non-relational systems do not readily understand and
accept these prohibitions. By contrast, users enthusiasti-
cally understand and accept the enhanced ease of learn-
ing and ease of use resulting from these prohibitions.

Incidentally, the Relational Task Group of the Amer-
ican National Standards Institute has recently issued a
report [4] on the feasibility of developing a standard for
relational database systems. This report contains an en-
lightening analysis of the features of a dozen relational
systems, and its authors clearly understand the relational
model.
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5. The Uniform Relational Property

In order to have wide applicability most relational
DBMS have a data sublanguage which can be interfaced
with one or more of the commonly used programming
languages (e.g., Cobol, Fortran, PL/1, APL). We shall
refer to these latter languages as host languages. A rela-
tional DBMS usually supports at least one end-user
oriented data sublanguage—sometimes several, because
the needs of these users may vary. Some prefer string
languages such as QUEL or SQL [5], while others prefer
the screen-oriented two-dimensional data sublanguage
of Query-by-Example [33].

Now, some relational systems (e.g., System R [6],
INGRES [29]) support a data sublanguage that is usable
in two modes: (1) interactively at a terminal and (2)
embedded in an application program written in a host
language. There are strong arguments for such a double-
mode data sublanguage:

(1) With such a language application programmers
can separately debug at a terminal the database state-
ments they wish to incorporate in their application pro-
grams—people who have used SQL to develop applica-
tion programs claim that the double-mode feature sig-
nificantly enhances their productivity;

(2) Such a language significantly enhances commu-
nication among programmers, analysts, end users, data-
base administration staff, eic;

(3) Frivolous distincuons between the languages used
in these two modes place an unnecessary learning and
memory burden on those users who have to work in both
modes.

The importance of this feature in productivity sug-
gests that relational DBMS be classified according to
whether they possess this feature or not. Accordingly, we
call those relational DBMS that support a double-mode
sublanguage uniform relational. Thus, a uniform rela-
tional DBMS supports relational processing at both an
end-user interface and at an application programming
interface using a data sublanguage common to both inter-
JSaces.

The natural term for all other relational DBMS is
non-uniform relational. An example of a non-uniform
relational DBMS is the TANDEM ENCOMPASS [19].
With this system, when retrieving data interactively at a
terminal, one uses the relational data sublanguage EN-
FORM (a language with relational processing capabil-
ity). When writing 2 program (o retrieve or manipulate
data, one uses an extended version of Cobol (a language
that does not possess the relational processing capability).
Common to both levels of use are the structures: tables
without user-visible navigation links between them.

A question that immediately anses is this: how can a
data sublanguage with relational processing capability
be interfaced with a language such as Cobol or PL/1 that
can handle data one record at a time only (ie., that is
incapable of treating a set of records as a single operand)?
To solve this problem we must separate the following
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two actions from one another: (1) definition of the rela-
tion to be derived; (2) presentation of the derived relation
to the host language program.

One solution (adopted in the Peterlee Relational Test
Vehicle [31]) is to cast a derived relation in the form of
a file that can be read record-by-record by means of host
language statements. In this case delivery of records is
delegated to the file system used by the pertinent host
language.

Another solution (adopted by System R) is to keep
the delivery of records under the control of data sublan-
guage statements and, hence, under the control of the
relational DBMS optimizer. A query statement Q of
SQL (the data sublanguage of System R) may be em-
bedded in a host language program, using the following
kind of phrase (for expository reasons, the syntax is not
exactly that of SQL)

DECLARE C CURSOR FOR Q

where C stands for any name chosen by the programmer.
Such a statement associates a cursor named C with the
defining expression Q. Tuples from the derived relation
defined by Q are presented to the program one at a time
by means of the named cursor. Each time a FETCH per
this cursor is executed, the system delivers another tuple
from the derived relation. The order of delivery is sys-
tem-determined unless the SQL statement Q defining
the derived relation contains an ORDER BY clause.

It is important to note that in advancing a cursor over
a derived relation the programmer is not engaging in
navigation to some target data. The derived relation is
itself the target data! It is the DBMS that determines
whether the derived relation should be materialized en
bloc prior to the cursor-controlled scan or materialized
piecemeal during the scan. In either case, it is the system
(not the programmer) that selects the access paths by
which the derived data is to be generated. This takes a
significant burden off the programmer’s shoulders,
thereby increasing his productivity.

6. Skepticism About Relational Systems

There has been no shortage of skepticism concerning
the practicality of the relational approach to database
management. Much of this skepticism stems from a lack
of understanding, some from a fear of the numerous
theoretical investigations that are based on the relational
model [1, 2, 15, 16, 24]. Instead of welcoming a theoret-
ical foundation as providing soundness, the attitude
seems to be: if it’s theoretical, it cannot be practical. The
absence of a theoretical foundation for almost all non-
relational DBMS is the prime cause of their ungepotchket
quality. (This is a Yiddish word, one of whose meanings
is patched up.)

On the other hand, it seems reasonable to pose the
following two questions:

(1) Can a relational system provide the range of ser-
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vices that we have grown to expect from other DBMS?
(2) I£(1) is answered affirmatively, can such a system
perform as well as non-relational DBMS?*

We look at each of these in turn.

6.1 Range of Services

A full-scale DBMS provides the following capabili-

ties:

+ data storage, retrieval, and update;

* a user-accessible catalog for data description;

* transaction support to ensure that all or none of a
sequence of database changes are reflected in the
pertinent databases (see [17] for an up-to-date sum-
mary of transaction technology);

* recovery services in case of failure (system, media,
or program),

* concurrency control services to ensure that concur-
rent transactions behave the same way as if run in
some sequential order;

* authorization services to ensure that all access to
and manipulation of data be in accordance with
specified constraints on users and programs [I8];

* integration with support for data communication;

* integrity services 1o ensure that database states and
changes of state conform to specified rules.

Certain relational prototypes developed in the early
seventies fell far short of providing all these services
(possibly for good reasons). Now, however, several re-
lational systems are available as software products and
provide all these services with the exception of the last.
Present versions of these products are admittedly weak
in the provision of integrity services, but this is rapidly
being remedied [10].

Some relational DBMS actually provide more com-
plete data services than the non-relational systems. Three
examples follow.

As a first example, relational DBMS support the
extraction of all meaningful relations from a database,
whereas non-relational systems support extraction only
where there exist statically predefined access paths.

As a second example of the additional services pro-
vided by some relational systems, consider views. A view
is a virtual relation (table) defined by means of an
expression or sequence of commands. Although not di-
rectly supported by actual data, a view appears to a user
as if it were an additional base table kept up-to-date and
in a state of integrity with the other base tables. Views
are useful for permitting application programs and users
at terminals to interact with constant view structures,
even when the base tables themselves are undergoing
structural changes at the logical level (providing that the
pertinent views are still definable from the new base
tables). They are also useful in restricting the scope of

' One should bear in mind that the non-relational ones always
employ comparatively low level data sublanguages for application
programming.
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access of programs and users. Non-relational systems
either do not support views at all or else support much
more primitive counterparts, such as the CODASYL
subschema.

As a third example, some systems (e.g., SQL/DS [28]
and its prototype predecessor System R) permit a variety
of changes to be made to the logical and physical orga-
nization of the data dynamically—while transactions are
in progress. These changes rarely require application
programs to be recoded. Thus, there is less of a program
maintenance burden, leaving programmers to be more
productive doing development rather than maintenance.
This capability is made possible in SQL/DS by the fact
that the system has complete control over access path
selection.

In non-relational systems such changes would nor-
mally require all other database activities including
transactions in progress to be brought to a halt. The
database then remains out of action until the organiza-
tional changes are completed and any necessary recom-
piling done.

6.2 Performance

Naturally, people would hesitate to use relational
systems if these systems were sluggish in performance.
All 100 often, erroneous conclusions are drawn about the
performance of relational systems by comparing the time
it might take for one of these systems to execute a
complex transaction with the time a non-relational sys-
tem might take to execute an extremely simple transac-
tion. To arrive at a fair performance comparison, one
must compare these systems on the same tasks or appli-
cations. We shall present arguments to show why rela-
tional systems should be able to compete successfully
with non-relational systems.

Good performance is determined by two factors: (1)
the system must support performance-orienied physical
data structures; (2) high-level language requests for data
must be compiled into lower-level code sequences at
least as good as the average application programmer can
produce by hand.

The first step in the argument is that a program
written in a Cobol-level language can be made to per-
form ~iciently on large databases containing production
data structured in tabular form with no user-visible
navigation links between them. This step in the argument
is supported by the following information [19): as of
August 1981, Tandem Computer Corp. had manufac-
tured and installed 760 systems; of these, over 700 were
making use of the Tandem ENCOMPASS relational
database management system to support databases con-
taining production data. Tandem has committed its own
manufacturing database to the care of ENCOMPASS.
ENCOMPASS does not support links between the data-
base tables, either user-visible (navigation) links or user-
invisible (access method) links.

In the second step of the argument. suppose we take
the application programs in the above-cited installations
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and replace the database retrieval and manipulation
statements by statements in a database sublanguage with
a relational processing capability (e.g., SQL). Clearly, to
obtain good performance with such a high level lan-
guage, it is essential that it be compiled into object code
(instead of being interpreted), and it is essential that that
object code be efficient.

Compilation is used in System R and its product
version SQL/DS. In 1976 Raymond Lorie developed an
ingenious pre- and post-compiling scheme for coping
with dynamic changes in access paths [21]. It also copes
with early (and hence efficient) authorization and integ-
rity checking (the latter, however, is not yet imple-
mented). This scheme calls for compiling in a rather
special way the SQL statements embedded in a host
language program. This compilation step transforms the
SQL statements into appropriate CALLs within the
source program together with access modules containing
object code. These modules are then stored in the data-
base for later use at runtime. The code in these access
modules is generated by the system so as to optimize the
sequencing of the major operations and the selection of
access paths to provide runtime efficiency. Afier this pre-
compilation step, the application program is compiled
by a regular compiler for the pertinent host language. If
at any subsequent time one or more of the access paths
is removed and an attempt is made to run the program.
enough source information has been retained in the
access module to enable the system to re-compile a new
access module that exploits the now existing access paths
without requiring a re-compilation of the application pro-
gram.

Incidentally, the same data sublanguage compiler 1s
used on ad hoc queries submitted interactively from 2
terminal and also on queries that are dynamically gen-
erated during the execution of a program (e.g, from
parameters submitted interactively). Immediately afier
compilation, such queries are executed and, with the
exception of the simplest of queries, the performance is
better than that of an interpreter.

The generation of access modules (whether at the
initial compiling or re-compiling stage) entails a quite
sophisticated optimization scheme [27], which makes use
of system-maintained statistics that would not normally
be within the programmer’s knowledge. Thus, only on
the simplest of all transactions would it be possible for
an average application programmer to compete with this
optimizer in generation of efficient code. Any attempts
to compete are bound to reduce the programmer’s pro-
ductivity. Thus, the price paid for extra compile-time
overhead would seem to be well worth paying.

Assuming non-linked tabular structures in both cases,
we can expect SQL/DS to generate code comparable
with average hand-written code in many simple cases,
and superior in many complex cases. Many commercial
transactions are extremely simple. For example, one may
need to look up a record for a particular railroad wagon
to find out where it is or find the balance in someone’s
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savings account. If suitably fast access paths are sup-
ported (e.g.. hashing), there is no reason why a high-level
language such as SQL, QUEL, or QBE should result in
less efficient runtime code for these simple transactions
than a lower level language, even though such transac-
tions make little use of the optimizing capability of the
high-level data sublanguage compiler.

7. Future Directions

If we are to use relational database as a foundation
for productivity, we need to know what sort of develop-
ments may lie ahead for relational systems.

Let us deal with near-term developments first. In
some relational systems stronger support is needed for
domains and primary keys per suggestions in [10]. As
already noted, all relational systems need upgrading with
regard to automatic adherence to integrity constraints.
Existing constraints on updating join-type views need o
be relaxed (where theoretically possible), and progress is
being made on this problem [20]. Support for outer joins
is needed.

Marked improvements are being made in optimizing
technology, so we may reasonably expect further im-
provements in performance. In certain products, such as
the ICL CAFS [22] and the Britton-Lee IDMS500 [13],
special hardware support has been implemented. Special
hardware may help performance in certain types of
applications. However, in the majority of applications
dealing with formatted databases, software-implemented
relational systems can compete in performance with
software-implemented non-relational systems.

At present. most relational systems do not provide
any special support for engineenng and scientific data-
bases. Such support, including interfacing with Fortran,
is clearly needed and can be expected.

Catalogs in relational systems already consist of ad-
ditional relations that can be interrogated just like the
rest of the database using the same query language. A
natural development that can and should be swiftly put
in place is the expansion of these catalogs into full-
fledged active dictionaries to provide additional on-line
data control.

Finally, in the near term, we may expect database
design aids suited for use with relational systems both at
the logical and physical levels.

In the longer term we may expect support for rela-
tional databases distributed over a communications net-
work [25, 30, 32] and managed in such a way that
application programs and interactive users can manipu-
late the data (1) as if all of it were stored at the local
node—location transparency—and (2) as if no data were
replicated anywhere—replication transparency. All three
of the projects cited above are based on the relational
model. One important reason for this is that relational
databases offer great decomposition flexibility when
planning how a database is to be distnbuted over a
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network of computer systems, and great recomposil on
power for dynamic combination of decentralized infor-
mation. By contrast, CODASYL DBTG databases ire
very difficult to decompose and recompose due to the
entanglement of the owner-member navigation links.
This property makes the CODASYL approach extremely
difficult to adapt to a distributed database environment
and may well prove to be its downfall. A second reason
for use of the relational model is that it offers concise
high level data sublanguages for transmitting requests
for data from node to node.

The ongoing work in extending the relational model
to capture in a formal way more meaning of the cata
can be expected to lead to the incorporation of this
meaning in the database catalog in order to factor it out
of application programs and make these programs even
more concise and simple. Here, we are, of course, talking
about meaning that is represented in such a way that the
system can understand it and act upon it.

Improved theories are being developed for handling
missing data and inapplicable data (see for example
[3]). This work should yield improved treatment of null
values.

As it stands today, relational database is best suited
1o data with a rather regular or homogeneous structure.
Can we retain the advantages of the relational approach
while handling heterogeneous data also? Such data may
include images, text, and miscellaneous facts. An affirm-
ative answer is expected, and some research is in progress
on this subject, but more is needed.

Considerable research is needed to achieve a rap-
prochement between database languages and program-
ming languages. Pascal/R [26] is a good example of work
in this direction. Ongoing investigations focus on the
incorporation of abstract data types into database lan-
guages on the one hand [12] and relational processing
into programming languages on the other.

8. Conclusions

We have presented a series of arguments to support
the claim that relational database technology offers dra-
matic improvements in productivity both for end users
and for application programmers. The arguments ceter
on the data independence, structural simplicity, and
relational processing defined in the relational model and
implemented in relational database management sys-
tems. All three of these features simplify the task of
developing application programs and the formulation of
queries and updates to be submitted from a terminal. In
addition, the first feature tends to keep programs viible
in the face of organizational and descriptive changes in
the database and therefore reduces the effort that is
normally diverted into the maintenance of programs.

Why, then, does the title of this paper suggest that
relational database provides only a foundation for im-
proved productivity and not the total solution? The
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reason is simple: relational database deals only with the
shared data component of application programs and
end-user interactions. There are numerous complemen-
tary technologies that may help with other components
or aspects, for example, programming languages that
support relational processing and improved checking of
data types, improved editors that understand more of the
language being used, etc. We use the term “foundation.”
because interaction with shared data (whether by pro-
gram or via terminal) represents the core of so much
data processing activity.

The practicality of the relational approach has been
proven by the test and production installations that are
already in operation. Accordingly, with relational sys-
tems we can now look forward to the productivity boost
that we all hoped DBMS would provide in the first place.

Acknowledgments. 1 would like to express my in-
debtedness to the System R development team at IBM
Research, San Jose for developing a full-scale, uniform
relational prototype that entailed numerous language
and system innovations; to the development team at the
IBM Laboratory, Endicott, N.Y. for the professional way
in which they converted System R into product form; to
the various teams at universities, hardware manufac-
turers, software firms, and user intallations, who de-
signed and implemented working relational systems; to
the QBE team at IBM Yorktown Heights, N.Y . to the
PRTV team at the IBM Scientific Centre in England;
and to the numerous contributors to database theory
who have used the relational model as a comerstone. A
special acknowledgement is due to the very few col-
leagues who saw something worth supporting in the early
stages, particularly, Chris Date and Sharon Weinberg.
Finally, it was Sharon Weinberg who suggested the
theme of this paper.

Received 10/81; revised and accepted 12/81

References

1. Been, C., Bernstein, P., Goodman, N. A sophisticate’s introduction
to database normalization theory. Proc. Very Large Data Bases, West
Berlin, Germany, Sept. 1978

2 Bemswein, P.A., Goodman, N, Lai, M-Y. Laying phantoms to
rest. Repont TR-03-81, Center for Research in Computing
Technology, Harvard University, Cambridge. Mass., 1981

3, Biskup, JA. A formal approach to null values in database
relations. Proc. Workshop on Formal Bases for Data Bases, Toulouse,
France, Dec 1979; published in |16] (see below) pp 299-342.

4. Brodie, M. and Schmid, J. (Eds), Report of the ANSI Relational
Task Group.. (1o be published ACM SIGMOD Record)

S, Chamberlin, D.D., &1 al. SEQUEL2: A unified approach to data
definition, manipulation, and control. JBM J. Res & Dev., 20, 6,
{Nov, 1976) 560-365

6. Chamberlin, D.D., e1 al A history and evaluation of sysitem R.
Comm. ACM, 24, 10, (Oct. 1981) 632-646

7. Codd, EF. A relational mode! of data for large shared data
banks. Comm. ACM, 13, 6, (June 1970) 377-387.

n7

8. Codd. E.F. Extending the database relational model o capture

more meaning ACM TODS, 4, 4, (Dec. 1979) 397-434.

9. Codd, EF. Data models in dalabase management. ACM

SIGMOD Record, 11, 2, (Feb. 1981) 112-114.

10. Codd, E.F. The capabilities of relational database management
ms. Proc. Convencio Informatica Llatina, Barcelona, Spain, June

s -12, 1981, pp 13-26; also available as Repon 3132, IBM Rescarch

Lab., San Jose, Calif.

11. Date, CJ. Referenual integrity. Proc. Very Large Data Bases,

Cannes, France, September 9-11, 1981, pp 2-12.

12. Ehrig. H., and Weber, H. Algebraic specification schemes for

data basc systems. Proc. Very Large Data Bases, West Berlin,

Germany, Sept 13-15, 1978, 427-440,

13. Epstein. R., and Hawthorne, P. Design decisions for the

intelligent database machine. Proc. NCC 1980, AFIFS, Vol 49, May

1980, pp 237-241.

14. Eswaran, K.P., and Chamberlin, D.D. Functiona! specifications

of a subsystem for database integrity. Proc. Very Large Daia Bases,

Framingham, Mass., Sept. 1975, pp 48-68.

15. Fagin, R. Horn clauses and database dependencies. Proc. 1980

ACM SIGACT Symp. on Theory of Computing, Los Angeles, CA, pp

123134,

16. Gallaire, H., Minker, 1., and Nicolas, J. M. Advances in Data Base

Theory. Yol |, Plenum Press, New York, 1981

17. Gray. J. The transaction concept: virtues and limitations. Proc.

Very Large Data Bases, Cannes, France, September 9-11, 1981, pp

144-154

18. Gnffiths, P.G., and Wade, B W, An authonzation mechanism for

a relational database system. ACM TODS, 1, 3, (Sept 1976) 242-255.

19. Held, G. ENCOMPASS: A relational data manager. Data Base/

81, Western Institute of Computer Science, Univ. of Santa Clara,

Santa Clara. Calif., August 24-28, 1981.

20. Keller, AM. Updates to relational databases through views

involving joins. Report RJ3282. IBM Research Laboratory, San Jose,

Calif., October 27, 1981

21. Lorie. R.A.. and Nilsson, J.F. An access specification language

for a relational data base system. JBM J. Res. & Dev.. 23, 3, (May

1979) 286-298

22. Maller, V.AJ. The content addressable file store—CAFS. ICL

Techmical J., 1, 3, (Nov. 1979) 265-279.

23, Rewsner, P. Human factors studies of database query languages:

A survey and assessment. ACM Computing Surveys, 13, 1, (March

1981) 13-31

24. Rissanen, J. Theory of relanons for databases— A tutonal survey.

Proc. Symp. on Mathematical Foundations of Computer Science,

Zakopane, Poland, September 1978, Lecture Notes in Computer

Science, No. 64, Springer Verlag, New York, 1978

25. Rothnie, J.B, Jr. et al. Introduction 1o a system for distributed

databases (SDD-1). ACM TODS. 5, 1, (March 1980) 1-17.

26. Schmidt, ) W. Some high level ¢ constructs for data of

type relation. ACM TODS, 2, 3, (Sept 1977) 247-261.

27. Selinger, P.G.. et al. Access path selection in a relational database

system. Proc. 1979 ACM SIGMOD International Conference on

Management of Dara, Boston, MA, May 1979, pp 23-34

28 . SQL/Data system for VSE: A relational data system for

application development. IBM Corp. Data Processing Division,

White Plains, N.Y., G320-6590, Feb 1981.

29. Stonebraker, M.R,, et al. The design and implementation of

INGRES, ACM TODS, 1, 3, (Sept. 1976) 189-222.

30. Swonebraker, M.R., and Neuhold, EJ. A distributed data base

version of INGRES. Proc. Second Berkeley Wi on Distributed

Data Management and Computer Networks, Lawrence-Berkeley Lab.,

Berkeley, Calif, May 1977, pp 19-36.

31. Todd, S.J.P. The Peterlee relational test vehicle— A system

overview. JBM Systems 1, 15, 4, 1976, 285-308

32. Williams, R et al. R*: An overview of the architecture. Report

RJ3325, IBM Research Laboratory, San Jose, Calif, October 27,

1981,

33, Zicof, M.M. Query by example. Proc. NCC, AFIPS Vol 44, May

1975, pp 431-438

Communications February 1982
of Volume 25
the ACM Number 2




— "A relational model of data for large.
.m:ww..wm data banks E.F. Codd




Phyllis Baxendale

A Relational Model of Data for
Large Shared Data Banks
E.F. Codd

June, 1970
Volume 13, Number 6
pp. 377-387

In 1970, Codd proposed a new model for
database systems called the relational
model. Through its simplicity and mathe-
matical basis, the relational model has pro-
vided an intuitively more appealing founda-
tion for database systems than its two major
competitors: the hierarchical and network
models. The model has had an enormous
impact on both the theory and development
of database systems. A growing number of
commercial database systems are rela-
tional., In 1981, the ACM Turing Award was
presented to Codd.

-D.E.D.

Communications 25th Anmiversary Issue
of

the ACM

January, 1983
Volume 26
Number |

A Relational Maodel of Data for
Large Shared Data Banks

E F Cooo
TRM Research Labwsatin y. Sun Jose, California

Futie uvient of large dota bonks must be protected from
having 1o know how the dolo is organited in the mochine (the
bedarmad foad A

P prompling service which wpplies
sk Tk ik vl s aciud y solution. Activities of wsers
ol terminoh ond most opplication programs should remain
wnaflected when the mtemal rep tion of doto i chonged

The eelabionial view  tor model ' of data deseniusd m
Sectits | apgrears to be superor in severul respeets to the
graph or network nwded |5, 4] presently i vogue for non-
inferential systems, It wovides o means of describing data
with its natural struetire only —that is, without saperim
poring suy sdditional s micture for machine representation
purposes. Avcordingly, it provides s basis for a ligh level
duta language which will yield maximal indepesdence be-
tween prograns on the one hund s machine representn
tion wnid organization of data on the other

A further advaniage of the relationa] vies i that it
furms o sound basis for treating desivability, relundaney,
andd consisteney of relations — Uhese nre diserseed in Seetion
2 The network model, on the other hand, has spawned &

ond sven when rome owp ol the P

ore changed. Changes m data repietentahon will often be
needed o1 o result of chonges in query, update, ond report
troffic ond notwral growth in the types of sored information.
Eristing nominlerential, formatted dota systems provide uien
with Wee-strctorad files or wightly more generol network
wodeh of the dota In Section |, inodequotier of thete modely
ate dicumed. A model based on n-ary relation. o nommel
form for dato bove relotiom, ond the concept of o wnivenaol
date whlonguoge ore ntroduced. In Section 2, centoin opera-
tom on relotions (other thon logial inference) ore discunsed
and lied to the probl of redundoncy and g ¥
n the wier's model,

KIY WORDS AND PREASES  dote besd, dute buose, dute wimbus. date
e - thart of dota, b wl dute celatass Seieabiay
b h . = trtpvel lsegeage. prediwie

vk e, pary, duts miege iy

CRCATEGOMES 170, 373, 373, 430, 477, 479

L Relational Madel and Normal Form

L1 INrhonution

This paper is eoncerned with the application of ele-
mentary relation theory Lo systers which provide shared
ncoess Lo lnrge banks of lirmintted data. Except for n paper
by Chilids [1], the prineipal application of relations to daia
systems has been to dedurtive question answering systems
Levein and Maron [2] provide numerous referenees to w ork
in this ares

In eonteast, the problenis treated here are (hase of duta
independence—the independence of application programs
and terminal artivities from growth in data types and
changes in data representation—and eertain kinds of data
tnconsistency which are expected to beeome tnublesame
even in bondeductive syvatems

ber of conl y ot the lenst of which is mistaking

the denvation of evtmnetions for the derivation of rela
tions (see repnarks in Section 2 on the “connection trap")
Finally, the relationa! vies p n chearer evaluation
of the seope and logiral limitations of present furmatted
duta systems, and also the relative ment= (from a Ingaeal
standpoint ) ol competing representations of data within a
single syetem. Examples of this clearer penpertive are
cited in varius parts of this paper. Tngdementations of
systems Lo support the oelational nudel are pot disersend,

12 Dara Duessoescns iv PreEskst Sysrus

The provision of data deseription tables in recently de-
veloped ind tion sy lems rep s & major advanes
teward the goal of data ndependence |5, 6, 7). Such tables
fucilitate changing rertain charscteristios of the data repre
sontation stored i o dats bank. However, the vanely of
dita representation charcterstios which ean be changsd
withod logwally impairing sme application programs is
sl qpute hiniitesl. Further, the maodel of data with which
users interned i still eluttered with representational prop-
erties, particularly in regard to the representation of eol
leetions of duta (a8 opposed to individual iems ). Three of
the principal kinds of dats dependencies whieh still need
ta be removed are: ordening dependence, indexing depend -
ence, and aecess path dependenee. In some systems these
dependencies are not elearly separable from one another.

1AL Ovdering Dependence.  Elements of data in &
data bank may be stored in n variety of ways, some involy-
Ing 0o coneern for ondering, some permit ¢ each element
to purticipate in one ordering only, others peemitting eaeh
element Lo participate in severnl arderings. Let us consider
those existing systems which either require or permit data
elements Lo be stored in at least ooe total ordering which is
closely assoriated with the handware-deterimued ordering
of adilrrsses Vor example, the reconds of & file coneerming
parts might be stored in ascending onder by part seral
number. Sueh systems normually permit application pro-
Erams b assume that the order of presentation of reconds
Trom surls & lile is bentical to (or is & subandening of | the




Fhorest smenng. M spphication progeaes which ke
alvantage of the stunal ondering of u tile are likely o fuil
Lo pwerte eorreetly M for some reason it becomies tievesary
o repdiree thiat enlering by o different oo, Sinilae remorks
hobd for o storsd ondenng lugdemented by weans of
pointens,

10 s aniieerasary b baghe aat any systens as an esample,
berasse sl the well hoown infurmation systems that are
mathetnd taday lail to make & clear distinetion botween
arder of presentation on the one bisnd and stoped anlening
o the other. Signibicant imiplessantation probdems miust be
syl b pravidie this Kind of independenee

28 bwieeing Dependence. In the eontext ol fur-
wottesd shata, an dey b wsally Wenight of s a prrely
et wrwnted component of the data epresenta-
tionn, 1t tenids 1o improve response o guenes and updates
andl. at the same Lo, slow down response To insertions
and debetions. From an idormational standpeani, an imdex
i o ovdusdant emiponent of the data represontation. If a
siston tises dndiees st adl und o 16w o perforn well in an
ehLI. it wth ehargging patteris of setivity o the dbita
Bk, wnn absilit y ton ereate mod destiony lievs from Line o
tire will probably be necessary. The questin then anses:

siruevare 1 Progeris Sobsndinate (o Paite

Fas -
P PART
PR TTEY [ RAy

Famds

par §

Pl Hane

part dhese i b

A iy o el

quaniity on ot
et ¥
preel naine
Pragert deseniplion
Aty cumaiied

Sipaeture 3 Parte Sabrdiaie s Progeois

bea Lagmen
¥ PROJECT
FAKT

Femde

Pt §

Pl i

[ O TR TR
pertp
el haier
prart e oni ol iun
gaant iy un bhasd
sty o andsy
suantiny vommiiied

Strurtue 3. Fans sid Projenis s Poers
Ral

Cun applivation prograns s ter I netivitios
invariant w indices eome and go?

Present foroatted dita systems ke widey different
approadhes 1o indexing. TDAS 7] iesnditionally pro-
vildes indesing oo all sttnbutes. The presontly reloased
version of TNIS 5] provides the wser with o cludee for each
il i ehtee berween no indexing st all (e enrclie se-
guentinl organigation ) oe indexing on the primary key
anly (the i Db mibiesd sasgueniinl org W ) Iy

st b e i Ui wimer s pplication bugic nlqmnlml ot the
extience ol the unoonditionslly provided indices 1103
181, huwever, permits the file dosignen to seloet A
to b indexed mnd W incorpora e indbees into the fike strie-
ture by weans of additional chains. Applieation programs
kg wlvantage of the perl Lienlit ol these in-
dbeninge el st ovler 1o e cluing by nanwe. Soek puo
g o not operate eoreectly o these chains wie futer
rensived

L2 Necess Puth Depebinee.  Many of the exsting
foruatted dita sy stens provide wees with teee structared
liles wr shghitly e geveral setwork wisdels of the data.
Application progruses developad 1o work with thise sys-
tewiis tend 1o be dogieally impaired if the tree or networks
wre clianged in structure. A sienple example follows

Supymse the data bk containg information aboul parts
wnil projects. For each part, the part nanber, part name,
part deseription, quantity-on liamd, sid guantity on onler
are fesl. For encli proy mm»mmuhr |-mjo=t
nniie, project desenp '"".lﬂ d. Wi
miakes use of & certain part, th-qmnulyutlhnprlm
mitted to tha given projeet is wlo dedd. Suppose that
Uhe systent mmmmuwwmmhm:w
defive the data in weons of tree structures. Thea, any one
of the bierarchical struetures may be adopted for the infor-
mition mentivied above (see Struetures 1-6).
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Now, conmspler the poddem ol peinting out i part
wunsber, part nane, wsh spaaitit s cominitted for every part
usesh i the pragert whose poogert e i “alpha * The
Tl g olsrrvatias may be wide reganlless of which
availuble tron onetod wfommation syatem = selectmd to
tackle this probiless. 1E s poogram 1° s developed for this
problens assuming one of the five stooetunss sbove— that
s, I inskes no tet w determine which stracture s ool -
feet  then P will fasl on ot deast Whirew of the remaining
structiares. Mure specilically, if P sueeends with stroeture 5,
it will fail with all Ui uthes , of P soeoesds with stroetuee 3
e 4, i will fadl with wt beset 1, 2, mnd 5; U P sscenods with
1oor 2, itowibl fall with at beast 3, 4, and 5 The reasm s
simpde in euely e, In the absence of a 10t 1o ddeterming
whieh strieture b i oifeet, 1 fuils becsu an attenyd W
rnade 1o exeeute & refcrenes Lo a tuneyisteut e (available
aysterma treat this s ah error) or i atbempt i nade 1o
evevuts & referenen bo a lile eotitaining needed infomation,
The teader who 1 vt runvineed shonbl deselop sample
programs for thas staple problem.

Since, m groerad, it s not practieal b devebog apgdiea
it programs whiels tost for afl tree strictusiog persitial
by the system, these progran ful when & ehange in
strocture becomos Tevwiary

Systemas which provide asors with a netwark nislol of
the data run intu simaler diffieulties. In both the tree and
petwurk eases, the wer (or bis progran ) s il s
exploit u eollection of veser aeves path to e dita. 1t does
nol mater whether tase paths are in close corresponlenes
with puinitor-defined putlo in the stored reprosentation - in
18 the eorrespandenes oextmmely sinple, in TONES it
Just the apgemite. Tl evtianpienens, regandless of the st
sepresentation, i Uit termanal aetivities s poosgrms bo-
evue dependent oo e eontinied existonee of e user
neovss padha

v sedutienn b Whis 1e Lo kot Wl peadiey Lhal e &
et meerss path i debiasl o will met be msde slvdele un
B wll applieation g weing tat path lave beeome
wbibite. ek a grdicy o el prartioal, bewrwn o the number
of servse gathon i A Gl bl for the canmunity of
werrs of o ddiata bond vkl eventuadly beom exvesdvely
large.

1A A Metarmsar View ar Dy

The tenn rebation e usnd biero i its secepded maihe
wistienl semese . Gilven set= Sy, S5, . 8, (nul necessanly
distinet ), B bs u pelation on Uhee 5 sots i it be & st of »
tugdes cach of which bas s Bt clement Tran S, s
secvind elemant (nm S, , and s o0’ We slindl refer to 8, as
the jth dumain of R As definel sbove, B is said 1o have
degree . Relstaons of degree | are olten ealledd unary, de-
gree 2 binary, degree J tenary, amd degree n n ary.

Fur espasitory ressons, we shall frequently make we of
. m m—uutm ul nhuua-. but it must be re-

that this p Lation s not an e
sential part n( the relational view being expounded. An ar

V Mosw euncinely, N b o sudiet of (e Curtesian posducy § X
SHxX X8

ey whibeh pegiesents i woary relatin B b the Gl g
progairibes

(1) Eaeh row oepursents an n tapde of K

(2) The vadirmg ol niws is imatenal.

(4) AN s are distinet

4) The ondenng of eoluming b signilicant b vorre-

spwstndn b the ondering S, S0, <<, Sool the do-
mnains in which K s define] lnﬂ' huvmever, mrlm
m M 1 " 1 A “-l 1 i
relatbne |

(5 The mgnifiesnee of ool ool s partially o

veyod by labelmg it with the name of He corre-
sponding dunain,

The example in Figure | illustrates o relation of degroe
1, cablid supply, which roflects the shapments w puognes
of parts from spocified supplien 1o speeificd projects in
-pqﬁd opuan s

vapply  (ouppliar  part progeid  geanlelyl

1 1 ] i
1 1 ] o
2 ] 1 U]
3 7 L] L]
L] 1 ] [}

Frii. b A plaiiin sl degirew 3

O wigght o 1 A enluntes e labebal by Uie naine
of corvespombing doteing, why shimill the orderng of ool
uming matter? A the oxample in Figure 2 shows, twa eol -
e miny bave Wlentical headings (mdicating Wleatioal
I ) bty listinet ningn with respeet to the
eolation, The solation depictod is ealled component, 1L is &
tornary telntion, whose finit two domaing are called  poart
and Wil donsin s eallad guantity. The g ol v
ponenl (2, g, &) i Dt port £ s an immediate eoiprnont
(ar submssombly ) of part g, shd 2 wits of part x are oaded
Ly b o unit of part y. 10 is a rebation which plays
w eritien) pole i the parts explosion problem.

R e i [ alal bl
' 4 L]
L ] T
3 L] 2
2 & 2
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. T 1
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Fio 2 A ivlatioon with tmss plestiral dhsinsng

It ie w romsarkable fuet that several existing information
systema (ehiefly those bused un tree structared Blos) (il
s provide dats rey tat for relations which lave
two or more identical domaine. The present venion of
EME /000 [5] s a0 jbe of such u syt

The totality of data n & dats bank may be viewod as &
colleetion of time varying relations. These relations are of
sssarted degrees. As time progreses, each nary relation
mhmumum--mm

sting ones, and alterstion of components of any of its
nhb.nm;-l-




I vy commereial, guvernmental, sl seentifie data

banks, bawever, soive of Uy relation nee of e Digh de-
Eree (u slegree ol 30 is not at all uneommon ), Users shold
not narmally be bundened with remembering the domain
ordering of miy relation (far exanple, U ordering sapplier,
et pact, then project, Uen guandity in tie relation supply )
Aceontingly, we propose it users deal, not with relations
whieh are domain ordered, but with reladionshipa which are
their domam . unonlered .-tl'l.l.' Tor ne plish this,
| t be uniquely idontiiahle at beast within any
given melaton, without vsing peeition. Thm, where there
wre o e more wdentieal domaing, we eepuire in eaeli ence
thiat the i name be qualied by o distinetive role
name, whaeh serves to wdentify the role plavid by thst
doninin in e given relation. For exnmple, i the velation
companent of Fygare 2, the fiest domain part night be
epunbilied by Wi pule e mib, gind Ui secomsl by guper, o
Whist uwers esithd donl with the eelationshigy component and
e dhosnives  auh pasrt super parct, quantity—withoul regand
toe iy onbening between tese domain

o manmn s, 14 4 prpeend thiad most users shosbd interact
wilh a relationsl moded of tie data cotminting of & eoliection

names, and part numbers are We shall eall the set of
values repre=ented at sune i dant Lhe actier domais st Lhat
instant,

Nurmally, one domain (or eombusiation of domains ) of s
given relation lias values whieh unbguely lentily cach ele-
ment (m-tuple) of that relstion. Suel a dommin (o eoan-
binatwm ) w ralled 0 primary ke, In i example above,
part pumber would be o primary key, while part color
wonlid pot be. A primary key i mosredundant of it s either
a mnpde o in {not n comh win ) or n banat
such that none of the participating simple donsin, s
wnpeerflisnis in utiguely sdontifving sach slement. A rela-
vy many preses e Wan one ionesbodint. primary
key Thin wonbd De the ense in thie evample il ilforent parts
were alwavs given distinet Whenever a relation
s twon oor evweee tsteres Bndant privey kevs, oue of them
in arbitranly selected and ealledd the prinary ey ol that re
Latiesna

A eodimon resirement s for elenents of & relation o
eries-relerence other elemints ol thw same relatim or ele
ments of & different relation. Kess provide s wer anientesl
thentes (but pot the anly mans ) of exprosdng such eros
refer . We shall call & o (ot o i eoenla

of b varying relstionslips (rather than relations ). Each
user nend ot hnuw more sbout any relationship than it
nnme togrther with the names of its domains (nde quali-
fied whenever necrsary ). Even this information might be
offered in wwnn style by the system (subject to security
and privacy oot inia ) ipon reguest by the user

There wre usually wany altemative ways i whicl, o re.
Intiomad nnmded iy be otablished for s data baik In
order L ddmews o peeferrsd wany Gor ool furm ), we
st Giest indnwsdoee n fow asdditional roneepts  (active
dommn, primary key, ooy key, potsinple donein )
amid establish s links with termieology currently i use
in il Listy syslenn |srogr g In the ler of
this paper, we shall not Jather to distinguish) between re-
Intioms aml pelabionshipe everpt where it apqeans advan
tagentis to be explicit.

Consnler an examiphe ol o diata bank wlieh ineludes rela-
Liones e niing parts, projects, sod suppliens. One el
tion eallisl pane b abefinesd on the Following disnnins;

) paart ol

(20 prark anainee

1) part eolor

00 gt wenghit

) gantity ol

() usbtity on onder
il pmsibly otbor domeans we well, Eacl of thise dbomnines
15, in elfeet, o ponl of valioes, <ome or all of wlich may be
represented i the dita L at any instant. Wiale it i«
conceivable that, st some instant, all part ool wre e
ent, it is unhikely thot sll posible part weights, pan

* Lo st beemnntirnd deres . a pelatonombin o an ey dleee class of
thime rrlatione thnt se e tent wmiler g wven ool ol

tsew Seviian 2 1.10)

" Naturally, wa with sov data put inti and retrieved Trom & vome
puter syatemmn, the imer will notoanlly make far mote effective wse

ol b dlntn il B wm wwoare of ite meanig

thon ¥ oof pelation R s foresgm ey if W bs ol the primary key
of B but its elements are salues of tie primary key of soone
relation § (the peesibility that S and R wre lentioal i not
exclindnl ). Tn the relativn sppdy of Figare 1, e omibina.
tion ol muppldier, pest, pesject b the prman ey, while ench
of e three donaine taben sopartelye o fpegn key

In preveam wirk there bos lovn s strong Gomdeney s
tevsat Che dhatn i oodkatn bank o evseastmg of Tao parts, one
yeart evinvastinge of entity deseripdiome o evunple desenp
tioes of muppliers ) and the othier part ssisting of mla
Liotes Betwern the vanoas eifities or 1y pes of entites (lor
evumple, the agpyly sbstivnn ). This distiscton o ditfeult
Lo teintuin when one may hnoe lorcign kevs in any rels.
bty whatseever, In the weer's politikmal pusled there up-
pears L be o mdvantage e nodking such n distinetion
(there musy be soime sdvantage, s ever, when ome applies
relativnal eoneepts b yackone sepeventatiins of e e’y
ot o pelabivensdips ).

S far, we have diseusss ] examples ol rebations whieh e
difiner] on simple domains  dionsing shose chawats are
abope (momdeeovmpieable ) valies Nonstomie values ean
b ahisappssnd withion the selationnd Greswork . This, some
dornains mas have relations ms dderents. These relations
winy, i e, be delined on sosimpde domnine, and s on.
Foor exampile, otie of thie dornaies on whieh the relation em-
loyee i detivved might be salary bistory. An elowont of the
sakary history doraain b= a batary relation definesd on the do-
main date gl the dommin salary. The salury kistiey domain
1o the sl oo gl sachy binaey reftioms AL any instant of Lime
there wre as nany instanees of e salary history relation
in the data bank ns Uere are enpdovese In entrasd, theee
i mly ane instance of Uhe copliger relation

The terms attnibute and repeating groap in peecnt data
bease Lerminology sre posigghly | v manpbe o

anad norsimipbe desmaany, re-peetinely, Mach of the conlus-hm
in present termimobogy o due o fatdure 1o detinguid be-
tween type aml mstaner a0 in “recund” ) aml between
eompesents ol a et nuslel ol e data on the e hand
and thetr moackine repe 1 parts on the
wther hand (ngain, we eite “reronl™ as an exsmple )

L Nowisman Foes

A relatum whese duneits are all smple can be repae-
poritedd in storage by A twodimensional evduniin hooe:
groeons mrray of e kind discussed abvve Sonw weie
complieated data strvecture 1 nocesary for a lation with
ot or twre nonsiinple doossis. For this poason Gel athers
i be eitedd bebow ) the posibility of eli g wl
domaine appears worth investigating* There b, in fuet, 2
very simple eliination poseedure, whiel we shall eall
(CTTE TR (8 B [

Cunsider, Tor cxanpde, the eulleetivn of relatpn- ex
bibtesd ity Figrre V(a ) Jud bastary apud chibdeen nre mon.
snsiple i of e relation emplogee. Salnsy histary is o
nowisiiiple domain of 1the relation pob Aidery The troe in
Figure A(n) shavas juet thase intorrelationships of the non
striple deraine

.-.,.] -
I =

grdohass —an ehilibeen
|

malary basbiory

phoonne (mgmd winw binthbole judidustony, ehibdoes)
Jedohasiony bty 130k mabary bty

salaryhistiry (malirydade salars |

ehilibern trhilimame deirthyrar)

Fou Tia Viwimadirsil oot

el yow’ (neamd, wanee b tlalale |

Jobilusiory’ fmand, sebdair, Hitle)

walarybistory” (mand, jbbite sulorybate, snlary)
whibidren’ (mand chil iname. lurihear)

Fon i Nermalized sot

Nommalization proeceds as follows, Starting with the re
Intion at the top of the tree, take ita primary key and ex.
pand ench of the immediately sabordinate relations by
Inserting this primary key d in of o i biniation,
The primary key of each lexl relation ists of the
primary key before exy | by the primary
key eopied down fromn the parent relation, Now, strike out
from the parent relation all nonsinple domains, remove the
top node of the teee, and ropeat the same sequence of
aperations on each renaining subtree,

The result of normalizmg the eollection of redations in
Figare A(a) s the eullection in Fygure 3(b). The primsry
key of ench relation s italiewred 1o show how sl kevs
are expanded by the normalizativn,

M E Sanka of THM, San Jose smlegesndently recagniomd the
dewirabitity of sliminatiog pbe o

1 posevalization o desentn] above is to be apydieshile,
tha unmmrmahied colleetvm ol relations must satidy te
foslboim amg evamhitioms -

(1) The graph of interrelationships of the wadplbe
domabiv i= & eolleetion of troes,

120 N promary Ky b s evmponend doomnin whiedi b
nomampe,

The woter knows of no application whiel wonbl reguine
any relavation of these eomd Furthee agerntions of »
moirnnadizing kined are possibile. These are not diceisaol i
this pajwr

Thie shnnigeleesty of Ul mres v oo peesentition whiel beeonme
fea=ilide slien all eelathons mee enst o tiieoal T 0o ma
only ane welvantage Tor stormge pirpeesse it gl for s
seieies ot ol ok dota babw oen sy stems wliel i widely
diferent pepesentations of the data The sapmoninieation
Tosenn womhd b i snitably evmgareses) version of 1
tepere ettt ninl wotihd hiase the Gl g wly

(V) 00 wirdhd B dlevomd ol puainiters Gubless bl or
di=plarvnarnd vulisd )

P28 I womibd aveisd il sbgactnbones: ot Diasds bl ang

wrlirpirs.

{91 1t momsbd evinitam bos nmlives or smdering list -

I Ve e ’s robativmal sl b oot up i smaal foom,
names of items of data in Ve dats bank can take a s
form fhan would otheewise be the rase. A geverad me
wonthd 1ake & foem sk a0

Ruided

whery B s on eelatsaand sane;, g oeoa grmerstum sbetilies
(inptpestnd ¥ w s o made movneee ool )5 of b o b v
Since g s neoded onte whon several genveations of a given
relabion evist, or e antiespated to exasd, aml r - wended
ouly wlwn the relation R o taw or more discin: auel
o, e cimple furm B will odten be mlegpiate

LS, S Linaristie Aseirm

Wi aboagtnom ol o rebabiomd mashied of sbata, as dianilad
above, premits U development of a umiveral dotn sl
language bnsesd on an applied predieate cadeabies. A fien
wnder peeshieato calewlue sl e if the eolleetiom of el
i e normal foron. Boekon buggunge woulil provsde a yand
wuiek ol Dinguistie power loe all other proposed dats lan
gonges, wnd would ivwll be o strong eandibate fue sbied
g O ithe mpprroperiste syntactie mmbiliea o b inom vy
of Tt lnmygumges (progranaming, eommninl o oo
ortented ) While 0 b mot the purpese of this pager s
deserile such n langunge o detal, s sqlienl Teatues
sl b s folloms

It us deinde the data sablanguage b K amd tho et
Inrgmage by WK pormits e declyration of eelabios ol
Uirir doimins. Fach deelarctum ol s melatim slentilies the
poimary koy for that relation. Declaresd relations are bl
o thie sestem eatabog for wee by any wembars of the weee
eomnimity who have apphgamte aothocetion I g
peits supgeorting devclartions whivh indieate, perdope e
pemnenthe, o tise melitions are popresntod s sobor




age N TR Wi sgeatientionn lor sxctrieval ol aney silesrt
of bt Bivetin U0 chatan Deanike . A0 thobe wnn shashy o oetnies il e
apert o wibifeet o sevanty ettt -

The vindvrersality of the dats sablanguage o= w u-
lesrtiptiee abibhits (ot s catputing iy b D Biige
bt btk vark stbset of the data has o very lange anber
ol etk fatul senisible ) desenption ., evon wlen e as
s s wie ddie ) thint thiete ds unly o Bkt s ol Bt ion
whlirenitiien G which the sy-tem b aret== bt de In
wivihil s g dbata for retnieval. 10 b b ool ajrialiticat oo
vageressions whiele van b sl b =t epeciheat s it
boave tha desorptive puower ol U clase of wall fiemied
Formnilins oo o spipeliod peebivate eadestine 10 well Ko i
thak Lo preserve this diseriplive wer i s unneeesssry 1o
unpirens (i whatever syntas b elosen ) overy fomnla ol
Vi sachis tond pavslieats: cabesdus For exagde, gost Do
ey wiwrmnid forme e ey giiaie It

Aritbisedie Funetime: niny b seoded i e gudidie st
ot sdbie prarts ol retonval stabonentc Such ot can
[ PR PRTTToRY TT [T  E TT

A st s sprevtfiod may b Betelusd tor jpaery g e
oy oo it wny b bkl lr peecilide clanges lsertuan- take
e bosrnns wol wdebimg mew elenients to doclarad rebations with
il rvind o any endenng that pay be preseot e their
b pegresentation, Deletions whieh are offoctive for
ey Gn ool for e bdividoad seer e <ub
eostiiinteies b ke e Bormn of setiving elesent s oo de
elarerl pelations, Soe debetions sl ngwlates may be g
g b etbirs, i alebetion sl mgslate depambenei e
Pt spreiliond pelabiote wee dockasd in K

i inngwertant efTeet thiat the vies sdiptod oo and dits
Hicom wite At Baniggrniage besved ton v tibevsd ol b i U ponsiabong oof
Wit wlegimtiles mond sets, Somme anperts of His bave bren dis
eveenih i b previons secthn. Wil thie wstisl petwork
v, s Wil olten bae bandetad with g umil vt
vty avkatsan maws han an absodutely iwarsaan | sinen
wviw e wescnbed wilh gatle (o path Dyvpees ) rathor
Fhn wilhy pelutmms

Ui o ser o iy Dhat s evetmin sebistias 1o olmnd, e
il engert B bbb o enplial® ot weaigg sty evmliinting
ul e srgiments o “kuowis' aiml the memnining argi
gt e “unknwnin,™  beenice e Jlormathon  (like
Fovwnrt ) s thiege, This 6 a0 evstenn feature Qudssing (rmn
priatky corpend bolorsatesi svstones | wliel we shall enll
Uingivally ) sgmnmietese eepliittiom of sobathens  Namnrally,
(AN 1] |n-liurm.|m U TR NI IS il
stipmart my it ie expbatatian of wsimghe bisary e
Lintbon, U chioeeted poatis are iesbad For o molation of de
gree m, U smiber of pathe B be waoesd aml evitmllel s
0 Lai tastinl.

Again, il 8 rebations] view is shopted in wliek every n-
ary pebation (m 3> 2) los to be expresad by Ue oser wen
bl exprosion involving only binary relalions  (se
Febluuin's LEAP System [0, for example ) thon 2n ~ )
Dt bave 1o be coted instesd of only w § 1 wilh direct
#oary debabion ae deseribod bn Section 12 Vo vvample, the

 hapdinting m eclation tilushes spuery wpedate mecl dibode

4oy eekalboon ssapepdy o Figure 1, whieh entails 3 natues in
woanry meitatiss, weonld le repoesentod o the form

P Ceuppdier, @ vpirt, B (peogact, passnitifg ) )

M tond bary skt i, Ehias, esiplay 7 naties

A dsrtbier dhswdvantage of Hiis bvsl of expumeiin s s
aeyinbetry . Albogh the mpmitietey dues ot pedabit
syptetne eophdtatim, i eetainly nedkes sone bases of
wlertiagation dty anksand e the wer b cvpness (oo
eiber, for exannpde, & ey e e parts aned quantites
ekt tin cortain given prsgets via f and K ).

L6 Exemaninie, Noukn, anp Soken Renanoss

Asssnatond] with w odiatn bank are too eollections of mla-
Bitia (b wamend st anl the ez presable st The named set
e v cnlbew i of mll these relat that the Ly of
o e identily by i of 8 sbigde name (or estifier ),
A eebation B aevpriires pemibetbig i e haticd et when o
wntalily avthoniend wer doclans B, it oo peembenship
w it sbably atbartead ter raterds the deelaration of
Rk

Ve wxpivalibe: sot in U Gl voddboctis of relations tat
ean e desigratesd by expre s m the data Linguage. Sach
expires-wiis mre oonstricted (o simiple names of relations
s Wee e st numies of generations, robes sl domaineg
bygieal connertives, the quantitiers of the prodieute eale-
Tin ® stul certam eonstnit relation »smbols sich ne =, >
The taniuesl et b= i wisbiart ool the expamoiblo st wmaslly &
very sl st

Sunce s relations i Uie nanwd set may be time nale
pendent euoibinations of othems bn that sel, it is welul w
cotishiber secclating wilth the nsnesl set & collection of
statements st define the-e tine independent constraints.
We shiall pustputie furthior diseussion of his until we have
intrsluend seversl operat i relut (e Beetion 1),

One ol the major probl il g Lhe designes uf &
it systens aliel s b suppeat i relationsl medel for s
werrs i Wkt ol ditommaiming Ve s Lo ol stainvsl ropuesonta
Tt tos Do suppearten)  Ddeally, e sariety of permitied
lata egresenitatins shonikd bee pust adesgiiate 1o cover the
spoctrum of perfurmisnee poguirensents of the total el
Jection ol in-tallations. Too great o vanety leads to un.
necessiry ovethend it storage sl sontinual reintergreta:
o ol deseriptions for e stowetures encrently in effect

For uny selected class ol stirsd representations the data
< aten et provide & meais of trnnalating veer reguesta
vagsresssad in the data language of the relational model into

eorresponding —and  efheient  actions on  the eurnent

storesd ropresentation. For a ld;ln hwl data langsinge this

presents u challenging design | N helos, it s &

m-mmh-nﬂ ~ ma e asers oblain con-

m“hlhlpdﬂnhul n-wn-lﬂldy for pro-
aml

viding effcient t shifts from the
M\ﬂuluruﬂwdunq‘lm

M v wark telation i s peactecal el n bienk plulhm .l
verny snsiant ol fine, (he o ol wnd

s Lo wupitvsand bp bepiie ol -lwimlMMlt&md
wlesmnite in ahy Buite st

2. Redumdaney aid 4 snmistvney

21 thepmarmss ot Heianions

Soner pebat s ane st all ol the wsial sl agerulims are
wppliendie b thame Neverthibes, the re-ult may wot be s
redution, for wwmmigede, e et of a binary relation and &
terwary rebatin s nol @ eelathon

Thote iprerntions bisenal bebon wre speeilically lur s

Tiana Vs ogerations wre intoodicsd bocnise of taeir key
mle i denving  oedabwas Trom -M relatbstin. Ther
poncipal applieation is fovential il Lhukh 8-
tenis —wystonis which do oot provide logieal inferenee
services—althowgh ther applicability 1 Dot evessanly
desteuyond whon sl servieos wiv el

Most wenrs winthl it e direetly coneermosl with tise
operstionn. Infurmativn systes dosignens snd people con:
errnead witls diti Lok contnd shonbil, bmever, be thor-
wtigghly Tamblinr with thaan.

201 Peomutotion, A latary relaibon bas an array
topresentation with 1w odunine. loterchanging tho-e ool
i yhebds U eaverw relation. Mure genenslly, if
prermisstiation b sppbieed G e el of an nary rdation,
Uit pestilting rvlatin 1s skl to be o pormubatin of e
given relation. There wre, fur exampde, 4' = 20 permita.
it ool W melatbon sspply in Figure 1, i we include the
whentity permtitation s hiek beaves the andenng of eolunins
unchangnl,

Sinee the wser's litinal neslel snsists ol o collection
ol relntumships pibstsin upondeesd relations ), peomita-
Dot bt rebevint 1o sl sadel eonsidered in bolation
I e, fmever, mebevant to the comsdderation of stored
pepeessttations of e wusbol In s systom which provides
wy phined dortmtmn o aviat the st ol uenes
anawenaldo by a stored relation bs blentieal to the st
aineralde by any e Ut ool Uiat redation. Albough
s boggienlly Nnnerevary u.um-m.mm.m
" dution of i, |l- Lie o] make
It ndvisalde

212 Pragotion. Suppeere pow we selert pertaim ool
wiitrs ol pebatmn ebokiig ot the sdbaen ) wind then re-
v frms the eesultiog srray wny duphiesting in the rows.
Thoee Nt wremy eepwesenits o pelation which v aod to be a
preupection of Uy given polution

A sedeetion operabor w bl b alitatn gy i T |
preernitation, projestion, or eombiiation of the tau upern:
PIFPIL o [T S AT (RURTU STV A I PR A
wined I s it ey pelation (e 2> L), Dune we (R) s thie L oary
relutibsts whime b esdinins s osdumn ol R = 1,2, - k)
excopt Uit duphication i resulting rows i removed. Con.
il Ui ewbations sy of Figae 1A permtod projection
of this relation b= eshiilnted bn Figure 4 Note that, in this
particular case, the pngeetion bas fewer n tugles than the
redntion from which it denved

S0 Join, Suppees we are given two binary rela
hooma, whiseh bt o ddosnats i comemn, Lndee what
cirevmslantes et we Oanline e relations 1o form s
FWhen bealing sitl e lotbaclipe me e dumenin names (e
T e L R R e e R B O e ]

ternary felatin which preserves all of the informtion in
e gaven relatinn?

The esamnple in Figare 5ol bnan pelations K, S, whieh
are posabde without boes ol indianatnm, wlide Figae @
sl w Joan o B owith 8 A banary relation B 0 peinable
with a binary rebgtson 8 i Vhore exists & termary relathn U
sioeds that w7 ) = K oand wa(l7) = 8 Any sueh lermary
relation 1 eabled m poon of B witls 8 10K, S aee binary rela-
ths stieh that w (K) = 0 (8, then B i jobabide with S
O g Uhat always enists i <ueh i e i the mutural
Join of K with 5 defined by

ReS = | (s, b e):Rla b)Y A Sib. )
whiore B, &) has the value e of (o, ) ks w eber of R
wond simblaedy fue S(b, ¢) 10 b bininedinta that

mlReS) = R
el
ruileS) = X,

Note that the s shisvwn i Figoro 6 s the naiueal o
wi B withe 8 (i Figore 5 Anodber join s sloswn i Figum
7.

Naisupply gt vapplier)
] i
5 2
] L
1 2

Fi & A peristed projestion of the relation s Paan )

M lbapplinr i) m At el
1 1 ] ]
2 ) 1 2
2 2 2 1

Viu & Teu juinalde selations

s dempplue e g 1
] 1 ]
1 ] H
H ] 1
] i :
1 d i

Vo & Ul sombutok josss o 16 madh A (lisin Fognie @

L] Thmppelin e peri Pl ]
i i 2
) 1 i
2 : !

e T Asskber joios ood W il 3 (Froms Figiarw 33

ipuethons ol Hhese nlatmise revrale wn shoanent (ole-
ient 1) ol the dhommain prerd (0 dornain ot wliel the join
bt b mambe ) withi the Pty Ahal Bt sy nie
Woans v relative wnsder K atd abas wmler SC00 s s ole-




et which gives rise to the plumbity of joine. Such an ele-
ment in te joining domain is ealled n point of ambiguily
Wittt o the joining of R with §

W Ather wy (R or 8 i & funetion,® we st oof ambaginny
il sweenr i paning B with 2. In such & ease, Ui natural
Join ol B with 8 is the only jein of R with 5. Note that the
resterated sualification “of B with 8" is necesary, beeause
S tght be junable with B (e well ss B with ), and this
i woukd be an entirely separate eosidention. In Figure
B, nonio of the relatives R, =4 (R ), 8, #= (8] is o function.

Ambiguity in the joining of B with 8 ean sonietimes be
reolverd by miesns of ather relations. Suppose we are given,
or van ienive from sources independent of R and S, a rela-
ot T on the domains peoject and supplies with e fullow
oot porvgaeny ties;

(1) wlT) = 2(8),
12) m(T) = n(R),
100 Ty ) == TpIRIS, p) A S i)
() Rin, p) = 2i(Ste ) A Tl 0,
30 Sip i) —=3a(Ti,5) A Ris, )y,

e woe may Formi o thiew was join ol K, 8, 75 that s, »
tormny rekibon sl that

LIRS TR A P A TR AR 11 (40 I
Sowchow joan will bo el aewelie Boaoin 1o distinguish it

feotn m Biwear 5o whivh wonlil be s speaternary relation
1 wnnide Hhust

'nll'} - T

Wiile it b» gwmsibile for mere thin otio ey elie 3ol to evst
(wev Figrares 8, 9, for an example ), the cirrmnstances under
whibch this can ocenr entail much more severe constosints

i)~ R, () « S,

it pi S O o T o
1 s s d d 1
Y LI 4 2
2 b koo w2

b e e 2

i 8 Dnisry wolntiins with o plamlity of eyeli 3 joina

e pn W owmop
1 s d 1 s d
2 e 2 ad
26 T e
2b e T e

T he

Fra % Twa eyvlie 3 foins o (o relations in Pigare §

than those for o plamdity of 2 joina. To be specific, the re-
Intwos R, 8, T must p pints of iguity with
mespeet to goinimg B with 8 (say poimt 7}, £ with T fany

CA funrtiom i s bivary eelation, which e wne o many one,
bt it st wiminy

p)ownd T with B (say <), o, furthermone, § niust be a
relative of r uoder 8, 2 & relative of y uider T, amd 2 &
relative uf 2 under B Note that in Figure % the pointa
zma. y= o, 2« 2have this poiperty

The uaturnl linear & join of thive binary relatums B, S,
T s given by

RoSeT = [la, b, e, diiRim by A Sih,e) A Tie.dil

where parentheses are tot neesled on the belt-hand sde be
e the natuml 2. (#) bs wwocintive. To oblain the
eyelic counterpart, we intrduce the operator ¥ which pro-
duces a relation of degree n ~ | from a relation of degree
by tying its ends together. This, if B s an noary relation
{n = 2), the tie of R i defined by the ayuation

oy, )
A = a.f.

TRY # Lhmy i, oo, oy (R, e,

We may now represent the watirsl evelie 3 jon ol R, S, T
by the expresion

yilNeseT ),

Extension of the tations of hosare amld eyelie 3 join and
thieir natural terpunrts b the j ol m banary rela-
tions (where 2 4) is vbvions. A few wonls may be ap-
proprate, bowever, reganling the Joming of relations which
are not necessanly binary. Cotsider the eaw of two rels-
tions K (degree r), S (dogree £) which are to be joined on
p of their domming (p < r, p < #), For simpheaty, sup-
pose these p domains are the last p of the r domains of R,
and the first p of the 8 domains of 8. 1 this were not so, we
could alwayn apply approy e s make it
sa. Nuw, take the Cartesian produet of the finst r-p do-
mains of R, and call this pew doman A. Take the Car-
tesian produet of the st p domains of B, and eall this B.
Take the Cartesan produet of the last » p domams of S
and call thes

We can treat B ns of it were o binary melation vn the
dumains A, B. Sumilarly, we ein treat S as if it were a bi-
nary refation on the domains B, €. The notions of linear
anil eyelie 3 o are nuow direetly spplieable. A similar ap-
proach ean be talen with the linear and evelie nojoine of n
relutions of pssorted degroes.

204, Compesition.  The rewler s probably  familise

with the potin of peition apphied to funct We
shall discuss a generalization of that eoncept and apply it
first to binary selat Our e of 1r

and comiperability are basel very dircetly on te debnitons
of juin amd joinability given alwve

Suppeee we are gven tao relathons B, 5 T is a com:
prosition of B with 5 af there exicts n jous U of B with 8 such
that T « ruil’). Thus, tao relstiots nre composable if
and only il they are panable However, the existonce of
more than ove join of B with § dies not imply the existenee
of mnee than ane comprsition of B with S

Correspombing to the natural join of B with 8 i< the

natural composipm® ol K with 8 defined by
R 8 = #uiReK),

Takug the vebatiase K. S G Vigure 5, taor satud oo
pewition i exbiliuted s bigore 10 nnd snother composition
i exhibitnd i Dagore 11 (derived from the join exbibited
m Figure 7

Wes eyt wupplie)
' I
1 :
2 ]
2 ?
Foa 00 The sntin ol «commpugthon of 11 with 8 (frion Figurs 5
T lewet wuppliee)
I 2
: 1

Fra 11 Asmstbrr votmpesitin sf 1 @ith 8 (lrsn Vigare 30

When twa or nure pore evisl, the nimber of distinet
cotupentibons ay bee s Fe on one oF as iy e e num-
ber of dwtinet o= Fyggare 125 chows an example of 1w
relntions which Fave sevend poins bat only one congenition
Note thnt the ambagaity of praot ¢ b bt in eonngeeing
with 8, beemie ol nmmibigienis meooctations nule via the
muints o, b, o, e

N lsspplior  purt) S Apurt pryeii

1 " - [

1 L 11 1

1 " € ]

2 c e 3

| [ d [

2 L4 . r
Fio 12 Macy jobis, wily one cumposition

Extension al comparation 1o pairs of eelations which ame
wol neensanty binary (and wheh nay be of diiferent de-
grees ) follows Whe sane palbem os exlemsias of poir e
Joiming to sueli relations

A lnck of undensturshinie of relational evmnpesition las led
several systene desigiers alo whial may be eallod the
eommection frap. This teap vy be deseribed in terms of the
Tolliwing example Sappuee cach supplies deseription i
Lnked by pointers tu the dowerptions of ench part supplied
by that suppdier, and each past deseription | similarly
linkesd b the deseriptivne of each project which uses that
part. A conelusion i nos deswn whiels i, In geneml, er-
roneois : nammely Vst il sl possible paths are fillos sl (rom
& given supplier via the parts be supplies to the projects
using those parts, one will obtain o valid set of sll projects
supplied by that supplier Sach & conclusivg s correct
only in the very special ene that the target relating be.
tween projects and suppdices b, in fact, the natural oom-
position of the ather tan relations — and we st normally
add the phimse “for all tine," because this s ually im-
phied in elaams concrrning path follosang teelinigom

Other writern temd G dpiare commprmitions sthet than (he e

205 Restosction A milvot of » velation is » relation.
One wany in which n relation 8 may aet on s relation K 1o
groeralr a sabset of B i thirough the opomtion redriofion
of B by 5 This operstin is 5 generalization of the restrie.
tion oof m function to n sliet of its domunn, sl o dlefined
an fobliom s

bt 1o W b wopund bowgtle Tt of Gadiors el thint
bw by by, shio M = nohs o o wher £ 5 degroe
of Rand b 5 degree of 8 Then the L, M ot tibon of K by
8 demits] B[ o8 i e ponsinon) sifwet B of B sock that

will') = =u18).
Pl sgueration s dbefied omby if equality s appdieabile te
taeets eleraents of o, (R ) oo the voe biud aml w15 on
U oothier fioe mll b = 1,8, -« 1,
The theee relatimm £, S, R of Figrire 13 sati-0y e mpin
o B = Roaaly oS

R tpi s N L )
I » A - A 1a A
T s A r B 2a A
Tl L L 2 kN
T kA
LI A

Fosi, 11 Enmmipde sl mat riet bive

Weare now in a position Do consbder var i spglieations
of Uhise opserntions on rolatins

22 Heouspaney

Reddudaney in Ui s sot of velations met be s
tingerisbisd (rows reshnalaney o Ui stored set of mepresenta-
tions. We are primanly conevened liere with the forner.
To begin with. we nowd 4 poveie votion of deavabulity for
relatinns

Suppeeee # ks colbevtion of speratims on rolalnns ol
eack viperstban has e pavgurts that fnom il sqwramls it
suehbe o unipie relutiin (Uaes tmtueal jon s eligilile, bat
Joum i vt ) N tvlabioon N bs 8 sdersrsbde from a st 5 ol wvla-
tiots i thete exists & soguetee of operativas fnan the eol-
lectinn # whdeli, for all time, siebds B fram members of 8.
The phrsoe “for all tine" s paesont, beesies we are deading
with time varving relstions, sl oue intere<t i in derivabil-
ity which holds sver n signifieant period of tine. For the
naned set of relatinsliags b neninfeeential <steus, it ap-
pears that an adegoate eollection & eontning e Gl ing
operations projection, natural foin, e, sl retretion,
Permutation b= irrelovant aml natursl oompmeation peed
not be inelinled, boeaise it s oblainahis by taking s notiml
join and then a projection. For the store] sot of mopreseata
tinns, an audepunte eolloetion & wf operativons woabl inclade
permvitation and sdditional operations sueerned with sib
vetting and merging relathons, and cobdenmg aml rmmeeting
thesr clenenta,

220 Shomg Redumdancy. A set wf rebations iv stoomgly
reshumaant ff s cvaitams st st one relation thal posseoses
a projeotion which i denivable Trom other grojections of
relations in the sel. The fullowing two examples sre in-
tended W explain why strong rodusdaney i< delined Uiia

tursl e, snd serordingly refer 1o this particalar i -
the composition - see, for cvample, Kelley s “Cimeeal Topedogy ™

way, and to demtisdnte its practieal we Tn the fiest ex-

4




shple thie ealleetion of relations consists of just the Tolluw-
ing reliution:

ponpplogee (oerial §, namie, manager §, manages wame )

witly bl we b prumary key unald wanogerd as a foreign
key Lot o denote the aetive donn by &, nod suppose
Hiat

A (maiper § ) © A (serialf )
amml
S managesnimie ) S (namr )

o wdd i £, 1 this ense the redundaney b obvios : the
dosnabn mamager name b uniecesary. To see that it w s
wtoung rodundaney as defined above, we ubserve Uiat
wialemi plivgee ) = wyg (e plogee lifiws (em ploget ),

In the sevond exwmiple the collection of relations inclides »
relatin 8 desenbing suppliers with primary key of, & re-
latimn 10 shesenbing sdepartments with primary ey dé, a
relution J deseribing projeets with primnry key 1§, and the
folliww inige relations:

Piag il <o), Qlopis. =+, L {7 AT NERER N

04 I LA TTRCRVTS AT ori tees dhomnmins other than ap, o#,
g8 Lab v siipgueme the fullowing eondition s known to
Dok indepeenadent uf timi: supplier & supplies department
o Cevlatign 7 ) 00 wod only o sugiplicr 8 supplies some project
4 (relution @) 1o whieh d s seigned (relation £). Then, we
et wrile the edgution

il ) = sniQ)-nyiK)

wisd Hherehy estobat i strong redinnlancy
Ain dmportant s for o existence of strong e
Bibaiieies in the 1 oet ol relationshipe s user con
vesones. A partieular éase of this is the retention of semi-
obwulete relationships in the I set o that old pro-
granis that refer to them by nume ean continue Lo min cor-
reetly. Knowlelyge of the o of strong redund
in the named sot snables w system or dats base sdminis.
trator gremter (rocdim in the seleetion of stored rejiresenis-
thie e e oo edliowontly with earrent traffie. If the
stovsigg pedumdaneies in tee caimeld sot are direetly reflected
n ~lmu‘ m!nmdam i Ahe stared set (or if other strong
are luced into the stormd set ), then, gea-
rr,dl; qumg, entra storage space and update tine sre
g with a pot I drog in query time for sune
apaeries andd bn kel sn Whe centeal processing units
222 Weak Kelundanry, A seeond type of redun
dbuney oay exist In euntrast Lo strong relundaney i s not
churartonzol by an equation. A eollection of relutions is
wenkly redvndant of i @ relation that haa & projee-
o wihich s oot denivable from other members but is at

The velavions wyg (1), w0 ), wa Lk ) wre complox™ relitions
with the possability of points of sminguity oceurmnng from
time to time in the potential joimng of any two. Under
these cirenmstances, none of them s dedvable from the
other two. Towever, cviisiruinta do exial letween them,
wier vaeh 1o 8 projection of seme eyelie join of the tiree of
thenn. e ol Uhe weak rbidancws ean be eharctenasl
by the statessient ; for sl time, v () s some compusition
of w5 (Q) with oy iR} The coniposition in question might
be the matural one st sonie instant sod s nosnatural one st
atother instant

Gienerally speaking, wiak rolusbinches aee imhierent iy
the bogical needs of the oomnimity of wsers They are ot
remavable by the systerm or data base administestor If
they apmenr at all, they appwar in both the named set sl
thte stiorodd met o regrrescnd i

23 Coxstsresey

Whenever the named set o rebations s redundant m
wither sere, we shall msociaie with that st & sollection of
statensents which define all ol the redundaneses which hold
independent of time hetween the mewber relstions. 11 the
Informaution system laeks - wind it gt probably will - de.
taided semantic infirmation abwuit cach nminesd relstion, i

t deduee the redundancies upplicable to the namesd
st I miight, over & penid of Lime, make attempts 1o
imduee the redindanehe, but sk attempts would be (ul-
lible.

Given a eolleetion C of time varying relations, an as
sointed set 2 of constramt statements and an instantaneous
value ¥ for C, we shall eall the state (€, Z, V) comaistent
o inconsestend according ws 1 does or dom not sstisly Z.
For example, given storal iolstions K, 8, T together with
the comstrint statement “wudT')] W & composition of
v lR) with vy (8)", we may cheek from Lnw to lime thist
the values stored for B, S, T satisly this constrmnt. An al.
gonithun fur making this eliock would examine the it two
eolunins of ench of B, 8, T (i whatever way they are repre-
serites] i the system ) wnd deternune whether

i miT) = nik),
(21 m(T) = n(S),
() for every element juir (a, | in the relation », (T}

there is an element b suel that (g, 8) is in o, (R)
wnd (b, ¢) s in 5 (5)

Tliere are practical problenss (which we shall not discviss
here) in Laking an instantanesus sapahot of & eollection
of rebations, sonse of which may be very large and highly

varable
1t i important to note that eansistoney as definad sbove
in & property of the instantaneos state of & duta bank, and
in independent of how that state cune sbout Thus, in
lar, there is no distinetion made on the besis of

all Lies n projoction of some join of other projeetions of
relations in the eollection.

We e exhibit n weak pedunduncy by taking the secand
euample (eitel above) Tor n stong redundancy, sl as-
stindng now that emslition € does not hold st all thnes.

wlnl-h'u-n ted wn i tency due Lo an st of
amission ac an aet of T tion ol & simple

® A boswry relution m oumpbes ol seiber 10 wer (8 cosveie 98
Tuarw thesm

exmmple will sl e powsanatdeness of this (posibly wn
conventional ) wppch to eotsisteney,

Buppose tha named set  includes the relutions S, J, 1),
P, Q, K& of the esnipde in Seetion 22 and at P, Q, K
priestms vilber Uhe strong or weak tobindancies doseribel
theerein (i Uhe prarbievlar enee wow diber ootsidontion, it
st ok gt iee wloeh Linsd of pedusdaney oeenrs ) Furt ber,
wuipame Lt ol sone Giee Fihe datn bunk state w eohsistint
and eontaine no pevject 3 soel Ut supplier 2 supplies
et § oumd J b mesigned to departiient 5 Amnﬂltn‘l}f.

In Seetion 2 operations on relntions and two Lypes of
redundancy wre defined wnd applied to the problem of
msintaining the data in w consistent state. This is bound to
boeane u serious practieal problem as more and mare dif-
forent types of data wre integralod logether into sommon
ata banks.

Many questins wee vaisod sl left unansweral. For
cxnmple, ouly a lew of the nre inguitant propertics of
Use data sk in Seetion | 4 are menthaved. Neither
the pmly uu.uuu details of such & language nor the

there is uo edement (2, 5) in e ('), Now, 8 user inl =]
e elerinent (2, 5) into v (P ) by insetting sme appoopi-
ste clement into P The data bank state is now inconsstent
The iesrsitency coubl base anen from an set of snis
wectn, M the Ingeit (2, 5 ) b eorreet, snd there does exist &
yrrapeet o sisch Vhal suppdier 2 sapibion 5 atul ¢ bs assgnal 1o
department 5 In this cose, it s very likely that the wer
itends in the newe Diture Lo bascrt eleroents ito @ and R
wlich will have the eflect ol introducing (2, 1) into e ()
wond (5, ) boowe (KD O D othier hand, the iuput (2, §)
minght bave boen faulty . 10 ekl bo the cose that the e
nteided o imsert some oiber clement into I -an elenent
wihowe insertion wonld transform & consistent state inln
» oonsistent stote. The point bs that the sysiewm will
noenally have vo way of resolving tes guedion without
Interragnting s envieonment (perape Uve user who ere-
alend the incuisasteney )

There wre, of oo, sevoral possible ways i which s
svaten ean deteet acisitencies wikd rospond 1o thom,
T une spproach O systes ehecks for possible meannist
ety whenever ai insertion, debetion, or Key update oceurs.
Naturally, such cleeking will slow Ihn-l operations daown,
Il an isteney e bevn g o, details are logred
internally, and if it s not renedied -ltlm sime reasonsble
time interval, either the user or someone responsible for
the seeurity and integrity of the data is notified, Another
approsch is Lo conduct cotedstency ehecking ns 8 bately
operstion once & day or less froquently. Inputs i the
ineonsistencies whieli remain in the data bank state st
ehecking Lime ean be tracked down il the system main-
taing & journal of all state changing transctions. This
latter approsch would certainly be superior if few non.
transitory incunsistenens occurmed,

24 Susmsany

T Seetion | & relations] musdel of data s progeesnl as o
mammumnwmwm
the potentially o hstiges in dats reg fath
Mhrwtﬁmllwdﬂnhﬂ andl ehanges in tratfic.
A narmal form for the tane varying collection of relation:
shigs 15 intraducnd

are d dd. Nevertholow, l-h
winterial pn-ntﬂl shoubil be adeq for exp
systemi g ™ o lize several apprvaches. [t
s aleos Boaped that this pajer can contnbute o grester pre-
visdan in work on formatied data systens
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[. Executive Summary

Background

In step with the increasing prominence of networking in corporate LS. plans

and budgets, interest in the costs of owning and operating computer

networks has been growing steadily. To date, few organizations have in

place an efficient and comprehensive approach to assessing their total
, current and potential network costs.

From May 1987 to August 1988, Dr. Michael E. Treacy and Index Group,
Inc., the Cambridge, Massachusetts-based information technology manage-
ment consulting firm, studied the costs of network ownership. This report
describes the approach taken and presents the key findings and conclusions
of the study, which was commissioned by Digital Equipment Corporation.

Z. Approach

The study team developed a model for categorizing and evaluating network
cost-related information. The model places network costs into five
categories: equipment, software, personnel, communications carriers, and
facilities. It further analyzes the costs over three phases: acquisition (one-
time costs), routine operation and maintenance, and incremental change.

The study team tested the model by applying it in case studies of 17 active
U.S. and European networks. The networks studied were of three types:
"corporate” networks, "multiple field offices" networks and "manufacturing
site" networks (Chapter III elaborates on these terms).

To enhance the efficiency of gathering accurate data on the subject
networks, the team emphasized the actual resources used (e.g., the specific
equipment, job categories, staffing levels, etc.) as distinct from the financial
disbursements that occurred. Through the development and application of

5 ©1989 Index Group, Inc.
i All rights reserved.
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standard-price tables, the researchers could then calculate cost. Standard

pricing also improved the team’s ability to group and compare networks on
an equal basis.

3. General Findings

The researchers concentrated on three objectives in their data analysis: to
determine the cost structures of the networks under study, to observe the
effects of network topology on cost, and to assess the impact on cost of
vendor choice. The general findings were as follows:

* The initial cost of a network is only a fraction of the overall cost of

the network; operating and incremental change costs can be
substantial.

« Personnel costs are higher than one might expect. Controlling them
is an important management issue, particularly in dynamic network
environments.

* The choice of vendor affects much more than initial acquisition costs.
It can have a significant impact on such costs as the personnel costs

associated with the routine operation and incremental change of a
network.

» The effects of topology on network cost are profound. The average
per-port costs of the centralized corporate networks studied were
double those of the distributed networks studied.

Detailed findings appear in the chapters that follow.

4. usion

The model represents a practical and effective tool for managers to use in
identifying and analyzing network costs. [t provides a basis for drawing cost
comparisons of different networks within and between organizations. When
used to support the analysis of network design and/or vendor alternatives,
it encourages looking beyond the basic acquisition costs to consider a com-
prehensive set of potential cost factors.

While the model is relevant to the design and planning of new information
systems, it applies as well to the identification and tracking of cost reduc-
tion opportunities within the existing infrastructure. E

©1989 Index Group, Inc.

e All rights reserved.




[I. Introduction

) (A Effective management of costs can be the key to successful manage-
ment of the scarce [.S. resource.

Large corporations today are under continuing pressure to control current
and future costs across the board, and the Information Services (I.S.)
function is not exempt from the pressure. [.S. managers also realize that
a serious endeavor at cost management can do more than merely satisfy
near-term cost control objectives. I[ndeed, it can serve to free up funds for
more important, mission-critical needs.

r A prerequisite to strong I.S. cost manage t is an effective approach
or_measu and evaluati sts.

Dr. Michael E. Treacy and Index Group, Inc.' developed and applied such
an approach to identify and isolate the costs of owning and operating
computer networks.’

The focus on networking is in recognition of the growing significance of
networking in [.S. budgets and the scarcity of material available on assessing
total computer network costs. In future work, the cost modeling approach
developed here will be applied within the broader scope of overall
information systems costs.

At the core of the approach is the framework (model) shown in Exhibit [I-1,
wherein costs are placed in the five "line item" categories of equipment,
software, personnel, communications and facilities. Each of the cost items
is then accumulated over three different phases in the network lifecycle.
The lifecycle begins with the acquisition of the network, moves to routine
operations and troubleshooting, and finally to the support of incremental
changes to the network. The model is described in more detail in Chapter
V.

©1989 Index Group, Inc.
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Exhibit II-1
Cost Of Network Ownership Model

Incremental
Acquisition Operation Change
Equipment
Software
Personnel
Communications
Facilities

3 The researchers tested the cost model by applying it to a set of live

subject networks to get answers to some specific questions.
The questions addressed in the analysis are:
(1) What are the total costs of network ownership?

(2) Where do the major costs lie?

(3) How do such issues as topology and vendor selection affect
network costs?

The study of actual, operational networks made it possible for the
researchers to obtain realistic answers to the questions and to validate the
practicality and usefulness of the cost modeling approach.

Chapter III describes the approach taken by the team in selecting and
analyzing the subject networks, and Chapter [V discusses the specifics of the
cost-of-ownership model. Chapters V through IX discuss the results of 17
network case studies. Chapter X reviews the practical applications of the
model, and Chapter XI presents the overall conclusions and recommen-
dations of the study. %

©1989 Index Group, Inc.
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[II. Study Methodology

To test the cost-of-ownership model and demonstrate its flexibility,
the study team worked with it across three tvpes of case study
networks.

An important objective for the study team in testing the model was to
demonstrate that it is flexible enough to handle a broad range of network
types. To accomplish this, the team focused on three types of networks:
corporate networks, multiple field offices networks and manufacturing site
networks.

The study team defined corporate networks to be wide-area networks whose
function is to connect a geographically dispersed set of workstations to one
or more shared computers. All of the corporate networks studied had over
1,000 users. Each was characterized by significant remote communications,
driven by such requirements as electronic mail, file transfer, shared
applications and teleprocessing. With eleven case study subjects, corporate
networks were the principal focus of the study.

The multiple field offices networks studied are also wide-area in character,
but emphasize the dedicated connection of distributed, highly similar field
locations to a single corporate computer center. Each field office has its
own minicomputer-based computing capability, and the wide-area network
is used to upload and download data from the corporate data center, to
support pass-through application transactions on the corporate data center,
and to participate in corporate-wide electronic mail. Four of these networks
were examined in detail.

The manufacturing site networks studied were local area in emphasis. The
purpose of these networks is to connect shop floor control and monitoring
equipment and workstations to a plant host computer. These networks
support production control/management applications as well as general-

©1989 Index Group, Inc.
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purpose applications such as electronic mail, word processing and project
management. Two manufacturing site networks were included in the study.

y A Seventeen networks were included in the study.

Following initial discussions with approximately 100 large businesses and
government agencies, the study team worked closely with interested
organizations to examine 34 active computer networks, 17 of which were
analyzed in detail and covered in this report. Industries represented in the
sample include automotive, chemical, consumer products, defense, discrete
manufacturing, electronics, engineering, insurance, publishing and utilities.

Each of the networks was chosen based on the following criteria:

« Adhered to the definition of a corporate network, multiple field
offices network or manufacturing site network as described above

« Was based principally on the technology of Digital Equipment

Corporation ("Digital") or International Business Machines Corpor-
ation ("IBM")

- Was accessible enough to the researchers to yield the necessary
research information E5§

7 ©1989 Index Group, Inc.
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[V. The Cost Model

1. To allow data to be gathered and analyzed in a structured and
efficient manner, the study team developed a model of network costs.

The researchers found almost immediately that organizations have difficulty
identifying the costs of owning and operating a corporate network.
Companies can often produce a figure for the cost of the equipment, but
they find it more difficult to identify and assess other costs specific to the
computer network. For example, some organizations have difficulty
separating the computer-related vs. voice-related elements in the various
local and long-distance telephone bills.

Other organizations may not have a distinct sense of which human resources
to attribute to networking. Even once a set of cost items is identified and
agreed upon, it is unlikely that the financial systems will neatly isolate and
accumulate the needed cost information. The study team needed a
framework for identifying, analyzing and comparing network ownership costs.

The team developed a model for network costs that is both comprehensive
and categorical. It is comprehensive in that it is designed to account for all
of the costs. It is categorical in that it allows the costs to be categorized
in a way that is relevant for management decisions.

2. The model maps key network cost components across the three
lifecycle phases of Acquisition, Operation and Incremental Change.

The researchers identified five components of cost:
+ Equipment

+ Software

©1989 Index Group, Inc.
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« Personnel

« Communications carriers

« Facilities (space and wiring)
The study team mapped each of the cost components across three
categories, corresponding to lifecycle phases of a network. The resulting 3-

by-5 matrix is shown in Exhibit IV-1 with examples of the types of costs
that would appear in the cells.

Exhibit IV-1
Cost Of Network Ownership Model
Cel ta bu! 0 Cost
Incremental
Acquisition Operation Change
[ . ENT « MAINTENANCE
Equipment |- EQuipm
. SOFTWARE « ANNUAL LICENSE
Software O LICENSE | . SOFTWARE
MAINTENANCE
+ ROUTINE
MONITORING . USER CHANGES
. PLANNING, DESIGN | AND OPERATION - MOVES
AND SELECTION - ADDS
. NETWORK « DELETES
Personnel |. eQuiPMENT aND PROBLEM
SOFTWARE CORRECTION . SOFTWARE
INSTALLATION VERSION
. USER LIAISON, CHANGES
ADMINISTRATION
Communications |. INTIAL HOOKUP  |. MONTHLY TARIFF CHARGES
CHARGES
. FACILITIES . SPACE EXPENSE
Facilities | DEVELOPMENT
« WIRING COSTS
9 ©1989 Index Group, Inc.
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Acquisition_costs are those related to the initial planning, purchasing and
installation of a network. Included are costs for equipment, the purchase
of software, personnel to plan, design, and select the network, initial hookup
charges of third-party telecommunications carriers, and wiring.

Operations costs represent the expense of operating, supporting and
maintaining the network over a five-year period. This category includes the
cost of maintaining the equipment and software, annual license fees for
some software, personnel costs associated with network management
(monitoring operations, correcting problems, working with users), tariff
charges of third-party carriers, and the annual costs of physical space.

Incremental change costs are the costs, over a five-year period, of supporting
routine, day-to-day changes to the network such as moves, adds, deletes and
minor reconfigurations. Consistent with the emphasis on routine network
changes, the researchers treated the costs of large-scale changes -- bringing
up a new generation of technology, for example -- as acquisition-related
costs rather than as incremental change costs.

Incremental change costs are closely related to the operations costs. Often
analysts define operations costs to include the change costs implicitly. For
the personnel cost component, however, the researchers believe that it is
important to distinguish between the two categories. With most of the case
study networks, the team was successful in identifying and separating the
incremental change-related personnel activities from the purely operations-
related activities. As portrayed in the exhibit, an attempt was not made to
break out an incremental change portion for the other four cost components
in the model (equipment, software, communications and facilities).

3. Standard-resource pricing enhanced the ability of the study team to

group and compare networks and gather accurate data.

With the model developed, the next task for the study team was to populate
the model with case study data. To accomplish this, the team developed a
data-gathering approach that meets four important requirements:

It enhances the cross-comparability of companies experiencing one or
more unique factors such as special vendor pricing deals and fully-
depreciated and/or obsolete network equipment.

It eliminates local and regional variations in the cost of such resources
as network personnel, and real estate.

©1989 Index Group, Inc.
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« It yields accurate cost information by avoiding the pitfall of trying to
search for expense and asset records stored in a diffuse set of
financial systems potentially as far back in time as 20 years ago.

« It reflects current replacement costs and eliminates differences due
to changing products and price structures.

The approach involves two steps. First, instead of asking interviewees
directly about the costs of various network components and personnel over
| time, the researchers asked what resources were in place. For example, the
H team would ask:

+ "How many controllers of what type do you have in place?" instead
of "What was your expenditure for each controller in this network?"

« "How many, and what types of people support this network?" instead
of "What was the full cost of each of the network people in your
central group and the support people in the divisions?"

Second, after learning what resources were in place to support a network,
the researchers then inferred cost through the use of standard resource
price tables (see the examples in Appendices A and B). Vendor list prices
were used for equipment and software. In cases where a piece of equip-
ment or software was old and no longer had a meaningful list price, the
price of the most nearly-comparable current product was substituted.

For personnel, the researchers used salary survey sources to develop a table
of standard network-related job categories. Personnel costs were assumed
to be twice base salary to cover overhead.

For communications carrier costs, representative AT&T and local operating

company prices were applied to a range of leased-line bandwidths and
distances.

For the facilities cost component, the researchers applied a standard
acquisition cost per network port for terminal wiring: purchasing and
running a wire to each terminal on the network. The wiring charge does
not include interfaces, transceivers, controllers, etc., which are accounted for
explicitly within the equipment cost component. Also included in the
facilities component is a standard cost per square foot of space to house
network-related equipment.

To further illustrate the modeling process, Appendices A and B demonstrate
the cost analysis of two corporate networks.

©1989 Index Group, Inc.
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4. up and compare networks o evitably varving sizes, the stud
team emploved two cost normalization approaches.

The cost figures developed by the researchers for each network under study
were of obvious interest to the corporation involved, but do not constitute
a useful basis for grouping (averaging) or comparing costs across multiple
networks.

The study team employed two normalization approaches in its analyses. The
first approach was to portray each cell in the model as a percentage of the
total network cost. The approach was very useful in determining the
relative significance of the network cost elements across groups of networks.

The second strategy was to normalize the dollar costs based on the size of
each network, yielding cost per port figures. In this analysis, all modeled
costs for a network are divided by the number of ports on the network.
Ports were chosen as the unit of measure to resolve the ambiguity of dial-
up terminals: if a network has 10 dialup access modems and 100 users with
dialup terminals, is it a 10-terminal network or a 100-terminal network. The
study team wanted to reflect the maximum concurrent connect capability of
each network, and would therefore answer "10." Correspondingly, the
number of ports is defined as the sum of two items:

(1) the number of user or shop floor control devices directly connected
to the network

(2) the number of dial-up access modems on the network

Cost-per-port analysis enabled the team to make direct comparisons of cost
structure across groups of networks.

8 Groupings and cost comparisons of networks are meaningful only
when bounds of analysis are both understood and applied consistently.

If successive network analyses are to be grouped and compared with each
other on any reasonable basis, then each analysis must include, and exclude,
the same cost items. For example, if electronic mail software were to be
included in the costs of one network, the analyst should ensure that the
costs of analogous software are included in any other networks being
compared with the first.

©1989 Index Group, Inc.
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In its analyses, the study team worked to ensure that consistent bounds of
analysis were applied to all networks within each of the three major network
types examined (corporate, multiple field offices and manufacturing site
networks). This allowed the team to perform comparisons of sites within
each network type, but not across network types. EE5
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V. Corporate Network Case Studies

1, Eleven corporate network case studies were modeled.

As their primary test of the power and utility of the model as a tool for
understanding network cost structure, the researchers applied it to the set
of corporate networks summarized in Exhibit V-1. Each of these networks
is in existence to provide connectivity for thousands of workstations across
a wide area to one or more computing resources. Nine of the networks
are in the U.S., and two are in the U.K.

Four of the networks have a distributed computing topology in which users
obtain most of their service from a local processor; the job of the network
in these cases is to support access to remote processors when and as it is
needed. The other seven networks are centralized. In these networks, the
typical user obtains service from one or more remotely located computing
centers via a leased-line telecommunications link.

Five networks are supported primarily by Digital hardware, and the other
six are I[BM-based. The networks typically support a mix of timesharing,
electronic mail, file transfer and transaction processing applications, although
one of the networks, identified as USC6 in the exhibit, was heavily-oriented
to transaction processing.

y A The bounds of analysis include the elements in each network between
but not including the shared processing resources and user work-
stations.

A discussion of how the various resources in a network are modeled in cost-
of-network-ownership analysis appears as part of Chapter IV. This section
elaborates on the general guidelines as they apply to corporate networks
specifically.

S 38%
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Exhibit V-1
Corporate Network Case Studies

Network

Network Number Principal Changes

Case Code Of Ports Topology Vendor Per Year
USC1 4,000 DISTRIBUTED DIGITAL 720
usCz 3,800 CENTRALIZED IBM 664
usc3 12,030 DISTRIBUTED IBM 2,400
USC4 40,304 DISTRIBUTED DIGITAL 16,400
USCS 6,237 DISTRIBUTED DIGITAL 3,000
USCs 1,650 CENTRALIZED DIGITAL 400
usc? 5,700 CENTRALIZED [BM 2,280
USC8 45,000 CENTRALIZED IBM 5,000
UsCco 5,925 CENTRALIZED [BM 600
UKC1 5,550 CENTRALIZED DIGITAL 78
UKC2 1,155 CENTRALIZED [BM 300

The following equipment is included: front-end processors and other remote
communications controllers, switches, terminal controllers, multiplexers,
DSU’s and modems. For installations without full-function front-end
processors, the study team assumed that 5 or 10 percent of the workload on
each shared processor is network-related, depending on the sophistication
of the terminal control equipment in use. Of course, if the exclusive
function of a given computer is to route network traffic, then its entire cost
is included in the analysis.

For software, the bounds of analysis include teleprocessing (TP) monitor and
network control software (processor and controller-resident). For environ-
ments without specific teleprocessing monitor software -- typical VMS and
VM installations, for example -- operating system software costs are included
in the analysis.

©1989 Index Group, Inc.
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The persomnel categories included are systems programmers for the TP and
network control software, network operations, maintenance and adminis-
tration staff, and data communications management staff.

All telephone circuits used to interconnect the workstations and processors
of a corporate network are included in the analysis. In situations where
only a portion of a circuit is used for the corporate network under study,
it is assumed to have a bandwidth equal to that portion.

Corporate network facilities costs are modeled as described in Chapter IV,
For actual examples of corporate network case study modeling, the reader
should refer to the case analyses in Appendices A and B.

3 For the corporate networks studied, the researchers found that on
average only one-third of the 5-year ownership costs are related to the
acquisition of the network, while nearly two-thirds of the costs are for

operations and routine change.

The study team modeled the 5-year costs of the 11 corporate networks
studied. Exhibit V-2 presents the average cost structure for the 11
networks. At the lower right-hand corner, the exhibit shows that the
average cost per port over five years was $4,969, or about $1,000 per year.
As explained above, this per-port figure is exclusive of the cost of shared
computers and the cost of the workstation itself.

With their thousands of geographically distributed users, the physical
magnitude of these networks is obvious. As one would expect, the average
level of acquisition investment in the networks is significant at $1,791 per
port multiplied by thousands of ports. The surprising observation is that the
costs occurring after acquisition, the operations and incremental change
costs, are almost twice as large, at $3,178 per port over five years. The
implication is that were such a network to be acquired today, the "cost of
purchase” figures at the bottom of a vendor’s bid might represent only 36.1
percent of the average network’s five-year cost.

4. Personnel costs account for 25 percent of S-yvear costs of the corporate
networks studied.

The figures at the right of the exhibit show, as would be expected for these
networks, that the largest individual cost component is equipment. Combined
with software, it accounts for 41.5 percent of the total cost over a five-year

©1989 Index Group, Inc.
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Exhibit V-2
Corporate Network Cost Structure

Dollars Per Port Over a Five-Year Period

Incremental
Acquisition Operation Change
Equipment 1,258 (25.3%) 413 (8.3%) 1,671 (33.6%)
Software 214 (4.3%) 179 (3.6%) 393 (7.9%)
Personnel N/A 847 (17.0%) 397 (8.0%) | 1,244 (25.0%)
Communications 58 (1.2%) 1,252 (25.2%) 1,310 (26.4%)
Facilities 261 (5.3%) 90 (1.8%) 351 (7.1%)
1,791 (36.1%) 3,178 (63.9%) 4,969 (100%)
period. Communications line costs amount to 26.4 percent of costs, as
would be expected for these wide-area networks.

Surprisingly, personnel costs at 25.0 percent almost match the communi-
cations costs, and that figure is exclusive of the personnel resources involved
in planning, acquiring and installing the network. Thus personnel costs,
arguably the most difficult to manage, represent a major network cost item.

As denoted by the "~/a" in the exhibit, the researchers could not identify the
personnel costs associated with the acquisition phase for the corporate-wide
networks studied. This is because the networks did not have a specific
"acquisition" period in which the bulk of the network and technology was
put in place; rather, the networks evolved and expanded gradually over
many years.

At 7.1 percent, facilities costs were the least prominent.

©1989 Index Group, Inc.
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5, : to express the cost of routine network changes in te

of dollars per change request.

The exhibit shows a personnel cost for incremental change of $397 per
port. This dollars-per-port figure is useful for examining the magnitude of
the incremental change cost relative to the overall per-port network cost
of $4,969. It is not very helpful, however, as a basis for expressing and
comparing the unit cost of change across networks. This is because the cost
of change-related activities on a network depends more on the actual
number of changes made than on the number of ports in the network.

To meet the need for examination and comparison of unit change costs
across networks, the researchers calculated a dollars per change request
figure for each network in the study. The figure is arrived at by dividing
the yearly personnel cost of supporting network change requests by the
number of change requests processed during the year. For the eleven
networks studied, the average cost per change request is $358.

6. The model is of use in contrasting the cost structures of networks on
different continents.

To explore the applicability of the model to comparing the costs of networks
on different continents, the researchers compared the average cost structure
of the two European corporate networks studied with that of their U.S.
counterparts. The small sample size does not provide a basis for general-
izing the comparison, although it does provide a rich test case for
demonstrating the power of the model.

To allow for a full comparison of cost structures between the U.S. and U.K.
network samples, the researchers developed an independent, U.K.-specific
set of price tables for modeling the U.K. networks. For analysis, the cost
figures for the U.K. networks are converted into dollars using an exchange
rate of $1.60 per pound sterling.

Exhibit V-3 shows a comparison of the U.S. and U.K. network cost
structures. The costs shown are the five-year totals for each of the five
resource components. Since both of the U.K. networks studied have
centralized topologies, their averages are compared against the averages for
the five centralized U.S. networks.

©1989 Index Group, Inc.
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Exhibit V-3
U.S. vs. UK. Centralized Corporate Network Costs
Dollars Per Port Over a Five-Year Period

U.S. UK
Equipment 1,736 (27.6%) 2,538 (41.4%)
Software 82 (6.1%) 672 (10.9%)
Personnel 1,558 (24.8%) 1,255 (20.5%)
Communications 2,257 (35.9%) 1,207 (19.7%)
Facilities 353  (5.6%) 459 (7.5%)
6,286 (100.0%) 6,131 (100.0%)

The exhibit shows the total per-port costs to be quite comparable at $6,286
for the U.S. and $6,131 for the U.K. There are contrasts, however, among

the individual cost components. Underlying the cost differences are two
factors:

Differences in the prices of resources
« Differences in the efficiency of use of the resources

Actual U.K. prices for equipment and software, depending on the item, were
typically in the range of 20 to 70 percent higher than in the U.S. Roughly
commensurate with this range, the exhibit shows an average equipment and
software cost of $3,210 per port for the U.K. networks, versus $2,118 for the
U.S. networks. For the networks in the sample, the price factor appears to
explain the U.K.-U.S. difference in per-port equipment and software costs.

U.K. salaries were 25-50 percent lower than the corresponding U.S. salaries.
The exhibit, however, shows only a 19 percent difference in per-port
personnel costs, which averaged $1,255 in the U.K. networks studied versus
$1,558 in the U.S. The beneficial effect of the salary differential on per-
port costs in the U.K. therefore appears to be lessened somewhat by a
more personnel-intensive network management strategy. This observation
is not surprising in that the a telecommunications manager in the U.K.
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would have a greater incentive to make an additional investment in

(relatively inexpensive) personnel in order to gain more control over (high)
equipment and software costs.

Communications costs average $1,207 per port in the U.K., versus $2,257 in
the U.S. Despite important differences in the pricing of telecommunications
services in the two countries, the principal cause for the cost differential lies
in the larger differences in network geography. In the U.K., network span
can be measured in tens and hundreds of miles; in the U.S, it is measured
in hundreds and thousands of miles. E=5
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VI. Impact Of Topology On Cost

; In testing the model on topology issues, the study team learned that
the average per-port cost of the centralized corporate networks is
more than double that of the distributed networks in the sample.

This chapter demonstrates the applicability of the cost-of-ownership model
to issues of topology. The data from the eleven corporate network case
studies is used to illustrate the power of the modeling technique. Attempts
should not be made to generalize the results beyond the specific networks
included in the sample.

Four of the corporate networks in the study have a distributed computing
topology in which users obtain most of their service from a local processor.
The job of the network in these cases is to support access to remote
processors when and as it is needed. The other seven networks are cen-
tralized. In these networks, the typical user obtains service from one or

more remotely located computing centers via a leased-line telecommuni-
cations link.

Exhibit VI-1 shows a comparison of the average distributed network costs
versus the average centralized network costs. The figures shown are the
five-year per-port costs for each of the five network resource components
in the cost-of-ownership model. The exhibit shows that the average cost
for the centralized networks is $6,242, versus $2,741 for the distributed
networks.

2. As expected, communications line costs vary greatly between the
distributed and centralized networks.

The figure of 26.4 percent presented in the previous chapter for corporate
network communications line costs is actually an average value for what
proves to be a bimodal cost distribution. As Exhibit VI-1 shows, line costs
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Exhibit VI-1
Corporate Network Cost Breakdown By Topology

Dollars Per Port Over a Five-Year Period

Distributed Centralized
Equipment 1,157 (422%) 1,965 (31.5%)
Software 267  (9.7%) 465 (7.5%)
Personnel 846 (30.9%) 1471 (23.6%)
Communications 179 (6.5%) 1957 (31.3%)
Faciliries 292 (10.7%) 384  (6.1%)
2,741 (100%) 6,242  (100%)

represent only 6.5 percent of total costs on average for the distributed
networks, while they amount to 31.3 percent for the centralized networks.

The differential of $1,778 per port for line costs ($1,957 versus $179) is the
largest single contributor to the $3,501 overall difference between average
distributed and centralized network costs. The finding is understandable
given that in the centralized networks, adequate communications circuit
capacity must be in place to support all of the workstation [/O. In the
distributed networks, most of the terminal I/O passes between workstations
and local processors.

Because of the added investment in communications processors, modems,
multiplexers, DSU’s, etc., and the extra need on the part of the centralized
networks for redundancy at the computer centers, average equipment and
software costs differed by almost $1000 per port. E=S
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VII. Impact Of Vendor On Cost

1. This chapter provides an example of how the model can be applied
to explore the impact of vendor choice on network cost.

To demonstrate the power and usefulness of the cost-of-ownership model
in looking at vendor-related cost issues, the researchers grouped the
corporate networks according to primary vendor -- Digital or IBM -- and
applied the model to compare the groups. The sample of eleven networks
provides an interesting test of the model, but should not be relied upon as
the basis for drawing general conclusions on relative vendor cost.

The results of the test are shown in Exhibit VII-1, which compares the
average costs of the five Digital-based corporate networks in the study
against the costs of the six IBM-based corporate networks.

2z The impact of vendor choice on network cost goes well beyond the
cost of the equipment and software.

Despite the fact that the equipment and software costs shown in the exhibit
correspond quite closely between the two vendors, a bottom-line cost
differential exists of $1,380 per port, rooted largely in the area of personnel.
The disparity underscores an important point, which is that companies
involved in vendor selection decisions need to apply the full model to their

specific situations and look beyond the basic equipment and software cost
issues.
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Exhibit VII-1
Digital vs. IBM Corporate Network Costs

Dollars Per Port Over a Five-Year Period

Digital IBM
Equipment 1,625 (38.6%) 1,710 (30.5%)
Software 327 (171%) 48  (8.0%)
E Personnel 798 (18.9%) 1,616 (28.9%)
A
3 Communications 1,155 (27.4%) 1,439 (25.7%)
f-‘ Facilities 311 (7.4%) 383 (6.9%)
-4
v 4216 (100%) 5596 (100%)
?
3. Among the corporate networks on Exhibit VII-2
which the model was tested, average y
personnel costs were lower for the Operations
Digital networks than for the IBM Personnel Cost
networks. e ' '
Exhibit VII-1 shows that personnel costs for
the Digital-based networks studied averaged il R N

$818 less per port than for the IBM
networks in the study. As explained in
Chapter IV, the researchers analyzed per-
sonnel costs in two components, operations
and incremental change.

1000 fvene —
Exhibit VII-2 examines the issue of opera-

tions personnel cost by plotting the average,
maximum and minimum operations
personnel costs encountered for each vendor L
in the networks studied. The costs are i '
expressed in dollars per port over five
years. The plot reveals a significant dif- 0
ference between the two vendors’ average

Five—=Year Dollars Per Port
(minimum - average — maximum)

Rt

Digital 1BM

Vendor
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costs, although the sample ranges overlap Exhibit VII-3
significantly.

Incremental Change
To examine the personnel costs for incre- Personnel Cost
mental change, the team calculated a "cost- 1000 : :
per-change-request" figure for each cor-
porate network. The figure was arrived at
by dividing the human resource costs assoc- 2F
: e o : 800
iated with incremental change in each §§
network by the number of change requests TR
processed. As illustrated in Exhibit VII-3, &~ g ,
the change costs in the Digital cases are Q! 00
consistently lower than in the IBM cases, 5% LR
with no overlap at all between the cost 55
sample ranges. The average cost per 57 w0
network change is $168 for the Digital net- G g |
works in the study. The figure for the Ea I
IBM networks is $516 -- three times as §§ o ‘
much. £ t
The cost per change request fell below r 1
$400 in only one of the IBM networks ° 3 ’
studied. In this network, the customer had G
written an extensive, in-house application Vendor

to aid the systems staff in translating net-

work change requests into the extensive definition tables needed by the net-
work. While vendor-provided software was available to aid in table
generation, the in-house application automated the task to a higher degree.

The reader is reminded that although the results developed in this
illustration are relevant for the 11 networks studied, they do not represent
general conclusions and should not be applied indiscriminately.

The illustration presented above demonstrates the value of the cost-of-
network-ownership model as a tool for use in network vendor-related cost
analyses. The model encourages the analyst to consider the network cost
components individually over each lifecycle phase. It then organizes the
costs and consolidates them to determine the total cost of network

ownership. E=5
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VIII. Multiple Field Offices Networks

¢ This chapter demonstrates the application of the model to multiple
field offices networks.

The researchers tested the cost-of-ownership model on a group of four
multiple field offices networks of varying sizes. In each of these networks,
a number of nearly identical field offices is tied into a corporation’s central
computer by leased lines. Each field office has its own computer, and most
processing is done locally. The data flowing between the field offices and
the central computer is related mainly to batch file transfer and terminal
pass-through transactions.

L T o *u

) Exhibit VIII-1
Multiple Field Offices Case Studies

Network Number Number Users Principal
Case Code Of Ports  Of Offices Per Office = Vendor
F1 2,000 50 40 DIGITAL
F2 408 34 12 IBM
F3 98 7 14 DIGITAL
F4 280 7 40 IBM
AR ©1989 Index Group, Inc.
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As shown in Exhibit VIII-1, the total number of ports varied from 98 to
2,000. The number of field offices per network varied from 7 to 50, and

both "large" (40 people) and "small" (12-14 people) field offices were
represented.

The bougds of analysis used for the multiple field offices cases were
ve rom what w used the corporate network case
stud

In defining the bounds of analysis for the multiple field offices networks, the
researchers were sensitive to the fact that some of the networks studied
were actually pieces of a much larger overall corporate network. To
demonstrate the power of the model to help in segmenting networks for
maximum comparability, the only equipment and software that was counted
at the central data center was the set of modems and/or gateways in place
to connect to the field offices. Centralized network personnel were counted
only to the extent that they are involved with the field offices component
of the overall network.

In addition, the researchers decided to include the entire equipment comple-
ment at the field offices -- computer, workstations, peripherals, as well as
communications equipment. For personnel at the field offices, the
researchers did not try to distinguish between time spent (typically a fraction
of a single person) on "system support" versus "network support." They
chose this approach due to the difficulty inherent in trying to apportion the
resources of a small microcomputer or minicomputer installation between
"network processing” and "application processing” on any reasonable basis.
As in the corporate network scenario, application systems and personnel
were not included within the bounds of analysis.

Because the bounds of analysis are different and the networks are different,
no attempt should be made to compare these results to the corporate
network results. Instead, these different bounds serve to illustrate the
flexibility of the cost-of-ownership model.

3. e new bounds of analysis lead to very different cost-per-port figures
from what was experienced in the corporate network scenario.

Exhibit VIII-2 shows that the average cost per port is over $30,000, in
contrast to less than $10,000 for the corporate networks discussed previously.
This difference is due chiefly to the inclusion of the field office computing
resources and support staff in the analysis. The magnitude of the difference
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in cost underscores the importance of not trying relate the cost figures from
two networks without using identical bounds of analysis in the modeling
process.

Exhibit VIII-2
Multiple Field Offices Network Cost Structure

Dollars Per Port Over a Five-Year Period

Incremental

Acquisition Operation Change
Equipment 7,594 (23.7%) 5,667 (17.7%) 13,261 (41.4%)
Software 1,308 (4.1%) 3,779 (11.8%) 5,087 (15.9%)
Personnel 499 (1.6%) | 10,110 (31.5%) 10,609 (33.1%)
Communications 265 (0.8%) 1,493 (4.6%) 1,758 (5.4%)
Facilities 256 (0.8%) 1,098 (3.4%) 1,354 (4.2%)
9922 (31.0%) 22,147 (69.0%) 32,069 (100%)

Looking at the cost structure of these networks as they were modeled by the
study team, the first observation is that most of the cost (two-thirds) is
operational as opposed to acquisition-related, as was the case in the
corporate network scenario. This further underscores the general impor-
tance of looking beyond the basic acquisition costs when considering network
planning and design alternatives.

Equipment and software costs are very high, accounting for over $18,000 of
the $32,000 total cost per port, reflecting the chosen bounds of analysis. At
$10,609 per port, personnel costs are very significant and certainly represent
an important management consideration. Communications costs are of
significant magnitude ($1,758 per port), but are diminutive in proportion to
the equipment/software and human resources costs.

The study team was unable to identify routine incremental change costs for
the multiple field office networks, as was done with the corporate networks.
The networks were all quite static, apart from initial installation and the
phase-in of additional offices.

28 ©1989 Index Group, Inc.
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The researchers were able to quantify the "personnel acquisition” cell of the
model for multiple field offices network costs. Unlike the corporate
networks studied, multiple field offices networks are typically re-done in
their entirety every five to ten years. In three of the four sites studied, the
latest redesign project was recent enough to be modeled reliably.

4. As a final test of the model on multiple field offices networks, the
researchers applied it to examine the effect of field office size on the
costs of network ownership.

An analysis based on size of field office, shown in Exhibit VIII-3 demon-
strates an interesting application of the model. Due primarily to higher per-
port personnel and communications line costs, the networks with small
offices are $8,500 more expensive per port than those with large-office
counterparts. The study team accounts for the $7,800 difference in per-
port personnel costs by noting that the cost of the person tending to a 40-
person computer is spread among a greater number of network ports, and
that this person does not necessarily face a proportionately larger set of
duties. The $1,400 difference in per-port leased line costs may be
attributable to more efficient line utilization by larger offices.

Exhibit VIII-3
Cost Structure for Networks With Large Vs. Small Field Offices

Dollars Per Port Over a Five-Year Period

Small Offces Large Offices
Equipment 11431 (31.5%) 15089 (54.2%)
Software 7341 (202%) 2833 (10.2%)
Personnel 14525 (40.0%) 6,694 (24.1%)
Communications 2472 (6.8%) 1,043 (3.7%)
Facilities 545  (1.5%) 2,164 (7.8%)
36314  (100%) 27,823  (100%)

.99. ©1989 Index Group, Inc.
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Another observation arises out of the exhibit: While total equipment and
software costs amount to roughly the same figure in both the small- and
large-office cases ($18,000 per port), the relative share of equipment vs.
software varies dramatically. This illustrates a potential difference in the
vendors’ equipment/software bundling strategies for the differently-sized
systems.

The sample size of four networks does not represent a large-enough
foundation for drawing general conclusions and achieving certainty as to the
causal factors behind each of the observations made. The example analyses
are effective, however, in demonstrating the applicability of the model to
key cost questions in specific multiple field offices network situations. E

©1989 Index Group, Inc.
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[X. Manufacturing Site Networks

1. This chapter illustrates the application of the model to manufacturing
site networks.

In contrast to the networks discussed to this point, the manufacturing site
networks examined in the study are primarily local-area networks. In
support of manufacturing monitoring and control applications, they connect
plant floor workstations and device controllers to local processors and
connect those processors to a shared corporate computer. As shown
in Exhibit IX-1, the two networks are quite parallel in terms of their size
and volatility. In addition, the two networks perform comparable types of
functions in the same industry, the automotive industry.

Exhibit IX-1

Manufacturing Site Network Case Studies

Network
Network Number Changes Principal
Case Code Of Ports Per Year Vendor

Ml 232 250 DIGITAL

M2 260 233 IBM

©1989 Index Group, Inc.
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The processors and terminal servers on the M1 network are tied together
via a local-area network. Shop floor device controllers are wired directly
to the processors. Gateways on the local-area network are tied via leased
lines to the company’s corporate data center.

Terminal controllers and local processors on the M2 network are all routed
via telephone lines to the company’s nearby corporate computer center. As
in the M1 network, device controllers are wired directly to the local
processors.

2. The bounds of analysis used for the manufacturing site networks are
similar in concept to those used for modeling the corporate networks.

The same types of resources were counted for the manufacturing site
networks as were counted for the corporate networks discussed earlier in
this report, but with a much more focused scope: the manufacturing plant
and its connections to the corporate network. Therefore, resources outside
of the plant -- controllers, modems, lines, software, people, lines, facilities
-- were included only if they directly support the network within the plant
or the connection of the plant network to the corporate data center.

As with the corporate networks, all the resources between but not including
the central computer and the end devices (device controllers, workstations,
printers) were counted. Local processors were counted to the extent that
they participated in the transmission of information to and from the plant
floor devices and terminals; the allocation tended to be quite large for many
of the local processors.

3 In testing the model on the two manufacturing networks, the chief
observation relates to the significance of personnel costs.

Exhibit IX-2 reveals a substantial proportion for personnel cost -- over 50
percent. These network environments are very turbulent. Manufacturing
networks are undergoing constant maintenance and troubleshooting as the
manufacturing process is adapted and tuned; as these dynamics increase, so
do the personnel costs.

A second observation, which relates in large measure to the significance of
the ongoing personnel costs, is that 80 percent of the five-year costs of the
two networks are incurred after acquisition. This is the largest proportion
found within any of the three networking scenarios on which the model was

©1989 Index Group, Inc.
All rights reserved.




R R R

tested, even given that more equipment and software per port is being
counted in this networking scenario than in the corporate network scenario.

The analysis in this example underscores again the magnitude of the opera-

tional costs of a network, particularly the personnel costs, relative to the
acquisition costs.

Exhibit IX-2
Manufacturing Site Network Cost Structure
Dollars Per Port Over a Five-Year Period

Incremental

Acquisition Operation Change
Equipment 1,232 (14.6%) 964 (11.4%) 2,196 (26.0%)
Software 222 (26%) 1,323 (15.6%) 1,545 (18.2%)
Personnel N/A 3,114 (36.8%) 1,181 (13.9%) | 4,295 (50.7%)
Communications 4 (0.0%) 97 (1.1%) 101 (1.1%)
Facilities 250 (3.0%) 81 (1.0%) 331 (4.0%)
1,708 (20.2%) 6,760 (79.8%) 8468 (100%)

4. The incremental change costs revealed by the model for the
manufacturing site networks mirror closely the costs observed for
corporate networks.

The personnel costs for incremental change in the manufacturing site
networks were computed using exactly the same criteria and bounds of
analysis as were used for the corporate networks. For further validation
of the model, the study team calculated the cost per change request for
each of the two manufacturing site networks.

Upon performing these calculations, the researchers discovered that the
resulting costs fell squarely within the cost-of-change ranges shown in
Exhibit VII-3 for each vendor. The results seem intuitively correct since
although the manufacturing networks are local in scope, the vendor network

©1989 Index Group, Inc.
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architectures and change processing procedures used are the same as with
the corporate networks studied.

The results of applying the model to the two manufacturing sites were both
enlightening and intuitively appealing to the researchers. However, it is
important to bear in mind that the figures should not be broadly gener-
alized. Their chief relevance is to the specific networks studied. %

©1989 Index Group, Inc.
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X. Putting the Model To Use

1 An important application of the cost-of-network-ownership model lies

in analvzi and managing in-house network costs.

Based on the illustrations in this report, it is clear that the model is an
effective tool for gathering network costs together in one place and
analyzing them. Once a manager applies the model to in-house network
costs, the most significant candidates for management attention can be
identified and targeted.

In many organizations, for example, the management of telecommunications
carrier lines and costs has reached a very high level of sophistication (and
investment). In many of the networks studied, such as the distributed
corporate networks, the line costs being managed in such an attentive
fashion are far from being the most significant costs associated with the
network. Personnel costs may be much greater, along with equipment costs.
By modeling network costs comprehensively and categorically, the results can
serve to focus management on its most important cost-saving opportunities.
An important element of any ongoing cost management strategy is the
tracking of progress over time. Correspondingly, the use of the model in
analyzing costs needs to be an ongoing activity.

As detailed in Chapter IV, a resource-based data-gathering approach was
used by the study team to populate the model with network costs. In
applying the model to the task of ongoing cost management, a company may
wish to develop price tables specific to its own experiences. This step
reduces the degree of comparability for structural comparisons with networks
in other organizations, but will decrease the variances between modeled
costs and actual costs. Where desired, and where the financial data is
routinely available, a network manager may choose to substitute actual cost
data in place of one or more resource/table-based cost figures.

©1989 Index Group, Inc.
All rights reserved.
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2 The model is valid for grouping and comparing networks.

In a number of situations, it is useful for managers to compare the costs of
two or more networks in much the same way as has been demonstrated in
the previous chapters. Such comparisons are useful for a variety of
purposes:

« Competitive comparison of cost structure with networks in other
companies

« Comparison with published industry averages

+ Comparative analysis with other networks within the same company
- Comparison of alternative architectures and topologies

« Evaluation of alternative network vendors

The model and methodology developed here add value to the comparisons
in three ways:

« Consideration of all the costs of a network is encouraged, across all
of the lifecycle phases.

« The structural comparability of the networks under comparison is
improved.

+  With resource-based data gathering and standard pricing, the accuracy
and efficiency of the cost modeling are enhanced. This benefit is
especially valuable in circumstances where hard financial data is
simply not available, as would usually be the case for a competitor’s
network. Therefore, this model can form the basis for intelligence
gathering on the cost structure of a competitor.

©1989 Index Group, Inc.
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3. In making network comparisons, several forms of cost normalization
are of benefit.

In applying the model, the researchers populated it with four types of cost
analysis and normalization:

+ Absolute dollar cost figures
« Relative cost percentages
« Dollars per network port
» Dollars per network change
For monitoring and managing in-house network costs, the first two types of

analyses are of the most relevance. For comparisons across networks, all
four types of analysis are important and should be considered.

4. To develop a complete comparison of two or more networks, it is
important to examine additional factors bevond cost.

When two networks are compared and a cost difference is revealed, an
important question to ask is "are all other things about the two networks
equal?" The answer to the question will have a strong bearing on how a
manager would be inclined to interpret the results of the cost comparison.
In fact, "all other things" may be so unequal that a manager may be forced
to discard the cost analysis completely.

The study team identified four areas for characterizing potential subject
networks and their general comparability:

« The functionality of the network (How capable is the network of
providing services today?). Examples of this are the available
bandwidth, number of available network functions, availability,
connectivity, etc.

. The network’s flexibility (How gracefully can it evolve toward
tomorrow’s needs?). Examples would include the types and number
of transmission options, the stability of the network during large
deployment or application changes, adherence to standards, evolving
applications support, etc.

©1989 Index Group, Inc.
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+ Its manageability (How easy -- or difficult -- is it to monitor, maintain
and assure the security of the network?). Examples of manageability
issues are security, maintainability, management of moves, adds and
changes, etc.

« The affordability (cost) of the network. The nature of this area has
been explored in the preceding chapters.

Finally, the team recognized that these characteristics can be interpreted
quite differently if the management perspectives of the network under
consideration are not comparable. For example, "functionality" to the
manager of a large wide-area network is likely to connote issues such as
bandwidth and availability. To the manager of a campus-level network, it
is more likely to connote such issues as connectivity and multi-vendor attach.
For someone concerned with a small local-area network, it may mean simply
to the level of capability on the desk.

[f the networks being grouped together in a cost comparison appear to
differ significantly from each other along one of these dimensions, then the
outcome of the cost comparison is not directly useful. The manager will
have to build on results of the cost analysis to take into account the
differences encountered in functionality, flexibility, manageability and
management perspective. %
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XI. Conclusion

1. In_applving the cost-of-network-ownership model to representative
corporate, multiple field offices and manufacturing site networks, the
study team made four key observations.

The first observation is that the major costs appear after the acquisition of
a network. Justification of a network decision based solely on the initial
acquisition costs represents an incomplete analysis and could be misleading.

Second, personnel costs can represent a significant portion of total network
costs (as much as 50 percent of costs over five years). They represent an
important management issue, particularly in dynamic network environments.

Third, vendor selection affects more than initial equipment costs. It can
have a significant impact on other costs, such as the personnel costs
associated with the routine operation and incremental change of a network.

Fourth, the effects of topology on network cost are profound. The per-port
costs of the centralized corparate networks studied averaged double those
of the distributed networks studied. This is an important finding, and may
suggest that a distributed network configuration is better-suited to today’s
dynamic applications environment than the traditional, centralized network
architecture.

[n many cases, corporate networks were originally designed in a hierarchical
fashion to support operational and transaction processing requirements. As
time goes by and needs shift more in the direction of end-user applications
and inter-organizational computing, these hierarchical networks may no
longer be cost-effective or adequately flexible. The major vendors recognize
this and now offer a broad range of distributed solutions.

©1989 Index Group, Inc.
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2 sed on this work, the study team suggests that network owners take

pause and assess carefully the total costs of owning and operating
their networks.

The researchers offer four recommendations in regard to the management
of network costs:

« In comparing network vendors, look beyond the initial equipment
costs; these do not necessarily reveal the true differences between
vendors in the cost of network ownership.

5 el

+ Beware as well of designing networks strictly to minimize communi-
cations carrier costs -- you may be addressing the wrong issue. In
fact, one of the network managers in the study made a decision to
invest in excess line capacity as a strategy for controlling the
personnel costs associated with performance monitoring and tuning.

~i

« Apply the model of network ownership costs to help guide your
network planning and investment decisions. The model places all the
costs associated with network ownership, including operation over an
extended period, on a single, simple grid.

« Use the model as a tool for managing the costs of operating and
changing your existing networks. Not only does the model identify
networking costs in general, it also highlights the large and important
costs that warrant special management emphasis. =5

©1989 Index Group, Inc.
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XII. Notes

9

The Index Group consultants on the study team were Adam D.
Crescenzi, Officer-In-Charge; Alexander E. Nedzel, Project Leader;
Tauno J. Metsisto; Robert N. Barrett; Craig A. Bickel; Algis S. Leveckis;

Michael A. Petro.

The study was conducted during the period May 1987 to August 1988.
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Appendix A

Case Analysis: Consolidated Manufacturing, Inc.

This appendix presents a detailed cost analysis of the Consolidated
Manufacturing corporate network.

The 6,237-port Digital-based network has a distributed topology, and
includes six major processing locations. All links are fully redundant.

The network’s principal workloads are electronic mail and file transfer. It
operates 24 hours per day, 7 days per week. The availability goal is 99%-
plus. The network is highly volatile, supporting 3,000 change requests per
year.

Hardware planning, system software and PC support are managed centrally.
The local sites have autonomous control of their computer operations and
user training.

The organization of the spreadsheet is straightforward. Summary tabulations
appear first, followed by a section for each of the five network cost
components in the cost-of-network-ownership model. %

©1989 Index Group, Inc.
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CONSOL IDATED MANUFACTURING, INC. - uscs

COST SUMMARY

5-YEAR TOTAL COST ($000)

S-YEAR COST PER PORT (DOLLARS)

ACOUIRE OPERATION  CHANGE  TOTALS ACOUIRE OPERATION  CHANGE
EQUIPMENT 5,148 2,549 7,698 825 409 0
SOF TWARE 189 215 404 30 34 0
HUMAN RESOURCE 2,173 3,410 5,583 0 348 547
COMMUN 1CAT 1ONS 19 1,49 1,514 3 240 0
FACILITIES 1,559 484 2,043 250 78 0

e . L

TOTALS 6,916 6,915 3,410 17,241 1,109 1,109 547

S-YEAR TOTAL cost ($000) 5-YEAR COST PER PORT (DOLLARS)

ACOUIRE OPERATION  CHANGE  TOTALS ACOUIRE OPERATION  CHANGE

EQUIP/SFTWR * 5,338 2,764 0 8,102 856 43 0
HUMAN RESOURCE 0 2,173 3,410 5,583 0 348 547
COMMUN CAT 1ONS 19 1,494 0 1,514 3 240 0
FACILITIES 1,559 484 0 2,043 250 78 0
TOTALS 6,916 6,915 3,410 17,241 1,109 1,109 547

* Equipment and softu

are costs are combined to mask the

TOTALS
1,23
65
895
243

328

m———
2,764

TOTALS
1,299
895
243

328

s
2,764

effects of vendor pundl ing strategies.

20-Dec-88

$ PER
CHANGE

CHANGE

0

0

227

227

$ PER
CHANGE

CHANGE

227

227
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CONSOL IDATED MANUFACTURING, INC. - uscs 20-Dec-88
SUMMARY EQUIPMENT AND SOFTWARE
EQUIPMENT DOLLARS SOFTWARE DOLLARS

Annual Annual

Acquire Operations Acquire Operations

LOCATIONY 487,613 45,973 49,478 9,550
LOCATION2 169,086 17,120 10,785 2,968
LOCATION3 238,572 25,432 11,885 2,968
LOCAT 1084 897,520 93,096 40,858 9,550
LOCATION5 751,199 70,012 ' 30,073 6,582
LOCAT10N6 2,604,469 258,193 46,070 11,379
5,148,459 509,826 189,148 42,995

A-3
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CONSOLIDATED MANUFACTURING, INC. - USC5  LOCATIONI
NETWORK CENTRAL
Percent
Acronym Quantity OJescription For Net.
B&SCD-AP 1 VAX 8650 CLUSTER 5
851BC-AE 1 VAX B530 5
B35B88-AE 1 VAX 8350 5
DELUA-M 1 ETHNT ADPTR/UNIBUS 100
HSCT70 1 HIER. STOR. CNTLR. 0
HSCS0 3 WIER. STOR. CNTLR. 0
RAB1-AA 14 DISK DRIVE 0
RAG0-A 2 RMVBL. DISK DRIVE 0
TUT9-AB 3 CLUSTER TAPE DRIVE 0
TAT9-AF 3 SLAVE TAPE DRIVE 0
vi220-F2 518 TERMINAL 0
DSRVB-AA 74 DS 200 TERM. SERVER 100
DECSA-EA 2 ETHERNET ROUTER 100
DCSAX-LB 10 56KB CARD FOR DECSA 100
DELNI 1 DELNI LOCAL CONNECT 100
H4000 78 TRANCE IVER 100
BNE3H-40 78 TRANCEIVER CABLE 40M 100
BNE2A-ME 2 S00M ETHERNET CABLE 100
12-19816-01 4 ETHERNET TERMINATOR 100
DSU-56K 6 CODEX 56KB DSU 100
DF126-AA 15 DEC 2400 BAUD MODEM 100
puP1l 1 HOST 56KB LN. CARD 100
DHUTY 1 16LN. ASYNC CNTLR. 100
TOTAL EQUIPMENT COSTS

LESS ALLOWANCES FOR SOF TWARE

0K001-uz (1)8600,8650 WMS 5
Q9001-uz (1)8500,85350 VMs 5
Q7001-uU2 (1)B3xXX VMS 5
QKDO5-uZ (1)B&XX DECNET VAX 5
Q9005-u2 (1)8500/8530 DECNET VAX 5
Q7p05-uz (1)B3XX DECNET VAX 5

NET TOTAL

FOR LOCATION

EQUIPMENT

Unit
Price

554,400
342,300
129,150
4,354
58,765
40,360
17,640
20,340
54,705

28,875
38,115
26,250
15,803
15, 141
10,472

Extended
Price

554,400
342,300
129,150
4,354
58,765
121,080
266,960
40,680
164,115
88,200
134,680
281,644
30,902
7,440
1,444
24,570
48,750
14,070
88

6,570
15,750
2,516
4,955

(28,875)
(38,115)
(26,250)
(15,803)
(15,141)
(10,472)

Tot. Net Monthly
One Time Maint.
27,720 1,851
17,115 1,243
6,458 559
4,354 33
0 220
0 155
0 95
0 105
0 322
0 196
0 12
281,644 37
30,902 152
7,440 1"
1,464 10
24,570 “
48,750 0
14,070 0
88 0
6,570 0
15,750 12
2,516 13
4,955 55
494,346
(1,444) 525
(1,906) 525
(1,313) L66
(790) 213
(757 213
(524) 189
487,613
A-4

20-Dec-88

Tot. Net
Ann. Cost

1,1
746
335
396

2,160
156
660

T 47,252

(315)
(315)
(280)
(128)
(128)
(113)

TT45,973

Comments

As is today in the corporate office
Replaces 2 VAX 785's at corporate office
Replaces 785 and 750 for Development Group

for Development Group as is today

Two for Corporate office and one for Development Group
Ten for Corporate office and four for Development Group
For Development Group

Replaces TU77 and TU78's at Dev't Group and Corp office
Replaces TA78's - 2 at Corporate and 1 at Dev't Group
Includes terminals, PC's and printers and 28 data services
Configured at seven out of eight ports used

Redundant configuration

Redundant configuration

For routers as is today

one for Corporate office, one for Development Group
five lines for the star network + one to Dev't Group
Remote modem pool at Corporate office

Inboard 56KB line card for Dev't Group
for controlling asynchronous modems

Costs are included under software

©1989 Index Group, Inc.
All rights reserved.




CONSOL IDATED MANUFACTURING, INC. - USCS

EAST COAST

Acronym Quantity Description

B2588-AE 1 VAX 8250

RAB1-AA 3 DISK DRIVE

TA79-BF 1 MASTER TAPE DRIVE
vT220-F2 200 TERMINAL

DSRVB-AA 29 DS 200 TERM. SERVER
H4000 30 TRANCEIVER

BNE3H- 20 30 TRANCEIVER CABLE 20M
BNE2A-ME 1 500M ETHERNET CABLE
12-19816-01 2 ETHERNET TERMINATOR
DSU-56K 1 CODEX 56K8 DSU
DF126-AA 10 DEC 2400 BAUD MODEM
DF129-AA 1 DEC 9.6 KB MODEM
DMR1Y 1 HOST 9.6 LINE CARD
ouP1l 1 HOST 56KB LN. CARD
DHUTY 1 16LN. ASYNC CNTLR.

TOTAL EQUIPMENT COSTS
LESS ALLOWANCES FOR SOF TWARE
Q5001-uz (1)82xXX VMS
Q5005-uz (1)82XX DECNET VAX

NET TOTAL FOR LOCATION

LOCATIONZ EQUIPMENT

Percent Unit

for Net. Price
5 97,650
] 17,640
0 59,500
0 260
100 3,806
100 315
100 314
100 7,035
100 22
100 1,005
100 1,050
100 2,573
100 7,758
100 2,516
100 4,955
5 21,000
5 9,335

Extended
Price

97,650
52,920
59,500
52,000
110,374
9,450
9,420
7,035
%
1,095
10,500
2,573
7,758
2,516
4,955

(21,000)
(9,335)

Tot. Net Monthly Total
One Time Maint.

4,883
0

0
0
110,374
9,450
9,420
7,035
4
1,095
10,500
2,573
7,758
2,516
4,955

170,603

(1,050)
(487)

169,086

A-5

Ann. Maint Comments
L69 281 Replaces VAX 785
95 0
0 0 Same replacement as above
12 0 Estimated CRT's, PC's and printers
37 12,876 Configured same as above
4 1,440
0 0
0 0
0 0
0 0
12 1,440 Open modem pool
14 168
) 492 Inboard 9.6KB line card
13 156 Inboard S6KB line card
55 660 For controlling asynchronous modems
17,513
L6 (280)
189 (113
17,120

20-Dec-88
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CONSOL IDATED MANUFACTURING, INC. - USCS  LOCATION3 EQUIPHMENT

MIDWEST MANUFACTURER
Percent Unit

Acronym Quantity Description For Net. Price
82588-AE 1 vAx 8250 5 97,650
DELUA-M 1 ETHNT ADPTR/UNIBUS 5 &, 354
RAB1-AA 4 DISK DRIVE 0 17,640
TAT9-BF 1 MASTER TAPE DRIVE 0 59,500
V1220-F2 298 TERMINAL 0 260
DSRVB-AA 43 DS 200 TERM. SERVER 100 3,806
DECSA-EA 1 ETHERNET ROUTER 100 15,451
DCSAX-LB 1 56KB CARD FOR DECSA 100 744
H4000 46 TRANCEIVER 100 315
BME3H-20 46 TRANCEIVER CABLE 20M 100 314
BNE2A-ME 1 S00M ETHERNET CABLE 100 7,035
12-19816-01 2 ETHERNET TERMINATOR 100 22
DSU-56K 1 CODEX 56KB DSU 100 1,095
DF129-AA 1 DEC 9.6 KB MODEM 100 2,573
DF126-AA 10 DEC 2400 BAUD MODEM 100 1,050
DHUTY 1 16LN. ASYNC CNTLR. 100 4,955
TOTAL EQUIPMENT COSTS

LESS ALLOWANCES FOR SOF TWARE

Q5001-uz (1)82XX VMS 5 21,000
Q5p05-uz (1)82XX DECNET VAX 5 9,335

MET TOTAL FOR LOCATION

Extended Tot. Net Monthl
Price One Time Maint.
97,650 4,883
4,354 218
70,560 0
59,500 0
77,480 0

163,658 163,658
15,451 15,451
T4k T4k
14,490 14,490
14,666 14,444
7,035 7,035
6 44
1,095 1,095
2,573 2,573

10,500 10,500
4,955 4,955
240,089
(21,000) (1,050)
(9,335) (467)
238,572
A-6

Y

469
33
95

0
12
37

152

L6b
189

e -,\...,r ‘w s

20-Dec-88

Total
Ann. Maint Comments

281 Replaces VAX7B5
20
0
0 Same replacement as above
0 CRT's, PC's and printers
19,092
1,824 Includes one DCSAX-LA
132
2,208
0
0
0
0
168
1,440
660 For controlling asynchronous modems

25,825

(280)
(113)

25,432

© 1989 Index Group, Inc.
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CONSOL IDATED MANUFACTURING, INC. - USCS LOCATIONG EQUIPMENT 20-Dec-88

WEST COAST
pPercent Unit Extended Tot. Net Monthly Total

Acronym Quantity Description For Met. Price Price One Time Maint. Ann. Maint Comments
B&5CD-AP 1 VAX B&50 CLUSTER 5 554,400 554,400 27,720 1,851 1,111
B&SXKB-AE 1 VAX B&50/NO DECNET 5 522,315 522,375 26,119 1,778 1,067 Replaces three VAX 785's
B25B8-AE 1 VAX 8250 5 97,650 97,650 4,883 469 281 Replaces VAX 785 at LOCATION4-CN
DELUA-M 2 ETHNT ADPTR/UNIBUS 100 4,354 8,708 8,708 33 792
HSC70 2 HIER. STOR. CNTLR. 0 58,765 117,530 0 220 0
RAB1-AA 14 DISK DRIVE 0 17,640 246,960 0 95 0
TA79-BF 3 MASTER TAPE DRIVE 0 59,500 178,500 0 0 0 Same replacement as above
V1220-F2 1,204 TERMINAL 0 260 313,040 0 12 0 CRT's etc, plus 40 devices for Data Services
DSRVB-AA 172 DS 200 TERM. SERVER 100 3,806 654,632 654,632 37 76,368
DECSA-EA 1 ETHERNET ROUTER 100 15,451 15,451 15,451 152 1,824 Located as current, one DCSAX-LA in base
DCSAX-LB 2 56KB CARD FOR DECSA 100 T4k 1,488 1,488 1" 264
DCSAX-LA 3 9.6KB CARD FOR DECSA 100 ‘475 1,425 1,425 n 196 Backup as current configuration
H4000 177 TRANCEIVER 100 315 55,755 55,755 4 8,496
BNE3H- 20 177 TRANCEIVER CABLE 20M 100 314 55,578 55,578 0 0
BNE2A-ME 2 S00M ETHERNET CABLE 100 7,035 14,070 14,070 0 0 One for LOCATIONG-CN/SS, another for LOCATIONG-E
12-19816-01 4 ETHERNET TERMINATOR 100 22 88 88 0 0
DSU-56K 3 CODEX 56KB DSU 100 1,095 3,285 3,285 0 0 Two for LOCATION&-CN, one for LOCATION4-E
DF129-AA 4 DEC 9.6 KB MODEM 100 2,573 10,292 10,292 14 672
DuP1l 1 HOST S&6KB LN. CARD 100 2,516 2,516 2,516 13 156 Inboard 56KB line card for LOCATIONG-E
DF126-AA 15 DEC 2400 BAUD MODEM 100 1,050 15,750 15,750 12 2,160
DHU 1 16LN. ASYNC CNTLR. 100 4,955 4,955 4,955 55 660 For controlling asynchronous modems

TOTAL EQUIPMENT COSTS

902,714 94,267

LESS ALLOMANCES FOR SOF TWARE
QK001-uZ (2)8400,8650 VNS 5 28,875 (57,750) (2,888) 525 (630)
Q5001-u2 (1)82XX VMS 5 21,000 (21,000) (1,050) Lbb (280)
QKDO5-uU2 (1)86XX DECNET VAX 5 15,803  (15,803) (790) 213 (128)
0KD05-02 0 B&XX DECNET VAX CLUS 5 9,482 0 0 213 0 Not bundled with the B&50
Q5005-u2 (1)82XX DECNET VAX 5 9,335 (9,335 (467) 189 (13

NET TOTAL FOR LOCATION 897,520 93,096

7 © 1959 Index Group, Inc.
A- All rights reserved.




NET TOTAL FOR LOCATION

CONSOL IDATED MANUFACTURING, INC. - USCS LOCATIONS EQUIPMENT

HEADQUARTERS
Percent Unit
Acronym Quantity Description For Met. Price
B45CD-AP 1 VAX B&50 CLUSTER 5 554,400
B&6SXB-AE 1 VAX B&50/NO DECNET 5 522,375
DELUA-M 2 ETHNT ADPTR/UNIBUS 100 4,354
HSC50 1 HIER. STOR. CNTLR. 1] 40,360
RAB1-AA 16 DISK DRIVE 0 17,640
TU79-AB 1 CLUSTER TAPE DRIVE 0 54,705
TA79-AF 1 SLAVE TAPE DRIVE 0 29,400
TA79-BF 2 MASTER TAPE DRIVE D 59,500
V1220-F2 B20 TERMINAL 0 260
DSRVB-AA 118 DS 200 TERM. SERVER 100 3,806
DECSA-EA 1 ETHERNET ROUTER 100 15,451
DCSAX-LB 1 56K8 CARD FOR DECSA 100 1Thi
H&000 139 TRANCEIVER 100 315
BNE3H-20 139 TRANCEIVER CABLE 20M 100 34
BNEZA-ME 10 500M ETHERNET CABLE 100 7,035
12-19817-01 20 ETHERNET COMNECTOR 100 22
BN258-L0 1 1000M FBR. OPTIC CBL 100 12,253
DSU-56K 1 CODEX 56KB DSU 100 1,095
DF126-AA 15 DEC 2400 BAUD MODEM 100 1,050
DF129-AA 1 DEC 9.6 KB MODEM 100 2,573
DEBET-RC 2 FIBER OPTIC BRIDGE 100 9,818
DEREP-AA 8 LOCAL LAN REPEATER 100 1,568
DU 1 16LN. ASYNC CNTLR. 100 4,955
TOTAL EQUIPMENT COSTS

LESS ALLOMWANCES FOR SOF TWARE

aK001-uZ (2)84600,85650 VHS 5 28,875
QKDO05-uz (1)BSXX DECNET VAX 5 15,803
oxD05-Q2 0 B&XX DECNET VAX CLUS 5 9,482

Extended Tot. Net Monthly
Price One Time Maint.

554,400 27,720 1,851
522,375 26,119 1,778
8,708 8,708 33
40,360 0 155
282,240 0 95
54,705 0 322
29,400 0 196
119,000 0 0
213,200 0 12
449,108 449,108 37
15,451 15,451 152
744 Tih 1"

43,785 43,785 4
43,646 43,646 0
70,350 70,350 0
440 440 0
12,253 12,253 0
1,095 1,095 0

15,750 15,750 12
2,573 2,573 1%
19,636 19,636 70
12,546 12,544 22
4,955 4,955 55
754,877
(57,750)  (2,888) 525
(15,803) (790) 213
0 0 213
751,199
A-8

20-Dec-88

Total
Ann. Maint Comments

1,111 Replaces three VAX 785's
1,067 and the 8600 currently installed
792
0

Same replacement as above

0
0
0
0 Same replacement as above

0 CR1's etc. plus 25 devices for data services
52,392

1,824 Includes one DCSAX-LA in base

132

o
o
~

len Ethernet Segments to cover all campus buildings

For long range connections across road

N
—
SGDDQQ

g

1,680 Connects segments across road
2,112 Assume local repeaters are ok for segments
660 Open modem pool

70,769

(630)

(128)
0 Mot bundled with the B&50

70,012

©1989 Index Group, Inc.
All rights reserved.
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CONSOL IDATED MANUFACTURING, INC. - USC5  LOCATIONG EQUIPMENT

SOUTH CENTRAL LOCATION

Percent Umt
Acronym guantity Description for Net. Price
B&SCD-AP 1 VAX B650 CLUSTER 5 554,400
B65XB-AE 2 VAX 8650/NO DECNET 5 522,375
DELUA-M 3 ETHNT ADPTR/UNIBUS 100 4,354
DH-63002-HA 1 MICRO VAX 11 5 24,600
DELOA-M 1 ETHNT ADPTR/QBUS 100 2,500
HSC50 2 HIER, STOR. CNTLR. 0 40,360
RAB1-AA 30 DISK DRIVE 0 17,640
TA79-BF 2 MASTER TAPE DRIVE 0 59,500
TAT9-AF 3 SLAVE TAPE DRIVE 0 29,400
V1220-F2 3,268 TERMINAL 0 260
DSRVE-AA 467 DS 200 TERM. SERVER 100 3,806
DECSA-EA 1 ETHERNET ROUTER 100 15,451
DCSAX-LB 1 S6KB CARD FOR DECSA 100 744
H4000 516 TRANCEIVER 100 315
BNE3H-20 516 TRANCEIVER CABLE 20M 100 314
BNE2A-ME 23 S00M ETHERNET CABLE 100 7,035
12-19816-01 46 ETHERNET TERMINATOR 100 22
DSU-56K 1 CODEX S56KB DSU 100 1,095
DF126-AA 30 DEC 2400 BAUD MODEM 100 1,050
DF129-AA 1 DEC 9.6 KB MODEM 100 2,573
DEBET-AA 20 LOCAL LAN BRIDGE 100 9,240
DEREP-AA 2 LOCAL LAN REPEATER 100 1,568
DHUTY 2 16LN. ASYNC CNTLR. 100 4,955
TOTAL EQUIPMENT COSTS

LESS ALLOWANCES FOR SOF TWARE

QK001-U2 (3)8600,8650 VHS s 28,875
Qz004-C5 (1)mVAX 11 VMS 5 18,900
aKD05-uZ (1)B&XX DECNET VAX 5 15,803
QKD05-02 0 B&XX DECNET VAX CLUS 5 9,482
Qzp05-uZ (1)mVAX DECNET VAX 5 &,127

NET TOTAL FOR LOCATION

Extended
Price

554,400
1,044,750
13,062
24,600
2,500
80,720
529,200
119,000
88,200
849,680
1,777,402
15,451
744
162,540
162,024
161,805
1,012
1,095
31,500
2,573
184,800
3,136
9,910

(86,625)
(18,900)
(15,803)
0
(4,127

Tot. Net Monthly
One Time Maint.
27,720 1,851
52,238 1,778
13,062 13
1,230 273
2,500 15
0 155
0 95
0 0
0 196
0 12
1,777,402 37
15,451 152
744 n
162,540 4
162,024 0
161,805 0
1,012 0
1,095 0
31,500 12
2,573 14
184,800 60
3,136 22
9,910 55
2,610,742
(4,331 525
(945) 190
(790) 213
0 213
(206) 141
2,604 469
A9

20-Dec-B8

Total
Ann. Haint Comments |

.
2,134 Replaces the 8600, & 785's and the 780 currently installed
1,188

164

180

0
0
0 Same replacement as above
0
0

1,824 Includes one DCSAX-LA in base "

4,320
168
14,400
528
1,320

259,584

(945)
(234)
(128)
0 Not bundled with the B&50's
(85)

T258,193

© 1989 Index Group, Inc.
All rights reserved.




CONSOL IDATED MANUFACTURING, INC. - USCS  LOCATION} SOF TWARE 20-Dec-88

NETWORK CENTRAL

Percent Umit Extended Tot. Net Monthly Tot. Net

Acronym Quantity Description For Met. Price Price One Time Maint. Ann. Cost
QKARA-UZ 1 B6XX ALL- IN-ONE 0 51,975 51,975 0 475 0 '
Q9AAA-QZ 1 8500/8530 A1 CLUSTER 0 31,185 31,185 0 &75 0
Q7AAA-QZ 1 B3XX ALL-IN-ONE CLUS 0 22,113 22,113 0 437 0
QK001-uZ 1 B600,BL50 VMS 5 28,875 28,875 1,444 525 315
Q9001-uZ 1 8500,8530 VNS 5 38,115 38,115 1,906 525 315
Q7001-uz 1 B3AX VMS 5 26,250 26,250 1,313 466 280
QKDp05-u2 1 B&6XX DECNET VAX 100 15,803 15,803 15,803 213 2,556
a9005-u2 1 850078530 DECNET VAX 100 15,161 15,141 15,141 213 2,556
a7p05-u2 1 B3XX DECNET VAX 100 10,472 10,472 10,472 189 2,268
Q*206-*2 3 ps200 LIC. 100 400 1,200 1,200 35 1,260
QK725-u2 2 ROUT. LIC. BoXX 100 1,100 2,200 2,200 0 0

TOTAL FOR LOCATION 49,478 9,550
CONSOL IDATED MANUFACTURING, INC. - uscs LOCATION2 SOF TWARE 20-Dec-88

EAST COAST

percent Unit Extended Tot. Net Monthly Total

Acronym Quantity Description for Net. Price Price One Time Maint. Ann. Maint Conmments
QSAAA-UZ 1 B2XX ALL-IN-ONE 0 28,382 28,382 0 37 0
Q5001-uz 1 82XX VMS 5 21,000 21,000 1,050 Lbb 280
Q5p05-u2 1 B2XX DECNET VAX 100 9,335 9,335 9,335 189 2,268
Q*206-*2 1 DS200 LIC. 100 400 400 400 35 420

TOTAL FOR LOCATION 10,785 2,968

©1989 Index Group, Inc.
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CONSOL IDATED MANUFACTURING, INC. - USCS LOCATION3 SOF TWARE 20-Dec-88

MIDWEST MANUFACTURER

Percent Unit Extended Tot. Net Monthly Total

Acronym guantity Description For Net. Price Price One Time Maint. Ann. Maint. ;
Q5AAA-UZ 1 B2XX ALL-IN-ONE 0 28,382 28,382 0 W37 0
Q5001-UZ 1 B2XX VMS 5 21,000 21,000 1,050 Lbb 280
Q5005-u2 1 B2XX DECNET VAX 100 9,335 9,335 9,335 189 2,268
Q*z06-*2 1 DS200 LIC. 100 400 400 400 35 420
Q5725-u2 1 ROUT. LIC, B2xXX 100 1,100 1,100 1,100 0 0

TOTAL FOR LOCATION 11,885 2,968
CONSOL IDATED MANUFACTURING, INC. - uscs LOCAT 1ONG SOF TNARE 20-Dec- 88

WEST COASI

Percent  Unit Extended Tot. Net Monthly Total

Acronym Quantity Description For Net. Price Price One Time Maint. Ann. Maint.
QKAAA-UZ 1 B&XX ALL-1N-ONE 0 51,975 51,975 0 475 0
QKAAA-QZ 1 B&XX ALL-IN-ONE CLUS 0 31,185 31,185 0 &75 0
QSAAA-Q2Z 1 B2XX ALL-IN-ONE CLUS 0 17,031 17,01 0 &37 0
QK001-uZ 2 B600,8650 VHS 5 28,875 57,750 2,888 525 630
Q5001-u2 1 B2xXX VMS 5 21,000 21,000 1,050 66 280
oKD05-uZ 1 B&XX DECNET VAX 100 15,803 15,803 15,803 213 2,556
0KD05-02 1 B6XX DECNET VAX CLUS 100 9,482 9,482 9,482 213 2,556
a5005-u2 1 B2XX DECNET VAX 100 9,335 9,335 9,335 189 2,268
Q*206-*2 3 pS200 LIC. 100 400 1,200 1,200 35 1,260
QK725-u2 1 ROUT. LIC. B&XX 100 1,100 1,100 1,100 0 0

TOTAL FOR LOCATION 40,858 9,550

2 ©1989 Index Group, Inc.
-11 All rights reserved.




CONSOL IDATED MANUFACTURING, INC. - USC5
HEADQUARTERS

Acronym Quantity Description

QKAAA-UZ 1 B6XX ALL-IN-ONE

QKAAA-Q2 1 B6XX ALL-IN-ONE CLUS

QK001-uz 2 B&00,8650 VMS

QKDO5-UZ 1 B&XX DECNET VAX

aKDo05-02 1 B&XX DECNET VAX CLUS

Q*206-*2 2 DS200 LIC.

QK725-u2 1 ROUT. LIC. B&XX
TOTAL FOR LOCATION

CONSOL IDATED MANUFACTURING, INC. - USCS

SOUTH CENTRAL LOCATION

Acronym Quantity
QKAAA-UZ 1
QKAAA-U2 2
QZ004-C5 1
QK001-uz 3
QKD05-uZ 1
QKD05-02 2
QZp05-uZ 1
Q*206-*2 2
QK725-u2 1

TOTAL FOR

Description

BEXX ALL-IN-ONE
86XX ALL- IN-ONE

mVAX 11 VS

8600, 8650 VMS

BEXX DECNET VAX

BAXX DECNET VAX CLUS
mVAX DECNET VAX
DS200 LIC.

ROUT. LIC. B&XX

LOCATION

LOCATIONS

Percent

For Net.

0

100
100

100

LOCAT 10N6

Percent
For Net.

wwmo o

100
100
100
100
100

SOF TWARE

Unit
Price

51,975
31,185
28,875
15,803
9,482
400
1,100

SOF TWARE

unit
Price

51,975
51,975
18,900
28,875
15,803

9,482

4,127

1,100

Extended Tot. Net Monthl

Price One Time Maint.
51,975 0
31,185 0
57,750 2,888
15,803 15,803
9,482 9,482
800 800
1,100 1,100

30,073

Extended Tot. Net Monthl
Price One Time Maint.

51,975 0
103,950 0
18,900 9%5
86,625 4,30
15,803 15,803
18,964 18,964

&, 127 §&,127
800 800
1,100 1,100
46,070

A-12

Y

&75
475
525
213
213
35
0

Y

475
475
390
525
213
213
141
35
0

20-Dec-88

Total
Ann. Maint.

0

0
630
2,556
2,556
840
0

6,582

20-Dec-88

Total
Ann. Maint.

0
0

2%
9%5
2,556
5,112
1,692
840

0

11,379

©1989 Index Group, Inc.
All rights reserved.




CONSOL IDATED MANUFACTURING, INC. - USC5

Percent
Acronym Quantity Description For Net.
I SMGMT 0.2 1S MANAGEMENT 100
DCOMMGMT DATA COMM. MGMT. 100
NETMON-1 NET. MONITOR LEVEL 1 100
TECH-1 TECHNICIANS LEVEL 2 100
FEPPGMR FEP PROGRAMMER 100
NETPLAN NETWORK PLANNER 100
NETADMIN 1.2 NET ADMINISTRATOR 100
ADMCLRK ADMIN. CLERKS 100
WIRING 3.9 WIRING TECHNICIAN 100
SYSPROG 1.1 SYSTEMS PROGRAMMER 100
REMSYSCOORD REMOTE SYS. COORD. 100
APPLPROG 0.1 APPLICATIONS PROG. 100
SECY SECRETARIAL SUPPORIT 100
TOTAL OPERATIONAL COST
CONSOL IDATED MANUFACTURING, INC. - USCS
Percent
Acronym Quantity Description For Net.
1SMGMT 0.1 1S MANAGEMENT 100
DCOMMGMT DATA COMM. MGMT. 100
NETMON-1 NET. MONITOR LEVEL 1 100
TECH-1 TECHNICIANS LEVEL 2 100
FEPPGMR FEP PROGRAMMER 100
NETPLAN NETWORK PLANNER 100
NETADMIN 0.4 NET ADMINISTRATOR 100
ADMCLRK ADMIN. CLERKS 100
WIRING 11.8 WIRING TECHNICIAN 100
SYSPROG 0.4 SYSTEMS PROGRAMMER 100
REMSYSCOORD REMOTE SYS. COORD. 100
APPLPROG 0.1 APPLICATIONS PROG. 100
SECY SECRETARIAL SUPPORT 100

TOTAL CHANGE COST

HUMAN RESOURCE/OPERATION

Yearly Extended

Salary Cost
80,000 160,000
50,000 100,000
24,000 48,000
35,000 70,000
42,500 85,000
45,000 90,000
45,000 90,000
25,000 50,000
25,000 50,000
42,500 85,000
25,000 50,000
30,000 60,000
25,000 50,000

HUMAN RESOURCE /CHANGE
Yearly Extended
Salary Cost

80,000 160,000
50,000 100,000

24,000
35,000
42,500
45,000
45,000
25,000
25,000
42,500
25,000
30,000
25,000

20-Dec-88

Total
Ann. Cost

g

g
Ggﬁﬂﬂﬂﬁ

195,000
93,500
0
6,000
0

434,500

20-Dec-88

Total
Ann. Cost

-
o

BB .ot

3

6,00

coco

:
g

CORPORATE ALL-IN-ONE MANAGER '

5% OF SITE ADMINISTRATORS TIME(75% OPER)

25% ALLOCATION OF 15.7 FIE'S
75% ALLOCATION OF 1.5 SYSTEMS PROG FOR NETWORK

CORPORATE ALL-IN-ONE MANAGER

5% OF SITE ADMINISTRATORS TIME(25% CHANGE)

75% ALLOCATION OF 15.7 FTE'S
25% ALLOCATION OF 1.5 SYSTEMS PROG FOR NETWORK

© 1989 Index Group, Inc
All rights reserved.




CONSOL IDATED MANUFACTURING, INC. - USCS

Percent Unit

Acronym Quantity Description For Net. Price
9.6-1000 4 1000-M1 9.6KB ANL/D1 100 2,323
56-DD-1000 5 1000-MI 56KB DDS 100 1,998

TOTAL FOR CORPORATION

CONSOL IDATED MANUFACTURING, INC. - USCS

Percent Unit

Acronym Quantity Description For Net. Price
COND 1,650 FT2 CONDIT. SPACE 100
UNCOND 950 FT2 UNCONDIT, SPACE 100

TOTAL ANNUAL COST
WIRING 6,237 WIRING COST PER PORT 250

COMMUNICATIONS

FACILITIES

20-Dec-88

Extended Tot. Net Monthly Total

Price One Time Maint. Ann. Maint.
9,294 9,29 998 47,902
9,988 9,988 4,183 250,960

19,281 298,861
20-Dec-88

Extended Total Net vearly Total

Price One Time Cost Ann. Cost
50 82,500
15 14,250
96,750
1,559,250
A-14

©1989 Index Group, Inc.
All rights reserved.
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Appendix B

Case Analysis: American Equipment Corporation

This appendix presents a detailed cost analysis of the American Equipment
corporate network.

The 5,700-terminal [BM-based network is centralized. Its two major data
centers are connected with each other by multiple 56 KB trunk circuits. All
locations are supported by leased line facilities; there is minimal dial-up
access. All routes have at least one alternate backup route and the
capability to use dial backup facilities.

The network supports a workload of 70,000 transactions per day, primarily
in support of production applications and electronic mail. It is operated
around the clock with the exception of 16 hours of scheduled weekend down
time. The availability goal is 99.5%, measured on a monthly basis for the
whole network. The network response time goal is 2 seconds or less. The
network is quite volatile, with user turnover of more than 40% per year.

The network is centrally-managed and supported. The technical support
function of the central support group is split between the two data centers.

[n modeling the network, the study team made three adjustments to enhance
comparability with the other networks under study:

» Access from non-IBM devices were configured as IBM equivalents.
« X.25 and European portions of the network (under separate
management control) were not included in the analysis. Other

international locations were configured as domestic.

» Third party-managed network facilities were configured as in-house,
dedicated facilities.

©1989 Index Group, Inc.
All rights reserved.




The organization of the spreadsheet is straightforward. Summary tabulations
appear first, followed by a section for each of the five network cost
components in the cost-of-network-ownership model. ===

:
£
L
%L
$

©1989 Index Group, Inc.
All rights reserved.
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AMERICAN EQUIPMENT CORPORATION - USCT COST SUMMARY 15-Dec-88
.

$ PER

S-YEAR TOTAL COST ($000) 5-YEAR COST PER PORT (DOLLARS) CHANGE

ACQUIRE OPERATION  CHANGE  TOTALS ACQUIRE OPERATION  CHANGE  TOTALS CHANGE

EQUIPMENT 7,256 708 7,964 1,273 126 0 1,397 0

SOF TWARE 1,580 676 2,255 217 119 0 396 0

WUMAN RESOURCE 5,553 5,995 9,548 0 623 1,052 1,675 526

COMMUN 1 CAT 10NS 594 13,389 13,984 106 2,349 0 2,453 0

FACILITIES 1,425 386 1,811 250 68 0 318 0

TOTALS 10,855 18,711 5,995 35,561 1,904 3,283 1,052 6,239 Rl

$ PER

5-YEAR TOTAL COST ($000) 5-YEAR COST PER PORT (DOLLARS) CHANGE

ACOQUIRE OPERATION CHANGE TOTALS ACQUIRE OPERATION CHANGE TOTALS CHANGE

EQUIP/SFTWR * 8,836 1,383 10,219 1,550 243 1,793 0

HUMAN RESOURCE 3,553 5,995 9,548 623 1,052 1,675 526

COMMUN I CAT IONS 594 13,389 13,984 106 2,349 2,453 0

FACILITIES 1,425 386 1,811 250 68 518 0

TOTALS 10,855 18,711 5,995 35,561 1,904 3,283 1,02 6,239 T 52

* Equipment and software costs are combined to mask the effects of vendor bundling strategies.

B-3

© 1989 Index Group, Inc.
All rights reserved.
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AMERICAN EQUIPMENT CORPORATION - USC7 15-Dec-88

SUMMARY EQUIPMENT AND SOF TWARE

LOCATION NAME EQUIPMENT DOLLARS SOF TWARE DOLLARS
Annual Annual
Acquire Operations Acquire Operations
LOCATION] 1,308,485 35,208 1,069,477 51,732
LOCATIONZ2 676,405 19,248 502, 744 50,028
LOCATION3 590,000 19,368 L 7,500 33,360
LOCAT 1ON& 4,681,200 67,680 0 0
7,256,090 141,504 1,579,721 135,120

€ 1989 Index Group, Inc.
B-4 All rights reserved.




Acronym

3725-001
3725-1561
3725-7100
3725-4772
3725-4911
3725-4931
5865-2
5866-3
5865-7952
3725-8320
DSU-56K
3727-700

Acronym

3725-001
3725-1561
3725-4772
3725-4911
3725-4931
5865-2
5865-7952
3725-8320
DSU-56K
3174-1L
3727-700

AMERICAN EQUIPMENT CORPORATION - uSC7

NETWORK CENTRAL
Quantity Description

3725 CNTLR. MOD 1
3725 CHNL ADAPTER
1 M8 EXPANSION
LAB TYPE B
LIC TYPE 1
LIC TYPE 3
167 18M 9600/4800 DBU
21 1BM 14.4 DBU MODEM
188 2 WIRE SNBU
2 TWO PROCESSOR SWITCH
9 CODEX 56KB DSU
2 OPERATOR'S CONSOLE

&

CENNSN

TOTAL EQUIPMENT COSTS

AMERICAN EQUIPMENT CORPORATION - USC7

DEVELOPMENT CENTER

Quantity Description

2 3725 CNTLR. MOD 1

4 3725 CHNL ADAPTER

2 LAB TYPE B

15 LIC TYPE 1

2 LIC TYPE 3
60 18M 9600/4800 DBU
60 2 WIRE SNBU

2 TWO PROCESSOR SWITCH
7 CODEX 56KB DSU

9 LOCAL TERMINAL CNTLR

1 OPERATOR'S CONSOLE

TOTAL EQUIPMENT COSTS

LOCATIONT

Percent
For Net.

100
100
100
100
100
100
100
100
100
100
100
100

LOCAT ION2

Percent
For Net.

EQUIPMENT

Unit
Price

75,000
6,750
6,000

26,400
2,600
3,000
4,000
6,650

450
4,000

1,095
2,390

EQUIPHENT

Unit
Price

75,000
6,750
26,400
2,600
3,000
4,000
450
4,000
1,095
12,950
2,390

Extended
Price

150, 000
27,000
12,000
52,800

Extended
Price

150,000
27,000
52,800
39,000

6,000

240,000

27,000
8,000
7,665

116,550

2,390

15-Dec-88

Tot. Net Monthly Tot. Net
One Time Maint. Ann. Cost
150,000 232 5,568
27,000 9 408
12,000 & 96
52,800 30 720
124,800 2 1,152
27,000 2 216
668,000 12 24,048
139,650 0 0
84,600 1 2,256
8,000 3 72
9,855 0 0
4,780 28 672
1,308,485 35,208
15-Dec-88

Tot. Net Monthly Tot. Net
One Time Maint, Ann. Cost
150,000 232 5,568
27,000 9 408
52,800 30 720
39,000 2 360
6,000 2 48
240,000 12 8,640
27,000 1 720
8,000 3 72
7,665 0 0
116,550 22 2,376
2,390 28 336
676,405 19,248

B-5

Comments

3 domestic locations, 1 international location

2 - INTL, 19 FOR SALES OFFICES

BACKUP FOR ALL MODEMS

Comment s

LOCAL SITES CONTROLLED BY LOCATIONZ

1989 Index Group, Inc.
All rights reserved.




AMERICAN EQUIPMENT CORPORATION - usc7

LOCATION3 EQUIPMENT

OTHER DOMESTIC LOCATIONS

Percent unit

Acronym guantity Description for Met. Price
3174-1R 39 REMOTE TERM. CNTLR. 100 9,950
3720-001 4 3720 CNTLR. 100 37,500
3725-4911 10 LIC TYPE 1 100 2,600
3727-700 4 OPERATOR'S CONSOLE 100 2,390
DSU-56K 2 CODEX 56KB DSU 100 1,095
5866-3 2 IBM 14.4 DBU MODEM 100 6,650
5865-7952 2 2 VIRE SNBU 100 450

TOTAL EQUIPMENT COSTS
AMERICAN EQUIPMENT CORPORATION - usc? LOCAT1ON& EQUIPMENT

OPERATIONS CENTERS

Percent Unit

Acronym Quantity Description For Net. Price
3174-1R 282 REMOTE TERM. CNTLR. 100 9,950
5866-3 282 IBM 14.4 DBU MODEM 100 6,650

TOTAL EQUIPMENT COSTS

Extended
Price

388,050
150,000
26,000
9,560
2,190
13,300
900

Extended
Price

2,805,900
1,875,300

SR M-M
15-Dec-88
Tot. Net Monthly Tot. Net
One Time Maint. Ann. Cost Comments i
388,050 20 9,360
150,000 175 8,400
26,000 2 240
9,560 28 1,344
2,190 0 0
13,300 0 0 SUBSTITUTED FOR 19.2 AT 2 INT'L LOCATIONS
900 1 24 SUBSTITUTED FOR 19.2 AT 2 INT'L LOCATIONS
590,000 19,368
15-Dec-88
Tot. Net Monthly Tot. Net
One Time Maint. Ann. Cost Comments
2,805,900 20 67,680 167 remoterint’l, 55 sales ofcs, 60 remotes from LOCATIONZ
1,875,300 0 0
4,681,200 67,680
©1989 Index Group, Inc.
B-6 All rights reserved.




AMERICAN EQUIPMENT CORPORATION - USC7

NETWORK CENTRAL

Acronym Quantity
5665-289-408
5665-289-400
5665-285-408
5665-285-40D
5665-362-408
5665-362-400
5665-403-408
5665-403-400
6665-272-408
5664-308-408
5668-854-408
5668-854-400
5735-XxB-8
S735-XXB-D
5665-333-408
5668-9818
5668-9810
5664 -202

B I I

TOTAL FOR

Percent

pescription

ACF VIAM V3 MVS/XA
ACF VIAM V3 MVS/XA
TSO/E MVS/XA 1.3.0
TSO/E MVS/XA 1.3.0
NETVIEW MVS XA
NETVIEW MVS XA

CICS MVS/XA

CICS MVS/XA

IMS-DC

VM/XA SP RELZ GRP 40
ACF NCP / 3725
ACF NCP / 3725
EP RELEASE &
EP RELEASE &
NET. PERFORM. MON.
NPSI NCP X.25 R 4.3
NPSI NCP X.25 R 4.3
NETDA NET DESIGN AID

LOCATION

For Net.

Price

LOCATION] SOFTWARE

Unit Extended Tot. Net
Price

108,420 108,420 108,420
81,380 81,380 81,380
28,640 28,640 28,640
21,465 21,465 21,465
60,240 60,240 60,240
45,165 45,165 45,165
119,280 119,280 119,280
89,470 89,470 89,470
240,000 240,000 240,000
216,000 216,000 216,000
2:,085 2,085 2,085
1,875 1,875 1,875
1,365 1,365 1,365
1,025 1,025 1,025%
36,720 36,720 36,720
770 770 770
577 Sr7 S
15,000 15,000 15,000
1,069,477

B-7

Monthly
One Time Maint.

302

321
Lra

335
335
0

15-Dec-88

Tot. Net
Ann. Cost

3,624
3,624
1,044
1,064
1,536
1,536

0

0
6,900

0
8,340
8,340
3,852
3,852

0
4,020
4,020

0

~ S\, 732

© 1989 Index Group, Inc.
All rights reserved.




AMERICAN EQUIPMENT CORPORATION - USCT

DEVELOPMENT CENTER

Acronym guantity Description
5665-289-40D 1 ACF VTAM V3 MVS/XA
5664 -280-408 1 ACF VIAM V3 VN/SP
5665-285-400 1 TSO/E WVS/XA 1.3.0
5665-362-400 1 NETVIEW MVS XA

5664 - 2046-400 1 NETVM VM FOR GRP 40
5665-403-400 1 CICS MVS/XA
6665-272-400 1 IMS-DC

5668854 -40D 1 ACF NCP / 3725
5668-854-400 1 ACF NCP / 3725
5735-XXB-D 2 EP RELEASE &
5668-9810 2 NPS1 NCP X.25 R 4.3
5664 - 188-408 1 RSCS VERS. 2 WM

TOTAL FOR LOCATION

AMER | CAN EQUIPMENT CORPORATION - USCT

OTHER DOMESTIC LOCATIONS

Acronym guantity Description
5668-854- 200 4 ACF NCP / 3725

TOTAL FOR LOCATION

LOCATION2 SOFTWARE

percent Unit

For Net. Price

100 81,380
100 44,940
100 21,465
100 45,165
100 27,070
100 89,470
100 180,000
100 1,875
100 1,875
100 1,025
100 577
100 5,300

LOCATION3 SOFTWARE

percent Unit
fFor Met. Price

100 1,875

Extended
Price

81,380
44,940
21,465
45,165
27,070
89,470
180,000
1,875
1,875
2,050
1,154
6,300

Extended
Price

Tot. Net Monthly
One Time Maint.
81,380 302
44,940 247
21,465 87
45,165 128
27,070 90
89,470 0
180,000 575
1,875 695
1,875 695
2,050 21
1,154 335
6,300 38
502, 744
Tot. Net Monthly
One Time Maint.
7,500 695
7,500
B-8

15-Dec-88

Tot. Net
Ann. Cost

o
L]
&~

- = =

BEER

S23EES
oo oocoo

v
P
o
~
(=]

15-Dec-88

Tot. Net
Ann. Cost
33,360

—e

33,360

© 1989 Index Group, Inc.
All rights reserved.




AMERICAN EQUIPMENT CORPORATION - usc?

Acronym Quantity Description

1 SMGMT 1S MANAGEMENT
DCOMMGMT DATA COMM. MGMT.
NETMON-1 NET. MONITOR LEVEL 1
TECH-1 TECHNICIANS LEVEL 2
FEPPGMR FEP PROGRAMMER
NETPLAN NETWORK PLANNER
NETADMIN NET ADMINISTRATOR
ADMCLRK ADMIN. CLERKS
WIRING WIRING TECHNICIAN
SYSPROG SYSTEMS PROGRAMMER
REMSYSCOORD REMOTE SYS. COORD.
APPLPROG APPLICATIONS PROG,
SECY SECRETARIAL SUPPORT

AMERICAN EQUIPMENT CORPORATION - usc?

Acronym Quantity Description

I SMGMT 1S MANAGEMENT
DCOMMGMT DATA COMM, MGMT.
NETMON-1 NET. MONITOR LEVEL 1
TECH-1 TECHNICIANS LEVEL 2
FEPPGMR FEP PROGRAMMER
NETPLAN NETWORK PLANNER
NETADMIN NET ADMINISTRATOR
ADMCLRK ADMIN. CLERKS
WIRING WIRING TECHNICIAN
SYSPROG SYSTEMS PROGRAMMER
REMSYSCOORD REMOTE SYS. COORD.
APPLPROG APPLICATIONS PROG.
SECY SECRETARIAL SUPPORT

TOTAL OPERATIONAL COST

TOTAL CHANGE COST

For Net.

100
100
100

Percent
For Net.

100
100
100
100
100

50
100
100
100

80

80
100
100

HUMAN RESOURCE

o
8

g28888

coosro

.

= 8 »

CoON—=DONON

.

2 888388

-
-

.

vggg8s

.

comrroONOOOO0
288888

(=
o

.

-
=

HUMAN RESOURCE -- CHANGE

-~ OPERATION

Yearly Extended

Salary Cost
80,000 160,000
50,000 100,000
24,000 48,000
35,000 70,000
42,500 85,000
45,000 90,000
45,000 90,000
25,000 50,000
25,000 50,000
42,500 85,000
25,000 50,000
30,000 60,000
25,000 50,000

Yearly Extended

Salary Cost
80,000 160,000
50,000 100,000
24,000 48,000
35,000 70,000
42,500 85,000
45,000 90,000
45,000 90,000
25,000 50,000
25,000 50,000
42,500 85,000
25,000 50,000
30,000 60,000
25,000 50,000

B-9

15-Dec-88

Total
Ann. Cost

0
0
192,000
0

0
225,000
0
100,000
0
93,500
100,000
0

0

710,500

NCC - 2 FIRST SHIFT, 1 SWING & MID

PLANNING NETWORK CHANGES AND PERFORMANCE MONITORING

HELP FOR TERMINAL AND NETWORK RELATED PROBLEMS

CICS, NCP

REMOTE PROB. DETERMINATION (T

PROJECT MANAGEMENT FOR NETWORK CHANGES

HOST SITE WIRING RESPONSIBILITY
EP PROGRAMMERS INVOLVED IN CHANGE
RELATED AMOUNT OF CHANGE TIME

CICS AND F

CONTROLLER AND NETWORK

AND OPERATIONAL SUPT. FOR NETWORK (NO RED @1 FTE)
ERMINAL SERVICES PEOPLE)

© 1989 Index Group, Inc.
All rights reserved.
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AMERICAN EQUIPMENT CORPORATION - USCT COMMUNICAT IONS 15-Dec-88
]
Percent Unit Extended Tot. Net Monthly Total
Acronym Quantity Description For Net. Price Price One Time Maint, Ann. Maint,
9.6-500 248 500-M1 9.6KB ANLG/D1 100 2,323 576,213 576,213 788 2,345,534 2 - INTL, 19 - SALES, 167 - LOCATION1, 60 LOCATION2
56-00-500 9 500-MI 56 KB DDS 100 1,998 17,978 17,978 3,077 332,328 2 - INTL, LOCATION TO LOC2, 2 - BATCH & 5 - INTERACTIVE
TOTAL FOR CORPORATION 594,191 2,677,862
AMERICAN EQUIPMENT CORPORATION - USC7 f&CILITlES 15-Dec-88
Percent Unit Extended Total Net Yearly Total
Acronym Quantity Description For Net. Price Price One Time Cost Ann. Cost
COND 512 FT2 CONDIT. SPACE 100 0 0 0 50 25,600
UNCOND 3,439 FT2 UNCONDIT. SPACE 100 0 0 0 15 51,585
TOTAL ANNUAL COST 77,185
WIRING 5,700 WIRING COST PER PORT 250 1,425,000
©1989 Index Group, Inc.
B-10 !

All rights rescerved.
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Is your DBMS

really relational?

Rule Zero: For any system that is adver-
tised as, or claimed to be, a relational
data base management system, that sys-
tem must be able to manage data bases
entirely through its relational capabilities.

By E. F. Codd

undergone a very rapid swing in favor of products that ake
modelfor data base management the relational approach to data base management It is hard

presents basic principles for 1o find a vendor that does not claim its DBMS is relational This

de‘m""fﬂg bow relational a swing has been so extensive that some vendors of nonrelational
DBMS have quickly (and recently) added a few relational fea

DBMS producf is —a question tures — in some, cases, very few features — in order to be able
fofdt'eS many buyers today to claim their systems are relational. even though they may not
because almost every vendor mect the simple requirements for being rated “mimmally rela-

g > tional ** We shall refer 1o this kind of DBMS as “"bom again *
claims its DBMS is relational. It is a safe bet that these Johnny-come-lately vendors have not

Some vendors may not realize bow taken the time or manpower [0 investigate optimization tech

ma bey nigues necded in relational DBMS to yield good performance
farfrom the rk ¢ iy i This is the principal reason they continue 1o proclaim the

Pal't 1 performance myth”” — namely, that relational DBMS must -
perform poorly because they are relational!

One consequence of this rapid swing of the market 1o the
relational approach is that products that arc claimed by their
vendors to be relational DBMS range from those that support the
relational mode! with substantial fidelity to those that definitely
do not deserve the label “relational,”” because their support s
only token

Some vendors ¢laim that fourth-generation languages will
provide all the productiviry advantages. This claim conveniently
overlooks the fact that most of these languages do little or
nothing for shared data (the programming language fraterniry

The orfgfnator of the relational I n recent years, the data base management system market ‘has

E. F. Codd 15 the oniginator of the relational model for data base
management. He was the leader of the team that designed and imple-
mented the first operating system aith multiprogrammng capability
Currently he 1s president of The Relational Institute and the Codd &
Date Consulting Group. both based in San Jose, Calif




does not appear to realize that
support for.the dynamic sharing of
data is an absolute requirement). In
addition, there is no accepted theo-
retical foundation for fourth-genera-
tion languages and not even an ac-
cepted, precise definition.

This article outlines a_technique
that should help users determine
how relational a DBMS really is. Ac-
cordingly, | shall discuss the follow-
w.

8 The fidelity of DBMS to the re-
Iational model.

@ The fidelity of the proposed
Ansi SQL standard to the relational
model.

8 Conclusions regarding choosing
a DBMS product.

1 shall not attempt a complete de-
scription of the relational model here
— a relatively brief and concise defi-
nition appears in the article “RM/T

dmm

" The proposed Ansistandard does
not fully comply with*the relational
The fidelity of the proposed Ansi standard to
the relational model is even less than that of
some relational DBMS products. However, the
standard could be readily modified to be more

Jaithful to the model, and pressure should be
brought on Ansi to do so.

Extending the Relational Model to
Capture More Meaning,” (Chapter 2,
“The Basic Relational Model™) in the
Association for Computing Machin-
v's “Transactions on Data Base
Systems” (December 1978). It is,
however, vitally important to re-
member that the relational model in-
cludes three major parts: the struc-
tural part, the manipulative part and

the integrity part — a fact that is
frequently and conveniently forgot-
ten

In this paper, | supply a set of
rules with which a DBMS should
comply if it is claimed to be fully
relational. No existing DBMS prod-
uct that | know of can honestly
claim to be fully relational, at this
time.

The affiliste

Absolutely. Its BPCS. |

Business Planning and Control System
BPCS is the solution. lﬁummﬁmw

BPCS is written in native code to maximize 1BM's Systern/
38 architecture. 50 with BPCS you get the power to take
control of your entire operation today. And the flexibility |
you'll need to grow along with your business tomormow. |
Local BPCS affilistes provide technical support for easy
installation and implementation. network,
MGBMMMha |

, guarantees you a trusted partner in

hn-ﬂ\blndm

BPCS is indeed that real solution. It's designed to
accommodate the broadest scope of business operations but '
can be tailored to meet sach individual user's needs. BPCS
! affirms your control in the most demanding situations.

Ower 700 woridwide users attest to BPCS quality. Get |
the complete software solution designed to coordinate all
your information needs. Get BPCS.

200 Whaest Madison Sreet
incis, U_SA. 60808
(31D &1-2900

Clhrmam edvaars tmmccnam W S

model, because it is based heavily on
that nocleus of SQL that is supported
in comman by numerous vendors.
Moreover, it takes a static, schema-
based approach to data base descrip-
tion — remimascent-ofiCodasy| —
instead of speoifying & comprehen-
sive, dual.-mode data sublanguage
that provides the powerful yet easy
access to relational dsia.bases and
that is-umgue to the rélstional ap-
proach. Thus, the fidelity of the pro-
posed Ansi standard i the relational
maodel 1s even less than that of some
relational DBMS products.

However, the standard could be
readily modified to bemore faithful
to the model, and pressure should be
brought on Ansi to do®o..In fact,
vendors are advised toextend their
products soon in thessrespects so
that they support customers' DBMS
weds more fully and svoid possibly
large customer expensésan applica-
tion program maintensnce at the
time of the improvement.

The 12 rules

Twelve rules are cited below as
part of a test Lo determine whether a
product that is claimed ta-be fully
relational is actually sa._lise of the
term “fully relational"un this report
is slightly more stringént than in my
Turing paper (writtentn-1981). This
is partly because vendors.in their
ads and manuais have transiated the
term “minimally relatidnal” to *fully
relational” and partly because in
this report, we are dealing with rela-
tional DBMS and not rélational sys-
tems in general: whichwouldinclude
mere qUETY-TEPOTTING Systems.

However, the 12 rulés tend to ex-
plain why full supportof the rela-
tional model is in the users' interest.
No new requirements are added to
the relational model. Argrading
scheme is later defined:and used to
measure the degree of fidelity to the
relational modet.

First, | define these Tules. Al-
though | have defined sach rule in
earlier papers, | believesthis to be the
first occurrence of all 12 of them
together

In rules eight through 11, L specify
and require four different types of
independence aimed-at proteeting
customers’ investmentsin applica-
tion programs, terminabactivities
and training. Rules eight-and nine —
physical and logical data indepen-
dence — have been heavily dis-
cussed for many years

Rules 10 and 11 — integrity inde-
pendence and distribution indepen-
dence — are aspects of the relational
approach that havereceived inade-
qQuate attention to date but are likely
to become as important as eight and
nine.

These rules are based an a single
foundation rule, which ¥shall call
Rule Zero

For any system. that is advertised
as, or claimed (o be, a relational
data base mancgement system, that
system must be able (o manage datn
bases entirely through its relational
capabilities.

This rule must hold whether or
not the system supports any non-
relational capabilities of managing
data. Any DBMS that does not satis-
fy this Rule Zero is not worth rating
as a relational DBMS,

One consequence of this rule: Any
system claimed Lo be a relational
DBMS must data base




supporting the information rule and
the guaranteed access rule.

“Multiple-record-at-a-time" in-
cludes as special cases those situa-
tions in which zero or one record is
retrieved, inserted, updated or de-
leted. In other words, a relation (La-
ble) may have either zero tuples
(rows) or one tuple and still be a
valid relation.

Any statement in the manuals of a
system claimed to be a relational
DBMS that advises users to revert to
some nonrelational capabilities "‘to
achieve acceptable performance’ —
or for any reason other than com-
patibility with programs written in
the past on nonrelational data base
systems — should be interpreted as
an apology by the vendor. Such a
statement indicates the vendor has

_Llll'-_-_l".-l n'-__»:e_ull._u:-'.r‘--il
achieving good performance with
the relational approach.

What is the danger to buyers and
users of a system that is claimed to
be a relational DBMS and that fails
on Rule Zero? Buyers and users will
expect all the advantages of a truly
relational DBMS, and they will fail to
get these advantages.

Now | shall describe the 12 rules
that, together with the nine struc-
tural, 18 manipulative and three in-
tegrity features of the relational
model, determine in specific detail
the extent of validity of a vendor's
claim to have a “fully relational
DBMS."”

All 12 rules are motivated by Rule
Zero defined above, but a DBMS can
be more readily checked for compli-
ance with these 12 than with Rule
Zero,

CITE xaculion 1

»

Rule 1: All
information in
a relational data
base is represented
explicitly at the
logical level and in
exactly one way —
by values in tables.

The information rule.

Rule 1: All information in a rela
tional data base is represented ex-
plicitly at the logical level and in
exactly one way — by values in
tables.

Even table names, column names

What looks
like a neighborhood,

acts like a hotel,
and feels just like

Answer:

i .1'.1I. LU 2OM 5P .'ILIJUL! (2)] -'4‘5{113 S\-‘
: NNT
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| | gy—
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and domain names are répresented
as character strings in some Lables
Tables containing such names are
normally part of the built-in system
catalog. The catalog is accordingly a
relational data base itsell — one that
is dynamic and active and represents
the metadata (data describing the .
rest of the data in the system)

The information rule is enforced
not only for user productivity but
also to make it a reasonably simple
job for software vendors to define
additional software packages (such
as arplication development aids, ex-
pert systems and so on) that inter-
face with relational DEMS and, by
deflinition, are well integrated with
the DBMS.

That is, these packages retrieve
information already existing in the
catalog and, as needed, put new in-
formation in the catalog by the very
act of using the DBMS

An additional reason to enforce
this rule is to make the data base
administrator's task of mamtaining
the data base in a state of overall
integrity both simpler and more ef-
fective. There is nothing more em-
barrassing to a data base administra-
tor than being asked if his data base
contains certain specific information
and his replying after a week's ex-
amination of the data base that he
does not know

Guaranteed access rule.

Rule 2: Each and every datum
(atomic value) in g relational data
base is guaranieed (o be logically
arcessible by resorting lo a combina-
tion of table name, primary key val-
we and column name.

Clearly, each datum in a relational
data base can be accessed in & nch
variety — possibly thousands — of
logically distinct ways. However, it
18 important to have at least one
way, independent of the specific re-
lational data base, that is guaran-
tecd, because most computer-onent-
ed concepts (such as scanning
successive addresses) have been de-
liberately omitted from the relation-
al model.

Note that the guaranteed access
rule represents an associative ad-
dressing scheme that is unique to the
relational model. The rule does not
depend at all on the usual computer-
oriented addressing. However, the
primary key concept is an essential
part of it

Systematic treatment of null val-
aes

Rule 3: Null values (distinct from
the empty character string or a
string of blank characters and dis-
tinct from zero or any other number)
are supporied in fully relational
DBMS for representing missing in-
Jormation and inapplicable infor-
mation in a systemaltic way, inde-
pendent of data type.

To support data base integrity, it
must be possible 1o specify “nulls not
allowed™ for each primary key col-
umn and for any other columns
where the data base administrator
considers il an appropriate integrity
constraint (for example, certain for-
eign key columns).

Past technigues entailed defining
a special value (peculiar to each col-
umn or field) to represent missing
information. This would be most un-
systematic in a relational data base
because users would have 1o employ
different techniques for each column
or domain — a difficult task because




would decrease user produc
tvity). *

“ Dynamic on-line catalog
based on the relational
model.

Rule §: The data base de
scription is represented at
the logical level in the same
way as ordinary data, so
that authorized users can
apply the same relational
language to its interrogation
as they apply to the regular
data

One consequence of this is
that each user (whether an
application programmer or
end user) needs to learn only
one data model — an advan-
tage that nonrelational sys-
tems usually do not offer
(IBM’s IMS, together with its
dictionary, requires the user
to learn two distinct data
models).

Another consequence is
that authorized users can
easily extend the catalog to
become a full-fledged, active
relational data dictionary
whenever the vendor fails to
do so.

Comprehensive data sub-
language rule.

Rule 5: A relational sys-
tem may support several
languagrs and various
modes of terminal use (for
example, the fill-in-the
blanks mode ). Howrver,
there must be at least one
language whose stalemenls
are expressible, per some
well-defined syntiar, as char-
acter strings and that is
comprehensive in support-
ing all of the following items:

B Data definition

8 View definition

8 Data manipulation (in-
teractive and by program)

B Integrity constraints.

8 Authorization

8 Transaction bound
aries (begin, commit and
rollback)

The relational approach is
intentionally highly dynamic
— that is, it should rarely be
necessary to bring the data
base activity to a halt (in
contrast to nonrelational
DBMS). Therefore, it does
not make sense to separate
the services listed above into
distinct languages

In the mid-'70s, the Ansi
Standards Planning and Re-
quirements Commillee gen-
erated a document advocat-
ing 42 distinct interfaces and
(potentially ) 42 distinct lan-
guages for DBMS. Fortunate
Iy, that idea has apparently
been abandoned

View updating rule.

Rule 6: All views that are
theoreticully updatable are
also updatable by the sys-
fem

Note that a view is theo-
retically updatable if there
exists a time-independent al-
gorithm for unambiguously
determining a single series of
changes to the base relations
that will have as their effect
precisely the requested
changes in the view. In this

Lo include insertion and dele-

tion as well as modification

High-level insert, update
and delete.

Rule 7: The capability of
handling a base relation ur
a derived relation as a sin
gle aperand applies not only
to the retricval of data but
also to the insertion, updat:
and deletion of data

This requirement gives
the system much more scope
in optimizing the efMcency

Looking for the first
lications deve

CICS app
that’s as versatile as you are?

on-fime actions

It allows the system to deter
mine which access paths to
exploit 1o abtain the most
efficient code

It can also be extremely
mmportant in obtaining effi-
clent handling of transac-
Lions across a distributed
data base. In this case, users
would prefer that communi
cations costs are suved by
avoiding the necessity of
fransmitiing a separate re
quest [or each record ob
tained from remote sites

Rule 4: The data base description
is represented al the logical level
in the same way as ordinary data,
so that authorized users can apply
the same relational languagye to its
interrogation us they apply
to the regqular data.
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dence.

Rule 8: Application pro-
grapis and terminal activi-
ties remain logically unim-
pared whenever any changes
are made in either storage
representalions or aecess
methods

To handle this, the DBMS
must support a clear, sharp
boundary between the logi-
cal and semantic aspects on
the one hand and the physi-
cal and performance aspects
of the base tables on the oth-
er; application programs
must deal with the logical
aspects only.

Nonrelational DBMS rare-
ly provide complete support
for this rule — in fact, |
know of none that do.

Logical data indepen-
dence.

Rule 9: Application
programs and terminal acti-
vites remain logically unim-
pared when information-
preserving changes of any
kind that theoretically per
mit unimpairment are made
to the base tables

Take the following two
examples: splitting a table
into two tables, either by
rows using row content or by
columns using column
names, if primary keys are
presersed in each result; or
combining two tables into
one by means of a nonloss
Join (Stanford University
and MIT authors call these
Joins “lossless” ).

To provide this service
whenever possible, the
DBMS must be capable of
handling inserts, updates
and deletes on all views that
are theoretically updatable.

Ly constraints are defined in
terms of the high-level data
sublanguage and the defini-
tions stored in the catalog,
not in the application pro-
grams

Information about inade-
quately identifed objects is

never recorded in a relation-
al data base. To be more spe-

cifie, the following two in-
tegrity rules apply to every
relational data base

Entity integrity. No com
ponent of a primary key is

This rule permits logical data [

base design to be changed
dynamically if, for example,
such a change would im-
prove performance.

The physical and logical
data independence rules per-
mit data base designers for
relational DBMS to make
mistakes in their designs
without the heavy penalties
levied by nonrelational
DBMS. This. in turn, means
that it is much easier to get
started with a relational
DBMS because not nearly as
much performance-onented
planning is needed prior to
“blast-off ™

Integrity independence.
Rule 10: Integrity con-
straints specific to a parlic-

ular relational data base
must! be definable in the re-
lational data sublanguage
and storable in the catalog,
not in the application pro-
grams.

In addition to the two in-

tegrity rules (entity integrity

and referential integrity)
that apply to every relation-
al data base, there is a clear
need to be able to specify
additional integrity con-
straints reflecting either
business policies or govern-
ment regulations

Assume the relztional
thiully refl

podel 1

allowed Ler have a null value

Referential integrity. For
each distinet nonnull foreign
key value in a relational data
base, there must exist a
matching primary key value
from the same domain

I, as sometimes happens,
either business policies or
government regulations
change, it will probably be-
COME necessary to change
the integrity constraints
Normally, this can be accom:
plished in a fully relational
DBMS by changing one or

Rule11: A
relational
DBMS has
distribution
independence.

more of the integrity state-
ments that are stored in the
catalog

In many cases, netther the
application programs nor the

terminal activities are logi
cally impaired

Nonrelational DBMS rare-
Iy support this rule as part
of the DBMS engine, where it
belongs. Instead, they de-
pend on a dictionary pack-
age. which may or may not
be present and can readily be
by passed

Distribution indepen-
dence.

Rule 11: A relatiumal
DBMS has distmibution inde-
pendence
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By distribution indepen-
dence. lgnean that the DBMS
has @data sublanguage that

wnables application pro-
grams and terminal activities
to remain logically unim-
paired

8 when data distribution
is first introduced (i1 the
originally installed DBMS
manages nondistrnibuted data
only)

® when data is redistrib-
uted (if the DBMS manages
distributed data)

Note that the definition is
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carefully worded so that
both distributed and nondis-
tributed DBMS can fully sup-
port Rule 11. iBM's SQL/DS
and DB2, Oracle Corp.'s Ora-
cle and Relational Technol-
ogy, Inc.’s Ingres (all nondis-
tributed in present releases)
fully support this rule

This has been demonstrat-
ed as follows: SQL programs
have been writlen to operate
on nondistributed data (us-
ing System R) run correctly
on distributed versions of
that data (using System R*,
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the IBM San Jose Research
Laboratory prototype), and
the distributed Ingres project
at the University of Califor
nia at Berkeley has shown
the same capability for the
Quel language of Ingres

It is important to distin
guish distributed processing
from distributed dat+. In the
former case, work (for exam
ple, programs ) is Lransmitted
to the data; in the latter case
data is transmutted to the
work. Many nonrelational
DBMS support distributed

processing but not distyibat
ed data. The only systems
thut suppart the concept of
making all the dist ributed
data appear 1o be local are
relational DEMS Lhiese are
prototy pes right now
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tLivity treats the
data as 10t wers all b
the site where the apphica
Tion program or termonel e
vty s being e xeruted

A fully relational [HMS
that dies not suppart dis
tributed data bases has the
capatniiny of teing Fxtended
Liy prov ide 1hat <upguort
whitle leaving application
pregrams and termunal actav
e~ logically unimpared
tath at the time of initial
distribution and whenever
later redistribution s made

There are {our ympersrtam
reasons why relatonal
DBMS enjoy thas ady antage

8 Decomposition Mexi
bility in deciding how 1o de
ploy the dara

8 Recomposition power
of the relatisnal operators
when combining the results
of subtransac Linns sxecyted
at different sites

B Economy of transmis
sion resulting friom the fact
that there nesd not e s re
quest message sent for each
record to be retrieved from
J.]I_\ Fermil e <1

® Analyzability of intemt
towing to the very igh evel
of relational languages) for
vastly improved optumiza
tion of execution

Nonsubversion rale.

Rule 12: If 1 relatiomal
system has a low devel (sin
gle-record-at-a-time ) lun
guage. that low It vl canmet
be used to subrert u hypass
the integrity rulvs and com
strainls vaxpressed in the
higher level relational lan
quage [ multiple-records-at
a-fime )

In the relational ap
proach, preservation of in-
tegrity is made independent
of logical data structure to
achieve integnity mdepen-
dence. This rule is exiremely
difficult for a “"born-again”™
system Lo obes because such
asystem already supports an
interface below the relation-
al constraint interface. Ven-
dors of "born-again’ sys-
tems do not appear o have
given this problem adeguate
attention

(Part tuw the practical con
sequences of the |2 rules and
an eraluation of certain

products against the rela
tional model. )
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Does your DBMS

run by the rules?

7o be “mid-80s” fully relational, a

DBMS must support all 12 basic rules

plus nine structural, 18 manipulative

and all three integrity rules. There

will be more requirements by the 1990s.

Last week, the originator of the
relational model described the 12
rules by which to measure any
DBMS claiming to be relational.
This week, Dr. E. F. Codd presents
the practical consequences of bis 12
rules as well as 30 additional
Jeatures of a relational system. Then
be asks vendors to measure up.

Part 2

By E. F. Codd

o exssting DBMS product that | know of can honestly claim
to be fully relational at this ime. The proposed ANSI
standard does not fully comply with the relabonal model, so
a DBMS’ fidelity to the ANSI standard is no guarantee of relational
capability. The standard could be modified, but alreadv vendors are
well advised to extend their products beyond the standard to support
customers’ DBMS needs fully
in their ads and manuals, vendors have translated the term
mirumally relabonal” to “fully relatonal.” so more stnngent cntena
must be applied Twelve rules (below) compnse a test to determine
whether a product that s claimed to be fully relational s actually so
A grading scheme used to measure the degree of fidelity to the
relational model follows
A DBMS advertised as relational should comply with the follow-
ng 12 rules
The mformation rule
The guaranteed access rule
Systematic treatment of null values
Active on-line catalog based on the relahonal model
The comprehensive data sublanguage rule
The view updating rule
High-level insert, update and delete
. Physical data independence
9 Logical data independence
10 Imegrity independence
11 Instribution independence
12. The nonsubversion rule

G~ O Ut oda W b o=

L F Codd origmated the relational model for data base management
He led the team that designed and implemented the first operating
sustem with multiprogramming capability. This year he established tuv
compantes with Chras Date. The Relational Institute and the Codd &
Date Consulting Growp, both based i San Jose, Calif




single foundation rule. | call
it Rule Zero:

For any system that is ad-
vertised as, or claimed Lo be,
a relational data base man-
agement system . that sysiem
must be able to manage data

whether or not the system
supports any nonrelational
capabilities of managing
data. Any DBMS that does
not satisfy this Rule Zero is

« Our new UPS
s indeed a

perfect match for IBM. It

tional DBMS.

But compliance with Rule
Zero is not enough. Failure to
support the information rule,
guaranteed access rule, sys-
tematic nulls rule and cata-
log rule can make integrity
impossible to maintain.
These four rules support sig-
nificantly higher standards
for data base administration
and control (authorization
and integrity control) than
earlier DBMS supported. Us-
ers should remember that a

provides the kind of power

protection necessary for IBM systems. And only Elgar is
plug-n compatible with both the CPU and penpherals

for fast, easy installation

= Our new UPS 1s packed with qualtty features for trouble-free
periormance Only Eigar has +4% dynamic power regulation

We gelrver more precise power 1o your computer than any

other UPS you can buy Our new UPS costslessto ingtall . . to run

and mantain

tional DBMS is likely to have
both experienced and inex-
perienced users; it must be
able to serve both.

Rule Zero not enough

Rules | and 4, the infor-
mation and catalog rules, al-
low people with appropriate
authorization (such as exec-
utives of the company) to
find out easily via terminal
what information is stored in
a data base. | have encoun-
tered data base administra-

tems who were unable to
determine if a specific kind
of information was recorded
in their data base.

Rule 3, which calls for the
inclusion of systematic sup-
port for unknown and inap-
plicable information by
means of null values that are
independent of data type,
should help users to avoid
foolish and possibly costly
mistakes. The treatment of
nulls, when aggregate func-
tions such as total and aver-

« Want more? R fits in your office. It's so quiet youll hardly know it's running. And it's backed

by a no-nonsense TWO YEAR WARRANTY from Elgar . . _ the leader in qualty power

protecton systems

= Get the full story on our new TFSenes UPS for mini computers
Call toll free: 800-854-2213, Dept. 8.

L p——— o ———— ——— o

£LGAR

An Onan Operating Unst

9250 Brown Deer Road
San Diego. California 92121
(619) 450-0085 Telex 211063
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siderable interest for users.
The Oracle DBMS in particu-
lar has an outstanding ap-
proach to null values, The
user may specify whether
the aggregate function is to
ignore null values or yield a
null result if any null value
is encountered.

In general, controversy
still surrounds the problem
of missing and inapplicable
information in data bases. It
seems to me that those who
complain loudly about the
complexities of manipulating
nulls are overlooking the
fact that handling missing
and inapplicable information
is inherently complicated.
Going back to programmer-
specified default values does
not solve the problem.

Rule 5, the comprehensive

The ANSI
standard as
now proposed is
quite weak. It
Jails to support
RUMETOUS
features users
need to reap the
advantages of
the relational
approach.

data sublanguage rule, is im-
portant for several reasons.
First, it allows programmers
to debug thei: data base
statements interactively,
treating them separately
from whatever nondata base
statements occur in their
programs — a significant
contributor to productivity.
Second, it means that a sin-
gle tool can be used for defin-
ing relations derived from
the data base, whatever the
purpose. The view updating
rule, Rule 6, is vital for the
system Lo support logical
data independence

Rule 7, which requires a
multiple-record-at-a-time at-
tack on insertion, update and
deletion, can help save a
good portion of the total cost
of intersite communication
in a distributed data base. If
the system includes a good
optimizer (an important com-
ponent in relational DBMS
performance), this rule can
also result in substantial sav-
ing of CPU and 1/0 time,
whether the data base is dis-
tributed or not.

Failure to support inde-
pendence (Rules 8 through
11) can, and very likely will,
result in skyrocketing costs
in both money and time. De-
veloping and maintaining ap-
plications programs and ter-
minal activities will be more
expensive. Managers may
even be unwilling to consider
changing certain business
policies simply because of
the anticipated program
maintenance costs

Rule 12, the nonsubver-
sion rule, is crucial in pro-

™
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| relational data bases. All too

frequently, | have seen situa-
tions in which data base ad-

Many ‘users confuse the

2 domain concept with the
concept of attribute of s rela-
tion or column of a table.
Other people (often the ven-
dors themselves) dismiss the
domain concept as “academ-
ic.” My reply to them is: The
atom bomb was also academ-
!

In fact, the domain con-
ocept 1S Very important, prac-
tical and simple. A domain
consises of the whole set of
legal values that can octur in
2 column. The column draws
its values from the domain.
Each column of a relational
data base has precisely one
domain, but any number of
columns may share a do-
main. There are several rea-
sons why domains should be
supported

For example, in a finan-
cial data base, there may be
as many as 50 distinct col-
umns (possibly, bul not nec-
essarily, in distinct tables)
defined around the 'S, cur-
rency domain Why repeat
the definition of currency 50
times” In data bases support-
ed by nonrelational systems,
1 frequently observe many
mconsistent declarations of
value type for fields that
were intended Lo have the
same Lype

It is unreasonable 1o ex-
pect a DBEMS 1o store all the
legal values in a domain, un-
less there happen to be very
few However, it is entirely
reasonable — and very
worthwhile — to insist that
a DBMS should store certain
values

® For each domain, a de-
scription of the type of val-
wes in that domain. This in-
formation is global since it
applies to the entire data-
base. and it should of course
be recorded in the catalog

® For each column, the
name of Lhe domain from
which that column draws its
values This domain name 1s
a reference (o the global defi
mton

(M course, the domain de-
scription can include range
restricuons For example, it
cousld specily that quantities
of parts in an inventory must
not only be integers. they
must also be non-negative

Furthermore, individual
columns may include addi-
tonal range restrictions
where these are semantically
pustifiable In thas example,
the gquantities of very expen-
sive parts held in the inven-
tory may be hmited to some
specilied maximum

One of the benefits of sup-
porung the domain concept
s Lhat, in cases where sever-
al rolumns share a common

L dusdiun. e deciarabion of

values is largely or even dent. The factoring of decla-
completely factored out. For  ration that prevents these
example, when there are 50  errors is achieved in Digital
distinct columns defined on uipment Corp.'s RDB,
U.S. currency, the data base  which has a concept of

is much easier to manage and “global field definition.” But
manipulate if one avoids RDB fails to support domain
making 50 distinct declara- constraints on certain opera-
tions for U.S. currency. tions, such as join.

Before the relational disci- Another benefit of sup-
pline arrived, users had to porting the domain concept
make separate declarations,  is that relational operators,
and as a result, many of the  such as joins and divides,
50 in the example would that involve comparison of
turn out to be incompatible values between different col-

the system, A DBMS can al-  URWISe business GECTSIORE ™™

low data base values to be
compared only when they
come [rom the same domain
and are therefore compara-
ble from the semantic view-

Such a constraint inhibits
errors caused by interactive
users of terminals who
choose columns to be com-
pared in such operations as
Jjoins. The wrong answers
they obtain from these er-
rors rarely uncover the er-

may be made based on these
WTrong answers,

For various reasons, it is
important Lo support as a
qualifier in a command what
I call “semantic override” —
the ability to have the sys-
tem ignore the usual compar-
ison constraints. Users
should be able to authorize
this override qualifier sepa-
rately from the operator in-
volved and should authorize
it rarely, reserving it chiefly
for detective work.

with one another by acci-

umns can be constrained by

rors themselves; meanwhile,

TO INSURE THAT EVERYONE
CAN ACCESS DATA, TRANSAMERICA
USES INTELLECT AT EVERY
LEVEL OF THE PYRAMID.

“We use INTELLECT because
we want to gwe our I.Iil‘.'f‘! I

—Mr.(;ﬁ Rahmqvist, Senior

Systems Manager, Information
Systems, Transamerica
Insurance Group

Transamenica Insurance Group 1s
recognized for the pyramid-shaped
building of its parent. Transamerica
Corporation, and for being one of the
country’s lkeading commercial and per
sonal insurance companies. In some
quarters, Transamenca 1s also recog
nized for its vanety of innovative
INTELLECT applications.

At Transamenca they see INTELLECT
as more than a state-of-the-art natural
language information retrieval system.
They see it asa new way 1o do business:
Giving all their end users—even those
with no computer skills—instant access
to more information than they'd ever
had before.

“When they saw how easy,
fast, and resource-effective it
was to use, INTELLECT
became a very tool
—Ms. Sundrn
Information Ce-n!er Sy stem

Ome Vice President uses INTELLECT
1o get the most current information on
prermiums and losses. and for longer term
strategc planning with requests such as,

Give me the total June 1ums and
losses for each region.” Kegional offices
use INTELLECT for a vanety of tasks
including asking INTELLECT to: “Tell
me all about pohicy number YB5798Y7"
Persannel keeps track of emplovee

" records, EEQ compliance, human

resource utilization, and more, by :
tioning INTELLECT in plain English
Payroll, Clamms, Underwnting. and Serv:
kes alsouse a vanety of INTELLECT
applications. So from the top of the
riuyra.mni nght down to the mailroom,

ransamenca is using INTELLECT 1o
work faster and smarter.

“After just minimal training,

" P RTELLECT friquent

and eﬁeﬂu

—McCarl nhmq\m
After some initial

implementation

assistance from AIC,

Transamenca’s Information Center took
over, developing custom INTELLECT
\j:pu:atms for each department.
r Rahn\q\ ist and Ms Dahlgrm
of Transamerica's “veteran”
L\'TELL users to go into the fheld to
train lhmmr?: larﬂpma]n € per-
sonne! in using the company's i
cations. Transamerica’s IN’TELLE’C i
Stafi company personnel
use INTELLECT more effectively.
They ve also devised several methods
for ena users to access their many
INTELL applications. Easily under-
stood menu screens help beginning
users work faster, while expenenced

mmn use an express mode for their
tion needs.

saved both time and money
unnglNTELLECT loobmnb’
information.’

pertinent in
—Ms. Sandra Dahigren

Anyone who can ask a mn
t-\'eryda,\' conversational English can get
the information he or she needs. Imme-
diately. You can imagime how much time
asvstem like that can save an information-
dependent organization like Transamenica,
Combine that with the ability to get more
people into the svstem and you can see
how I\TELLECT has increased the
pyramid’s pow

Find out hou l\TELLEL‘I‘an

vour organization into better shape.

Tite for 2 free demo diskette. Or for

fast action, call AIC ar (617) 890-8400,

=
| want to know more about i
INTELLECT’ i
Nare l
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s VAICMS . MVS s
-Pta- et e et ow abant
INTELLECT
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Even w the domain concept is
restricted to Bss types to data,
it should notibe confused with the
hardware-su data type. Con-
sider the ple of a data base
listing supplifrs, parts and projects.
Suppose the Nardware-supported
data types of supplier serial numbers
and part serial numbers are identi-
cal: each type consists of fixed-
length strings of 12 characters. The
system still needs to keep these two
data types distinct and remeniber
which columns are defined on one
and which columns are defined on
the other

If it can make these distinctions,
then when a request comes in to
delete or archive all records contain-
ing X3 as a supplier serial number,
the system can handle such a trans-
action correctly. The system will not
delete or archive any record that
contains X3 as a part serial numher
and that also does not contain X3 as
a supplier serial number

Today. such a data type is often
called an application data type The
concept is supported in Pascal but in
very few other languages that enjoy
current use. The Pascal support does
not, of course, include constraints on
selects, unions, joins and divides

The domain concept is basically
what makes all the meaningful se-
lects, unions, joins and divides
known to the DBMS. Thus, the do-
main makes the data base meaning-
fully integrated, and it dacs so with-
out prejudicing distributability.

Contrast this with CODASYL links
and IMS hierarchic links. They rep-
resent the CODASYL and IMS con-

cept that a link “integrates an other-
wise unintegrated data base," but
they have several unfortunate re-
strictions. Most importantly, they
obstruct data base distribution be-
cause of the constraints and com-
plexity their data structures intro-
duce into decisions regarding how
the data should be deployed.

A second serious drawback of
links is that they are only paths
Generation of a result such as a join
requires traversal of these paths by
the application program. It seems su-
perfluous to cite other difficulties
with this concept

Many relational DBMS and lan-
guages including SQL do not support

T S O users
DSM (Data Set Manager)
Improves TSO Performance

-
-

I3t

® DS provides i screen displays of cataloged Mles and supporta TS0
Funclions with semple  casl (o-remember COmmand names

¢ DAM supports BPF, FSE CLISTs and Command Processors. DSM's
Arxiie desegn sllows csery Lo defime Lheir own < ommands

® DAM e commands nchade: DELFTE. REMAMI . COPY, SURMIT, PRINT,
COMPRE LS Rekesse unused space. List PD'S members and deaiorate.

S Dl supports PDS member displeys. HSM and M55

® Secauwity? Ower wser exit ieta you control sl functions

Cal or Wrike lor detadia:

1 Iinformation rule Yes No No
2 Gueranteed access ruie Partial No No
+ 3 Systematic treatment of nults Partial No No
| 4 Active catslog based on resource Yes No No .
management ]
5 Comprehensive data sublanguage Yes No "o A
6 View-updating nule No No No
7 Hgh-evel insert, updale, delete Yes No No
8 Physical data independence Yes Partial Parial
9 Logical data independence Partial No No =
10 integrity independence No No NO x
11 Distribution independence Yes No No 2
-
12 Nonsubversion rule _Yes No _No L3
Score (1 for yes. O otherwise) 7 ] ]
P Iy . a s ; . h 7
: $3% 0 | 5 .
Fgure 1

the concepts of primary key and for-
eign key. | fail to see how these
products can support the guaranteed
access or the view updating rules
without making the system aware of
which column(s) constitute the pri-
mary key of each base table.
Furthermore, | fail to see how
these products can support referen-
tial integrity or the view updating
rule without offering clear support
for both primary keys and foreign
keys. For example, in SQL, the CRE-
ATE TABLE command should be ex-
tended to permit the user to declare
which column or columns constitute
the primary key and which consti-
tute foreign keys. In addition, there

should be a new CREATE DOMAIN
command in SQL.
Fidelity

Figure 1 shows fidelity to the 12
rules by IBM's DB2, Cullinet Soft-
ware, Inc.’s IDMS/R and Applied
Data Research, Inc.'s Datacom/DB —
examples chosen for their wide dif-
ferences, These scores represent
counts of compliance with each rule
(score one for “yes'" and zero for
either “partial” or “'no"),

Actually, the information rule is
s0 fundamental to the relational ap-
proach that a system's compliance
with this rule should receive a much
higher score than one. Weighting it
as high as 10 would not be excessive.
However, 1 shall avoid assigning dif-
ferent points for different features,
Just as 1 avoided a fractional score
for partial support of a feature: It is
too easy Lo be subjective in these
matters.

DB2 scores quite well on the fidel-
ity evaluation. Very few other DBMS
score higher on the 12 rules, al-
though some others score equally
well. Both IDMS/R and Datacom/DB
allow information to be represented
in the order of records in storage and
in repeating groups — directly vio-
lating the information rule. In the
case of IDMS/R, information may
also be represented in links between
record types (CODASYL calls them
“"owner-member sets’”’) and also in
‘areas

Some vendors of nonrelational
DBMS have quickly added a few rela-
tional features — in some, cases,
very few features — in order to be
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able to claim their systems
are relational, even though
they may not meet simple
requirements for being rated
minimally relational.

These “born-again’’ sys-
tems keep their lower level
languages (single record-at-
a-time) open to users either
to support compatibility
with previously developed
application programs or be-
cause the vendor takes the
position that relational oper-
alors are applicable to query
only

BACKLOG

tems fail to support the non-
subversion rule — a heavy
penalty to pay for compati-
bility. IDMS/R and Datacom/
DB are both born-again sys-
tems, and both fail to sup-
port the nonsubversion rule
for integrity

Features of the model

For a more detailed evalu-
ation of DBMS, users can
compare a system to the nine
structural features, the 18
manipulative features and

THE

REALIA
incC

three Integr q
of the relational model. Each
feature is defensible on prac-
tical as well as theoretical
grounds.

The nine structural fea-
tures are as follows:

S.1 Relations of assorted
degrees — or equivalently
tables with unnumbered
rows, named columns, no po-
sitional concepts and no re-
peating groups.

S.2 Base tables represent-
ing the stored data

S$.3 Query tables — the

er table, which may be saved
and later operated upon.

S.4 View tables — virtual
tables that are represented
internally by one or more re-
lational commands, not by
stored data. The defining
commands are executed to
the extent necessary when
the view is involked.

S.5 Snapshot tables — ta-
bles that are evaluated and
stored in the data base, to-
gether with an entry in the
catalog specifying the date

plus a description.

S.6 Attributes — each
column of each relational ta-
ble is an attribute.

S.7 Domain — the set of
values from which one or
more columns obtain their
values.

S.8 Primary key — each
base table has one or more
columns whose values identi-
{y each row of that table
uniquely. The primary key
provides the unique associa-
tive addressing property of
the relational model that is
implementation, software
and hardware independent.

S.8 Foreign key — any
column in the data base that
is on the same domain as the
primary key of some base
relation. The foreign key
serves as an important part
of the support for referential
integrity without introduc-
ing links into the program-
mer's or user's perspective,

Manipulative features

It is important to keep in
mind that the relational
model does not dictate the
syntax of any DBMS lan-
guage. Instead, it specifies
the manipulative capability
(that is, power) that a rela-
tional language should pos-
sess. At the same time, the
model does not require the
user Lo request the data base
administrator to set up any
special access paths, nor
does it require the user to
resort to iterative looping or
recursion or Cartesian prod-
uct.

The model also does not
require the system to gener-
ate a Cartesian product as an
intermediate result. In early
papers this manipulative ca-
pability was expressed in
two ways: algebraic and log-
ic-based. The two ways were
then shown to be of equal
power.

This article uses the alge-
braic method of expressing
the manipulative power, for
explicative reasons,

The manipulative features
are as follows:

M.1 theta select
project
theta join
outer theta join
divide
union
intersection
set difference
outer union
relational assign-

=D~ WN
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theta select maybe
theta join maybe
outer theta join

divide maybe

.15 theta select seman-

tic override (s/o0)

M.16 theta join s/o

M.17 outer theta join s/o

M.18 divide s/o

In the list above, “theta”
stands for any one of the
comparators: equal, not
equal, greater than, less
than, greater than or equal

D, less than or



e integrity features of the rela-
tonal model must also be followed
closely

L1 Entity integrity.

I'2 *Referential integrity

1.3 User-defined irtegrity

The integrity features cited in 1.3
are part of the comprehensive data
sublanguage. They support the trig-
ger and assertion approach to defin-
ing those integrity constraints that
are specific to the particular data-
.base. By contrast. 1.1 and .2 apply to
all relational data bases. Examples of
these extensions have been pub-
lished, although not fully implement-
ed, for both SQL and QBE

A simple rating technique

To be mid-80s fully relational, a
DBMS must fully support all 12 of
the basic rules, as well as all nine
structural, all 18 manipulative and

Your choice of DBMS now may well determine
how readily your organization adapts to
changes in the future.

all three integrity rules of the rela-
tional model — a total of 42 fea-
tures. | use the term “'mid-80s'' be
cause it is likely that there will be a
few more requirements by the nine-
Lies

To provide a simple method of
rating any DBMS on its fidelity to
the relational model, treat each rule
or feature fully supported by that
DBMS as contributing one to the
overall score (otherwise the contri-
bution is zero). Then double the total
score Lo obtain a percentage fidelity

rating for the system.

Il a DBMS were to achieve a total
score of 42 out of 42 (and | believe no
such DBMS presently exists), add 8
points to that score before doubling
it — as a reward for true fidelity.
Thus its fidelity percentage would be
calculated to be 100.

The resulting fidelity percentage
1s not highly accurate. In fact, if it
falls between 10% and 90%, [ would
recommend rounding it to the near-
est multiple of 10% in order to avoid
misrepresenting the accuracy by dis-
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Evaluation against the model -

By today's standards, 46% is a
good, but improvable, lidelity per-

. Figure 2 shows the systems
DB2, IDMS/R and Datacom/DB eval-
uated against all 30 features of the
relational model. Often the 12 rules
are by themselves adequate for com-
parison purposes. But this more de-
tailed evaluation of the three sys-
tems primarily serves expository
purpe’ s,

Sometimes users say of a DBMS:
“Why should | worry about the de-
gree of its fidelity to the relational
model? Surely it is enough for me to
know about its fidelity to the ANSI
SQL standard.”

Unfortunately, the ANSI standard
as now proposed is quite weak. It
fails to support numerous features
that users really need if they are to
reap all the advantages of the rela-
tional approach.

ANSI’s proposed standard for re-
lational systems functions like a con-
voy, which can proceed only as fast
as the slowest ship. The standard is
based heavily on that portion of SQL
supported by several vendors,

Listing the major differences be-
tween ANSI's SQL and, as an exam-
ple, the SQL implemented in IBM's
DB2 shows that ANSI's SQL is even
less faithful to the relational model
than the vendor's SQL:

® The dre™. ANSI SQL does not
specify catalog tables and does not
allow CREATE or GRANT statements
to be included in application pro-
grams. Instead, it requires a “'sche-
ma" that specifies an authorization
ID and a list of definitions of tables,
views and privileges.

@ ANSI does not support “dynam-
e SQL"" — SQL statements that are
computed at execute time.

& The sct of reserved words in
ANSI is significantly smaller than
that in DB2

W In ANSI, the “Unique" attribute
applies 1o a column or combination
of columns as it should, whereas in
DB2 it applies to an index (which it
should mot).

The ANSI version, therefore, is
inadequate as a tool for evaluating
DBMS products. The remarks about
DB2 apply to certain other vendors'
products also.

My view of these ANSI items is as
follows.

®@ Omitting catalog tables was a
poor judgment; the catalog needs to
be standardized. The ANSI version
looks like a survivor of non-dynamic
CODASYL.

8 Failure to support dynamic SQL
was another poor choice. This fea-
ture is needed and is used.

8 The smaller set of reserved
words places vendors with relational
DBMS products that go beyond the
proposed ANSI standard in a poten-
tially difficult situation. Several ven-
dors find themselves in this catego-

® The ANSI treatment of the
“Unique’ attribute is good in my
opinion. An index is treated by ANSI
as a purely performance-oriented
tool, so there are no semantic conse-
quences of dropping one.

My main criticism of the ANS|
Level 1 and Level 2 proposed stan-
dard for relational data bases is that
inadequate attention is given to some
very important areas For example,
Lhe cumpnhemwe dual. madc data




(as implemented ) already possesses
1s underemphasized. The entire
range of SQL implementations from
the largg mainframes down to the
4 micro is not adequately addressed

Finally. ANSI ought to extend
presently supported SQL to a version
that fully supports the relational
model. including distributed data
base At the very least. ANS| should
generate a statement of direction ad-
equate Lo permit vendors to extend
the fidelity of their products without
risking incompatibility with some fu-
ture standard

Extensions of SQL that provide
this support now can be forecast in
detail and with some reliability. Any
standard adopted now should not
make these extensions impossible or
even difficult in the future

Three buying factors

Any buver confronted with the
decision of which DBMS to acquire
should weigh three factors heavily
The first factor is the buyer’s perfor-
mance requirements, often expressed
in terms of the number of transac-
uons that must be executed per sec-
ond. The average complexity of each
transaction IS also an impaortant con-
sideration. Only if the performance
requirements are extremely severe
should buyers rule out present rela-
tional DBMS products on this basis
Even then buyers should design per-
formance tests of their own, rather
than rely on vendor-designed Lests or
vendor-declared stratefies

The second [actor is reduced costs
for developing new data bases and
new apphication programs. Relation-
al DBMS provide significant reduc-
uon in these costs, when com.pared
with either the CODASYL or hierar-
chic approaches Fourth-generation
languages are no substitute, al-
though they may provide some addi-
tonal productivity

The third factor 1s protecting fu-
ture investments in application pro-
grams by acquinng a DBMS with a
solid theoretcal foundation and reli-
abile support for high productivity
and distnbutability. In every case, a
relational DBMS wins on factors two
and three In many cases, it can win
on factor one also — in spite of all
the myths about performance

Then the question anses: Which
relational DBMS” The system chosen
should not only be a2 DBMS with a
good percentage of fidelity to the

At the very least,
ANSI should
generate a

statement of
direction to permit
vendors to extend

their products
without risking
incompatibility
with some future

standard.

relational model, but should be ex-
tensible at some future time. ldeally
a good DBMS will be extended soon
to provide 100% support without
logically impairing the customer's in-
vestment in application programs.

Buyers should be cautious with
vendors that inake strong claims —
claiming the system is ““post relation-
al” (especially when no definition
for this term is supplied ), or claiming
that the DBMS choice has no impor-
tance. In fact, your choice of DBMS
now may well determine how readily
your organization adapts to changes
in the future

It 1s tume vendors realize that all
the features of the relational model
are interrelated and interdependent.
Missing features leave large gaps in
the integnty control and usability of
a DBMS implementation

There is nothing on the horizon
right now that looks strong enough
and practical enough Lo replace the
relational approach. Moreover, be-
cause the relatonal approach relies
on such a solid theoretical founda-
uon, its lifetime will last much long-
er than the CODASYL, hierarchic or
tabular approaches

| also believe that it will be much
easier for relational DBMS users to
convert to whatever future approach
appears Lo be superior, for two rea-
sons. The relational approach insists
on all information being recorded ex-
plicitly. Moreover, the approach has
a close tie to first-order predicate
logic — a logic on which most of
mathematics is based, hence a logic
which can be expected to have
strength, endurance and many appli-
cations

No No
Base lables Yes ‘Yes Yes
View tables Yes No No
Query tables Yes No Yes
Snapshot tables No No Ko
Attributes Yes Yes ves
Domaims No No Nao
Primary keys Parat No No
Foreign keys No No o
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Theta join Yes Parhal No
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Outer union No No No
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