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Extending the Database Relational Model 
to Capture More Meaning 

E. F. GOOO 

IBM Research Laboratory 

l)unns the lNI lhree or four y~anI IeH'rai ffi\'etlll.tOfll have tift" uplO""I "ltmannc models" for 
(ann.ued databues. The ffiuenl IS to capture fLn I more or I~ formal w'Y) more of the me.null of 
the data .0 that databue deslp1 can become more ')'SlerDIIUC and the databue ')"Item 1~lf can 
beM"e moR mteU"enti'l Two malOr ttuuau an dear 

III the llean:h fot meatllnlful UniU IMI an: .. small U poIQble--olDmK' .M'montlcr. 
12) the lII.'arch for meamnrful umta thaI &It! 1 ....... , lhu. the U6U.1 ".at)' relatlon-mo/Hular 
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In th .. P&PH .. -, PropDM n~ to the relluonal ~ totlllppon c.'lU.m .1Onuc and molecular 
MmanllQ.. These enll'nAII)M reprnenl • ,yntl\to:t,g 01 many ... (rom the pubilihed work In HmantlC 
modeJuli plus the mtroductlon of new Nits for u,.nlOtl.. update, and deletIOn, .. well .. new , 1,ebr.IC 
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INTRODUCTION 

The relational model for formatted databases (5] was conceived ten years ago, 
pnman1y as a tool to free users from the fruslratlons of haVIng to deal with the 
clutter or storage representallon details. This implementation mdependence 
coupled with the power of the algebraiC operators on n -BI)' relatiOns and the open 
quesllons concermng dependencies (runClIonal. multivalued. and Jom) within and 
between relations have sllmulated research to database management (see (30)). 
The relational model has also provlded an archll.ectural focus ror the design of 
databases and some general·purpose database management systems such as 
MACAIMS [13J. PRTV [38J. RDMSCGM) [4IJ. MAGNUM [l9J. INGRES [37J. 
QBE [46J. and System R [2J. 

During the last few years numerous investigations have been aimed at capturtog 
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398 E F. COOd 

(in 8 reasonably formal way) more of the meaning of the data. while preserving 
indep..:ndc:-:cc ofimplemenl8lion. This acti\ity i:, sornetimes called semantIc dala 
modelmg. Actually, the task of captunng the meanmg of data IS a never-endmg 
one. So lhe label "semanllc" must not be Interpreted In any absolute sense. 
Moreover, database models developed earlier (and sometimes attacked as "syn. 
tactic") were not deVOid of semamic features (take domams. keys. and functional 
dependence, for example), The ~oal is nevenheless an extremely lrnponant one 
because even small succe~s can brmg understandmg and order IOlO the field of 
database design . In addition, a meaning-oriented data modelslored In a computer 
should enable It to respond to queries and other transactions in a more mteUigem 
manner. Such a model could also be a more effective mediator betWeen the 
multiple external vIew" emploved by application programs and end users on the 
one hand and the multiple mternally stored representations on the other 

In recent papers on semantic data modelmg there l.S a strong emphas18 on 
st ructural aspects, sometimes to the detriment of manipulative aspects. Structure 
wlt.hout corresponding operators or Inferencing techniques is rat.her like anatomy 
without phYSiology. Some mvestlgatlons have retained clear Ilnkl with the 
relational model and have therefore benefited from mhentmg the operators of 
thiS model-Just as the relollonal model retained clear Imltt with predicate logic 
and can therefore mherit U.8 mferencmg techniques. 

With regard to meaning, two complementary quests are evident' 

(I) What constitutes an atomic fact (atOmiC semantics)? 
(21 What larger clusters of mfonnatlon constitute meanmgful units (molecular 

semanllcs)? 

After a revIew 01 the relational model , we Introduce a classification scheme for 
entities, properties, 8.nd aSSOCiations. We then dISCUSS extensions to the relatioral 
model to reflect tJus classlfiCBlIon and to sUPl)()rt such 8.8pect8 of molecular 
semantics as abstraction by generalization and by CartesIan aggregallon. The 
extended model is mtended pnmarlly for database detugners and sophisticated 
users. 

2. THE RELATIONAL MODEL 

We shaU now gIVe a bnef defimtlon of the relational model. m ..... hich ..... e emphasize 
that the algebraic operators are Just as much a pan of the model as are the 
structures. The operators permit. among other thmgs, precise dISCUssion of 
alternative schemalB (both base and VIew) for particular applicatiOns of the 
relational model. We shall also point out the close relationship that exISts between 
the relatIOnal model and fU'Stoorder predicate 10glc (although It is mcorrect to 
equate the two as in [.3]) . 

To help distinguish relational systems from nonrelatlonal ones. ..... e suggest the 
foUowtng defimtions. A database system is fu.lly relalwnal if It supports: 

(I) the structural aspects of the relational model; 
(2) the insert-update-delete rules; 
(3) a data sublanguage at least 8..8 powerful 8..8 the relational algebra. even if all 

facilitie<l the language m!ly ho,·.·c for iterati..,e loops and recursion were 
deleted from that language. 

Ae M Trlll"lMCtOOfW on DIU .• "'" ,syaanw., Vol 4. No 4. ~ .,71 
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A database system that supports I I) and (2), but not (3) is semvf!iational. Note 
that a fully relational system need not support the relational algebra in a literal 
sense, but must support its power. Besides being a yardstick of power, the algebra 
is intended to be a precise inteUectual tool for treating such issues as model 
design, view definition, and restructuring. 

2.1 Structures 

A domain is a set of values of similar type: for example. all possible pan serial 
numbers for a gwen inventory or all possible dateS for the class of events being 
recorded . A domain is simple if all of iUl vaJues are atomic Inondecomposable by 
the database management system) . 

Let D I. D21 ... I D" be n (n > 0) domains (not necessan1y distinct). The 
Cart~SlQn product x{D.: I - 1.2 . .... n} is the set of all n·tuples (t it b ... I I,,) 
such that I. E D, for all i. A relation R is defined on these n domains if it is a 
subset of th18 Canesian product. Such a relation is said to be of degree n. 

In place of the Index set 11. 2 ..... n) we may use any unordered set, provided 
we associate with each tuple component not only Its domain, but also its distinct 
index, which we shall henceforth call its aUT/bule. Accordingly, the n distinct 
attributes of a relation of degree n distinguISh the n different uses of the domains 
upon which that relation is defmed (remember that the number of distinct 
domainS rna'll be less than n) . A tuple then becomeS a 8t't of pairs IA: v), where A 
is an attnbute and t' is 3 value Crawn ITem tho: domain of A, instead of a sequence 
(VI. 1'2 •... , t',,). 

A relation then consists of a set of tuples. each tuple having the same set of 
attnbutes. If the domainS are all Simple. such a relation has a tabular represen· 
tation with the foUowing properties. 

(I) There IS no duplication of rows (tuples). 
(2) Row order iJ insignificanL 
(3) Column (attribute) order IS insignificant. 
(4) AU table entries are atomic vaJues. 

The notation R(A :a, B :b. C:c ... ) is used to represent a tlme-varymg relation 
R having an attnbute A taking vaJues from a domain a. an attribute B taking 
values from a domain b. etc. When, for expository reasons. the domains can be 
Ignored, such a relation will be represented as R (A. B, C •... ) or even as R. 
However. for correct mterpretatlon of an expression (and especially an assignment 
statement I. the order m which attnbutes are cited may be crucial (see THETA
,JOIN below). 

A relatIOnal database is a lime-varying coUection of data. all of which can be 
accessed and updated as if they were organized as a collection of time-Varying 
tabular (nonhieran::hic) relations of assorted degrees defined on a given set of 
simple domains. Base reiatlons are Lhose which are defined independently of 
other relations in the database in the sense that no base relation is completely 
derivable (independently of time) from any OLher base relation Is), Derwed 
relations are those which can be completely derived from the base relations. It is 
thiS kind of relation which IS nonnally employed to proVIde users or apphcatlon 
programs with their own {'teu'S of the database. The declared relations may 
mclude denved relations as weU as aU of the base relations. Later. when we have 

"("M~_OIIo.ubNtswto:' .... \,'01. '10" ~ 1m 



400 E F. Codd 

introduced ct!rtain additionaJ conceptS. we shaH define semuJer/t'ed relatIOns. 8 

class which subsumes the derived relations. 
If U is a collection of attributes of a relation. the U-component of a tuple t of 

that relation is the set of (A :v) pairs obtamed by deletmg from t those pall'S 
having an attribute not in U. 

Between tabular relation.~ there are no structuraJ lmks such a.~ pointers, 
Associations between relations are represented solely by vaJues. These associa· 
tions are exploited by high-level operators. 

With each relation is associated a set of candidate keys. K 15 a candidate he) 
of relation R if it is a coUection of attributes of R .... tith the following ume
independent properties. 

(I) No tWO rows of R have the same K-component. 
(2) If any attribute is dropped from K. the uniqueness property (I) 18 lost. 

For each base relation one candidate key is selected as the pnmary hey. For a 
given database. those domains upon which the Simple (i.e .. smgle·attnbutel 
pnmary keys are defined are caUed the primary domainS of that database. Note 
that not aU component attnbutes of a compound (i.e .. muluattnbute) primary 
key need be defined on primary domains. Pnmaty domams are lmpon.ant for the 
sUPI>ort of transactions such as "remove supplier 3 from the database," in which 
we wish to remove 3 wherever it occurs as a supplier senal number, but not 10 

any of its other uses. 
AU InsertiOns into, updates of. and deleuons from base relations are constramed 

by the foUowmg two rules. 

Rule I (entity integrity) : No pnmary key value of a base relation is allowed to 
lH:: null or to havtl It nun component. 

Rule 2 (referentiaJ integrity): Suppose an attnbute A of a compound (i.e .. 
multiattribute) primary key of a relation R is defined on a pnmary domain D 
Then. at all times, for each vaJue u of A in R there mUSt exist a base relation (say 
51 .... tith a simple pnmary key (say BI such that I ' occurs as a vaJue of B in S. 

The relatumal model COnsISts of 

(I) a collection of time-varying tabular relations (with the properties cited 
above-note especiaUy the keys and domams); 

(2) the msert-update-delete rules {Rules I and 2 Cited abovel; 
(3) lhe relational algebra described In Sections 2.2 and 2.3 below 

Closely associated with the relational model are various decomposition con
cepta which are semantic in nature (being ume·)Ovanant properues of tune
varying relations). Eumples of such concepta are nonlass (natural) JOins and 
functional dependencies [6], multi valued dependencies [10,44], and nonnal forms. 
For details see [3] which provides a tutorial on the subject.; see also [39]. 

2.2 Relational Algebra (Excluding Nun Values) 

Since relations are seta, lhe usuaJ set operators such as UNION, INTERSEC
TION, flJld SET DIFFERENCE are applicable. However. they are constrained 
to apply only to pairs of unwn·compallble relatiOns, i.e., relalioM whO&eatlnbutes 
AeM Tn.-.;lIO ... 0fI o.l.IIt.. !:tyaama. Vol .. No 4. { .... "bo ... 1»711 
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are in a one· to-one correspondence such that corresponding attributes are defined 
on the same domain. This constraint guarantees thal the result is a relation. 
CARTESIAN PRODUCT is applicable without constraint. 

We now define operators specifically for the manipulation of n-ary relations.ln 
what follows R, S denote relations: A, BI. Bl. C denote collections of attributes; 
c is a tuple of appropriate degree. and with appropriate domatns. 

THETA·SELECT (sometimes called RESTRICf) 

Let 8 be one of the binary relations <. s, -, ~. >, " that is applicable to 
att.ribute(s) A and tuple c. Then R[A 8 c] is the set of tuples of R. each of whose 
A-components bears relation 8 to tuple c. Instead of tuple c, other auribute(s) B 
or R may be cited. proVided that A. B are defined on common domains. Then 
R[A (J B) is the set or tuples or R, each of which sattsfies the condition that its A· 
component bear relation (J to Its B·component.. When 8 is equality (a very 
common case). the THETA·SELECT operator is simply called SELECT. 

Examples or THETA· ELECT 

R IA B C } R[A .. rl I A B CI 
p 1 2 P 2 
p 2 1 P 2 1 
q 1 2 q 2 
r 2 5 

R[A-rl(A B CI r 2 3 

R[B>CI I A B C} r 2 5 

P 2 1 r 2 3 

PROJECfION 

RlA Io Al ..... A"j is the relation obtamed by dropping all columns or R except 
those sJ>e(:ified by AI. AI . .... A" and then droppmg redundant duplicate rows. 

Examples or PROJECTION 

RIA B C, 
P 1 2 
P 2 1 
q 1 2 
r 2 5 
r 2 3 

R[B. CI I B C} 
2 

2 I 
2 5 
2 3 

R[A. BI I A 
P 

R[BI I 

p 
q 

BI 
1 
2 

BI 
1 
2 
1 
2 

We can now define the thud class of relations. Semlderwed relallons are those 
which have a projection (WIth at least one attribute) that is a derived relation 
(see ..... eak redundancy in [S]). For example. if R(A. B) is a base relation and 
S(A. C) is a relation such that 

S[AI-IR[B - bll[AI 

and attribute C is defined on a domam not used in any of the base relations 
"CM T...--cuon.Oft DeubM..s.-- Vol 4. No 4 ~btr 1m 
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(hence S is not derivable), then S is semiderived. A& we shall see, there are many 
uses for semiderived relations. Note that there is no sLlpulalion that a relational 
database wiU be designed LO ha\oe minimal redundancy, although this is an option 
that may be chosen. Thus, the declared relations may mclude semidenved and 
even denved relations as weU as the base relations. 

THETA-JOIN 

Given relations R(A , 8d and S(Bl. C) With 8 10 BJ defined on 8 common domain, 
let (J be one of the binary relations -, <. :S, 2::, > . " that IS apphcable to the 
domain of atLributes 810 B2• The theta-Join of Ron B, with Son B! LS denoted by 
RIB, 8 B:JS. It is the concatenation of rows of R with rows of S whenever the 
B.-component of the R·row bears relation 8 to the Bt-component of the S-row. 
When 8 is equaJity. the operat.or is called EQUI·JOIN. Of all the THETA.JOINS, 
only EQUI-JOIN yields a resu lt that necessarily contains two identical columns 
(one derived from B .. the other from Bl ). More generally, 8 may be permitted to 
be any binary relaLion thaL is applicable to Lhe domam of BI and B_. 

Examples of THETA. JOIN 

R(A B CI 
p I 2 
p 2 I 
q I 2 
r 2 5 
r 3 3 

RIC - DJS (A 

p 
q 

" 
RIC>DJS (A 

r 
r 
r 
r 

S ( 

B C 
I 2 
I 2 
3 3 

B C 
3 3 
2 5 
2 5 
2 5 

DE I 
2 u 
3 , 
4 u 

D EI 
2 u 
2 u 
3 v 

D EI 
2 u 
2 u 
3 " 4 u 

If Lhe relaLions being Lhet.a·Joined have some attnbute names 10 common, the 
names for the attributes of the resulung relation must be specified. For example. 
if each of the relations R, S has aunbutes A, B. and all four attributes are defined 
on a common domam. we may define several possible thet.a'Jolns of R with 
One such definition is: 

TW, E, F, GI - R(A, B)(B > B IS(A, BI 

and, using an order-of-cit.ation convention. un. means Lhat the source of values 
for attribute D in Tis aLtribute A in R. Similarly, for attributes E. F. G in T. the 
respective sources are attributes B In R, A in S, and B in S. 

NATURAL JOIN 

This join is the same as EQUI-JOIN except Lhat redundant columns generated 
by the join are removed . Natural Join is the one used In normllhzlng 8 t'('IUeruon 
of relations. 

"eM ~on o.ttobueS~ \'0.1. 4. No. 4. o.c-."" 1m 
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By applying the null substitution principle to inequality testing. we can avoid 
the arbitrary step o( giving t..! any place in a numerical or lexicographic ordering, 
in accordance with this principle, we assign the truth value t..! to the expressions 
x 8 " where 8 is anyone o( <, :s, ~, > whenever x or, is nun. 

For every positive integer n, the n-tuple consistin& o( n null values (each of 
course accompanied by its attribute) is a legal tuple, but a nonbase n-ary relation 
may contain at most one such tuple, and a base relation cannot contain such a 
tuple at aU. As usual, no relation may contain duplicate tuples. In appiyin& this 
nonduplication rule, a null value in one tuple is regarded as the same as a nuU 
value in another. This identification o( one nuD value with another may appear 
to be in contradiction with our assignment o( truth value to the test t..! _ w. 
However, tuple identification (or duplicate removal is an operation at a lower 
level o( detail than equaJity testing in the evaluation o( retrieval conditions. 
Hence, It is possIble to adopt a different rule. The conseq uences (or UNlON, 
INTERSECTION, and DIFFERENCE are illustrated below, 

R 

'" w 
U '" 
U 

'" 

S 

'" '" 
u '" 
u 

RUS 

'" w 
U w 

U 

'" 

w '" 

u '" 
u 

R-S 

'" 
Now, let us look at the effect o( this type o( nuU upon the remaining operators 

of the relational algebra. CARTESIAN PRODUCT remains unaffected. PRO. 
JECTION behaves as expected, provided that one remembers how the nondu. 
plication rule is applied to tuples with nuU·valued components. The (oUowing 
examples illustrate proJection. 

R RIB, CI RIC) 
A B C ~ Q --L 
u w w w w w 

" w '" W '" w 
X w 

J w 

The THETA·JOlN operator entails concatenation o( pairs o( tuples subject to 
some specified condition 8 holding between certam component8 o( these tuples. 
The evaluation o( the condition (or any candidate pall" o( tuples yields the truth 
value F or w or T. We retain the join operator that concatenates only those pairs 
o( tuples for which the condition evaluates to T and call it a TRUE THETA 
JOlN. In addition, we introduce a MAYBE THETA JOIN that concatenates 
only those palfS o( tuples for which the specified condition evaluates to t..!. 

The MA YBE version of an operator is denoted by placing the symbol t..! after 
the theta symbol (e.g., -CJ) or operator symbol (e.g .• +wl. The foUowing examples 
illustrate the TRUE and MAYBE EQUI~JOINs and the TRUE and MAYBE 
LESS·THAN JOINs. 
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R S 
A B C 
u .., .., 
.., 2 2 
no 

R[B- CjS 
A B C 
.., 2 2 

RIB < CIS 
ABC 
w 2 

R[B - ..,CjS 
, A B C 

u .., .., 
u .., 2 .., 2 .., 
no .., 

RIB < ",CIS 
ABC 
lime as 
RIB - ..,CjS 

If we wish to select only those rows of R that have w as their B-component., we 
may form the MAYBE EQUI ·JOIN of R with a relation T whose only element 
IS a single nonnulJ vaJue (any such value will do, provided it is drawn from the 
same underlying domain tha1811nbute B is defined on) and then PROJECT the 
result on A, B. In the case above. the reader can verify thal the final result is a 
relat ion whose only element is the pair (A : U, 8 :w) . Treatment of nuD values by 
the THETA·SELECT operator (TRUE and MAYBE versions) foUows the same 
pallern as the THETA·JOIN operators. 

DIVISION is trealed in a similar manner. The original operatOr based upon 
true mclusion (inclusion testing that yields T) 1.8 retamed and caUed TRUE 
DIVISION. A new division operator +101 is mtroduced which entails anJy maybe 
mclusion (inclusion testing that yields w), and thls is caUed MAYBE DIVISION. 
The foUowing examples illusltate the two kinds of division. 

R S T 

I RIB ~ C~ 1 I R[B~CIT A B C C 

" 2 2 empty 
u 2 3 .., 

= u 3 

~a 
RIB + ..,CIT 

u. 2 A 
U' .., 

U z 3 w 

The foUowing operator permits two relations to be subjected to union. even if 
they are not union·compatible. NevertheleS8. the result ls alway! a relation. 

OUTER UNION 

Let R, S be relations which have attribute(a) 8 to common and no others. Let the 
remaining attribute(s) of R be A. and thOle of S be C. Let 

R,(A , B , C) - R x (C:..,) 

S,(A, B , C) - (A :..,) x S 
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where X denotes Cartesian product. The outer union of Rand S is given by 

R@S-RIUSI. 

Note that in the special case that Rand 5 are union-compatible, 

R@S-RUS. 

Example of OUTER UNION 

R(A B C) 
p 2 
p 2 
q 2 

R@S(A B 
p 1 
P 2 
q 1 

'" 2 
'" 3 

C 
2 
1 
2 

'" 
'" 

S ( B D) 
2 u 
3 u 

D) 

'" 
'" 
'" u 

" 
In a similar manner. we could define OUTER versions of INTERSECTION 

and DIFFERENCE also. 

Both the NATURAL and EQUI-JOINs lose mformation when the relations 
bemg Jomed do not have equal projections on the Jam attributes. To preserve 
mfonnatlon regardless of the equality of these ProJectiOns. we need JOins that can 
generate null values whenever necessary. Such JOins were proposed Independently 
in (16. 20. 23, 44J. 

OUTER THETA.JOIN 

Given relations R - R(A, 8 1) and - S(B!. C) with B I , BJ defined on a common 
domam, let 

T - RlB , 6 B,]S 

RI - R - T[A. Bd 

S, - S - TlB" CJ. 
Then the outer theta-join is defined by 

R[BI ® BdS - TU (R I X (B,:w, C'w)) U (fA:w. B I'w) x 51) 

where U denotes union and x denotes Cartesian product. 
Example of OUTER EQUI-JOIN 

S (S.. SCITY) J I J.. JCITY, 
,I c4 )1 cl 
s2 c2 )2 c2 
s4 cl )3 c2 
s6 cl )' c5 
,7 c3 
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Define SJ - SlSCITY e JCITYjJ 

SJ 1 S# SCITY JCITY J# ) 
sl C4 .., .., 
s2 c2 c2 I~ 
s2 <2 <2 IJ 
s4 cI cI II 
s6 <I cI II 
s; <3 .., w 
w w c5 14 

OUTER NATURAL JOIN 

Given relations R(A, Bd and 8(82• C) as before. and relst.ions T. R
I
• 8, defined 

as above with - replacing theta. then the Outer natural jom of Ron 8 1 with Son 
8 1 is defined by 

RlB,0 B, )S - TlA, B" C) U IR, X (c:..,)) U «A :..,) x S,) . 

Example orOUTER NATURAL JOIN. Define T( #, CITY, J#, _ SISCIT), 
<::) JCITYJJ where relalioru S. J are as tabulated above. 

T (S# CIT!' J#) 
sl c4 .., 
s2 c2 /2 
s2 c2 13 
s4 cl II 
s6 cl /1 
.7 c3 .., 
.., <5 /4 

In this treatment.. if an operator generates one or more nulls. these nulls are 
aJways of the type "value at present unknown," which is consistent with the open 
world interpretation (see Secuon 3). If we were dealing with relations having a 
closed world interpretation. the "property inapplicable" type would be more 
appropnsle. 

3 RELATIONSHIP TO PREDICATE LOGIC 

We now describe two disLincl ways in which the relational model can be related 
to predicate logic. Suppose we think of a database initially as a set of fonnulas in 
first-order predicate logic. Fun.her. each fonnula has no free variables and is in 
as atomic a form as possible (e.g, A & B would be replaced by the component 
formulas A. B). Now suppose: that most of the fonnulas are simple 8S8ertions of 
the form Pob ... Z (where P is a prediCCle and 0, b . .... Z are constanta), and 
that the number of distinct predicates in the database is few compared with the 
number of simple assertions. Such a databa.se is usually called formaltN. because 
the major pan. of it lends itself to rather regular structuring. One obvious way is 
to factor out the predicate common to a set of simple assertions and then treat 
the set as an instance of an n-ary relation and the predicate as the name of the 
relation. A database so struCtured will then consist of two pans: a regular pan 
consisting of a collection of time-varying relations of asaoned degree (this is 
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sometimes called the extension) and an megular part consisting of predicate logic 
fonnulas that are relatively stable over time (this is sometimes called the 
mtenslon., although it may not be what the lOgicians RusseU and Whitehead 
originally intended by this word). One may also view the intension as a set of 
integrity constraints (i.e .. conditions that defme all of the allowable extensions) 
and thus decouple these notions from vanability Wlth time. 

One may choose to interpret the absence of an admissible tuple from a base 
relation as a statement that the truth value of the corresponding atomic formula 
is (I) unknown: (2) false. If (1) is adopted. we have the open u.'orld IJ1terprelatlon. 
If (2) is adopted. we have the closed world mterpretation (see [28)). Although 
the closed world interpretation is usually the one adopted for commercial data· 
bases. there is a case for permitting some relations (e.g .• P·relations of Section 7) 
to have the open world interpretatIOn. while others (e.g., E·relations for kernel 
entity types to be discussed in Sections 5 and 6) have the closed world interpre· 
tatlon. 

Whether the open or closed interpretation is adopted. the relational model is 
closely related to predicate lOgiC. It is this closeness which accounts for the 
plethora of relational data sublanguages that are based on predicate logic. For a 
probing and thorough comparison of such languages. see (20, 27]. 

Undisciplined application of predicate lOgiC in designmg a database could yield 
an incomprehensible and unmanageable set of assentons. Some lSSues which arise 
when attempting to Introduce dlSClphne are the toUowlng. 

(I) Can we be more precise about what constitutes a simple assertion? 
(2) What other regularities can be exploited in a formatted database? 
(3) To what extent can these additional regulantles be represented In readily 

analyzable data structures as opposed to procedures? 

In attempting to provide an answer to these questions. we shall employ popular 
informal terms like "enuty," "propeny," and "8SSOClation"to motivate extensions 
to the relauonal model. Eventually, we arrive at a formal system called RMrr 
(T for Tasmania, where these ideas were flTSt presented [9]). This system can be 
interpreted IR many different wavs. Cenain Interpretations should satisfy the so. 
called 2-concept school in semanllc modeling, while others should satISfy the 3-
concept schoollsee [25, p. 27]). 

4 DESIGNATION OF ENTITIES 

The need for unique and permanent identifiers for database entities such as 
employees. suppliers. parts. etc .. is clear. User-defined and user-controUed pri. 
marv keys IR the relallonal model were onginally Intended for this purpose. There 
are three dlfficulttes In emplOying user-controlled keys as permanent surrogales 
for entities. 

(I) The actual values of user-controlled keys are determined by users and must 
therefore be subject to change by them (e.g., if two companies merge, the 
two employee databases might be combined with thf> rp~ult that some or aU 
of the serial numbers might be changed). 

(2) Two relations may have user-controlled keys defined on distinct domains 
AeM TnonanlOI'IIIOI'I D.u~ S~"SterTll, Vol 4. No ~ DKftnb.. 1979 
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(e.g .. OntO uses social secunty, while the other uses employee serial number) 
and yet the entities denoted are the same. 

(3) It rna)' be necessary to carry information about an entity either before it has 
been assigned a user-controlled key value or after it has ceased to have one 
(e.g .• an apphcant for a job and a retiree). 

These difficuluelJ have the important consequence that an equi·join on common 
key values may not yield the same resull as a Join on common entities. A 
solution-proposed In pan In [4] and more fully In (l4)-iS to introduce entity 
domains which contain system-assigned surrogates. Database users may cause 
the system to generate or delete a surrogate, but they have no control over u.s 
vaJue. nor is itS value ever displayed to them. 

Surrogates behave as if each entity (regardless of type) has n.s own permanent 
surrogate. unique within the entire database. Actually. under the covers. such 
surrogates may have to be changed (e.g .. when tWO previously Independem 
databases are combined into one), but the foUowlng property is preserved at all 
limes; Two surrogates are equal in the relationru model if and onlv if they denote 
the same entity in the perceived world of entitles. Note that the system would 
create distinct surrogates for two entities as a result of user Input that. In effect, 
asserts the dlSunctness of these entities. A special coaleSCing command enables 
a user to tell the system that two objects that were previously asserted to be 
distinct. are. in fact. one and the same. 

In any RMrr database one of the underlYing domainS serves as the source of 
aU surrogates: this is cruled the E·domoIfJ. Any attribute defined on the E·domaln 
is calJed an E·altnbute. For easy recognition of such at.tributes. we adopt the 
convention that they are given names ending in the special character "t." 

Introduction of the E·domaln , E-attributes, and surrogates does nOt make user
controlled keys ob.!.olet~. Users will often need entity Identifiers (6uch as pan 
seria.l numbers) that are totally under their control. although they are no longer 
compelled to invent a user-controlled key if they do not wish to. 

They will have to remember. however, that itlS now the surrogate that is the 
primary key and provides truly permanent identification of each entity. The 
capability of making eqUl-joins on surrogates implies that users see the headings 
of such columns but not the specific values In those columns_ 

5. ENTITY TYPES 

Entities may. of course, have several types (e.g., a supplier may abo be a 
customer) . When mformation regarding an entlt.y lS first entered mto a database. 
the input must specify at least one type for that entitY-It need not specify 
anything more unless it is of a type used to descnbe some other entity (in which 
case the entity whose description is being augmented must also be specified). In 
subsequent sections we shall deal with automatic Inference of other applicable 
types when these are inferable from the given one(s). 

In any RMrr database there is a unary relation (called an E·relatlon) for each 
entity type. As a mat.ter of convent.ion, the relation is given t.he same name as the 
entity type which the relation represents.. while its sole attribute is named by 
appending the character "t" at the end of the relation narne. Such an attribute is 
also given additional names (aliases) if the corresponding entity type is a subtype 
A(,M 'lnnMCt..- on o. .... t.e s,~ Vol 4_ 1'0 4. DK-..mbH 1979 
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of other entIty types. In such a case, there 15 one alias for each superentity type, 
and this alias COnslSts of the relname of the supenype foUowed by the character 
"e." 

The main purpose of an E-relation is to list all the surrogates of entities that 
have that type and are currently recorded in the database. One reason for 
establishing these £orelations explicitly is that an entiLY may change type dynam
ically. A firm thaL was both a supplier and a customer may become just a supplier. 
We shaU see other reasons below. 

The possibility that an entity may change its type or types means that we must 
distinguish twO purposes for removal of an enmy surrogate from an E-relauon: 

(1) complete removal of the enLity from the database. which means deleting 
tuples where\'er its surrogate appears In a unique tuple Idenufier role and 
replacing aU other occurrences by a Special surrogate E-nuU that means 
"entity unknown" [26]; 

(2) dynamic loss of one type for an entity accompanied by the survival of some 
other type for that same entity. which means removal of its surrogate from 
the E-relation for that type and from E-relsuons for cen..a.in other types 
implied by the type being lost but not implied by the types being retamed
this WIll become clearer later-pius corresponding tuple deletions and sur
rogate replacements as In (1). but excluding those that are associated with 
the entlly In Its remaining types. 

Rule 3 (enmy Integnty in RM/T) In confonnlty With the ground rules for 
surrogates. E·relatlons accept insertions and delellons. but not updates. In con· 
fonnlty with Rule I for the basiC relational model. E·relauons do not accept nuU 
values. 

6. CLASSIFICATION OF ENTITIES AND ASSOCIATIONS 

Enuties and theu- types can be classified by whether they 

(1) fiU a subordmate role In descnbing entities of some other type. In which case 
they are called charactertstu:: 

(2) fiU a superordmate role 10 IOterrelatlng enuties of other types. 10 which case 
they are called assoc'Qtu.re; 

(3) flU neither of the above roles. 10 which case they are called kernel. 

Entities and their types may be related to one another by cntena other than 
descnpuon and association used above. Entity type f!1 is said to be a subt,}Pf! of 
entity type el if all entitles of type el are necessanly entities of type f!1. For 
example. in a database dealmg with employees in general and salesmen employees 
in panicular. the entlly t;.'pe salesman would be a subtype of the entity type 
employee. Any entity type (charactenstlc. kernel. or associative) may have one 
or more subtypes. which 10 tum may also have subtypes. A subtype of a 
characteristic entity type is also characteristic: a subtype of a kernel entity type 
is also kernel: and a subt;.'J)e of an associative enuty type is also associatIVe. 

Those kernel entity t;.'pes thal are not subtypes of any other entity 1}'J}e are 
called Inner kernel. Each Inner kernel entity type is defined Independently of all 
other entity types. Barring any integnty constraints that are specialized to a 
panicular database (as opposed to IOtegnty constraints that are mherent in and 
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a fundamental part of the data model itSelf), an inner kernel entity is not 
eXIstence dependent on any other entity of any type. 

Objects which interrelate entitles but do nOt themselves have the status of 
entities will be called nonentity assoclattons. The mam distinction between 
associative entities and nonemity associations is this: AS80Clallve entities, like 
kernel enllties. are allowed to have characteristic enl1l1es as weU as immediate 
properties. whereas nonentity associatiOns are aUowed to have Immediate prop
erties only. These and other differences discussed below stem from the difficulty 
of specifying 8 cross reference to 8 panicuJar association when it has no surrogate 
identifying it uniquely. The pnme reason for including nonenuty 8S8OCiations in 
RMrr is an expository one: La show how weak these associauons are in conLrast 
to associative entities. 

Figure I represents the classification of entity types in a simplified way (it does 
not show that characteristic entity types may themselves have subtypes). Note 
that the tenn Inner assoclallU~ enllty ty/H is applied to an U80Clauve entity type 
that is not the subtype of any other entity type. 

This classification scheme is similar in some respects, but cenainly not identi
cal. to classifications introduced in [32. 42). Schmid and Swenson included 
nonentity associations in their scheme. but not 8S8OCiative entitie&-in RMtr 
the fonner are dispensable, while the latter are indispensable. 

7. ENTITIES AND THEIR IMMEDIATE PROPERTIES 

We have seen that the E·relation for a given entity type assert.8 the existence of 
those entilies having that type. The immediate (single-valued) properties of an 
Ae M ~ on o.tabNoe Sy*~mt, Vol 4. No 4. ~, 1m 
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entity type are represented as distinctly named. attribulesof one or more property
defining relations. called P·relalions. Each P·relation has as itS primary key an 
E-auribute whose main function is to tie the propenies of each entity to the 
assertion of its existence in the E-relation. Each surrogat.e appearing in this 
E-attribute uniquely identifies the entity being described. Furthennore. it 
uniquely identifies the tuple of which it is part because the properties are single 
valued. The naming of attributes of P·relatlons conforms to the foUowing con
vention: For any entity type e and any pair of P-relations for~, the only au.ributes 
these relations have in common are their primary keys. 

The role of this E-atlribute is that of a unique idenufier for the relation in 
which it appears. We shall caU this role the K-role. Accordingly, each P-relation 
has exactly one E-attribute that has the K-role. Such a relation may have one or 
more other E-attributes. but theu- roles are purely referenltal, i.e., that of a 
foreign key rather than a primary key. 

Insertions mto P-relations and deletions ITom E-relauons are governed by the 
foUowing rule. 

Rule 4 (property integnty) : A tuple t may not appear maP-relation unless the 
corresponding E-relation assens the existence of the entity which t describes. In 
other words, the surrogate primary key component of t must occur in the 
corresponding E-relation. 

There has been much debate about whether the immediate properties of an 
entity should be represented together in one property-defining relation (one 
eJ:treme) or spht mto as many binary relations as there are properties to be 
recorded (the other extreme). The first is in accord with the PJ/NF [11) discipline. 
while the second conforms to the IrredUCIble relatIOn approach [12, 29). The 
normal forms (other than INF) are not mandatory-they are merely guidelines 
for database de!ugn. Both the original relational model and RMrr leave this 
decision to the model user. RM/T (and to a lesser extent RM) provides operators 
to convert from one form to the other_ 

In database definition one advantage of binary P·relations is that each corre
sponding property has a relation name, an attribute name, and a domam name, 
all of which can be exploited to mnemonic advantage. A second claimed advan
tage for binary P·relatlons IS that the addition of a new property type to the 
database can be effected by mere addition of one more P-relation. However. m 
RMrr this advantage is applicable no matter whether the properties are presently 
organl7.ed lOto binary relations exclusively or n -ary relations of assorted degrees. 

The reader is cautioned to avoid jumpmg to the conclusion that binary relations 
are somehow superior to n·ary relations as a representational primitive. Even 
with Immediate properties. there are questionable decomposItions. Figure 2 shows 
one orgamzatlon for the immediate properties of employees. In this and similar 
examples we may wish to decompose property relations no further than minimal 
meamngful unats. Should. for example, the day, month. and year components of 
a date be represented. in separate binary P·relations? Should the su-eet number, 
su-eet name, city. and state component6 of an address be so separated? Besides 
usmg the notion of minimal meanmgful unit, we may WISh to adopt the criterion 
of avoiding occurrences of the "property inapplicable" nun value; this objective 
can often be reached without binary atomization. 
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Ellen if the principa1 schema were based exclusively on binary relations (and 
we shall return to this tOpiC In a later section). there would still be 8 need to 
Apply n·ary JOins to obtain higher degree relations In order to define Views, study 
view mtegratlon. and represent 8 broad class of quenes. With RMrr we take the 
position that one man's mlOlma1 meaningful unit is not necessarily another's. 

Note that the appropriate JOin (or defining a view that encapsulates some or all 
of the immedIate properties of an entity type In a Single n-ary relatIon lS the 
OUTER NATURAL JOIN of aU P-relations for this type on the E-attributes 
with the K-role (see Example A m Section 15.4) . Th18 jam IS appropriate no 
matter how fine or coarse the property decomposition 18. 

To explain how the P-relations for a given entity type are tied to the E-relatlon 
for that type, we shall make use of the follOWing RMrr objects and properties. 
The relname of a relation is the character string representation of the name of 
that relaLlon. The relname of a (presumably Lransient) relaLion, to which an 
assignmenL has not been made. IS null. Every base relation has a nonnull reLname. 
Further, every denved relation which IS cited on the left-hand side of an assign
menL statement has a nonnull relname. The relname domain (abbreviated RN
domain) is the domain of all reLnames m the database. 

Now we introduce the property graph relation (PC·relatlon) Lhat indicaLes 
which P·relatlons represent. property types a.ssociaLed with which E-relation 

Both of the attributes of PC are defined on the RN·domam. One aLtribute is 

named SUB to indicate its subordinate role, while the other IS named SUP to 
indicaLe its supenor role. If m, n are, respectively, the names of a P-relation and 
an E-relation, let the expressionsp(m) , ern) denote the property Lype represented 
by that P·relaLion and the enLity type denoted by that E-relation, respectively. 
The pair (SUB:m, SUP:n) belongs to PC iff p(m) 18 a property type for entity 
type e(n). 

One may think of the col.1ection of P-retations for a given E-retation as 
constituting a pro~rty molecule type. which is bound together by tuplea in the 
PC-relaLion. 

8. MULTIVALUED AND INDIRECT PROPERTIES OF ENTITIES 

Entity types are so defined that each multivalued property of an entity p is cast 
;n the form of a characteristic entity q Logether with immediate propertIes for q. 
AeM TraJlMCtlOlllon 0.1.II,-S---. Vol. 4, No . •• Deotmbon- 1979 
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FII· 3. CharKtensuc ff:laUONI 

A charactenstic entity may itself have one or more charactenstic enLities subor. 
dinate to it. A familiar example is that of employees (8 kernel entity type), each 
of whom has a job history (characteristic entity type subordinate to employees) 
whose immediate properties are date attained position and name of position. This 
infonnation is augmented by salary history (characteristic entity type subordinate 
to job history) whose Immediate properties are date of salary change and new 
salary (see Figure 3) . 

The need (or a characteristic entity type descnbed above anses from a strictly 
multivalued dependence (i.e .. one that is not a functional dependence). Another 
way in which a characteristic entity type may anse is from a transitive functional 
dependence (6). In this case an entity type e has an Immediate propeny P. which 
in tum has an immediate propen.y q (e.g .. a highway segment has one of several 
types of surface material, which in tum has a porosny) . An entity type that is 
characterisuc WIth respect to highway segmenta can be Introduced to represent 
the types of surface matenal on these segment.&. Porosity then becomea an 
immediate propen.y of this enUty type. 

The charactenstic entitv types that provide descnptlon of a gwen kernel entity 
type fonn a stnct hierarchy. which we caU the characterIStIC tree. In this lree, 

entity type p is the parent of entity type q If q 15 an Immediate characteristic of 
p (i.e .. not a characteristic of a characterisuc of pl. A kernel enLtLy type may. of 
course, have no characteristic entity types descnbing it. In this case ita charac
teristic tree is a single node. the kernel entity type Itself. 

To represent the conection of characteristic trees, we Introduce the character. 
IStlC graph relalwn (CG·relation), a binary relation whose two attnbutes are 
defined on the RN-domain, one WIth the SUB role, the other with the SUP role 
(as with the PG·relation). Its interpretation is as fonows: The pall' (SUB:m. 
SUP:n) belongs to CG if enuty type elm) 15 Immediately subordinate to entity 
type ern) In one of the characteristic hierarchies. 

InsenlOn and deletion of characteristic enllties are governed by the fonowing 
rule. 

Rule 5 (characteristic Integrity): A characteristic enuty cannot exist in the 
database unless the enuty it describes most Immediately IS also in the database. 

One may thmk of the conection of charactenstlc relations for a given £.relation 
as constllul1ng a characterIStIC molecule IYfH!. which 15 bound together by tuples 
In the CG·relatlon. 
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9. ASSOCIATIONS 

9. 1 Associative Entitles 

The representation of associatIVe enmies in RMff is the same as that of kernel 
entities. Thus. there is an E-relallon for each associative entity type and zero or 
more P-relations. Figure 4 shows an example of an assignment assoctauon 
between employees and projects. where each assignment LS treated as an enuty 
and P-relations are used to record the employee and project surrogates plus the 
stan date of the assignment. 

Ir a given associative entity type has subordinate charactensuc entity types. 
there wiU be corresponding tuples in the CO-relation to define the tree of these 
Iypes and there wilJ be characteristic relations to support each of the character
istic entity types involved. 

Insertion. update. and deletion of associative entities are governed by the 
following rule. 

Rule 6 (association integrity) : Unless there LS an explicit mtegnty constraint to 
the contrary. an associative enut". can eXLSt in the database h.e., there LS a 
corresponding surrogate In the appropriate E-relauon), even though one or more 
entities panicipating in that association are unknown. In such a case the surrogale 
E-null is used to indicate that a paniclpating entity is unknown. 

To force automatic deletion of an association when an entity panicipaung 10 

that association is deleted, one may easiJy add the explicit constraint that the 
corresponding attribute of an appropriate P-relation cannot accept a null value. 
Such a const.raint is part of the application of RMff. rather than an Integral pan 
of RMff itself. 

An associative entity type Interrelates entitles of other types (kemel or 8580-

ciative or both). Let U8 refer to these other types as Immediate partlClpOnlS In 
the given associative entity type. To support the specification of which entity 
types participate in which associative entity types, we introduce the assoclatlon 
graph relation (AO-relation), a binary relation Just like the CO-relation except 
for its interpretation: (SUB:m, SUP :n) belongs to AG. if the entity type elm) 
panlcipate8 immediately in the definilion of associative enuty type ten). Note 
that the transitive closure of AG is a partial order. but not necessarily a t.ree or 
coUection of t.rees. 

It is unportant to observe that when one association type has another associ
ation type as a participant, proper use of surrogates in the higher level association 
for referencing specific lower level participants can remove a potential source of 
ambiguity (in the same way that proper use of user-controlled keys in the basiC 
relational model can remove such an ambiguity). To illustrate this ambiguity, 
suppose we have two RMrr relations IS and CAN each having attributes Sr. 
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(supplier surrogates) , Pt (pan surrogates), and Ct (city surrogates): 

IS (St :e Pt :e Ct :e) 
CAN ( St :e Pt :e Ct. :e) 
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where (s :e, p :e, c :e) belongs to IS if supplier s IS supplying panp from city c; and 
(. :t, p:e, c:e) belongs to CAN if supplier s can. supply part p from city c. 

Suppose also there is a need to represent a higher level association that relates 
each IS pair (s, p) to the project(s) receiving pans with serial number p . Suppose 
one were to establish an RMrr relation TO(St :e, Pt. :e, Jt. :e), where the attribute 
Jt is defmed on project su.rrogates. It is not clear from this declaration whether 
the pairs (s, p) in TO are pairs from IS or paus from CAN or just any arbitrary 
pairs of supplier and pan surrogates. A separate integrity constraint of the form 

TO{&. P<)!: IS[S<, P,) 

helps to resolve this ambiguity at the type level, but not at the instance level. 
This is because there may be two or more occurrences of the pall" (s, p) in the IS 
relation-say (s, p, c1) and (s. p, c'21-and It is then not clear whether an 
occurrence of Cs, p) in the TO relation is refemng to C., p, c l) or (s. p, c2) . 

By use of associative entities In RMrr the ambiguity can be resolved both At 
the type and instance level. We would have RMrr relatiOns as foUows: 

IS (/St :t. St. :e Pt. :e Ct. :ct: ... ) 
CAN (CANt.:t St. :t. Pt. :e C£ :ct: ... ) 

TO (TO<" 1&" ... ) 

where Lhe attribute 1St in the relation TO refers to specific entities and hence 
specific tuples In the IS relation. 

One may think of the coUection of entity types participating (immediately or 
otherwise) in a given associative entity type as constituting an a880CtatUlt. 
nwlt.cule type, which is bound together by tuples m the AG-relatlon . 

9 .2 Nonentity Assoclaltons 

A nonentity association type has no E-relation. There is no surrogate associated 
with an association of this type. Hence. there is no dependable way Ci.e,. system
controlled way) to refer to it in eilher the PC· relation or the AG·relation. For the 
same reason, it cannot participate as a component in another association_ 

A nonentity association type is represented by a smgle n-ary relation whose 
attributes include the E-attnbutes Identifying the entity types panicipating in 
the association together with the immediate properties (if any) of this association. 
Figure 5 shows how the assignment of employees to projects might be treated as 
a nonenuty association type. 

The insertion. update, and deletion behavior is governed by Rule 2 of the basic 
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relational model. Thus. a nonentity association may not exist in the database 
unless the entities it interrelates are present therein. 

9 .3 DecompoSItion 01 ASSociations 

Thoughts. including those that penain to descnplion of a database. do not anse 
neatly decomposed into minimal meaningful unus. 

Given an association involving n (n > 2) participating entity types, a da18base 
designer who has only binary relational tools to work v.'1th would very likely 
immediately decompose such an association into n anchored binary relations 
(each relating one participant to the entity domain for the association itSelf) . 
Suppose that. had he cast the association in n-ary (ann and studied its possible 
non)o88 decompositions. he could have found that the association is decomposable 
into two or more relatively independent associations of lower degree, each of 
which could then be separately decomposed (if desired) into binary relations. We 
would then say that his immediate decomposition into binaries was premature. 
We call this the premature binary decompositIOn trap. Tha.s trap is complemen
tary to the connection trap in [5]. 

In attempting to arrive at minimaJ meaningful unns, the designer would be 
weU advised to make use of all the theory of n-ary relations that has been built 
up over the past decade. There are now such Concepl8 as PJ/ NF (otherwise 
known as 5NF) [II]. irreducible relatiOns. atomiC decomposItion [45]. weU-defined 
relations [33], independent relations (29J. and pnmltlve relations [26], all of which 
can be used as guidelines for decomposition . WhLle all these concepl8 deaJ 
primarily With projections that are Invertible by nonJoss n81uraJ Joins., the last 
two also take into account new interrelation mtegnty constraml8 that might be 
needed if decomposition 15 taken too far or poor choices are made when two or 
more decomposition options are available. 

Note that. in general, a nonentity association cannot be split up (without 
information loss) into anchored binary projectiOns in the same way associative 
entities can because there is no entity domam to reJoin the projections together. 
For this and other reasons. RM/f may be applied to database design completely 
avoiding the nonentity association concept aJtogether. 

10. CARTESIAN AGGREGATION 

An important dimension for forming larger meaningful um18 is that of Carteswn 
aggregatIOn. Smith and Smith (33) call it simply aggregation. but we wish to 
distinguish it from other forms of aggregation such 85 statisticaJ aggregation and 
cover aggregation (discussed below) , According to Smith and Smith, Cartesian 
aggregation is an abstraction in which a relauonship between objects is regarded 
85 a higher level object. 

Cartesian aggregation in RM/f is broken down into three types: 

(I) aggregation of simple properties yields an entity type (characteristic or 
kernel or associative); 

(2) aggregation of characteristic entities yields an entity type (characteristic or 
kernel or associative); 

(3) aggregation of any combination of kernel and associative entity types yields 
either an associative entity type or a nonentity association type. 
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The fltSt kind of Canes ian aggregation LS supponed In RMrr by the P-relatlons 
together Wlth the PC-relation: the second type by the charactenstic relations 
together with the CG·relatlon: and the third type by the kernel relations, 
8.S8OC18tive relations. and the AG·relatlon. Figure 6 provides an example of 
Cartesian aggregation. 

While RMrr can be applied with the Sm.Jth and Smith constraint that 
abstraction by Canesian aggregation must yield a concept namable by a simple 
English noun, the model itself is not constramed In thIS way, since this constraint 
ia too imprecise. 

11 . GENERALIZATION 

11 1 Unconditional Generalizallon 

Another imponant dimension for forming larger meaningful Units LS that of 
generalization. It has received a good deal of attention In the context of semantic 
nets [18. 31. 35]. Here we are concerned with It in the context of n·ary relations. 
Smith and Smith [341 define general,zatIOn as an abstraction In which a set of 
similar objects LS regarded as a genenc object. There are two aspects to this 
notion: Instantiation and subtype. Both are forms of spec,al,zatlon. and their 
Inverses are forms of generalization. The extensional counterpan. of instantiation 
is set membership. while that of subtype 15 set inclUSion. ~ shown in Figure 7. to 
obtain panlcular engmeers from the genenc object tor type) engineer. instantia
tion must be applied. The types engtneer, secretary. and trucker are each subtypes 
of the type employee. An entity type e together with its Immediate subtypes. 

ACM T,._~Oft o.w,... ~'~m&. \'01. ... So 4. ~r 1m 
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their subtypes. and so on constitute the generallzatton hterarchy of e. This 
hierarchy is yet another molecule type. 

Why should we separate the members of a generalization hierarchy IntO 

different entity types? We do this only if different kinds offaets are to be recorded 
about different memben of the hierarchy. Ir these types were nOt represented 
separately, we would have a single large relation with many occurrences of the 
special null value which mean.<; "value inapplicable." Associated with a general
ization hierarchy is lhe property inheritan~ ru.le: Given any subtype e. aU of the 
properties of Its parent type(s) are applicable to e. For example, all of the 
properties of emplovees in general are applicable to salesmen employees to 

particular. 
The E-relations introduced above lake care of generaliz.ation by membership. 

To handle generalization by inclusion, we Introduce the unconditIOnal gen 
mciuslOn relation (UGI·relation) , a ternary relation representing a labeled graph. 
Two attributes of UG I are defined on the RN·domain (one with the SUB role, 
the other with the SUP role), while the third attribute is defined on the category 
label domain called PER. The triple (SUB:m. SUP :n, PER :p) belongs to UGI if 
enuty type elm) is an nnmedlate subtype of entity type e(n) per category p. In 
other words, the E-relatlon whose name is represented by character string m is 
constrained to be included (by reason of generalization per category p) in the 
E-relation whose name is represented by the character string n. Note that UGI 
con18ill! only the immediate unconditional inclusion constraints that are associ
ated with the semantic notion of generalization. Thus, if (SUB:m, SUP:n, 
PER'pl and (SUB,", SUP,k, PER 'pl belong to UGI. (SUB,rn. SUP,k, PER'pl 
does not. 

The transitive closure of the UGl-relation represents a partial order of the 
entity types. but not necessarily a collection of trees, since an entity type may be 
generalized by inclusion into two or more entity types. For example, female 
engineers might be generalized into engineers on the one hand and female 
employees on the other. 

Consider the family of entity types in some generalization hieran:hy. Normally, 
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it would be good database design to represent common properties and character
istics of these entity types as high up in that hierarchy as possible. taking full 
advantage of the property inheritance rule. However. RM/T itself does not place 
such a constaint upon generalization hierarchies-this is considered to be a design 
discipline that the user of RM(r may choose to adopt or reject. 

The roUowing rule governs insertions and deletions of surrogates. 

Rule 7 <subtype integriLY): Whenever a surrogate (say s) belongs to the 
E-relalion for an entity of type e, s must also belong to the E-relation for each 
entity type of which e is a subtype. 

11.2 Alternative Generahzatlon 

We may augment the usual notion of generalization hierarchy by noting that an 
entity type may be generalized into two or more alter"atll~ types. For example . 
1Il 8 database concerning customers (see Figure 8), suppose that a customer may 
be a company. partnership. or tndividual person and each of these is a legal unit. 
Suppose also that different attributes are to be recorded for each of these five 
entity types. Then, in addition to recording in UCI the unconditional inclusion of 
customers. companies. partnerships. and individuals in legal unit&. we should also 
record elsewhere the alternative or conditional inclwnon or customers in compa
nies. pannerships, and individuals. To suppon. this. we introduce the allernatwe 
gen I.IIclwuon relatwn (AGI-relation). a ternary relation JUSt like the UCI
relation. except for its interpret.ation: (SUB:m. SUP :n. PER:p) belongs to ACI 
u the E-relation with name m is constrained to be conditionally included in 
E-relation n by reason of generalization per category p. 

Suppose tnfonnation about a new entity IS being insened and Just one or its 
several types is spedfied. Then the system can (and. according to Rule 7. must) 
automatically iosen. the surrogate generated ror this entity not only in the 
E·relation direct.ly representing the declared type, but also in the E·relation for 
every entity that. according to UGI and AGI, is superordinate to the declared 
entity. Both graph relations must be consulted, because A may be alternatively 
subordinate to Band C. which in tum are unconditionally subordinate to D; 
hence A is unconditionally, but not immediately. subordinate to D. 

To iUustrate the operational distinction between UGI and ACt. consider the 
introduction of a new customer into a database that conforms to Figure 8. By 
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consulting UGlthe system ascenains that the surrogate for this customer must 
be entered into the E-relation for lega1 units as well as that for customers. By 
consulting ACt it ascertains that more extensiona1 information is needed to 
determme whether to enter the surrogate mto the E-relation for companies, 
partnerships. or individuals. Until this information is forthcoming, the system 
cannot determine whether the customer in question inherits propertie5 from a 
company, partnership, or individua1. Accordingly, ACt (in contrast to UGI) alerts 
the system to the need to obtain. if necessary, and consult extensional information 
for gUidance. 

1 2. COVER AGGREGAT10N 

A convoy of ships is certainly an aggregation of some kind. However, it lS not an 
abstraction by Cartesian aggregation. nor is it an abstraction by genera1ization 
(after all, ships are neither instantiations nor subtypes of convoys). Hammer and 
McLeod (15] include this kind of aggregation in their model. and we shall use 
their example. 

Consider a database that keeps track of properties of individual ships and 
convoys. When information about a new ship is inserted. it is normally not known 
in what convoys (if any) this ship will participate. Figure 9 should make the 
distinctive aspects of this kind or aggregatIon clear. The couer type CONVOY 
means that the database is keeping t rack of convoys in general. CONVOY 
ALPHA is a particular convoy. one of several in existence at this time. SAUCY 
SUE designates a ship that happens to be in CONVOY ALPHA. There is a 
subconvoy or ALPHA to which SAUCY SUE also belongs. Note that the mclusion 
or SUBCONVOY in CONVOY ALPHA is nOt an inclusion-based generalll.8tion 
(SUBCONVOY is an extensionally, rather than intensionally, defined subset of 
ALPHA) Moreover, the membership of SAUCY SUE in CONVOY ALPHA is 
not a membership-based generalization (SAUCY SUE is not a particular convoy 
or kind of convoy). 

It happens in the convoy example that a sh ip cannot normally be a member of 
two convoys at once. If we regard lone shi ps as singleton convoys. then the 
CONVOY concept partitiOns the class of ships. The disjointness or convoys does 
not carry ove r into all other examples of cover aggregation. Consider people and 
clubs in place of ships and convoys: People can belong to many different clubs 
simultaneously. So, in genera1, this type of aggregation constitutes a cover rather 
than a partition-hence its name. 

, ,., 
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A typical cover member mayor may not be homogeneous in type. For example. 
a task for ... e may consist of sl-Jps. planes, tanks. and personnel. 

Each cover aggregation type 15 treated by RM{f as an entity type, having the 
usual E-relation plus possible P-relations and possible subordinate characteristic 
relations. For example, in the case of the CONVOY cover type, the E-relation 
would list tbe surrogates for existing convoys, while the P·relations and any 
characteristic relations would list propenies of each convoy regarded as a single 
generic object.. 

Although it is possible to treat each cover member as a distinct entity type, 
this would normally be neither necessary nor desirable. Membership of individual 
entities (ships) in a cover member (particular convoy) is represented by a graph 
relation defined on the E·domain in the obvious way. 

To enable the system to control the input of members of cover members. we 
introduce the couer membershIp relatIon (KG-relation) , a graph relation on the 
RN-domain which specifies for every cover aggregation type what are the allow· 
able types that may become members of cover members (e.g., are just ships 
aUowed as members of convoys or are planes allowed lOOt). 

13. EVENT PRECEDENCE 

Entities of event type are those which have as part of their description a time of 
occurrence or a start time and/ or a SLOp lime. Note that not all entities WIth time 
attribures are events. For example, an 8.'W)Ciative entity which indicates that 
supplier x can supply item Y WIth a df'livery tune of three months is not itself an 
event.. 

Ordering of events in tIme plays a major role m cf'rtain databases. Provision 
for recording this ordering at the type level represents a step toward supponing 
scripts (see [17]) . 

Event el succeeds event e2 if the time of occurrence/ start of el is strictly later 
than the time of occurrence/completion of e2 (according to whether these events 
are perceived as instantaneous or not) . Some types of events are unconditionally 
foUowed by one or more other event types. Such succession is normally a panial 
order. It is represented in RMrr by the unconditwno/ successor relation (US· 
relation), a graph relation on the RN-domam. (SUB:m, SUP:n) belongs to this 
relation if an event of type e(m) must be succeeded by an event of type e(nl, and 
there is no intermediate event type e such that e is an unconditional sucressor of 
e(m) and e(n) is an unconditional successor of e. 

Similarly, some types of event& are alternative successors to others, and this 
alternative succession is represented by the alternattUe successor relation (AS· 
relation) in a similar manner to the unconditional succession. 

When an event el succeeda an event £'1 . this obviously means that el is a 
predecessor of e2. but It does not mean that (>1 is necessarily the only predecessor 
of e;r--even if LIz is the only sucressor of el. Hence. we need two more graph 
relations to describe precedence between event types: VP for unconditional 
precedence and AP for alternative precedence. 

To illustrate the use of these graph relations. suppose we have a database that 
includes records of orders placed WIth suppliers and records of shipments that 
have beeu accepted as input to the Inventor)' (the corresponding event entity 
types will be called orders and shIpments) , Suppose that we prohibit acceptance 
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of shipments into the inventory IlJ'lJess there is an unfilled order covering the 
items in question. Then, relation UP would have a tuple (SUB:orden, 
SUP:shipments) that asserts that every acceptance of a shipment is uncondition
ally preceded by an order. In addition. relation AS would have a tuple that asserts 
that one possible successor event. to the placing of an order is the acceptance of 
a shipment (shipments can, of course, be rejected) . This mtensional infonnation 
can be used by Lhe database system to challenge the validity of panicular 
acceptances not CQvered by corresponding orden. 

More generally, the relations US, AS, UP. AP provide 8 me&JU of cOl\8training 
insertions to and updat.es of the event relallons supponing an event type. 
Otherwise. their behavior under insenion, update. and deletion is determined by 
whether they are kernel or associative. 

14 RM I T CATALOG 

RM/T contains ita own extensible catalog to facilitate transfonnations between 
different organizations of common information as may be encountered in the 
process of view integration. The foUowing relations constitute the catalog struc
ture: 

CATR ( R. RELNAME RELTYPE ) 
) 

USERKEY) 
) 

CATRA ( RAt 
CATA ( At 

CATAD ( ADe 
CATD ( D, 
CATC ( C, 

CATRC ( RC. 

Rt At 
ATINAME 

At. Dt 
DOMNAME 
PERNAME 

Rt Ct 

VTYPE ORDERING) 
) 
) 

where CATR, CATA, and CATD describe the relations. attributes, and domains. 
respectively; CATRA interrelates relations and their attributes; CATAD inter
relates attributes and their domains; CATRC interrelates relations and categOries 
(see below for details). In addition, attributes Rt. At. Dt. Ct are defined on the 
E-domain and contain surrogates for entities of type relation. attribute. domain, 
and category label. respectively; attributes RAc:, ADc. RCt are also defined on 
the E-domain and contain surrogates for &.S8OCiative entities of type relation
attribute, atuibute-domain, and relation-category-Iabel, respectively. The re
maining attributes are listed below with a brief explanation: 

RELNAME 
ATINAME 
DOMNAME 
PERNAME 
RELTYPE 
USERKEY 

VTYPE 
ORDERING 

relname of relation (defined on RN-domain); 
attname of attribute; 
domname of domain; 
category label (defined on PER-domain); 
type of object represented by relation; 
indicates whether attribute participates in a user-defined key 
for corresponding relation; 
syntactic type of value; 
indicates whether> is applicable between values in correspond
ing domain. 

Given a category c. an entity type is called top per c if it has at least one 
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subordinate entity type per c, but no superordinate per c. Relation CATRC 
contains at least one tuple for every category. For each category In the database. 
it lists the relations which represent top entity types per that category. The 
meaning of the other relations In the cata.log should be obviol.lS. 

Appropriate reltypes are specified for a relation by concatenating appropriate 
letters from the following List: 

A associative entity type relation; 
C characteristic entity type relation; 
E E·relation; 
G graph relation; 
I inner kernel entity type relation: 
K kernel entity type relation; 
L edge· labeled: 
N nonentity association relation: 
P propen.y relation: 
T event entity type relation. 

For example. a relation representing a kernel event entity type wouJd have 
reltype TJ<: one that represents an edge· labeled digraph would have the reltype 
LG. 

15. OPERATORS FOA AMIT 

The foUowlng operators are Intended to pennit both the schema 1Ofonnation and 
the database e:llenslOn to be mampulaled 10 a unifonn way. 

15.1 Name Operators 

NOTE 

Let R be a relation. NOTE(R) is the relname of R (i.e., the character stnng 
representation of the name of R) provided R has been assigned such a name by 
a user: else NOTE(R) is null. For our present purposes we do not need to extend 
this operator to objects other than relatiOns. Many relations generated as inter. 
mediate resuhs will not have relnames. Every base relation must, however. be 
given a reLname. 

TAG 

Let R be a relation. Then 

TAG(R) - R x (NOTE(RJ) 

where x denotes Cartesian product. 

DENOTE 

Let,. be the relname of a relation. Then DENOTEC,.) IS the relation denoted by 
r . When applied to relations that have reLnames, the operators NOTE and 
DENOTE are inverses of one another. 

DENOTE may also be applied to a unary relation that is a S4:!t OJ relnames. Lel 
R be such a relalion. Then DENOTECR) is the set of all those relations whose 
reLname is in R. 
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15.2 Sel Operators 

COMPRESS 

Let I be an associative and commutative operator that maps a pair of relations 
into a relation (for example. a join). Let Z be a set of relations such that I can be 
validly applied to every pair of relations in Z. Then COMPRESS( r. Z) is the 
relation obtained by repeated pairwise application of I to the relations in Z. An 
alternative notation for COMPRESS( r. Z) is liZ. 

APPLY 

Let I be a unary operator that maps relations into relations. and Z a set of 
relations (not necessarily union compatible). Then APPLY( r. Z) yields the set of 
all relations I(z) where z is a member of Z. For convenience. we adopt the 
convention that if a set of relations is cited in an algebraic expression in one or 
more places where a relation name would be syntactically valid, then the expres
sion is evaluated for every member of the set. However. (I) the expression must 
be enclosed in parentheses and preceded by the word APPLY. and (2) no more 
than one set 01 relatIOns may be cited within the scope of a single APPLY (any 
number of individual relations may be cited) . 

PARTITION BY ATTRIBUTE, PATT 

Let R be a relation with attribute A (possibly compound). R may have attributes 
other than A. Then PATI(R. A) is the set of relations obtained by partitioning 
R per aU the distinct values of A. For all relations R haVIng an attribute A : 

R - UNION/ PATT(R. A) . 

PARTITION BY TUPLK PTUPLE 

Let R be a relation. PTUPLECR) is the set of relations obtamed by promoting 
each tuple of R into a single-tuple relation. Note that R _ UNION/PTUPLE(R). 

PARTITION BY RELATION, PREL 

Let R be a relation. PREL(m is lhe set of relations whose onJy member is the 
relation R. Note that R - UNION/PREL(R). 

SETREL 

This operator takes as argumentS any number of explicitly named relations and 
yields a set of relations. An appropnate expression is: 

SETREL(RI, R l • • _ • • RII ). 

15.3 Graph Operators 

The following operators are included for convenient manipulalion of the directed 
graph relations (PG, CG, AG, UGI, AGI , US. AS, UP. AP. KG) . Relation R is a 
digraph relatIOn if it is of degree at least two and has the following propenies: 
(1) lWO or its attributes are defined on a common domain: (2) one ofthese has the 
SUB role. the other has the SUP role; (3) no other attributes have the SUB or 
SUP role. Relation R is an edge-labeled digraph relation if (1) it is a digraph 
relation of degree al least three: (2) ezactiy one of ita attributes has the PER 
(labeling) role; and (3) for every m, n, p no two tuples of R have fSUB.rn 
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SUP:n, PER:p) in common. A digraph relation that IS not edge-labeled is called 
unrobekd. 

OPEN 

Case l. Let R be an unlatwled digraph relation (i.e .. no at.lribule has the PER 
role). Then OPEN(R) yields a copy of R wlth all nonimmediate subordinations 
removed: i.e., it is the marimal subset RI of R having the propeny that if 
(SUB:m, SUP:n) belongs to R I. then either there does not exist any k for which 
both (SUB:m, SUP :k) and (SUB:k, SUP:n) belong to RI. or else the existence 
of such a k implies that k - m or k - n. 

Case 2. Let R be an edge·labeled digraph relation. OPEN(R) yields the 
maximal subset RI of R with the propeny that if (SUB:m, SUP:n, PER:p) 
belongs to R I , then either there does not exist any k for which both (SUB:m, 
SUP:k, PER:p) and (SUB:k, SUP n. PER:p) belong to R I, or else the existence 
of such a k implies that k - m or k - n. 

CLOSE 

Case 1. Let R be an u.nlabeled digraph relation. CLOSE(R) is the transitive 
closure of R: i.e .. it is the minimal superset of R such that if both (SUB:m, 
SUP:k) and (SUB:k, SUP:n) belong to R. then (SUB:m. SUP:n) belongs to 
CLOSE(R). Tuples In CLOSE(R) that do not also belong to R have null values 
for those attributes other than the UB and SUP atuibute8 . 

Case 2. Let R be an edge·labeled dlagraph relation. CLOSE(R) yields the 
minimal superset of R such that if both (SUB:m, SUP :k, PER :p) and (SUB·k. 
SUP:n, PER:p) belong to R. then (SU B:m, SUP:n. PER:p) belongs to 
CLOSE(R). Tuples in CLOSE(R) that do not also belong to R have null values 
for those attributes other than the SUB, UP. and PER attributes. 

Note that for all digraph relations R: 

OPEN(OPEN (R» - OPEN(R). 
OPEN(CLOSE(R» - OPEN(R), 

CLOSE(CLOSE(R» - CLOSE(R), 

while for all unlabeled digraph relations R of degree 2 and all edge-labeled digraph 
relations R of degree 3: 

CLOSE(OPEN(R» - CLOSE(R). 

With higher degree digraph relations. OPEN rna .... lose IOfonnation (contained In 

attributes other than SUB, SUP. and PER) which CLOSE cannOt regenerate. 

STEP 

Case I. Let R be an u.nlabeled digraph relation that does not have an attribute 
SEP (which stands for separation). Let Z be the set of all attributes of Rother 
than SUB and SUP. STEP(R) is the set of aU tuples of the form 

(St.:B:x, SUP:y, Z.z, SEP.nl 

where (SUB:x. SUP:y, Z:z) belongs to Rand n is the least number of edges of 
the graph which separate node x from node y. 
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Case 2. Let R be an tdge-Iabeled digraph relation that does not have an 
attribute SEP. Let Z be the set of all 8uribules of R other than SUB. SUP. and 
PER. STEP(R) is the set of all tuples of the form 

(SUB", SUP ,y, PER ,p, Zoz, SEP,n) 

where (SUB :x, SUP :y, PER :p , Z :z) belongs to Rand n is the least number of 
edges with the label p separating node x from node y. 

15.4 Examples 

Example A. Combine all of the P-relat.ions for the entity type employee into 
a single comprehensive P-relation, withomlosing information and without assum
ing any knowledge of the number of such relations. 

First we obt.ain the names of all P.relations for the entity type employee. 

R, - PG[SUP - emp] [SUB]. 

Remember that PC is the propeny graph relation. Then we obtain the corre. 
sponding set of relations: 

R, _ DENOTE(R,). 

Finally, we repeatedly apply the outer natural JOin 0 on the atLribute EMPc 
(common to all relations In the set) : 

R, - (0 EMPe)/ R" 

where <:) foUowed by I'In attribute or coUection of attributes indicates that tIlt: 
outer naturalioin is to be performed with respect to these attributes as join 
attributes. 

Suppose we combine the expressions for R I • R1 • R, into a single expression and 
replace emp by r. where r is the relnarne of any entity type. Let us denote the 
result by: 

PROPERTY(r) - (0 r, ',') / DENOTE(PG[SUP - r] [SUB]) . 

PROPERTY accordingly maps a relnarne of an entity type Into the corresponding 
comprehensive P.relation. 

Example B. Obtain the employee name and jobtype for all employees with an 
exceUent rating. assuming that: 

(I) There are distinct entity types for each jobtype (e.g .. secrelAf')'. trucker. 
engineer, etc.) and the jobtype category panitions the set of employees. 

(2) The immediate generahzation of these types is to the entity type employee. 
C3} Employee name and jobtype are recorded in one or more of the P·relatlons 

associated with employee. 
(4) Rating is recorded separately in a P·relation for each jobtype. 

R , - UGI[SUP - emp, PER - jobtype] [SUB]. 

Remember that UGI is the unconditional gen inclusion relauon. RI is therefore 
a unary relauon that lisla aU the names of aU the E·relations that are uncondi. 
tionaiJy immediately subordinate to the employee relation. 

R, - APPLY(PROPERTY, R,). 
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Ra is a set of P-relations, each 01 which is the comprehensIVe P-relauon for one 
of the relnames in R I. 

R3 - APPLY(Rd"RATING _ exceUent]). 

RJ is a set of relations JUSt like R! except that each relation in R, is a restriction 
of its counterpart in R2• 

R. - APPLY(R1EMP<)) . 

R j is a set of relations obtained by projecting each relation in R3 on the attribute 
EMP •. 

R, - (PROPERTY(emp)/[EMP<, NAME, JOBTYPEj. 

The comprehensive P-relation for the entity type employee is projected onto 
ita surrogate, name, and jobtype attributes, 

R. - UNION/ APPLY(R.[EMP< _ EMP<]R, ). 

Each relation in the set R, is Jomed by emity employee to relation R~ The 
result is compl'e5Sed by repeated union to yield R., the required output. 

The final expression is an example of a join by entity, 10 contrast to a Join by 
propen.y. 

Ezampl~ C. A database contau\S information about employees. The properties 
and characteristics penment to all employees are linked per PC and CC with the 
entity type employee. In addition, employees are categorized by 

(I) jobtype-engineer, secretary, technician, etc.; 
(2) employment status-permanent and temporary. 

Distinct sets of properties and characteristics are recorded for all these different 
specializations. The generalization gTaph UCI shows the engmeer. secretary. 
technician, etc., entity types being subordinate to the employee entity type per 
Jobtype, and the permanent and temporary entity types subordinate to the 
employee entity type per status. 

Obtain a ternary relation R such that (E-domam :z. RN.domain :.y, PER. 
domain:z) belongs to R iff.r is the surrogate of an employee. y is the entity type 
of.r per category z. In effect, we are convening category mformatlon into a new 
attribute of a relation at the parent level. 

R, - UGI[SUP - emp] [SUB. PER]. 

Relation RI lists the names of all the relations that are immediate subordinates 
of employee in the generalization graph. 

R, - DENOTEfR,[SUBj) . 

Rl is the corresponding set of relations. 

R1-APPLY(TAC, R1 ) . 

The sel RJ is obtained by taking each relation 10 Rl and appending to It a column 
that contains as many occurrences 01 Lhe relname for that relation as there are 
tuples in the relation. 

R. - UNION/ APPLY(R. [RN.SUB]R,) . 
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The natural join with relation R l is applied to each relation in R
l

• using relname 
attributes. The resulting set of reI8tion.~ is compressed by repealed application of 
union to yield the desired relation. 

Example D. Combine aU of the information in the RM/T graph relations into 
one relation R having 8Llribules SUB, SUP, PER. and RN, where (SUB :m, 
SUP:n, PER :p , RN :q) belongs to R iff 

(I) q is the relname of a labeled graph relation and (SUB :m, SUP :n, PER :p) 
belongs to q; or 

(2) q is the relname of an unlabeled graph relation, p is nuU, and (SUB :m, 
SUP:n) belongs to q. 

Assume the reltype of graph relations is G. Make no assumption about the 
number of graph relations in RMrr or their names. 

R , - DENOTE(CATR [RELTYPE _ GJ [RNj), 
R'l - APPLYfTAG, R1 ) . 

R - CW / R,. 

The outer union is needed in the last statement because not aU graph relations m 
RM/ T have the same degree. 

16 SUMMARY OF RM / T 

Systematic use of entity domains (includmg avoidance of nonentity associations) 
enables RMrr to support widely divergent Viewpoints on atomic semantics, 
ranglng from the extreme position that the mmimal meaningful unit is always a 
bmary relation to other more moderate positions The- four dimensions of molec
ular semantics supported by RMrr are Cartesian aggregation, generalization, 
cover aggregation, and event precedence (see Figure 10). 

We now summarize the special objecUi and Operators we have introduced in 
extending the relational model. Table I lisUi the objecUl. while Table II lists the 
algebraic operators. We use "att" and "rei" as abbreviations for "attribute" and 
"relation," respectively. 

Sets of n-ary relations have been mtroduced as an additional type of object for 
algebraic manipulation. The conventional set operators applicable to these higher 

Cau,1og ~ (15!-------+ ,~ 
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FLI 10. Four dunellNOl\I of RMrr 
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Table I 

RMIT 
.oJ«' ""'-"""" ... l)'5tem-ronLroUed enUly reprewn~tlve ......... wma: rep of name of daUibue relauon 
relt)'J)e &lnn( rep of rtiatlOfl type 
E-mill • aurrosn. de:notlnl"enuty unknown" 
£-<10_ • domain of ICtive IUlTOptftl 
PER-domam • domain of CltelOry labela 
RN-do_ domain of reln&mel 
E-IU IUnbute defined on &.domain 
RN'IU lunbute denned on RN-domam 
PER'lu label In JI"Iph relatIOn 
SEP'lu If'partuon of one node from another 
SUB'lu IUborch""le In (J1Iph relauon 
SUP'IU aupenor In vaph relatIOn 
CATR'rel •• 11M of all reinalnft and their reltvpes 
CATRA-rel •• rrlatlOQ and {heLl' attnbulel; 
CATA·rrl Iw of all IUnb!.l* 
CATAQ·reI ,. 

atlnbut_ and lheu- dOm.l1lll 
CATD·rel ,. 

lISt of aU domauu 
CATe-reI ,. 

hst of aI.l QltepnN 
CATRC-rel •• ut~ and tMIt top enm ... types 
E-~I 

lISt or .urtOf1U. (or. (I~n ",nlily t)"J)e 
p .... 

immedIAte propert .. of enuty type 
PG·,..,I property pph 
CG-rel • charac:tenauc: rraph 
AG-",I • ---.auon mph 
UClore' • unrondlhonal ~n Incl~ v.ph 
ACI-rel • aJttomatl~e ~n tndua.on ,"ph us. ... • uncondilionalllK'CeMor Inph 
AS-~I ' altemauve au~r Inph 
UP-~I unconditIOnal predeeeMOr Inph 
AP-re! ' alt.emauve predecftllOr Inph 
KG·~I ' membe .... hlp In rover .urq.t.e l)'pn 

Not.e, In .ny RMrr d.tabue the~ ... onlv one obJKI or t.ch Iype 
marked WIth .n Dumk The ~I.t~ muked ,. hIVe E.~I'hon 
count.erparu nol hlted npilculy here. 

RM/r 

_n"" Domain ob,e« Ranse obJeCt 
KOTE relation ~Iname 
TAG ~latlOn ~1.tKHI 
DENOTE 

~"""" relauon 
relnaJTlelWt wt of rel.hons 

COMPRESS .wI of rfl,uona relatIOn 
APPLY lei of ~I.uona art or relatlOn$ 
PAIT 

~~""" art of ~latlOn.l 
i'TUPLE relatIOn let of rel.lIons 
PREt relatIOn wt of ~lItlONI 
SETREL relatIOn/II let or ~1I11On1 
OPEN ,",ph rel.uon I"Iph ~lItlOn CLOSE ",.ph relatIOn ,",ph ~lItlOn 
STEP "",ph relauon v-ph relatIOn 
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order selS are UNION, INTERSECTION, and SET DIFFERENCE. Various 
other operators (e.g., OUTER UNION) may be applied to them. To create these 
sets of relations. manipulate them. and manipulate the graph relations. the 
operators have been added (the terms "domain object" snd "range object" refer 
to the domain and range of the operator) where relname set means a unary 
relation that is a set of relnames (see Table II). 

17. CONCLUSION 

We have attempted to define an extended relationru model that captures more of 
the meaning of the data. Meaningful units of infonnation larger than the individ· 
ual n-ary relation have been introduced in such a way that apparenlly competing 
semantic approaches recorded elsewhere may all be represented therein or 
translated thereto. The result is a model with a richer variety of objectS than the 
originaJ relationaJ model. additionaJ insert-update-delete rules. and some addi· 
tional operators that make the algebra more powerful (and unfortunately more 
complicated). We reiterate that incorporation of larger meanmgful UnitS is a 
never·ending task. and therefore this model is only slightly more semantic than 
the previous one. 

A data model that is to act as 

(1 ~ a conceptual framework for defining a wide class of formatted databases and 
(2) a mediator between stored representations and user views 

should probably have at least four personaJities; a tabular personality (e.g .. the 
extensions of relations in the relational modell , a set-theoreuc personality (e.g., 
the relational algebra), an inferential string·formula personality (e.g .. predicate 
lOgiC In modern notation). and a graph-theoretic personality (e.g. , labeled. directed 
hypergraphs for relations) . The tabular form is needed for displaymg andl or 
modifying extensional data (especially for those users who need to be protected 
from the detailed organization of the knowledge supporting the extensional data) . 
The set·theoretic personaJity is needed to support search without navigation. The 
predicate logic personality pennits stringwise expression of intensIOnal knowledge 
and the application of general inferencing techniques. The graphical personality 
pennits psychologically attractive pictures to be drawn for the special class of 
users who are designing the database. maintaining the supporting knowledge, or 
developing specialized inferencing techniques. 

Note that only the tabular and set-theoretic aspecta of RM(f are presented 
here. Clearly, there are several kinds of graphs which can be associated with 
RM(f. In addition to representing n-ary relations by hypergraphs, each graph 
relation has an immediate representation as a directed graph (in certain cases 
edge-labeled). 

Other extensions of the relational model are under consideration: for example, 
additional support for the time dimension and for a nonforgetting mode of 
operation. It is hoped that RM(f can be developed into a general. purpose 
restructuring algebra for databases. It should be remembered. however, that the 
extensions in RM(f are primarily intended for the minority consisting of database 
designers and sophisticated users; most users will probably prefer the simplicity 
of the basic relational model. 
ACM ~on OalabMeS,-unw. \'01. 4, NO. 4, OtnmbH 1919 
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Ihl!'r", '*111 bt' man) Instllliliotil; 
.. ht'rl!' "uch rontrob .... 111 not Ill!' nt'f. 

1!'Mal')', bl!'cIU!lof' lilt' o'i!'raJl P':'rfor 
m~ rl'quI~lfl1'nl.!i "111 hi!' It'll .. 
'lnnl~nl ('unl,ol '\ JM'r(orman~ I' 
I Irlldfo .. ,f( Ilki!' an) othl!'f' 

In_ mlkn I lat~ numbt't "f 
~PI!"C.(IC bOI on~ob-.I.ntlall!'d cI.lm~ 

rt',lrdlng the p"r("rmllnn- laclUaJW 
pOIt'nllaJ , "f ,...lluonll ~) !oW'm.. HI' 
\.)"" th.t '. I)plcal rt'lllIunll' en .. · 
fOnlTOl'nl ,'"n",,, r,f m.n) ...,pani.tf' 
t.M ..... n"nt' "f .. hlf"h afp phY'If"aJl~ 
Hmnt'Q.-d and th.1 Ih"f~(lJft' 1/," 
.. y .. tt'm h .... 1/, ...... rch (u, datil In d" 
, .. , ...... plio"" iond III .... loj fi/ll"Iruc! , .. 
111I"n .. lup" O)·n.mlr.lly 

SU .... , ,I.I"lTII"nt.. o"lII<.n"".I.. 10 
t"or"'I~h ""nfo!>!"n bPl .. .....,n tt ... 
~")""rall<nd hl~u·.J 1 .. \ ... 1 ... ,f Ihe "Y' 

ph),~.<'&JI)' ronnrrtt'd or "tort'd phY!!I' 
("all) closor- to (1M' anolhu (~\'('n 'nl~r

Jtol'..o IS In • h,t"tarchl(' or ne! .. 'urlc 
,,)stt'ml. ,f rl"qulrt'd - bot thl'Y don't 
ha\ t to bI!'. SOIl'tha, phYSically 'W'pa
ratt labln.~ .nuall) a btUl'r 5t1\lC' 
IU~ (ffl)lTl I Pf'rforman('(' stand· 
f.'/C)ml' (or man) .ppIU.'.tmnli 

• Thl> opumll.lluon nxnp,lt'r I('('h · 
noI~) plOnftrf'd '" SY!iill!'m R (ano 
(l;ubSl'Qol'ntly Inrorporalt'd mto Iht' 
IBM prodUCI~ SQl. IlS and DB~ j 
mf'an!> thai a "11",(,eanl portion of 
Iht pr~~ o( ·'~'.rchtng (nr data 
lOod C'On!>tfUeung rl'I.1l0n"hlp!;" IS 
doM' ~la"caJl) mSlt'.d nf oynanucal, 
Iy. 'Ahl~h IM-~by rl!'dot'T$ th~ 

amount of run"me 1/0 
• Thl' proVISIOn ... r Indi!'lIl!'S a.nd 

thfo ab,lIly to CfUll' a.nd dl!'Stroy In· 
MUl! dyna,IUcaUy reprf'M'nt an 11"
P6nanl aapKt of ~rformal\C'l!' th.t III 
totally I,nort'd In thl!' art,cil' 

Thu" afl' no"""rous addllwo •• I!'r 
,ors of fact anOJu08f1'll!'nlill Ih~ ani
cll' Sonw of th ... mor. p«Tf'liOUli 0I'If'II 

.~ all follows' 
• Inmon stales Ihat " rnlMance 10 

th" notIon Ihal ""lauooaJ SY5U'nlS do 
not ~,rorm poorly gOP!> back to Ih" 
Ttl.llona. mon'menl ILwif He 
set'm5 to bl' !ii&ylOg h~", thai " thl' ~
lallonal mo,."""nt" ( whalf" '" that 
l(I;j ha., al .... ys c1alml!'d 1 hal rl'lalional 

Iystl'ms do pt'rlorm puoriy Su,..Jy 
that cannut t. what tit' -..- IIklft 
to lhl!' potnt , hi!' ton on l.(> .. y that 
" tht tl'latlOflll mo\'('fIII!ft II fl.lUJ'ldfd 
In a b:atc:h meN.ahty In fan t'~y 
tilt' opslO(J(I;lt(' 11 tilt' caw Tbr Ot1jpnaJ 
Inl .. nt ""II to makl!' lhi!!' data but' lSI· 
rKtly ~~ I.LlMOd --. IUllply· 
,n, mtUK'llv. &CceMj 

• "G""n ttv lynlU ... f alllll~ 
hkl' SQL, II II \l'T)' dlffl('1Jlt, If not un· 
po$!ilb~. to wpanu rI!"Q~' 
that IS, IOto kJ.ng-runmnl v!> .. hon · 
Nnmnl - "untIl runtl"", ~ Actually 
thiS Is·untro('. lhou,h It la. tro(' that 
s)'!itl'IM lnday do not attl'tnpt to 
mak~ such a MOparatlon 

MSA introduces the shortest distatv:e 
. between t\W }lOints. 

New MSA Order Processing. 
'''I'' Inml,n ...... m .. If. I .... unaWI'" "f \t"'A, rrm4tubk IIC .... Ou"'r P' ... t .~ ')v_ltm ,,,'" the-v .... ,'" I h,l\'t'tlJ .... ""1 ... n.k \' ur lU, 

., , ...... , I,,· m.k .... "" ,tof .. , ... n!"i' I" 
~«:P' cwry ',rlk, lin IU' l ,1Ilc1 "II .c. ht-c1ok 1'>fTII;Or "''''11.(" ,t-p,f",t:nt"'ll~t' l ... " ,n 1,"(' ",nCT - II, .. mlffi) ph)"lrall .. , .. 1 I,mpit' 

IIl1"nllOlI'," I fiU 11111 .... 1/'111 h.H bt-t'n II .;lOI"m",ulaUy f h ... dh (red., JnJ .. ",t·nlf/n.· hl'lt .. , ,nJr,'m.;luun The.- """Iem .w:, om.no...l1\ 
pi'" ,tiw:iln ,"'a'I"nal'~ ,It'm .. 'pw".f "v".I"b.lory 'xhnJuk-. \h.pp.nj..' lloIl, t .• ,t'JITM:,' c11'~v.. .dd1C:"'<,C,">. prcl('rrro .n'pml'T'1 "nd uthCT 
""II~ f." pI',f'.,miln ... - ,"a. .. "n.. Immcdll,d.,. In",.,., d rw rIJi.:.t ttw'I' .. pfI.hIl'm ."der n-IIlt-d on'flfm"'I1f1t1 
n" ...... r4' 11,11"', 1111 lod. ,1,uI 1If.' n"l rhl'n ft"'lum(:' 1m' Pl/Ill· .. , .... ho n tlK- p",hkn. II .. I ... , In~IJnd\' dll'd,., I)rr("nl \u:ch fn.L.rd-. 
1I00,IWi t .. ' th.· ",u .... 11'11 I' rt"'ll,IV(.-d -..I,m.., \'U01 ..cn.''''(, reprt"'!C"nul"t" tnllt'l'?W' 

• "I,)".jtr;"~·I'I·~~~.;I'M';·~" ~'.· ••••••••• ~',~.~,~'.'.~"";;.;"~rt;:,:'~.;.;':.:'~"~'~':'~"~y~'~'~":'~'~"~'~I'~':m:.:'~' ___ .:. .• :::'~":m:'~"~'~,~.~,:" __ ~ ____________ .Ii 



6.1'" .. 
1\vo experts review the perfornl8llce issue 

• The "Hrond opI'ralinc SySum 
sotUtll""" (IM'o!v,nl the umporary 
~moyal and subwq~t ~'Mt.lf"
Intnt of lonI·runnlnl activit,") I' ab
IUrd and would not bP wortn diSCUM-
11\1 n~~ at all, w~", It not for Inmon'. 
final ",man to tM t'rtf'ct that the no
lion of "the Jtandard work Unit" Iii 

"vlola~ at a IYIOIIt basic l~v~1 by r~ 
latlooal 'Ylums." Tnl, i, arrant non
!It'~, .. tht' moet supe~f"icial ~xami· 
!\alion of a 'Ylum lueh .. 082 (for 
t'Xampl~) would lmrt"lediaUly demon· 
strate 

• "'In Codd'l oril'nal spt"oClfu:ation 
of thr r~lallonal ~nvlrolUt'lt'nt, it wu 
spt"oCifii'd that contt'nt·addrns.ble 

mrmory tM! used, rather than convrn· 
tlonally addr6Sablt' memory " ThiS 
I' romplKely untrue. Tht'"' was MV
t'r any IU,,"tion on Ihe part of ~I
ther of tM undt'ftllJled that cont.t'nt· 
addl"HSablt' mrmory W&II a 
p~ft'qulSltt' to ICIOd ",Iatlonal per 
formance, and Ih~ IUCCt'SS of modem 
relation&! symms (implemented on 
conventional memories) has Ihown 
that indeed It is not 

• " Much has been laid .bout UMr 
saUlfact.ion. nearly aU of 11 at tht' 
synt.ax: l('vt'I." II is absurd to suggt'St 
that tht' many benefits of ~I.tlonal 
systems - increased productiVIty, 
ability to prototype. direct end·uSt'r 

accn.t and 50 fortn - dt'nv~ ~xclu
"vt'ly from tht' syntu: or tM _ 
lanlu*,e To take OM :oImplf' exam
pit'. thl' fact that th~ ~latiOnal UJt'1" 

('an dynamically ,IQ'" any number of 
tabl" u'ltlwwt hal'l1lg to be lUA'IP"t' qf 
tlw phynca/ p"t'Pp"I'~aIW1l 0/ I.hoIK 
tab/n I_ tlt~ dOla baM. whIch 15 • 

"Imlieant e .. ~-of Ulle and produc
tiVIty factor. I, cutalnly nnt. qllH' 
lion of Iyntu 

Tht' It'n~r.1 tont' of Inmon's artlclt' 
IS ~mlm~nt of tht' unfoundtd ('nli' 
('Ilms of stored·program cumpul.t'ft 
that appeared wht'n th~ cumput.t'rs 
wt'~ flftt undt'r ('()nslderallon as 
produCU A. tYPI('al claIm at th.t lime 

,y,tem. II lel\ yOU r~kw the ~tiltu~ of order\. 
priCe"'> crcodlt or InventOry "V~i1~blllty OIl 01 
mUfTI('nl ~ notice. You cOIn chOln/o,-e order; ca~lly. 

And the 'y'lem 1\ fb(lbk ellQUllh to himcne 
'!)nlOlI rcqu~h for ,hlpponJl vendo ..... pOIckagmR. 
,kl,\("n' dalt"> or ~p«'i11 hilndlll\ll procedures 

11',(01\ Impnrt'}nl, MSA~ onlll'l(" reill:lflle 

fbublc and cuy 10 usc II worh Wllh the MSA 
/l.Unufaclurin~ Sym:m 10 Ict. you ..c:hC'duk pro
duction mofC efficiently. And promf!oC ~hlp 
wt("'\, to cu~tOlT'ICT"\ more confidently Of COUf"k, 
it's i1lw perfectly inlqfiltcod With MSA~ 
Flnaociill Sy~(cm 

If your COfllp'ny 1\ fCildy for 

... Inat ~"' Qau, .... ~ pre
&ram C'tIMput.en. for ~ _ 
lMVlt.ab1y tM! .wo.~ In-~ 
data ~nc ~ndW'd<al'd ~~ 

Today. nobody w'lUid IftUp .,.,. 
sucn <:Ialm W~ a __ I«it...,. 
I. Immdumd. ttw-P u. _~"" an,. 
tt.onacr of ~ ~y Coo ~ II. 
1M a~ of adeq~ kllUlO ~ 
of tM lKnnoklu In q.-utJl'l ~ 
~ MftI1 to Otter ~ rrQftl..u...na 
.§UCn att.acks If tM plCW~ ~ 
'" Inmon', arudr w~~ ~e-n 1:"-- W 
1M truln, I' It hk~l) tkat !IO many 
sofl wan "rndon would bP worlunC 
so nard to prov. r~laltonaJ prod 
uns, and S(.O mau) usrn _OUJd be> to 
loudly ~I'" lhem" : 

Cf)cM. IIv ang"I-.I IIr"'''«-1 "',... 
rnoIlOtlaiIlWfk/." II_ 18J1 F"ib,.. I. 
rnfiIrdl ()all'., II_ ailllAor /...-r"..
alld CO>IPltalll s,......,allZt.9 I ....... 

llOouU delta b!uoo ......... 

than tM JOolWpn_ Ju~·~ 
Kuff for ~f'1')' hl"'~Pft'CI I~ 
an:vlts 

Ptlorunl 1M llu~ SoN,", .. ho 
hoIdl> him on the hlW" whllt' "'aJuI!C a 
cal l. oor Indt'fallpb~ anaI)5l IHms 
1M ansWf'r.I to tM last 1_'0 of tu. 
qunlWnJi W,lh 1M ~Uf'5t~ ri.IYrn 
catCadlng from hll> moutn hk~ fa.lh", 
docfunot"S. M ~I.~·I 1M nt.l) &C

qUI~ InfOf"malion 10 1M ~ulu· 
m.tt' Sour~. tht'n to thf' ~ pt'f. 

son hI' ('allt'd. .. ho IM~piIII 
supphr-s hIm .. lth.n ans .. ~r fOf" 1M
finn pefllOn tHo call~ _ hO lhe~pon 
pro\I~ him "'"h an an,."'er to 1M 
unglnal qUf"ltion 

To tlU' onpnal ('alif-r tw tnwn· 
phantl) proclatm!i fuur b.lhGCI 
0011 ...... !!I~t' or lal. .. a hundrf'Ct "'tI 
1.0"" - glkhnll 1M 101\ "f hu. da) .. 
"1K'f'h!> b, a:;.klnll Ir Irn"rf- ~ all) .. h· 
tr .. a\ n.- ('an bt'- uf a. .... ~1&rK"t' M a 
matlf'~ of fan .. h.,. fnf'nd ",phft I 
rIft'd 10 kno .. '" h,('h I!> pnoff'rnod for 
U.'oOt In \t'1") hlgh·~P<"t"d Intr(lral.d nr· 
nlll.!> gallium al""Of'fl.ldof' or J~pn.
JunMwn ba..~ If'("hnolotr_ '"' 

O\Ir pundJl I!> ",an)r.d. 1M t lu· 
rnalf' So"IUft'f' had Ju~t (li\f'fI nlln II'M' 
AIb"'f'r Hf' rhpoftCb ..mUl(l!) GaUl 
I'm a ....... mdt'. nalUralI) [q'r')oOftt' 

kno .. " thaI Thot caller !.han'" "-. 
addln, that M _a.mPd IO('Oflr.nn tM 
aru. .. ·er ~,,'d JIJ5C lfI\f!II 10 anocht1-
fnf'nd lhe fnt'"nd .. -as. of COUnM' 
1M l"lurnal~ Sou,",. And ~ II ~ 
Could all}ont" dl~ thai II ~ a 
hard-kllQ('lo-~ Iofe W'''' a pMndtl P"ItI
I1O&I.IcatOC''' HIS phsht Ina) bf' .. pa
thetIC. ,n fact. as thal of tM 1)'pI(W 
U5t'r of hi. Pf"OIJ'OI5!I(,alJOIiI5 It, no 
..onder lkat all or W ~h"t" III 
dustr)" s pundwy h~'fl r. thf' _ 
f ...... y Ttw-y dft-_ of ....,. .. a 
JIf'l. ",&chin' Into IN ..., ........... f. 
tM .n·n"hl -.aaauDf' and rlncturc a 
portfoho In Its :MHId. On It ..... _ b!t' 
ItIt'If, .... tM .... ; "'lOP SfX'R£T 
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/ The 1981 ACM Turing Award Lecture 
Delher~ Ilt ACM 111, Los Angeles. California, November 9, 1981 

The 1981 ACM Turing Award was presenled 10 Edgar F. Codd, an IBM 
Fdlow of the San J~ Rc:search Laboratory, by President Petu Denning on 
November 9, 1981 at the ACM Annual Conference in Los Angeles, California. 
It is the Association', foremost award for technical conlributions to the com
puting commun ity. 

Codd was selected by the ACM Cenentl Technical Achievement Award 
Commiutt for his "fundamental and conlinuing contributions to the theory 
and praclice of database management IYSleJllS."lne originatOl" oflhe rdational 
model for databases, Codd has made (uMher imponanl contributions in the 
development of relational algebra, relalionaJ calculus, and nonnalindon of 
relations. 

Edgar F. Codd Joined IBM in 1949 to prepare programs (or the Selective 
Sequence Electronic CalculalOr. Since then, his work in computing has encom
passed logical design of computers (IBM 701 and Streich), managing a computer 
center in Canada, heading the development of one of the first operating systems 
with a general multiprogramming capability, contributing to the logic of self-
reproducing aUlomata, developing high level techniquC5 for software specifica

lion , creating and extending the relational approach to database management , and developing an English analyz.ing 
and synthesiz.in~ subsystem for casual users of relational databases He is also the author of Qllulm AIIIOfMlD, an early 
volume in the ACM Monograph Series, 

Codd received his BA and t.·t.A \0 Mathematics from Oxford Uni\'cnit), in England , and his M.Sc. PJld PhD 
in Compu ter and Communicat ion Sciences from the Uni\'ersu) of Michigan. He is a MembCT of the National 
Academ\ of Engineering ('l:SAI and a Fdlo ... of the British Computer Socict) 

The ACM Tunng A ... ard IS pr~nted each lear in commemoration of A M TUring, Ihe English mathematician 
.... ho made major contribut ions to the computing science; . 

Relational Database: A Practical Foundation for 
Prod u cti vi ty 

E. F. Codd 
IBM San Jose Research Laboratory 

It Is ~ell 00"'11 thlll the growth In demands rrom end 
U.!len ror ne,. appli('lltions is outstripping the capabilit) 
or dIll processing departments to implement the corre
sponding applicillion programs. There are tlIoo comple
mentar) approllches to auackJng this problem (and both 
approacbes are needed): one Is to pul end U~ into 
direct toucb with the information slor~ in computers; 
the other is to increase the productivity of data process
Ing proresslonals in the de\ elopmenl or applkaoon pr~ 
crams. It is less ~ell k.no"rD that a single technolog)'. 

Autbor'. Praent Addresa; E. F Codd. IBM Rcsurdi Llbon1Ot)'. 
S600 Ca.11c Road. San JC*'. CA 93193 

Pmnwion 10 oop, .... i\.houl (ee III or pan 0( IhlS malenal u 
",Inted prOVided \.hI! the oop'CS Irc nOI made OT dl5tnbuted for dIrect 
c:ommrraal Id"anUl!e Ihe ACM oopynvu notICe Ind \.he utle of the 
pubhallOD and IU date appelr, and not lCC IS ,,~en that CIOp)'InIi u. b) 
permw .OlI of tbe A»oaI!IOD (or Compullnl Mldllncry To COP)' 
otherwlW 01 10 republish. reqUITES I ree: Ind !OT 'pea(1(' pe:mllSAOl'l 
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relational daubase ma.na&~menl, prot·ides a pracdnl 
foundation ror both approaches. It is explained ,.-hy this 
Is ... 

While d~\elopinl this producthity tbeme. It is DOted 
that the time bas come to dra" a 'ery sharp line between 
r~lational and DOD-relational database syslems. so that 
tb~ label "'Telatlonal" will DOt be used ill misteadillg ,,·ays. 
The: ke)' to dra,.-lDg tbis Une Is 50mCthiDg eaUed a 
" re lational processing capability." 

CR Categories and Subject Descriptors: H.2.0 (Databbc 
Management]: General; H.2. 1 (Datab-. MaoacementJ : 
Logical Design-dolo mod~lr, H..2.4 [DItabase Manage-
ment]: Systems 

General Terms: Human Factors, Languages 

Additional Key Words and Phrases" daLabase, relational 
database, relational model data structure, data manip
ulation, data tntegrit), productiVity 
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I 1. Inlroductioo. 

It is generally admitted that tbere is a producti\"ity 
crisIS in the de .. elopment of ··running code" (or com
mercial and rndustrial applications. The growth in end 
user demands for new applications is QU15tnpping tbe 
capability of data processmg departments to implement 
tbe corresponding application programs. Ln me late six
ties and early 5e"entle5 many people in the computtng 
field hoped that the introduction of database manage
ment systems (commonly abbreviated DBMS) would 
markedly lDcrease the productivity of application pro
grammers by removing many of tbelt problems in ban
dling input and output flIes. DBMS (along with data 
dlcuonaries) appear to have been highly suc:ccssful as 
UlSlrumcnU of data cootrol. and they did remove many 
of the file handling details from the concern of applica
lion prognunmen. Why tben have they failed as pro
ductivity boosters? 

There are tbJee principal reasons: 

(1) Th~ systems burdened application programmers 
with numerous COnceplS that were irrelevant to theu datA 
retrieval and manipulation taSks. rorcing them to think 
and code at a needlessly low level of structural detail (the 
"owner-member set" of CODASYL DBTG is an out· 
standing example'); 

(2) No commands were provided ror processi.og mul
IIple recorch at a ume-in ocher v.ords. DBMS did not 
suppon Ut procamtg and.. as a result. programmers were 
ror~ to tlunk and code m tenns of iterauve loops that 
.... ere often unnecessary (here we use the word ~set" in 
IlS traditional mathematical .serue, not the Li.nked struc
ture .sense of CODASYL DBTG): 

(3) The needs of end users ror direct Interaction With 
databa.sc:s. particularly rnteractlon of an unantictpated 
nature. were lDadequately recogruzed-a query capabil
Ity was assumed to be sometbing one could add on 10 a 
DBMS at some later time. 

Looking back at the database management systems 
orthe late suties. we may readily observe tbat there was 
no sbarp distinction betwccn the programmer's (logical) 
view of the datA and the (physical) reprcscntation of data 
rn storage. E\len though what was caUed the IOgtca.l le .. el 
usuaUy provided protection rrom placement expressed m 
terms or storage addresses and byte offsets, many stor
age-oriented concepts were an integral part or this level. 
The adverse impact on development productivity or 
requiring programmers to navigate aJong aOCC5$ paths to 

I The cruJl ofthr; problem "Itb tbc thr; CODASYL DBTQ owncr
member Kt IS !.hal It comblncs 1111.0 one eoIUtNCl three 0ftb0c0r\.lI 
~pu; 0ft0C-1O-1Il&JI1 rc:tal>OD.dup. eJIIJWICC dcpmdclK)', aDd a~· 
YUlble I.mked an.:ture to be tta\erscd by .ppheatJOft ~ II IS 
lbe lut 0( these tbtec: ooncepu WI places a bury aDd 1IIlr.«UAI)' 

I'LIVlpuoa bu.tdn oa appllcauoa procrammcts. II abo prCSCftU an 
uu.unnount&bk obItadc ror end. U$CI'J. 
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reach the target data lLD some cases bavUlg to deal 
directly wltb the layout or data in storage and in others 
baving to rollow pointer cbains) was ~normous. In ad
dition. It was not possible to make sUght cbanges in the 
layoutl1l storage ..... itbout ::.unulta.neo~ly bavlng to revbe 
aU programs that reUed on the previous structure. The 
Introduction or an mdeI might have a similar effect. As 
a result. rar too mucb manpower was being in .. ested in 
continual (aod avoidable) marntenance of application 
programs. 

Another consequence was thai installation or thcsc 
systems was often agonizingly slow. due to the large 
amount or time spent in learning about the systems and 
in planning the organization of the data at both logical 
and physical levels. prior to database activation. The aim 
or this preplannmg was to "get II right once and ror all" 
50 as to avoid the need ror subsequent changes in the 
data description that. m tum. would rorce coding changes 
in application programs. Such an objective was. of 
course, a mirage. even if sound principles ror database 
design had been known at Lhe ume (and. of course. they 
were not). 

To sbow how relational database management sys
tems avoid the three pitralls cited above, we shaU first 
reVle\\' the motl\'3tion ofthe relational model and dl.SCuS.$ 
some or its reaturcs. We shaH then classify systems that 
are based upon that model. As we proceed ...... e shall 
stress application programmer producltvity. e .. en though 
the benefits for end users arc Just as great. bcause much 
has already betn said and demonstrated regarding the 
value of relational database to end users (sec [23J and 
the papers rited therem). 

2. \1othation 

The mOSt imponant mou\llion ror the research work 
that resulted In the relational model W35 the obJcctive of 
providing a sharp and clear boundary betwccn the logIcal 
and physical aspects or database management (including 
database dcslgn. data retrieval. and data manipulation). 
We caU tbts the data ind~p~nd~nu obJuti~·~. 

A .second objective was to make the model structur
aUy simple, so that all kinds of wetS and programmers 
could have a common understandmg or the data, and 
could tberefore commurucate with one another about the 
database We call this the communlcabilily obJ«tiv~, 

A third objective was to mtroducc high level language 
concepts (but not specific SYOIU) to enable u.sers to 
express operations upon large chunks or information at 
a time. Thu entailed providing a roundation ror set
oriented processing (i.e .• the ability to eIpress In a single 
statement tbe processmg of multiple .sets or records at a 
lime). We call this the set-prouumg objective. 

There were otber objectives. such as providmg a 
sound tbeoretlcal roundation for database organization 
and management. but these obJectives are less relevant 
10 our present productivity theme. 
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3. The Relalional Model 

To satisry tbese three objectives. it was necessary to 
discard all those data structuring concepts (e.g .• repealmg 
groups. linked structures) tbat were not familiar to end 
users and to takC' a rresb look at thC' addressing of data . 

Positional concepts have always played a significant 
role in computer addressing. beginning 'Afith plugboard 
addressing. then absolute numeric addressing. rC'lative 
numeric addressing. and symbolic addressing with arith
metic properties (e.g .• the symbolic address A + 3 in 
assemblC'r languagC'; thC' address XU + I, J - 2) of an 
element in a Fortran_ Algol. or Pl/ l aITay named X). In 
the relational modd we repla~ positional addressing by 
totally associative addressing. Every datum in a rela
tional database can be umquely addressed by means of 
the relallon name. primary key value. and attribute 
name. Associative addressing of this form enables users 
(yes, and even programmers also!) to leave it to the 
system to (I) determine the details of placement of a ne ..... 
p,ece ofi nformation thai is being inserted into a database 
and (2) select appropnate acce~ paths when retneving 
data. 

All information in a relational database is represented 
by \·alues in tables (even table names appear as character 
strings in at least one table). Addressing data by value. 
rather than by position. boosts the prodUC1I\'II)" of pro
grammer) as '-"ell as end users (pos'tIons of Items 10 
sequences are usuall) subject to change and are not easy 
for a pe~n to keep track of. especiaU) if the sequen~s 
contain many ItC'ntS). Moreover. the fact that program
mers and end users aU addre~ data m the same way goes 
it long .... ay to meeung the communicabilJty objectIve 

The n-ar)' relation was chosen as .he single aggregate 
structure for the relational model because ..... ith appro
priate ope rators and an appropriate conceptual represen
tation (the table) it satisfies aU three of the Cited obJec
tives. Note that an n-af)' relation is a mathematIcal set. 
in which the ordering of rows is immaterial. 

SometImes tbe foUo ..... ing queslions arise: Why call it 
tbe relational model? Why nOI call il the tabular model? 
There are two reasons: (I) At the time the relational 
model was introduced. many people in data processing 
felt tbat a relation (or relatIonship) among two or more 
Objectli must be represented by a linked data structure 
(so the name was selected to counter this misconception): 
(2) Tables are at a lower le .... el of absuactlon than rela
tions, since tbey gtve the unpression that positional (ar
ray-type) addressmg is applicable (which is not true of 
"-ary relations), and they fail 10 Sh090 tbat the informa
tion content of a table is independent or row order. 
Ne .... ertheless. even with tbese minor Oa90'!.. tables are the 
most unportant conceptual representation of relations, 
because they are universally understood 

InCIdentally. if a data model IS to be consIdered as a 
serious alternative for the relational model, it too lihould 
have ,II clearly defllled c-onceptual representation for 
database instan~s. Such a representatIon facihtates 
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thinking about the effects of whatever operations are 
under consideration. It is a requirement for programmer 
and end-user productivity. Such a representation is 
rarely, ifever, discussed in data models that use concepts 
such as entities and relationships. or in functional data 
models. Such models frequently do not have any oper
.tors either! Nevertheless. they may be useful for certain 
kinds of data type. analysis encountered in the process of 
establishing a new database, especially in the very early 
stages of determining a preliminary informa1 organiza
tion. This leads In the question: What is a data model? 

A data model u.. of course. not just a data SlruCCure. 
as many people seem to think. It is natural that the 
principal data models art named after their prinCIpal 
structures, but that is not the whole story. 

A data model [9] is a combination of at ieast three 
components: 

(i) A collection of data structure types (the database 
building blocks); 

(2) A collection of operators or rules of inference. 
which can be applied to any valid instances of the dala 
types listed in (I). to retrieve. derive. or modify data 
from any pans of those structures in any combmations 
desired; 

(3) A c:ollecuon of general integnty rules. whicb im
plJcitly or e~plicitly defIne the set of consistent database 
states or cbanges of state or both-tbese rules are !eneral 
m the sense that they apply to any database usmg thIS 
model (mcidentaUy, they may sometimes be e~pressed 
as m.sen-update-delete rules). 

The relational model is a data model in this sense. 
and ..... as the firsl such to be: defined We do not propo!.e 
to give a detailed defmJlion of the relallonal model 
here-the orig,inal dertnihon appeared in [7]. and an 
unproved one: m Sees. 2 and 3 of (8]. Its slructuTa/ paTt 
COnsLSts of domains. relatIOns of assoned degrees ('-"Ith 
tables as their principal conceptual representation). at
tributes. tuples. candidate key:r., and primary keys Under 
the prinapal representation. attributes become columns 
of tables and tupies become rows, but there is no notion 
of one column succeeding another or or one row suc
ceeding anotber as rar as the database tables are con
cerned In other words. the len to nght order of columns 
and the top to bottom order of rows in those tables are 
arbitrary and irrelevant. 

The manipula",r pan of the relational model consists 
of the algebraiC operators (select. project.join. etc.) '" hich 
transform relations into relations (and hence tables mlO 
I.ables) 

The intrgrity part consists oftwo integrity rules; entity 
integrity and referential uuegrity (5ee [8. II] for recent 
developments m this latter area). to any partIcular ap
plication or. data model it may be n~ry to I.III~ 
fUMer (tatabase-specific) integnty constramts. and 
Ihereby define I smaller set of consLSteD! database states 
or cbanges of state. 

In the de\-elopment of the relational model. there has 
.I ..... ays been a strong couplmg between the structural. 
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maRJpulauve, and mtegnry aspects. If the structures are 
derlDed alone and separately. (bell bdtavioral properties 
arc not ptnned down, inflnttcly many possibilities present 
tbe~I ... es. and endless speculation results. It is therefore 
no surprist that attempts such l.$ those of CODASYL 
and ANSI 10 develop data structure definition language 
(DOL) and data manipulation language (DML) in sep
arale committees have yielded many ausunderstandtngs 
and incompatibilities. 

4. l"hc RdarionaJ Processing Capability 

The I'd-alional model calls oat only for relational 
structures (which can be thought of u tables). but also 
for a particular kind of set procc:ssrng called relaliollal 
proccssUl&. Relational processwg entails treating whole 
relations as operands. Its primary purpo:.e is loop-avoid
ance, a.n absolute requirement for end users to ~ pro
ductive al all. and a dear producuvlty booster for appLi
cation programmers. 

The SELECT operator (also called RESTRICT) of 
the relaoon.al algebra takes on4! ~lation (table) as oper· 
and and produces a ncw relation (tablc) consisting of 
selected tuples (rows) of the first The PROJECT oper· 
ator also transforms on~ rdalion (table) into a new one. 
thu time however consutlng of sclmed attnbutes (col· 
umns) of the firsL Tbe EQUI-JOIN opcralor takes t"KO 

relatiOns (tables) as operands and produce.. .. a Ihird con· 
sisting of rows of the first CQncalenatcd wilh rows of the 
second. but only where Speci fied columns in the first and 
spcafied columns in the second bave matching valud. 
If redundancy in columns is remo\ cd. the operato r is 
caI1ed NATURAL JOrN. In what foUows. we usc Ihe 
lerm "join" to refer to either the equl-jOtn or Ihe naluml 
jom. 

The ~lationaJ algebra. which includes these: and 
other operators. is tntendcd as a yardstick of power. It is 
nOI intended to be a standard language. to which all 
relationaJ systems should adbe~. The sct·processing 01).. 

ject.\ve of the relational model is tntended to be met by 
means ora data sublanguage' having at least tbe power 
of the ~latlOnal algebra M.llilowl makmg US(! ojllcration 
or r«vrsiofl stalcm~nu. 

Much of the derivabwty po\loer of the relational 
algebra is obwned from tbe SELECT. PROJECT. and 
JOIN operators alone, provided the JOIN is not subject 
to any implementation restrictions having to do witb 
predermitioo of supporting physical access paths. A 5YS· 
tern bas an wnratricud join capabIlity if it aUows Joins to 
be taken wherein any pair ofaunbutcs may be matched, 
providin& only thai they are defined on tbe same domal.l1 
or dau. type (for our prescnt purpose. it does not matter 

• A dau Ablanpare: II • 5p«U'hled iaIlpJ~ for dau.baJe m.LII. 

'fj~mml. supponutC " k.ut c1a ... dcruuUOCL. dau. retneva1. IIlkruon. 
Updallt, and ddcucm.. II need !JOt be OIXDJIIIUlJODl.lly complc~. and 
usuaUy II DOl. la the COlI~ ... t of.ppbcatlOl:1 pros:runmu!&. It II lftl~ndcd 
10 be Il5ed ID QDajIlncbOCl wilb OCM: or IZIOR prosrarrumnfji.&npIQ. 
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whether the domatD i5 syntactIc o r semantic and It does 
not matter whether the data type i5 weak or strong. but 
see (IOJ for circumstances In which II docs matter). 

Occasionally. one finds systems in which jOin is 
su pported only If the attnbutes to be matched have the 
same name or are supported by a certain type of pre· 
declared access path. Such restrictions significantly im· 
pau the power o f the system to derive relations from the 
base relations. These: restrictions consequently reduce 
tbe system's capability to bandle unantIcipated queries 
by end users and reduce the chances for application 
programmers to aVOid coding iterative loops. 

Thus. we say that a data sublaoguage L bas a rrla· 
lioNJ! procrssing capabtluy tf the transformations spcci· 
fied by tbe SELECT. PROJECT. and unrestncted JOIN 
operators of the relational algebra can be spec:tfied in L 
wltbout resorting to commands for iteration o r recursion. 
For a database management system to be caUed rrla
tional il must support: 

(I) Tables without user·vislble navigation links be
t"'cen tbem: 

(2) A data sublanguage wltb at least tbis (miDimal) 
relational proccssmg capability 

One consequence of thts is tbat a 08\fS that docs 
not support relational processing should be considered 
non·relatlonal. Such a system might be more appropn· 
atdy caUed tabular. providing that II supportS tables 
wllhcout user-visible navigation links between tables. ThiS 
term shou ld replace the lenn "semi·re lalional" used in 
(8). because there is a large dlfTerence In Implementation 
com ple1.lty belween tabular systems. in which the pro-
grammer docs hiS own na\lgation. and relational lI),5· 

terns. In wbich tbe ~ystem docs the navigation for him. 
I e .. the system provides automatic nal'lgation. 

The defiOitlon of relatiOnal DB\1S gl\'en abo\e 10· 

tentlonally permits a lot of latitude In the serviceS pta. 
vlded. For example. It is not reqUited that the full 
relational algebra be su pported. and there is no requue· 
ment 10 regard to support of the two integrity rules of 
the relational model (entity Integnty and referential 10-

tegnty). FuU support by a relational system of these 
latter two pans of the model Jusllfies calling that system 
f ully r~/alional [8]. Although we know of no s)slems that 
quahfy as fuUy relational today. some a re quite close to 
qUallfylDg, and no doubt WIU soon do so. 

In Fig. I we illustrate the disttnction bet .... een th~ 
variou.s kinds of relational and tabular systenu. For each 
class the extent of shading in the S box is intended to 
show the degree of fidelity of members of that class to 
tbe structural requirements of the ~Iational model. A 
sunilar remark appues to the M box with respect to the 
marupulative requirements. and to the J box wllh respect 
to the integrity requirements. 

m denotes the mUlimal relational processing capabil· 
Ity. c: deno tcs relational completeness (a capability cor· 
responding 10 a two-valued first o rder predicatr lopc: 
wilbout nulls). When the manipulation box M i5 fuUy 
shaded. this denotes a capablliry corresponding to tbe 
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full relattonal algebra defined In [8) (a three-\'alued 
predicate logic .... lIh a Single kind of null). The question 
mark in the mtegmy boA for each class excepl Ihe full) 
relallonal IS an indication of the present madequale 
suppon for Inlegnty U1 relallonal system$. Stronger sup
pon fOT domains and pnmary keys is needed IIOJ. as 
weU as the kind of facilily dISCUssed In [14] 

NOle that a relatIOnal DBMS rna) package its rela
lional processing capablll1y lD any con\eruent way. For 
example. lnlbe ING RES system of Relational Technol
ogy. Inc .. the RETRIEVE statement of QUEL (29) 
embodies all three operalors (select. project. jOin) in one 
statement. in sucb a way that onc can obtain the same 
errec1 as anyone of the operators or any comblnation of 
tbem 

In the defmition of the relatloDal model there are 
several prohibitions. To CIte 1"' 0 examples: user-visible 
navigation hnks betwun tables are ruled out, and data
base infonnallon must not be represented (or hidden) U1 
the ordenng of tuples withm b~ relations. Our experi
ence is thai DBMS designe~ who have implemented 
Don-relauonal systems do Dot readtly undentand and 
accept these prohibitions. By contrast. users enthusllSu
caUy understand and accept the enhanced ease of learn
ing and ease of usc resultlng fTom tbese prohibitlons_ 

InCidentaUy. the Relational Task Group of the Amer
ican National Siandards Instllule has recently issued a 
repon [4) OD the feasibility of developlDg a standard for 
relational daubase: systems Tha repon contams an en
IJghtenU18 analysis of the fealuTe!. of a dozen relational 
systems, and Its authon clearly understand the relational 
model . 
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S. The UnJfonn RebtioDal Property 

In order to have wide applicability mosl relational 
DBMS have a data sublanguage which can be interfaced 
with one or more of the commonly used programming 
languages (e.g., Cobol, Fonran, PL/ I. APl). We shall 
refer to these latter languages as hosl languages. A rela
tiona.! DBMS usually suppons al leasl one end-user 
oriented data sublanguage-sometimes several. becaust 
the needs of these usen may vary. Some prefer stnng 
languages such as QUEl or SQl (5J, while others prefer 
the screen-oriented two-dimensional data sublanguage 
of Query-by-Example (33). 

Now. some relational systems (e.g., System R (6), 
INGRES (29) support a data sublanguage tbat is usable 
in IwO modes: (I) interactively at a terminal and (2) 
embedded in an application program written in a host 
language. There are strong arguments for such a doublt
mode dati sublanguage: 

(I) With such a language application programmers 
can separately debug at a temunal the database: sta te
ments tbey wish to incorporate in their applicalion pro
grams-people wbo ba\e used SQl to develop applica
tion programs claim tbal the double-mode feature sig
nificantly enhances their productivity; 

(2) Such a language significant1y enhances commu
nication among programmers. analysts. end uStn. data
base admirustration Starr. etc; 

(3) Fmolous dlStincuoO!t between the languages used 
10 these two modes place an unneces!t8ry learning and 
memory burden on those users who bave to wor"- in both 
modes. 

The imronanoe of this featun- in productivity sug
gests that relational DBMS be classified accordmg to 
wbether tbey possess this fealure or DOt. Accordmgly. we 
call those relational DBMS that support a double-mode 
sublanguage uniform relatIOnal Thus. a umform rda
tlonal DBMS suppons reLalJonal processing al both an 
end-user interface and at an application programming 
interface KSing Q wa sub/Ollpagt common 10 both ",ler
lacts.. 

Tbe natural term for all otber relational DBMS IS 
non·uniform rt/atio1lllL AD example of a non-uniform 
relational DBMS is the TANDEM ENCOMPASS 119). 
Witb this system. wben retrieving data interactively at a 
terminal, one uses the relational data sublanguage EN
FORM (a language with relattonal processing capabtl
ity). When wnting a prognm to retrieve or marupulale 
data, one wes an extended \emon of Cobol (a language 
that doa; not possess the rclauonal processing capabilJty). 
Common to both levels of use are the structures: tables 
witboUi user-visible navigation links bet ..... een lbem. 

A question that immedl.ltel) arues is thiS. bo .... can a 
data sublanguage with relauonal proocssLDg capabibl)' 
be interfaced witb a language sucb as Cobol or PL/ ltbat 
can band Ie data one record al a tune only (i.e_. tbat LS 

incapable of treating a SCI ofrClCOrth as a single operand),) 
To solve this problem "'e must 5eparale the foUowtng 
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two actions from one another (I) deflnition of the rela
tion to be derived; (2) presentation ofthe derived relation 
to the bost language program_ 

One 501ution (adopted in tbe Peterlce Relatiooal Test 
Vehicle [31)) is to cast a derived relation in the form of 
a me that can be read m:ord-by-record by means of bost 
language statements. In this case delivery of records is 
delegated to the me system used by the peninent bost 
language_ 

Another solution (adopted by System R) is to keep 
the delivery of records under the control of data sublan
guage statements and. bence, under the control of tbe 
relational DBMS optimizer. A query statement Q of 
SQl (the data sublanguage of System R) may be em
bedded in a bost language program. using the foUowing 
kind of p~ (for expository reasons, the syntax IS not 
euctly that of SQl) 

DECLARE C CURSOR FOR Q 

where C stands for any name chosen by tbe programmer. 
Such a statement as.sociates a ~rso' named C with tbe 
defining expression Q. Tuples from the derived relation 
defIned by Q are presented to the program one at a lime 
by meaM of the named cursor Each lime a FETCH per 
this cursor is executed. the system delivers anotber tuple 
fro)m tbe deri\-ed relation. The order of delh'ery is sys
tem-delemuned unless tbe SQl statement Q defl1llDg 
the derived relation contains an ORDER BY clause 

II is tmponant to note that 10 advancing a cursoro\-'er 
a dcri .. ed rd .. tion the programmer is /tOI engaging in 
navigation to some target data. The den\ed relation is 
Itself the target data! II lS the DBMS that determines 
whether the derived relation shou ld be matenalized ~/t 
bloc prior to the cursor-oontrolled scan or materialized 
piecemeal dunng the scan. In euber case. It is the system 
(not the programmer) that selects the access paths by 
.. blch the derived data lS to be generated This takes a 
Slgo.i.ficant burden off the programmer's shoulders. 
thereby UK'reasing his productivity. 

6. Skeptklsm About Relational S),stelM 

There bas been no shonage of skepticism concemmg 
the practicalJty of the relalional approach to database 
management_ Much of this skepticism stems from a lack 
of understanding. some from a fear of tbe numerous 
theoretical investigations thaI are based on tbe relational 
mode! [I. 2, l.s. 16. 241. Instead of welcoming a theoret
ical foundation as providing soundness. the attitude 
seems to be: tf It's theoretical It canDot be practical. The 
absence of a tbeoretlcal foundation for almost aU nOD
relational DBMS is the prime cau.se of their UTlgtpOtchk¥1 
quality. (llus is a Yiddish word. one of whose meanings 
is patched up.) 

On the other hand. it seems reasonable to pose the 
following two questions: 

(I) Can a relational system provide the range ofser-

II. 

vices that we have grown to expect from other DB\otS? 
(2) If (I) 1$ answered affumative!y. can sucb a system 

perform as well as non-relational OBMS?:i 

We look at each of these in turn. 

6.1 Range of Senices 
A full·scale DBMS provides the following C2pabili-

tles: 

• data storage. retrieval and update; 
• a user-accessible catalog for dall descnption: 
• transaction support to ensure that aU or none of a 

sequence of database changes IIrc renected in Ihe 
pertinent databases (see [171 for an up-to-date sum
mary of transaction technology): 
recovery sen-ices in case of faLiure (system. media. 
or program); 

• concurrency control services to ensure that concur
rent transactions behave the same way as if run lD 

some sequential order; 
• authorizatioo services to ensure tbat aU access to 

and man.ipulation of data be in accordance with 
specified constraints on users and programs (18): 

• integration with support for daL1 communication: 
• integoty services to ensure tbat database states and 

changes of state conform to specified rules. 

Certain relational prOlotypes de\-eloped Ln the early 
seventies feU far shon of providmg aU these services 
(possibly for good reasons). Now, howe\er. several re
lational systems are available as software products and 
pro'lo,de all these services with the uception of the last 
Present \-etslons of these products are admittedly weak 
Ln the prOVision of integrity services. but this is rapidly 
bemg remedied (101. 

Some relational DB~tS actually provide more com
plete dala ~I"\ IC~ than the non-relallonal s)':)tems. Three 
examples follow. 

As a first example. relationaJ OB\iS support the 
extraction of all meaningful relations from a database. 
whereas non-relationaJ systems suppon exlractlon only 
~bere there e~ist statically predefined acce.s.s paths. 

As a second example of the additional services pro
vided by some relational systems. consider views. A ''It'Mo' 
lS a virtual relation (table) defmtd by means of an 
expression or sequence of commands. Although nOI di
rectly su pponed by actual data. a view appears to a user 
as ifit were an additional base table kept up-to-date and 
in a state of Lntegrity With the other base tables. Views 
are useful for penniUing application programs and users 
at temuna15 to interact with constant view structures. 
e\ien .... ben the base tables themselves are undergoing 
structural changes at the logIcal level (providing that the 
pertinent views are still deflDable from the new base 
tables). They arc also useful in restricting the scope of 

I On~ should bur III truDd lblt lb~ noo·rdatlOCal ones alwI,.. 
~mP'oY c:ompanli~~I)' low kv~1 dati tlIbl.a.a.pases ror IPplJcaliOll 
pfOlf'-Dllllllll-
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access of programs and users. Non-relational systems 
either do not suppon views at all or else suppon much 
more primitive oounterpans, such as the CODASYL 
subschema. 

As a third example, some systems (e.g., SQL/DS [28J 
and ilS prototype predecessor System R) permit a variety 
of changes to be made to the logical and physical orga
nization of the data dynamicaUy- while tranuctions are 
in progress. Tbese cbanges rarely require application 
programs to be reroded. Thus, there is less of a program 
maintenance burden, leaving programmers to be more 
productive doing development rather than maintenance . 
This capability is made possible in SQL/ DS by the fact 
that the system has complete control over access path 
selection. 

In non-relational systems such changes would nor
mally require aU other datab~ activities including 
transactions in progress to be brought to a bah. The 
database then remains out of action until the organiza
tional cbanges are completed and any necessary recom
piling done. 

6.2 Performanc(' 
Naturally, people would hesitate to use relational 

systems if these systems were sluggish in performance. 
All tOO often . erroneous conclusions are drawn about the 
performance of relational systems by comparing the time 
it might take for one of these systems to execute a 
complex transaction with the lime a non-relational sys
tem might take to execute an extremely simple transac
tion. To arrive at a fair performance comparison, one 
must compare these system.$ on the same tasks or appli
cations. We shall present arguments to sho ..... why rela
tional systems should be able to compete successfully 
with non-relational systems. 

Good performance is delermined by two factors : (I) 
the system must suppon performance-orienled pbysical 
data structures: (2) high-Ie\ellanguage requests for data 
mUSI be compiled into lower-level code ~uences at 
least as good as tbe average appbcatJOn programmer can 
produce by hand. 

The first st~p in the argument is that a program 
written in a Cobol-level language can be made to per
form ,..I'(jci~ntly on large databases containing production 
data structured in tabular form with no user-visible 
oavitation links berwun them Tbh step in th~ argument 
is supported by th~ following mformation [l9J: as of 
August 1981. Tand~m Computer Corp. had manufac
tured and instaUed 760 sysl~ms; of th~, over 700 wer~ 
maling ust of tbe Tand~m ENCOMPASS relational 
database management syst~m to support databases con
taining production data Tandem hti committed ilS own 
manufacturing datab~ to the care of ENCOMPASS. 
ENCOMPASS does not support links between the data
base tables, either u~r-\'isi ble (navigation) links or ustr
invisibl~ (access method) bnh 

In the second step of the argument, sup~ we take 
the application progralJl.,!, in tbe above-cited instaUations 
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and replace the database retrieval and manipulation 
stat~menlS by stat~menlS in a database sublaoguag~ with 
a relational processing capability (e.g., SQL). Clearly. to 
obtain good performance with such a high l~v~1 lan
guag~, it is essential that it be compiled into object code 
(instead of being interpreted), and it is esseotialthat that 
object code be efficient. 

Compilation is used in System Rand ilS product 
version SQL/ DS. In 1976 Raymond Lorie d~veloped an 
ingenious pre- and post-compiling scheme for coping 
with dynamic changes in access paths [21] . It also copes 
with early (and bence efficient) authorization and integ
rity checking (the lauer, however. is Dot yet impl~
mented). This scheme calls for compiling in a rath~r 
special way the SQL statements embedded in a host 
language program. This compilation step transforms th~ 
SQL statements into appropriate CALls witbin the 
source. program together with access modules containing 
object code. These modules are then stored in the dala
base for later ust al runtime. Tbe code in these access 
modules is generated by the system so as to optimi2.e the 
sequencing of the major operations and the selection of 
access paths to provide runtime efficiency. After this pre
compilation step. the application program is compiled 
by a regular compiler for the pertinent host language. If 
at any subsequent time one or more of the access paths 
is remo\'ed and an attempt is made to run the program. 
enough source infonnation has been retained in the 
access module to enable the system to re-compile a new 
access module that exploits the now ellisting access paths 
without requlhng a re-eompilation of the applieal/on pro
gram. 

Inciden tally_ the same data sublanguage compiler is 
used on ad hoc queries submitted interactively from a 
terminal and also on queries that arc dynamically gen
erated during the execution of a program (e.g., from 
parameters submitted interactively). Immediately after 
compilation, such queries are executed and, with tbe 
exception of the simplest of queries, the performan« IS 

Ixtter than that of an interpreter. 
The generation of access modules (whether at the 

initial compiling or re-c.ompiling stage) entails a quite 
sophisticated optimization scheme 127J, which makes U~ 
of system-maintained statistics that would not normall) 
be within the programmer's knowledge. Thus, ooly on 
the simplest of all transactions would it be possible for 
an average application programmer to compete with thjs 
optimizer in generation of efficient code. My attempts 
to compete are bound to redu« the programmer's pro
ductivity. Thus. the price paid for extra compile-time 
overhead would seem to be well wonb paying. 

Assuming oon-l.in1:ed tabular structures in both cases, 
we can e:lpect SQl/DS to ge(lerate code comparable 
with average hand-written code in many simple cases, 
and superior in man) comple:l cases. Many commercial 
transactioru. are extremely simple. For eumple, ooe rna) 
need to look up a record for a particular railroad \I.·agon 
to fmd out where it is or find tbe balance in someone's 
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savings acc:ounL If suitably fast access paths are sup
ported (e.g .. hashing). there IS no reason ..... by a hIgh-level 
language such as SQL., QUEL or QBE should resuh in 
less effiClent runtime code for these simple transactions 
tban a lower level language, e\en though such transac
tions make little usc of the optlIllizmg capability of the 
high-level data sublanguage compiler. 

7. future DirKtioruJI 

If we arc to usc relational database: as a foundation 
for productivity, we need to know what sort of de"elop
mentS may lie ahead for relational systems. 

Let us deal with near-Ierm developments rU"Sl. In 
some relational systems stronger suppon is needed for 
domains and primary keys per suggestions in [10). As 
already noted, aU relational systems need upgrading with 
regard 10 automatic adherence: to inlegrity constraints. 
Existing constraints on updaungjoin-type views need to 
be rel:ued (where theoretically possible), and progress is 
being made on this problem (20). Suppon for outer joins 
is needed. 

Marked impro"ements .. te being m .. de in opti.m.i.zing 
technology. so we may reuonably expect further im
pro"ements to performance:. In certa..tn products. such u 
tbe ICL CAFS (22) and tbe Bnuon-Lee lDM500 (13), 
special hardware support bas been implemented. Special 
hardware may help performance to certain types of 
appLications. However. m tbe majonty of applications 
dealing with formaned databases, software-implemented 
relauonal systems can compete m performance: wub 
software· implemented oon-relational systems. 

At presenL most relauonal S)'Rems do 00( proVIde 
any special support for engmeenng and scientmc data
bases. Such support. including mterfacing .... Ith Fortran. 
IS clearly needed and can be expected. 

Catalogs in relational s~tems alIeady consist of ad
ditional relations that can be interrogated just like the 
rest of the database using tbe same query language. A 
natural development tbat can and should be s .... iftly put 
lR place IS tbe expansion of these catalogs into fuU
nedged act..\ve dictionaries to provide additional on-line 
data control. 

FinaUy. in the near term. \\"C may expect database 
de~ign aids suited for usc. With relauonal systetru botb at 
the logical aod pbysical le\eu. 

In the longer term we may eApect suppon for rela
tional databases distributed over a communications net
work IH, 30, 32} and managed in sucb a way that 
application programs and interactive users can manipu
late the data (I) as if all of it were stored at tbe local 
node-location tra.oupare-ncy-and (2) as if no data were 
replicated anywhere-upUcariofl lrtJJUpar~flCY. All three 
of the proJects Clted above are based on the relational 
model. One important reason for this is that relational 
databases offer great decomposition nexibility wben 
planning bow a database is to be distributed over a 

"' 

network of computer systems. and great recomposil on 
po .... er for dynamic combmation of decentrafu.ed inJor
malion. By contrast. CODASYL DBTG databases ire 
"cry difficult to decompose and recompose due to .he 
entanglement of the owner-member navigation linb. 
ThiS propcny makes the CODASYL approach extremely 
difficult to adapt to a distnbuled database environment 
and may ..... eU pro .. e to be Its downfall. A second reasoo 
for use of the relational model is that it ofTen concise 
btgh level data sublanguages for transmitting requests 
for data from node to node. 

The ongoing work in extending the relational mooel 
to capture in a formal way more meaning of tbe data 
can be expected to lead to the incorporation of Ihts 
meaning in the database catalog in order to factor II out 
of application programs and make these progra.ms e .en 
more concise and simple. Here. \Il<e are, of course. tallmg 
about meaning that is represented in such a way that the 
system cao understand it and act upon it. 

Improved theories are bemg developed for handling 
missing data and inapplicable data (.see for eumple 
(3». Thts ..... ork should yield unproved treatment of nuU 
values. 

As \I stands today. relational d.lltaba.:.e is best suited 
to data With a rather regular or bomogeneous structure 
Can .... e retam the advantages of the relational approclch 
wh.tle handling heterogeneous data also? Such data may 
include images, teAt. and miscellaneous facts. An affirm
atl .. e answer is expected. and some research is in progress 
on this subject. but more is needed. 

ConSide rable research 15 needed to achieve a rap
prochement between database languages and program· 
ming languages. Pa.scaVR (26) IS a good example of work 
in thl.$ direction Ongoing mvesugations focus on tbe 
Incorporation of alhtract data types IOtO database lan
guage!> on tbe one hand (121 and relational procesHng 
IOtO progratnmJDg languages on the other. 

8. Conclusions 

We ha .. e presented a senes of arguments to suppon 
the c1aun that relational database technology ofTers lira· 
matlc lDlprovemeDIS in product..\vity both for end u:>crs 
aod for application programmers. The argumenu ce: lIer 
on the data independence:. structural Simplicity. lnd 
relational processing defmed in the relational modellnd 
unplemented in relational database management iyS
tems. All three of these features sunplify the las. of 
developmg application programs and the foemulatio, of 
queries aod updates to be submitted. from a tenninaJ 10 
addition. the fmt feature tends 10 k.eep programs VI:tble 
in the facc of organizational and descriptive changes in 
the database and therefore reduces the efTon that is 
normally divened into tbe maintenance: of pr~ 

Why, then, does the title of this paper suggesa ;.hat 
relational database provides only a foundation for im
proved productivity and not the total solution? The 
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, 
reason is simple: relational database deals only with the 
shared data component of applicaLion programs and 
end-user interactioDs. There are oumerous complemen
tary technologies that may belp with other components 
or aspects. for example. programming Languages thaI 
suppon relational processing and improved checking of 
data types. improved editors that understand morc ofthe 
language being used, etc. We usc: the term "foundation," 
because interaction with shared data (whether by pro-
gram or via terminal) represents the core of so much 
data processing activity. 

The practicalit), of the relationa1 approach has been 
proven by the lest and production installations that are 
already Ul operation. Accordingly. with relational sys
tems we can now look forward to the productivity boost 
that we all boped DBMS would provide in tbe first place. 
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I. Executive Summary 

t. Background 

In step with the increasing prominence of networking in corporate I.S. plans 
and budgets, interest in the costs of owning and ope rating co mputer 
ne tworks has been growing steadily. To date, few organizations have in 
place an efficient and comprehensive approach to assessing their total 
current and potential network costs. 

From May 1987 to AuguSt 1988, Dr. Michael E. Treacy and Index Group, 
Inc. , the Cambridge. Massachusetts·based information technology manage
ment co nsulting firm, studied the costs of network ownership. This report 
describes the approach taken and presents the key findings and conclusions 
o f the study, which was commissioned by Digital Equipment Corporation. 

2. Ap proach 

The study team developed a model for categorizing and evalua ting network 
cost-related information. The model places network costs into five 
categories : eq uipment , software, personnel, communications carriers, and 
racilities. It further analyzes the costs over three phases: acquisition (one
time costs), routine operation and maintenance, and incremental change. 

The study team tested the model by applying it in case studies of 17 active 
U.S. and European networks. The networks s tudied were of three types: 
"corporate" networks, "m ultiple field offices" networks and "manufacturing 
site" networks (Chapter III elaborates on these terms). 

To enhance the efficiency of gathering accurate data on the subject 
networks, the team emphasized the ac tual resou rces used (e.g., the specific 
equipment, job categories, staffing levels, etc.) as distinct from the financial 
disbursements that occurred. Through the development and application of 

• 2 • c 1989 Index Group. Inc. 
All righlS reserved. 



standard-price tables, the researchers could then calculate cost. Standard 
pricing also improved the team 's ability to group and compare networks on 
an equal basis. 

3. General Findincs 

The researchers concentrated on three objectives in their data analysis: to 
determine the cost structures of the networks under study, to observe the 
effects of network topology on cost, and to assess the impact on cost of 
vendor choice. The general findings were as follows: 

The initial COSt of a network is only a fraction of the overall cost of 
the network; operating and incremental change COSts can be 
substantial. 

Personnel COSts are higher than one might expect. COntrolling them 
is an important management issue, particularly in dynamic network 
environments. 

The choice of vendor affects much more than initial acquisition COS ts . 
It can have a significant impact on such COSts as the personnel costs 
associated with the routine operation and incremental change of a 
network. 

The effects of topOlogy on network cost are profound. The average 
per·pon COSts of the centralized corporate networks studied were 
double those of the distributed networks studied . 

Detailed findings appear in tlie chapters that follow. 

4. ConclUSions 

The model represents a practical and effective tool for managers to use in 
identifying and analyzing network costs. It provides a basis for drawing COSt 
comparisons of different networks within and between organizations. When 
used to suppOrt the analYSis of network: design andlor vendor alternatives, 
it encourages looking beyond the basic acquisition COSts to consider a com 
prehensive set of potential cost factors. 

While the model is relevant to the design and planning of new information 
systems, it applies as well to the identification and tracking of cost reduc. 
tion opportunities within the existing infrastructure. g 
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II. Introduction 

1. Errective management of costs can be the key to successful manage· 
ment of the scarce ('S. resource. 

Large co rporat ions today are under co ntinuing pressure to contra) current 
and future cos ts across the board, and the Informat ion Services (1.5.) 
function is not exempt from the pressure. I.S. managers also realize that 
a se rious endeavor at cost management can do more than merely satisfy 
nea r-term cost co ntrol object ives. Indeed. it can serve to free up funds for 
more important, mission-critical needs . 

2. A prerequisite to strone 1.5. cost management is an effective approach 
for measurine and evaluatine costs. 

Dr. Michael E. Treacy and Index Group, 10C,l developed and applied such 
a n approach to identify and iso late the costs of owning and opera ting 
compu ter networks.~ 

The focus on networking is in recognlllon of the growing significance of 
networking in 1.5. budgets and the sca rc ity of material available on assessi ng 
total co mputer network costs . In future work, the cos t modeling approach 
developed here will be applied within the broader scope of overall 
information systems costs. 

At the core of the approach is the framework (model) shown in Exhibit 11-1 , 
where in costs are placed in the five "line item" catego ries of equipment, 
software, personnel, communications and facilities. Each of the cost items 
is then accu mulated ove r three different phases in the network Iifecycle. 
The lifecycle begins with the acquisition of the network, moves to routine 
operations and troubleshooting, a nd finally to the support of incremental 
changes to the network. The model is described in more detail in Chapter 
IV. 
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Exhibit 11·1 

Cost or Network Ownership Model 

Acquisition Operation 
Incremental 

Change 

Equipment 
~------~--------~------~ 

Software 
r------+------~----~ 

Personnel 

Communications 

Facilities 

3. The researchers tested the cost model by applying it to 8 set or live 
sublect networks to get answers to some specific questions. 

The questions addressed in the analysis arc: 

(1) What are the total costs of network ownership? 

(2) Where do lhe major COSIS lie? 

(3) How do such issues as lopology and vendor seleclion affecl 
network costs? 

The study of actual, operational networks made it possible for the 
researchers to obtain realistic answers to the questions and to validate the 
practicality and usefulness of the cost modeling approach. 

Chapter III describes lhe approach laken by lhe learn in selecling and 
analyzing the subject networks, and Chapter IV discusses the specifics of the 
cost·of-ownership model. Chapters V through IX discuss the results of 17 
network case studies. Chapte r X reviews the practical applications of the 
model, and Chapter Xl presents the overall conclusions and recommen· 
dations of the study. g 
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III. Study Methodology 

1. To test the cost.or.ownership model Bod demonstrate its flexibility. 
the study team worked with it across three '\IDes of case study 
networks. 

An important objective for the study team in testing the model was to 
demonstrate that it is flexible enough to handle a broad range of network 
types. To accomplish this, the team focused on three types of networks: 
corporate networks, multiple field offices networks and manufacturing site 
networks. 

The study team defined corporate networks to be wide-area networks whose 
function is to connect a geographically dispersed set of workstations to one 
or more shared computers. All of the corporate networks studied had over 
1.000 users. Each was characterized by significant remote communications, 
driven by such requirements as electronic mail, file transfer, shared 
applications and teleprocessing. With eleven case study subjects. corporate 
networks were the principal focus of the study. 

The multiple field offices networks studied a re also wide-area in character. 
but emphasize the dedicated connection of distributed , highly similar field 
locations to a single corporate computer center. Each field office has its 
own minicomputer·based computing capabili ty , and the wide-area network 
is used to upload and download data from the corporate data center, to 
suppon pass-through application transactions on the corporate data center, 
and to participate in corporate-wide electronic mail. Four of these networks 
were examined in detail. 

The manufacturing sile networks studied were local area in emphasis. The 
purpose of these networks is to connect shop floor control and mo nitoring 
equipment and workstations to a plant host computer. These networks 
support production control/management applicatio ns as well as general-

. 6 -
c 1989 Index Group, Inc. 

All rights reserved. 



! 
i 
! 

purpos_t applications such as electronic mail, word processing and project 
managcment. Two manufacturing site networks were included in the study. 

Z. Seventeen networks were included in the study. 

Following initial discussions with approximately 100 large businesses and 
government agencies, the study team worked closely with interested 
organizations to examine 34 active computer networks, 17 of which were 
analyzed in detail and covered in this report. Industries represented in the 
sample include automotive, chemical, consumer products, defense, discrete 
manufacturing, electronics, engineering, insurance, publishing and utilities. 

Each of the networks was chosen based on the following criteria: 

Adhered to the definition of a corporate network, multiple field 
offices network or manufacturing site network as described above 

• Was based principally on the technology of Digital Equipment 
Corporation ("Digital") or International Business Machines Corpor
ation (" IBM") 

Was accessible enough to the researchers to yield the necessary 
research information §§§ 
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IV. The Cost Model 

1. To allow data to be gathered and analyzed in a structured and 
efficient manner. the study team developed a model of network cosU. 

The researchers found almost immediately that orga nizations have difficulty 
identifying the cos ts of owning and ope rating a corporate network. 
Companies can often produce a figure for the cost of the equipment. but 
they find it more difficult to identify and assess other costs specific to the 
computer network. For example. some organizations have difficulty 
separating the compuler~related VS. voice· related elements in the various 
local and long·distance telephone bills. 

Other organ izations may not have a distinct sense of which human resources 
[Q attribute to networking. Even once a set of cost items is identified and 
agreed upon, it is unlikely that the financial systems will neatly isola te and 
accumulate the needed cost information. The study team needed a 
framework for identifying, analyzing and comparing netwo rk owne rship costs. 

The team developed a model tOr network costs that is both comprehensive 
and calegorical. [t is comprehensive in that it is designed to account for all 
of the costs. It is categorical in that it allows the costs to be categorized 
in a way that is relevant for management decisions. 

2. Ill, model maps key network cost components across the three 
Ifrmcie phases of Acquisition. Operation and Incremental Chance. 

The researchers identified five components of cost: 

Equipment 

Software 
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• Personnel 

Communications carriers 

Facilities (space and wiring) 

The study team mapped each of the cOst components across three 
categories, corresponding to lifecycle phases of a network. The resulting 3-
by·S matrix is shown in Exhibit IV-l with examples of the types of costs 
that would appear in the celis. 

Equipment 

Software 

Perlonntl 

Comnwnications 

Facilities 

Exbibit IV·l 

Cost or Network Ownenbip Model 

Cells Contain Examples or Contributors To Cost 

Acquisition 

· EQUIPMENT 
PURCHASE 

· sonw ... 
PURCHASf/ 
OSE-nME lJCI':NSI: 

• l"lA"fNIN(;, DESIGN 
A..'10 SEt..ECrlON . 

· EQl/IPMENT AND 
sonwAIU: 
IHSTAUATlON 

• 1.'IT11AL HOOKlIl' OWl.'" 
• ,ACWTttS 

D£VILOPMO><T 

• WlR.1."IG COST! 

Operatum 

• MAlN'1't';NA.."tCI: 

• ANNUAl. UCESSI 

· sonw ... 

""""""'" 
• RotmNE 

MONtTOIJ."IG 
AND OPOAT1ON 

· NElWOU 
PR0 8LD4 
COIlAf<'l1Ol< 

• lISER LIAlSOH, 
ADML"IISnAT1ON 

InCTtmtntai 
Change 

• USER. CHANCD 

· M""'" 
• ADOS 
• DDEreS 

. SOMWAU 
VDSIOH 
CHANGES 

• MOffTltLY TAIWT CKARCES 

• SPACE ED'£NSI 
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Acquisitio,,_ eO$IS 3rc those related to the initial planning, purchasing and 
installation of a network. Included 3rc costs for equipment, the purchase 
of software, personnel to plan, design. and select the network, initial hookup 
charges of third-party telecommu nications carriers, and wiring. 

Operations costs represe nt the expense of ope rating, supporting and 
maintaining the network over a five-yea r period. This category includes the 
cost of maintaining the equipment and software, annual license fees for 
some software, personnel costs associated wi th network management 
(monitoring operations, correcting problems, working with users). tariff 
charges of th ird-party carriers, and the annua l costs of physical space. 

In cremental change costs are the COSts, over a five-year period, of supporting 
routine, day-to-day changes to the network such as moves, adds, deletes and 
mino r reconfigurations. Consistent with the emphasis on routine network 
changes, the researchers treated the costs of large-scale changes -- bringing 
up a new generation of technology, for example -- as acquisition-related 
costs ra ther than as incremental change costs. 

Incremental change COStS a re closely related to the operations COSts. Often 
a nalysts define operations COStS to include the change costs implicitly. For 
the personnel cost component, however, the researchers believe that it is 
important to distinguish between the two categories. With most of the case 
study networks, the team was successful in identifying and separating the 
incremental change-related personnel activities from the purely ope rations
related activities. As portrayed in the exhibit, an attempt was not made to 
break o ut an incremental change portion for the other four cost co mponents 
in the mode l (equipment, software, communications and fac ilities). 

J . Standard-resource pricinc enhanced the ability or the s tudy team to 
croup and compare networks and cather accurate data . 

With the model developed, the next task for the study team was to populate 
the model with case study data. To accomplish this, the team developed a 
da ta-gathering approach that meets four important requirements: 

• It enhances the cross-comparabili ty of companies experiencing o ne or 
more unique facto rs such as special vendor pricing deals and fully
deprecia ted andlor obso lete network equipment. 

• It eliminates local and regional variations in the cost of such resources 
as network personnel, and real estate. 
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ltj'ields accurate cost information by avoiding the pitfall of trying to 
search for expense and asset records stored in a diffuse set of 
financial systems potentially as far back in time as 20 years ago. 

• It reflects current replacement costs and eliminates differences due 
to changing products and price structures. 

::.: The approach involves two steps. First, instead of asking interviewees 
directly about the costs of various network components and personnel over 
time, the researchers asked what resources were in place. For example, the 
team would ask: 

• "How many controllers of what type do you have in place '?" instead 
of "What was your expenditure for each controller in this network?" 

• "How many, and what types of people suppOrt this network?" instead 
of "What was the full cost of each of the network people in your 
central group and the support people in the divisions?" 

Second, after learning what resources were in place to support a network, 
the researchers then inferred cost through the use of standard resource 
price tables (see the examples in Appendices A and B). Vendor list prices 
were used for equipment and software. In cases where a piece of equip
ment or software was old and no longer had a meaningful list price, the 
price of the most nearly-comparable current product was substituted. 

For personnel, the researchers used salary survey sources to develop a table 
of standard network-related job categories. Personnel cOSts were assumed 
to be twice base salary to cover overhead. 

For communications carrier costs, representative AT&T and local operating 
company prices were applied to a range of leased-line bandwidths and 
distances. 

For the facilities cost component, the researchers applied a standard 
acquisition cost per network port for terminal wiring: purchasing and 
running a wire to each terminal on the network. The wiring charge does 
not include interfaces, transceivers, controllers, etc .• which are accounted for 
explicitly within the equipment cost component. Also included in the 
facilities component is a standard cost per square foot of space to house 
network-related equipment. 

To further illustrate the modeling process, Appendices A and B demonstrate 
the cost analysis of two corporate networks. 
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• 4. To croup and compare networks or inevitably varying sizes. the study 
team employed two cost normalizat ion approaches. 

The cost figures developed by the researchers for each network under study 
were of obvious interest to the corporation involved, but do not constitute 
a useful basis fo r groupi ng (averaging) or comparing costs across multiple 
networks. 

The study team employed two norma lization app roaches in its analyses. The 
first approach was to portray each cell in the model as a percelllage of the 
tota l network cost. The approach was very useful in determining the 
relative significance of the network cost elements across groups of networks. 

The second strategy was to normalize the dolla r costs based on the size of 
each network, yielding cost per port figures. In this analysis , all modeled 
costS for a network are divided by the number o f ports o n the network. 
Ports were chosen as the unit of measure to resolve the ambiguity of dial
up terminals: if a netwo rk has 10 dia lup access modems a nd 100 users with 
dialup terminals, is it a lO-terminal network or a 100-terminal network. The 
study team wanted to re fl ect the maximum concurrent co nnect capability of 
each network, and would therefore a nswer "10." Correspondingly. the 
number of ports is defined as the sum of twO items : 

( 1) the number of user o r shop fl oor co ntrol devices directly connected 
to the ne twork 

(2) the numbe r o f dia l-up access modems on the network 

Cost-per-port analysis enabled the team to make dire ct compariso ns of cost 
structure across groups o f networks. 

5. Groupincs and cos t co mparisons or networks a re mean ingrul only 
when bound s of ana lysis a re both unde rstood and a pplied consis tently. 

If successive ne twork analyses are to be grouped and co mpared with each 
Other on any reasonable basis. then each analysis must include, and exclude, 
the same cost items. Fo r example, if electron ic mail softwa re were to be 
included in the costs of one network, the ana lyst should ensure that the 
costs of analogous software a re included in any Other netwo rks being 
co mpared with the first. 
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In its an_styses, the study team worked to ensure that consistent bounds of 
analysis wcre applied to all networks within each of the three major network 
types examined (corporate, multiple field offices and manufacturing site 
networks). This allowed the team to perform comparisons of sites within 
each network type, but not across network types. g 
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V. Corporate Network Case Studies 

L Eleven corpora te network case studies were modeled . 

As their primary test of the power and utility of the model as a tool for 
understanding network cost structure, the researchers applied it to the set 
of corporate networks summarized in Exhibit V·l, Each of these ne tworks 
is in existence to provide connectivity for thousands of workstations across 
a wide area to one or more computing resources. Nine of the networks 
a re in the U.S., and two arc in the U.K. 

Four of the networks have a distributed computing topology in which users 
obtain mos t of their service from a local processor j the job of the network 
in these cases is to support access to remote processors when a nd as it is 
needed. The other seven networks are centralized. In these networks, the 
typical use r obtains service from one or more remotely located computing 
centers via a leased·line telecommunications link. 

Five networks are supported p rimarily by Digital hardware. and the other 
six are IBM·based. The networks typically support a mix o f timesharing, 
electronic mail , file transfe r and transact ion processing applicatio ns, altho ugh 
o ne of the networks, identified as USC6 in the exhibit , was heavily·oriented 
to transaction processing. 

2. The bounds of analys is include th e elements in each network between 
but not including the sha red proceSSing resources a nd user work. 
s tations. 

A discussion of how the var ious resources in a network a re modeled in cost· 
of·network·ownership analysis appears as part of Chapter IV. This section 
elaborates on the gene ral guidelines as they apply to corporate networks 
specifically. 
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Exhibit Vol 

Corporate Network Case Studies 

Network 
Network Number Principal Cha~es 
Case Code Of Ports Topology Vendor Per ear 

USCI ',000 DIS1l\IBUlED DIGITAL 120 

USC2 3,800 CEN1RALIZED IBM 664 

usa 12,030 DIS1l\IBUlED IBM 2,.ao 

USc. .a.304 DIS1RIBUlED DIGITAL 16,.ao 

usa 6.237 D1S1l\IBUlED DIGITAL 3,000 

USC6 1,650 CEN1RALIZED DIGITAL 400 

USC7 5,700 CEN1RALIZED IBM 2.280 

uses 45,000 CEN1RALIZED IBM 5,000 

USC9 5,925 CEN1RALIZED IBM 600 

UKCI 5,550 CEN1RALIZED DIGITAL 78 

UKC2 1,155 CEN1RALIZED IBM 300 

The following equipment is included: front-end processors and other remote 
communications controllers, switches, terminal controllers, multiplexers, 
DSU's and modems . For installations without full-function front-end 
processors, the study team assumed that 5 or 10 percent of the workload on 
each sbared processor is network-related, depending on the sophistication 
of the terminal contra) equipment in usc. Of course, if the exclusive 
function of a given computer is to route network traffic, then its entire cost 
is included in the analysis . 

For software, the bounds of analysis include teleprocessing (TP) monitor and 
network control software (processor and controller.resident). For environ· 
mentS without specific teleprocessing monitor software . . typical VMS and 
VM installations, for example .. operating system software costs are included 
in the analysis . 
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The personnel categories included 3rc systems programmers for the TP and 
network control software, network operations, maintenance and adminis
tration staff, and data communications management staff. 

All telephone circuits used to interconnect the workstations and processors 
of a corporate network 3rc included in the analysis. In situations where 
only a portion of a circuit is used for the corporate network under study, 
it is assumed to have a bandwidth equal to that portion. 

Corporate network facilities costs are modeled as described in Chapter IV . 
For actual examples of corporate network case study modeling, the reader 
should refer to the case analyses in Appendices A and B. 

3. For the corporate networks studied. the researchers found that on 
average only one·third of the 5.year ownership costs 8re related to the 
acquisition of the network. while nearly two·third s of the costs are ror 
operations and routine change. 

The study team modeled the S·year cOSts of the 11 corporate networks 
studied . Exhibit V·2 presents the average COst Structure for the 11 
networks. At the lower right·hand corner. the exhibit shows that the 
average cost per port over five years was S4,969, or about SI,OOO per year. 
As explained above, this per· port figure is exclusive of the cost of shared 
computers and the cost of the workstation itself. 

With their thousands of geographically distributed users , the physical 
magnitude of these networks is obvious. As o ne would expect, the average 
level of acquisition investment Pin the networks is significant a t $1.791 per 
port mult iplied by thousands of ports. The surprising observation is that the 
costs occurring after acquisition, the operations and incremental change 
costs, are almost twice as large, at $3,178 per POrt over five years. The 
implication is that were such a network to be acquired today, the "cost of 
purchase" figures at the bottom of a vendor 's bid might represent o nly 36.1 
percent of the average network's five·year cost. 

4. Personnel costs account tor 2S percent or S.nar costs of the corporate 
networks studied. 

The figures at the right of the exhibit show, as would be expected for these 
networks, that the largest individual cost component is equipment. Combined 
with software, it accounts for 41.5 percent of the total cost over a five.year 
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Software 

Personnel 

Communications 

Facilities 

Exhibit V·Z 

Corporate Network Cost Structure 

DoHan Per Port Over _ F1vt:·Year Period 

Acquisirion 

1,258 (25.3%) 

214 (4.3%) 

N/A 

58 (1.2%) 

261 (5.3%) 

1,791 (36.1%) 

OperarilJn 

413 (8.3%) 

179 (3.6%) 

847 (17.0%) I 
1.252 (25.2%) 

90 (1.8%) 

3,178 (63.9%) 

Incremenrai 
Change 

397 (8.0%) 

1,671 (33.6%) 

393 (7.9%) 

1,244 (25.0%) 

lJ10 (26.4%) 

351 {7.1%) 

4,969 (100%) 

period. Communications line costs amount to 26.4 percent of costs, as 
would be expected for these wide-area networks. 

Surprisingly. personnel costs at 25.0 percent almost match the communi
cations costs, and that figure is exclusive of the personnel resources involved 
in planning, acquiring and installing the network. Thus personnel costs, 
arguably the most difficult to manage, represent a major network cost item. 

As denoted by the "N/ A" in the exhibit, the researchers could not identify the 
personnel costs associated with the acquisition phase for the corporate-wide 
networks studied. This is because the networks did not have a specific 
"acquisition" period in which the bulk of the network and technology was 
put in place; ratber, the networks evolved and expanded gradually over 
many years. 

At 7.1 percent, facilities costs were the least prominent. 
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S. It I. u.eful to express the cost or routine network chancts in terms 
or dollars per change request. 

The exhibit shows a personnel cost for incremental change of $397 per 
port. This dollars-pee-port figure is useful for examining the magnitude of 
the incremental change cost relative to the overall per-port network cost 
of $4,969. It is not very helpful, however, as a basis for expressing and 
comparing the unit cost of change across networks. This is because the cost 
of Change-related ac tivities on a network depends more on the actual 
number of changes made than on the number of ports in the network. 

To meet the need for exami nation and comparison of unit change costs 
across networks, the researchers calculated a dollars per change request 
figu re for each netwo rk in the study. The figure is a rrived at by dividing 
the yearly personnel cost of supporting network change requests by the 
number of change requests processed during the year. For the eleven 
networks studied, the average COSt per cha nge request is 5358. 

6. The model is of use in contrasting the cost structures of networks on 
different continents. 

To explore the applicability of the model to compari ng the costs of networks 
on different continents, the researchers compared the average cos t structure 
of the two European co rpo rate networks stud ied with that of their U.S. 
co unterparts. The small sample size does not provide a basis fo r general
izing the compariso n, although it does provide a r ich test case for 
demonstrating the power of the model. 

To allow [or a [ull comparison o[ cost structures between the U.S. and U.K. 
network samples, the researchers developed an independent, U.K.-specific 
se t of price tables for modeling the U.K. networks. For analysis, the cost 
figures for the U.K. networks are conve rted in to dollars using an exchange 
rate o[ $1.60 per pound sterling. 

Exhibit V-3 shows a comparison o f the U.S. and U. K. network cost 
structures . The costs shown are the five-year totals for each of the five 
resource components. Since both of the U.K. networks studied have 
centralized topologies, their averages are compared against the averages for 
the five centralized U.S. networks. 
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Exhibit V-3 

u.s. vs. U.K. Centralized Corporate Network Costs 

Equipmenr 

Software 

Personnel 

Communications 

Facilities 

Dollars Per Port Over a Flve·Year Period 

u.s. UK 

1.736 (27.6%) 2.538 (41.4%) 

382 (6. 1%) 6n (10.9%) 

1.558 (24.8%) 1.255 (20.5%) 

2.257 (35.9%) 1.207 (19.7%) 

353 (5.6%) 459 (7.5%) 

6.286 (100.0%) 6.131 (100.0%) 

The exhibit shows the total per-pon costs to be quite comparable at $6,286 
for the U.S. and $6,131 for the U.K. There are contrasts, however, among 
the individual cost components . Underlying the cost differences are two 
factors: 

Differences in the prices of resources 

Differences in the efficiell_cy of use of the resources 

Actual U .K. prices for equipment and software, depending on the item, were 
typically in the range of 20 to 70 percent higher than in the U.S . Roughly 
commensurate with this range, the exhibit shows an average equipment and 
software cost of $3,210 per port for the U.K. networks, versus $2,118 for the 
U.S. networks. For the networks in the sample, the price factOr appea rs to 
explain tbe U.K. ·U.S. difference in per-port equipment and software costs. 

U.K. salaries were 25 -50 percent lower than the corresponding U .S . salaries. 
The exhibit, however, shows only a 19 percent difference in per-port 
personnel costs, which averaged $1,255 in the U .K. networks studied ve rsus 
$1,558 in the U.S. The beneficial effect of the salary diffe rential on per
port costs in the U .K. therefore appears to be lessened somewhat by a 
more personnel-intensive network management strategy. This observation 
is not surprising in that the a telecommunications manager in the U.K. 
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would havcf a greater incentive to make an additional investment in 
( relatively inexpensive) personnel in order to gain more control over (high) 
equipment and software costs. 

Communications costs average $1 ,207 per POrt in the U.K., versus $2,257 in 
the U.S. Despite important differences in the pricing of telecommunications 
services in the two countries, the principal cause for the cost differential lies 
in the larger differences in network geography. In the U.K. , network span 
can be measured in tens and hundreds of miles; in the U.S, it is measured 
in hundreds and thousands of miles. g 
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VI. Impact Of Topology On Cost 

In testinc the model on topology issues. the study team learned that 
the average per-port cost of the centralized corporate networks is 
more than double that of the distributed networks in the sample. 

This chapter demonstrates the applicability of the cost-of-ownership model 
to issues of topology. The data from the eleven corporate network case 
studies is used to illustrate the power of the modeling technique. Attempts 
should not be made to generalize the results beyond the specific networks 
included in the sample. 

Four of the corporate networks in the study have a distributed computing 
ropology in which users obtain most of their service from a local processor. 
The job of the network in these cases is to support access to remote 
processors when and as it is needed. The other seven networks are cen
tralized. In these networks, the typical user obtains service from one or 
more remotely located computing centers via a leased-line telecommuni
ca tions link. 

Exhibit VI-1 shows a comparison of the average distributed network costs 
versus the average centralized network costs. The figures shown are the 
five-year per-port costs for each of the five network resource components 
in the cost-of-ownership model. The exhibit shows that the average cost 
for the centralized networks is $6,242, versus $2,741 fo r the distributed 
networks. 

2. As expected. communications line costs vary greatly between the 
distributed and centralized networks. 

The figure of 26.4 percent presented in the previous chapter for corporate 
network communications line costs is actually an average value for what 
proves to be a bimodal cost distribution. As Exhibit VI-1 shows, line costs 
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Exhibit VI·l 

Corporate Network Cost Breakdown By Topology 

Equipment 

Software 

Personnel 

Communications 

Facilities 

~1.r5 Per Port Over I Flve·Year Period 

Distributed Centralized 

1.157 (42.2%) 1.965 (3\.5%) 

267 (9.7%) 465 (7.5%) 

846 (30.9%) 1.471 (23.6%) 

179 (6.5%) 1.957 (3 \.3%) 

292 (10.7%) 384 (6.1%) 

2.74\ (100%) 6.242 (100%) 

represent only 6.5 percent of total cos ts on average for the distributed 
networks, while they amount to 31.3 percent for the centralized networks . 

The differenlial of $1,778 per POrt for line costs (SI,957 versus S179) is Ihe 
largest single contributor to the $3,501 overa ll difference between average 
distributed and centralized network costs. The finding is understandable 
given that in the centralized networks, adequate communications circuit 
capaci ty must be in place to support all of the workstation 1/0. In the 
distributed networkS, most of the terminal I/O passes between workstations 
and local processors. 

Because of the added investment in communications processors. modems, 
multiplexers. DSU's, etc., and the extra need on the part of the centralized 
network.s for redundancy at the computer centers, average equipment and 
software costs differed by almost S 1000 per porI. ~ 
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VII. Impact Of Vendor On Cost 

1. This chapter provides an example of how the model can be applied 
to explore the impact of vendor choice on network cost. 

To demonstrate the power and usefulness of the cost-of-ownership model 
in looking at vendor-related cost issues, the researchers grouped the 
corporate networks according to primary vendor -- Digital or IBM -- and 
applied the model to compare the groups. The sample of eleven networks 
provides an interesting test of the model, but should not be relied upon as 
the basis for drawing general conclusions on relative vendor cost. 

The results of the test acc shown in Exhibit VII-l, which compares the 
average costs of the five Digital-based corporate networks in the study 
against the costs of the six IBM-based corporate networks. 

2. The impact of vendor choice on network cost goes well beyond the 
cost of the equipment and software. 

Despite the fact that the equipment and software costs shown in the exhibit 
correspond quite closely between the two vendors, a bottom-line cost 
differential exists of $1,380 per port, rooted largely in the area of personnel. 
The disparity underscores an important point, which is that companies 
involved in vendor selection decisions need to apply the full model to their 
specific situations and look beyond the basic equipment and software cost 
issues. 
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Exhibit VII-l 

Digital vs. IBM Corporate Network Costs 

Dollars Per Port Oyer /I Five-Year Period 

3. 

Equipment 

Software 

Personnel 

Communications 

Facilities 

Digital 

1.625 (38.6%) 

321 (1.1%) 

198 (18.9%) 

l.1SS (21.4%) 

311 (1.4%) 

4.216 (100%) 

Arnone the corporate networks on 
which the model was tested. average 
personnel costs were lower for the 
Digital networks than (or the IBM 
networks. 

Exhibit VII·1 shows that personnel costs for 
the Digital-based networks studied averaged 
5818 less per port than for- the IBM 
networks in the study. As explained in 
Chapter IV, the researchers analyzed per
sonnel costs in two components , operations 
and incremental change. 

Exhibit Vll·2 examines the issue of opera
tions personnel cost by plotting the average, 
maximum and minimum operations 
personnel costs encountered for each vendor 
in the networks studied. The costs are 
expressed in dollars per port over five 
years. The plot reveals a significant dif
ference between the twO vendors' average 
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IBM 

1.710 (30.5%) 

448 (8.0%) 

1.616 (28.9%) 

1,439 (25.1% ) 

383 (6.9%) 

5..196 (100%) 
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costs, although the sample ranges overlap 
significantly: 

To examine the personnel costs for incre· 
mental change, the team calculated a "cost· 
per·change·request" figure for each cor· 
porate network. The figure was arrived at 
by dividing the human resource costs assoc· 
iated with incremental change in each 
network by the number of change requests 
processed. As illustrated in Exhibit VII·3, 
the change costs in the Digital cases are 
consistently lower than in the IBM cases, 
with no overlap at all between the cost 
sample ranges. The average cost per 
network change is S 168 for the Digital net· 
works in the study. The figure for the 
IBM networks is 5516 .. three times as 
much. 

The cost per change request fell below 
$400 in only one of the IBM networks 
studied. In this network, the customer had 
wrillen an extensive, in·house application 
to aid the systems staff in translating net· 

Exhibit VII·3 

Incremental Change 
Personnel Cost 
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work change requests into the extensive definition tables needed by the net· 
work. While vendo r· provided software was available to aid in table 
generation, the in· house application automated the task to a higher degree. 

The reader is reminded that although the results developed in this 
illustration are relevant for the 11 networks studied, they do not represent 
general conclusions and should not be applied indiscriminately. 

The illustration presented above demonstrates the value of the cost·of· 
network-ownership model as a [001 for use in network vendor·related cost 
analyses. The model encourages the analyst to consider the network cost 
components individually over each lifecycle phase. It then organizes the 
costs and consolidates them to determine the total cost of network 
ownership. a 
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VIII. Multiple Field Offices Networks 

1. This chapter demonstrates the application or the model to multiple 
field offices networks. 

The researchers tested the cost-of-ownership model on a group of four 
multiple field offices networks of varying sizes. In each of these networks, 
a number of nearly identical field offices is tied into a corporation's central 
computer by leased lines . Each field office has its own computer, and most 
processing is done locally. The data flowing between the field offices and 
the central computer is related mainly to batch file transfer and terminal 
pass-through transactions. 

Exhibit VlII·l 

Multiple Field Omces Case Studies 

Network Number Number Users Principal 
Case Code Of Ports Of Offices Per Office Vendor 

Fl 2.000 50 40 DIGITAL 

F2 4()8 34 12 IBM 

F3 98 7 I' DIGITAL 

F4 280 7 40 IBM 
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As shown jil Exhibit YllI-1, the IOtal number of ports varied from 98 to 
2,000. The number of field offices per network varied from 7 10 50, and 
bOth "large" (40 people) and "small" (12-14 people) field offices were 
represented. 

2. The bounds of analysis used for the multiple field offices cases wert 
very different from what was used in the corporate network case 
studies. 

In defining the bounds of analysis for the multiple field offices networks, the 
researchers were sensitive to the fact that some of the networks studied 
were actually pieces of a much larger overall corporate network. To 
demonstrate the power of the model to help in segmenting networks for 
maximum comparability, the only equipment and software that was counted 
at the central data center was the set of modems andlor gateways in place 
to connect to the field offices. Centralized network personnel were counted 
only to the extent that they are involved with the field offices component 
of the overall network. 

In addition, the researchers decided to include the entire equipment tom pie· 
ment at the field offices -- computer. workstations, peripherals, as well as 
communications equipment. For personnel at the field offices, the 
researchers did n01 try to distinguish between time spent (typically a fraction 
of a single person) on "system support" versus "network support. 1f They 
chose this approach due to the difficulty inherent in trying to apportion the 
resources of a smail microcomputer or minicomputer installation between 
"network processing" and "application processing" on any reasonable basis. 
As in the co rporate network scenario, application systems and personnel 
were not included within the bounds of analysis . 

Because the bounds of analysis 3re different and the networks are different, 
no atte mpt should be made to compare these results to the corporate 
network results. Instead. these different bounds serve to illustrate the 
nexibility of the cost-of-ownership model. 

3. The new bounds of analvsis lead to very different cost-pec-port figures 
rrom what was experienced in the corporate network scenario. 

Exhibit YIIl-2 shows that the average cost per POrt is over $30,000, in 
contrast to less than $10,000 for the corporate networks discussed previously. 
This difference is due chiefly to the inclusion of the field office computing 
resources and support staff in the analysis. The magnitude of the difference 
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in cost un~eTScores the importance of not trying relate the cost figures from 
two networks without using identical bounds of analysis in the modeling 
process. 

Equipment 

Software 

Personnel 

Communications 

Facilities 

Exhibit Vlll· 2 

Multiple Field Offices Network Cost Structure 

Dollars Per Port Over I five· year Period 

Acquisition Opera/ioll 

7.594 (23.7%) 5.667 (17.7%) 

1.308 (4.1%) 3.779 (11.8%) 

499 (1.6%) 10.110 (31.5%) 

265 (0.8%) 1,493 (4.6%) 

256 (0.8%) 1.098 (3.4%) 

9.922 (31.0%) 22.147 (69.0%) 

IncrementaL 
Cllange 

I 3.261 (41.4%) 

I 

5.087 (15.9%) 

0.609 (33. 1%) 

1.758 (5.4%) 

1.354 (4.2%) 

32.069 (100%) 

LOOking at the cost structu re of these networks as they were modeled by the 
study team, the first obse rvation is that most of the cos t ( two-thirds) is 
ope rational as opposed to acquisition-re lated, as was the case in the 
corporate network scenario. This further underscores the general impor
lance of looking beyond the basic acquisition costs when considering network 
planning and design alternatives. 

Equipment and software costs are very high, accounting for over $18,000 of 
the S32,000 total cost per POrt, reflecting the chosen bounds of analysis. At 
$10,609 per port, personnel costs are very significant and certainly represent 
an important management consideration . Communications costs are of 
significant magnitude (S1,758 per port), but are diminutive in proportion to 
the equipment/software and human resources costs . 

The study team was unable to identify routine incremental change COStS for 
the multiple field office networks, as was done with the corporate networks. 
The networks were all quite static, apart from initia l installa tion and the 
phase-in of additional offices . 
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The researcptrs were able to quantify the "personnel acquisition" cell of the 
model for multiple field offices network COStS . Unlike the corporate 
networks studied, multiple field offices networks a re typically re·done in 
their entirety every five to ten years. In three of the four sites studied, the 
latest redesign project was recent enough to be modeled reliably. 

4. As 8 final tcst of the model on multiple field offices networks. the 
researchers applied it to examine the eercel of field office size on the 
costs of network ownership. 

An analysis based on size of field office, shown in Exhibit VIII-3 demon
strates an interesting application of the model. Due primarily to higher per
port personnel and communications linc costs, the networks with small 
offices are S8,500 more expensive per port than those with large-office 
counterparts. The study team accounts for the $7,800 difference in per
po rt personnel costs by noting that the cost of the person tending to a 40-
person computer is spread among a greater number of network portS, and 
that this person does not necessarily face a proportionately larger set of 
duties . The 51 ,400 difference in per-port leased line costs may be 
a ttributable to more efficient line ut ilization by larger offices. 

Exhibit VIll-3 

Cost Structure (or Networks With Large Vs. Small Field Offices 

Equipment 

Software 

Penonnel 

Comnwnications 

FaciliMs 

Dollars Per Port Over a Flve·Yrnr Period 

Small OffICes Large Offices 

11.431 (31.5%) 11.089 (14.2%) 

1.341 (20.2%) 2.833 (10.2%) 

14.l21 (40.0%) 6.694 (24.1%) 

2,412 (6.8%) 1.043 (3.1%) 

141 (1.5%) 2,164 (1.8%) 

36,314 (100%) 21.823 (100%) 
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Another observation arises out of the exhibit: While tot31 equipment and 
software- costs amount to roughly the same figure in both the small- and 
large-office cases (SI8,000 per port), the relative share of equipment vs_ 
software varies dramatically. This illustrates a potential difference in the 
vendors' equipment/software bundling strategies for the differently-sized 
systems. 

The sample size of four networks does not represent a large-enough 
foundation for drawing general conclusions and achieving certainty as to the 
causal factors behind each of the observations made. The example analyses 
arc effective, however, in demonstrating the applicability of the model to 
key cost questions in specific multiple field offices network situations. g 
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IX. Manufacturing Site Networks 

l. This chapter illustrates the application of the model to manufacturinc 
site networks. 

In contrast to the networks discussed to this point, the manufacturing site 
networks examined in the study a re primarily local-area networks. In 
support of manufacturing monitoring and control applications, they connect 
plant floor workstations and device controllers to local processors and 
connect those processors to a shared corporate compute r. As shown 
in Exhibit IX-I, the two networks are qui te parallel in terms of their size 
a nd volatility. In addi tion, the two networks perform compa rable types of 
functions in the same industry, the automotive industry. 

Exhibit IX·l 

Manufacturing Site Network Case Studies 

Network 
Case Code 

Ml 

M2 

Number 
Of Pons 

232 

260 

Network 
Changes 
Per Year 

2SO 

233 

. 31 . 

Principal 
Vendor 

DIGITAL 

IBM 
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The processors and terminal servers on the Ml network are tied together 
via a locaJ·area network. Shop floor device controllers are wired directly 
to the processors. Gateways on the local-area network are tied via leased 
lines to the company's corporate data center. 

Terminal controllers and local processors on the M2 network are all routed 
via telephone lines 10 the company's nearby corporate computer center. As 
in the Ml network, device cont rollers are wired directly to the local 
processors. 

2. The bounds of analysis used (or the manufacturing site networks are 
similar in concept to those used for modeline the corporate networks . 

The same types of resources were counted for the manufacturing si te 
networks as were co unted for the corporate networks discussed earlier in 
this report, but with a much more focused scope: the manufacturing plant 
and its connections to the corporate network. Therefore, resources outside 
of the plant -- controllers, modems. lines, software, people, lines, facili ties 
-- were included only if they directly support the network within the plant 
or the connection of the plant network to the corporate data center. 

As with the corporate networks, all the resources between but not including 
the central computer and the end devices (device controllers, workstations, 
printers) were counted. Local processors were counted to the extent that 
they participated in the transmission of information to and from the plant 
floor devices and terminalS; the alloca tion tended to be quite large for many 
of the local processors. 

3. In testing the model on the two manufacturing networks. the chief 
observation relates to the sienificance of personnel costs. 

Exhibi t IX·Z reveals a substantial proportion for personnel cost -- over 50 
perce nt. These network environments are very turbulent. Manufacturing 
networks are undergoing constant maintenance and troubleshooting as the 
manufacturing process is adapted and tuned; as these dynamics increase, so 
do the personnel costs. 

A second observation, which relates in large measure to the significance of 
the ongoi ng personnel costs, is that 80 pe rcent of the five -year costs of the 
two networks are incurred afte r acquisition. This is the largest proportion 
fo und wi th in any of the three networking scenarios on which the model was 
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tested, eVj:o given that more equipment and software per port is being 
counted in this networking scenario than in the corporate network scenario. 

The analysis in this example underscores again the magnitude of the opera
tional costs of a network, particularly the personnel COStS, relative to the 
acqu isition costs. 

Equ;pmenl 

Software 

Personnel 

Communications 

Faciliries 

Exbibit IX-Z 

Manufacturing Sitt Network Cost Structure 

Dollars Per Port Ovu a Flve·Year Period 

Acquisilioll 

1.232 (14.6%) 

222 (2.6%) 

S/A 

4 (0.0%) 

2SO (3.0%) 

1.708 (20.2%) 

Operation 

964 (11.4%) 

1,323 (15.6%) 

3.1\4 (36.8%) I 
97 ( \.1 %) 

81 ( 1.0%) 

6.760 (79.8%) 

illcrementol 
Change 

1.181 ( \3.9%) 

2.196 (26.0%) 

1.545 (18.2%) 

4.295 (50.7%) 

101 ( \.1 %) 

331 (4.0%) 

8.468 (100%) 

4. The incremental change costs revealed bv the model for the 
manufacturinc site networks mirror closely the costs observed for 
corporate networks. 

The personnel costs for incremental change in the manufacturing site 
networks were computed using exactly the same criteria and bounds of 
a nalysis as were used for the corporate networks. For further validation 
of the model, the study team calculated the cost per change request for 
each of the two manufacturing site networks. 

Upon performing these calculations, the researchers discovered that the 
resulting costs fell squarely within the cost~of·change ranges shown in 
Exhibit VII~3 for each vendor. The results seem intuitively correct since 
although the manufacturing networks are local in scope, the vendor network 
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architectures and change processing procedures used are the same as with 
the corporate networks studied. 

The results of applying the model to the two manufacturing sites were both 
enlightening and intuitively appealing to the researchers. However, it is 
important to bear in mind that the figures should not be broadly gener· 
alized. Their chief relevance is to the specific networks studied. g 
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X. Putting the Model To Use 

1. An important application of the cost.of.network-ownership model lies 
in analYZing and managing in-house network costs. 

Based on the illustrations in this report, it is clear that the model is an 
effective tool for gathering network costs together in o ne place a nd 
ana lyzing them. Once a manager applies the model to in-house network 
cos ts, the most significant candidates fo r management attention can be 
identified and targeted. 

In many organizations, fo r example, the management of te lecommunications 
carrier lines and costs has reached a very high level of sophis tication (and 
investment). In many of the networks studied, such as the distributed 
corporate networks, the line costs being managed in such an attentive 
fashion are fa r from being the most significant costs associated with the 
network. Personnel costs may be much greater, a long with equipment costs. 
By modeling network costs comprehe nsive ly a nd categorically. the results can 
serve to focus management on its most impo rtant cost-saving opportunities. 

An important element of any ongoing cos t management s trategy is the 
tracking of progress over time. Correspondingly. the use of the model in 
analyzing costs needs to be an ongoing activity. 

As detailed in Chapter IV, a resource-based data-gathering app roach was 
used by the study team to populate the model with network costs. In 
applying the model to the task of ongoing cost management, a company may 
wish to develop price tables specific to its own experiences. This step 
reduces the degree of comparability for structural compa risons with networks 
in other organizations, but will decrease the variances between modeled 
cos ts and actual costs. Where desired, and where the financial data is 
routinely available, a network manager may choose to substitute actual cos t 
data in place of one or more resource/table-based cos t figures. 
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2. 1\1 model is valid for groupinl and comparing networks. 

In a number of situations, it is useful for managers to compare the costs of 
two or more networks in much the same way as has been demonstrated in 
the previous chapters. Such comparisons are useful for a variety of 
purposes: 

Competitive comparison of cost structure with networks In other 
companies 

Comparison with published industry averages 

Comparative analysis with Other networks within the same company 

Comparison of alternative architectures and topologies 

• Evaluation of alternative network vendors 

The model and methodology developed here add value to the comparisons 
in three ways: 

Consideration of all the costs of a network is encouraged, across all 
of the lifecycle phases. 

The structural comparability of the networks under comparison is 
improved. 

With resource· based data gathering and standard pricing, the accuracy 
and efficiency of the cost modeling are enhanced. This benefit is 
especially valuable in circumstances where hard financial data is 
simply not available, as would usually be the case for a competitor's 
network. Therefore, this model can form the basis for intelligence 
gathering on the cost structure of a competitor. 
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3. [n makinc network comparisons. several forms of cost normalization 
a re or benefit. 

In applying the model, the researchers populated it with four types of cost 
analysis and normaliza tion: 

Absolute dollar cost figures 

Relative cost percentages 

Dollars per network port 

Dollars per network change 

For monitoring and managing in-house network costS, the first two types of 
analyses are of the most relevance. For comparisons acrosS networks, all 
four types of analysis are important and should be considered. 

4. To develop a complete comparison or two or more networks. it is 
important to exam ine addit iona l fac tors bevond cost. 

When twO networks are compared and a cost difference is revealed, an 
important question to ask is "are all other things about the two networks 
equal?" The answer to the question will have a strong bearing on how a 
manager would be inclined to interpret the results of the cost comparison. 
In fact, "all other things" may be so unequal that a manager may be forced 
to discard the cost analysis completely. 

The study team identified four areas for characterizing potential subject 
networks and their general comparability: 

The functionality of the network (How capable is the network of 
providing services today?) . Examples of this are the available 
bandwidth, number of available network functions, availability, 
connectivity, etc. 

The network's flexibility (How gracefully can it evolve toward 
tomorrow's needs?) . Examples would include the types and number 
of transmission options, the stability of the network during large 
deployment or application changes, adherence to standards. evolving 
applications support, etc. 
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• Its manageability (How easy -- or difficult -- is it to monitor, maintain 
ana assure the security of the network?). Examples of manageability 
issues arc security, maintainability, management of moves, adds and 
changes, etc. 

The affordability (cost) of the network. The nature of this area has 
been explored in the preceding chapters. 

Finally, the team recognized that these characteristics can be interpreted 
quite differently if the management perspectives of the network under 
consideration are not comparable. For example, "functionality" to the 
manager of a large wide-area network is likely to connote issues such as 
bandwidth and availability. To the manager of a campus-level network, it 
is more likely to connote such issues as connectivity and multi·vendor attach. 
For someone concerned with a small local·area network, it may mean simply 
to the level of capability on the desk. 

If the networks being grouped together in a cost comparison appear to 
differ significantly from each other along one of these dimensions, then the 
outcome of the cost comparison is not directly useful. The manager will 
have to build on results of the cost analysis to take into account the 
differences encountered in functionality, flexibility, manageability and 
management perspective. g 
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XI. Conclusion 

1. In a pplying the cost-of· network-ownership model to representative 
corporate. multiple field offices and manufacturinc site networks. the 
s tudy team made four key observa tions. 

The first observation is that the major costs appear a/rer the acquisition of 
a network. Justification of a network decision based solely on the ini tial 
acquisition costs represents an incomplete analysis and CQuld be misleading. 

Second, personnel costs can represent a significant portion of total network 
costs (as much as 50 percent of costs over five years). They represent a n 
important management issue, particularly in dynamic network environments. 

Third, vendor selection affects more than initial equipment costs. It can 
have a significant impact on other costs, such as the personnel costs 
associated with the routine operation and incremental change of a network. 

Fourth, the effects of topology on network cost are profound . The pe r-port 
costs of the centralized corporate networks studied averaged double those 
of the dis tributed networks studied. This is an important finding, and may 
suggest tha t a distributed network configuration is better-sui ted to today's 
dynamic applica tions environment than the traditional, centralized network 
architecture. 

In many cases, corporate networks were originally designed in a hierarchical 
fashio n to support operational and transaction processing requirements. As 
time goes by and needs shift more in the direction of end-user applications 
and inter-organizational computing, these hierarchical networks may no 
longer be cost-effective or adequately flexible. The major vendors recognize 
this and now offer a broad range of distributed solutions. 
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2. Baied on this work. the study team suu:ests that network owners take 
pause and assess carefully the total costs of owning and operating 
their networks. 

The researchers offer fou r recommendations In regard to the management 
of network costs: 

In comparing network vendors, look beyond the initial equipment 
costs; these do not necessarily reveal the true differences between 
vendors in the cost of network ownership . 

Beware as well of designing networks strictly to mlOlmlze communi· 
cations carrie r costs .. you may be addressi ng the wrong issue. In 
fact , o ne of the network managers in the study made a decis ion to 
inves t in excess line capaci ty as a strategy for con trolling the 
personnel costs associated with perfo rmance monitoring and tuning. 

Apply the model of network ownership costs to help guide your 
network planning and investme nt decisio ns. The model places all the 
cos tS associated with network ownership, including operation over an 
extended period, on a single, simple grid. 

Use the model as a tool for managing the costs of operating and 
Changing your existing networks. Not only does the model id~ntify 

networking costs in general. it also highlights the large and important 
costs that warrant special management emphasis. ~ 
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XII. Notes 

The Index Group consultants on the study team were Adam D. 
Crescenzi, Officer· In-Charge; Alexander E. Nedzel, Project Leader; 
Tauno 1. Me/sislo; Roben N. Barrett; Craig A. Bickel; Aigis S. Leveckis; 
Michael A. Petro. 

The study was conducted during the period May 1987 to August 1988. 
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Appendix A 

Case Analysis: Consolidated Manufacturing, Inc . 

This appendix presents a detailed cost analysis of the Consolidated 
Manufacturing corporate network. 

The 6,231-port Digital-based network has a distributed topology, and 
includes six major processing locations . All links are fully redundant. 

The network's principal workloads are electronic mail and file transfer. It 
operates 24 hOUfS per day, 7 days per week. The availability goal is 99%
plus. The network is highly volatile, supporting 3,000 change requests per 
year. 

Hardware planning. system software and PC support are managed centrally. 
The local sites have autonomous control of their computer operations and 
user training. 

The organization of the spreadsheet is straightforward. Summary tabulations 
appear first, followed by a section for each of the five network cost 
components in the cost·of·network·ownership model. §§§ 
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COHSOlIDATED MANUFACTURING, INC . - uses LOCATIONS EOUIPMENT 

IIEADQUARIUS 

AcronyM ou.ntity DescrIption 

Percent U01 t 
For Net. Pri ce 

865CO - AP 
865JCB ' AE 
OHUA ' M 
HSC50 
RA81 - M 
TU79 ' AB 
TA79·Af 
IA79· Bf 
IIT220-f2 
OSRIIB -M 
OECSA- EA 
OCSAX-lB 
",000 
BNUIl -20 
BNE2A- IE 
12 - 19817-01 
BII25B - LO 
DSU - S6K 
Df126-M 
Ofl29- M 
oneT - RC 
OERfP ' M 
DHUll 

1 VAX 8650 CLUSTER 
1 VAX 8650/MO OECIIET 
2 ETIlIiT AOP'R/UNIIUS 
1 HIER_ STOll. CNlLl. 

16 OISI( DRive 
1 CLUSTER TAPE DRIVE 
I SLAVE TAPE DRIVE 
2 KASTER TAPE DRIIIE 

820 TERMINAL 
118 OS 200 IERM. SERVER 

I ETHUNET RWTER 
1 56«1 CARO FOR DECSA 

139 TRANCE I VEl 
1]9 lRANCEIVER CABLE 2~ 

10 500N ElHERNEl CABLE 
20 ElllERNET CONNECTOR 

1 lOOOJ1 fiR . OPTIC CBL 
1 tooU 5UB DSU 

15 DEC 2400 BAUD MODEM 
1 DEC 9 . 6 I(B MODEM 
2 fiBER OPllC BRIOG( 
8 lOCAL lAII REPEATER 
1 16tN . ASYNC CIiTll. 

TOTAL eOUIPMENT costS 

LESS ALLOIJAIICES 
01I:001 - UZ 
O(OOS - uZ 
O1I:OOS ' OZ 

fOR SOfllJAliE 
(2)8600,8650 YflS 
(1)86XX OECNET VAX ° 86XX OECNET VAX ClUS 

NeT TOTAL fOIl LOCATION 

5 
5 

.00 
o 
o 
o 
o 
o 
o 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 
'00 
• 00 
.00 

5 
5 
5 

554,400 
522,375 

4,354 
40,360 
17 ,640 
54,7OS 
29,400 
59.500 

260 
3.806 

15,451 
, 744 

'" 314 
7,035 

" 12,253 

'.095 
l,OSO 
2,571 
9,818 ..... 
4,955 

28.875 
15.503 
9,482 

20 ' Oec-as 

fI.tended Tot. Net ~thty l o tll 
C.-.eon Price One T i.e Kalnt. Am. MIlOt 

554.400 
522,375 

'.71l& 
40,360 

282,240 
54,705 
29,400 

119,000 
213,200 
449,108 

15.451 

'" 43,785 
43,646 
70,350 

'40 
12,253 

'.095 
15,750 
2,573 

19,636 
12,544 
4,955 

(57,750) 
(15,803) 

o 

27,no 
26,119 

8 .708 
o 
o 
o 
o 
o 
o 

449,10& 
15,451 

74' 
43,785 
43,646 
70,350 

'40 
12,253 

'.095 
15,750 
2.573 

19,636 
12,544 
4,955 

754,8n 

(2.&88) 
(790, 

o 

751,199 

A-S 

1,851 
1,n8 

n 
.55 

" 322 

'96 o 
12 
37 

.52 
11 , 
o 
o 
o 
o 
o 

12 
14 
70 

" 55 

'" '" '" 

1,111 hplece5 three VAl 185'5 
1,067 end the 8600 currently instilled 

792 
o 
o 
o Same replaceaefl t es above 

o 
o Sa-e replacement a5 above 
o CRT'5 etc. plus 25 devices for data services 

52,392 
1.824 IncLudes one DCSAX - llo in base 

132 
6,672 

o 
o len Ethernet SegMflU to cover aiL c~ buildings 

o ° for long range con"lKtions ecross road 

o 
2,160 

.68 
1.6&0 COIYIt'CU s~ts acrOS5 rMd 
2, 112 ASS~ local repeaters are ok for 5~tS 

660 Open ~ pool 

70,769 

(630) 
(128) 

a No t bundled with the 8650 

70,012 

c 1~9 Index Group, IRC. 
All rights reserved. 
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CONSOLIDATED MIlUFACTUIIINC, INC •• uses CCIMJN I CAli OMS lO-Oec -U 

'erctflt Unit hlerded TOL Nu Monthly Tot.1 "'cr~ Quantity Description fOf' .. ee. Price Price One TI_ ,..inc. Am. "lint. 
9.6- 1000 4 l00IHU 9.6«' "'L/Ol '" 2,123 •• 294 9,294 ... 41,902 56-00 - 1000 5 1000-", S6l. 00$ '" 1 .... . .... ..... 4,183 250,960 

TOTAL fat CORPORATION 19,281 295,861 

COIIISOLIO""ED MAMUfA"UIIIIIC. INC • • uses FAtlll TIES 
• 20 -0Ic -88 

'ercent Unit hlended Jotll M.l velrty Tout Acr~ Quantity Ducrlptlon for Net. Price Price ane Ti_ Con AM. COilt 

COM> 1,650 f12 COMOIT. SPACE '" " 82,500 ,..""'" 950 FT2 UlllCONOIT. SPACE '" " 14,250 

TOTAL ANNUAL COST 96,750 
WiliNG 6,211 WII'NG COST PEl POIIT 2" 1,559,l50 

A·J4 01989 Index Group. Inc. 
AJI rights rcscrved. 
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Appendix B 

Case Analys is : American Equipment Corporation 

This appendix presents a detailed COSt analysis of the American Equipment 
corporate network . 

The 5,700·terminal IBM·based network is cent ralized. Its two majo r data 
centers are connected with each othe r by multiple 56 KB trunk circuits. All 
locations are suppo rted by leased line facili ties; there is minimal dial-up 
access. All routes have at least one alternate backup route and the 
capability to use dial backup facilities. 

The network supports a workload of 70,000 transactions per day, prima rily 
in support of productio n applications and elect ronic mail. It is operated 
around the clock with the exception of 16 hours of scheduled weekend down 
time. The availability goal is 99.5%, measured on a monthly basis for the 
whole network. The network response time goal is 2 seconds or less. The 
network is quite volatile. with user turnover of more than 40% per year. 

The network is centrally-managed and supported . The technical suppOrt 
function of the central support group is split between the two data centers. 

In modeling the network, the study team made th ree adjustments to enhance 
comparability wit h the other networks under study: 

Access fro m non-IBM devices were configured as IBM equivalents. 

X.25 and European portions of the network (under separate 
management control) were not included in the analysis. Other 
international locations were configured as domestic. 

Third party-managed network facilities were configured as in-house, 
dedicated facilities. 

8-1 
c 1989 Index Group. Inc. 

All rights reserved. 
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The organization of the spreadsheet is straightforward. Summary tabulations 
appear first, followed by a section for each of the five network cost 
components in the cost-of-network-ownership model. 6 

B·2 
c 1989 Index Group. Inc. 

All righlS reserved. 
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AMERICAN EQUIPMENT COfIPORAlIOil - USc7 

Acron.,.. 

3171,-IR 
37ZO-001 
3725 ·1,911 
3n7·700 
DSU·5U 
5866·3 
5865-7952 

OT"ER DOMESIIC lOCATIONS 

ou.ntity Description 

39 REMOTE TEIM. CMTll. 
4 3no CNIll. 

10 llC TYPE 1 
I, OPERATOR'S CONSOLE 
Z COOEII 56«1 OSU 
2 111M 14.1, OBO MODEM 
Z Z IIIIE SNiU 

TOTAL EQUIPMENT COSTS 

AMERICAN EQUIPMENT COfIPORATION • usc7 

Acron.,.. 

3171,'IR 
5866-3 

OPERAT IONS C£MTERS 

Quantity Description 

Z82 REMOTE TERM. CMILR. 
282 11M 14.4 DIU MODEM 

TOTAL EQUIPMENT COSTS 

lOCATl0N3 EQUIPMENT 

Perc~t unn Extended Tot. Net 

for Net _ Price Price One Ii_ 

100 9,950 388,050 388,050 

100 37,500 150,000 150,000 

100 2,'" 26,000 26,000 

100 2,390 9,560 9,560 

100 1,095 Z,19O 2,190 
100 6,650 13,300 13,300 

100 4" 900 900 

590,000 

lOCATION4 EQUIPMENT 

Perc~t unn Elltended Tot. Net 

for Net . Priu Priu One Ti_ 

100 
100 

9,9502,805,900 2,805,900 
6,650 1,875,}O() 1,875,300 

4,681,200 

~thly 

"lint. 

20 

'" 2 
2. 

Monthly 
M. int. 

0 
0 
1 

20 
o 

13-6 

... "". 1 "t ,,~ ... M2 _ hi WU ['P 

15 -DK ' as 

Tot. Net 
Ann. Cost CQnlenU 

',360 
8,400 

240 
1,1Io4 

0 
o 508SI11UTEO fOR 19 .2 AT 2 INT'l LOCATIONS 

24 SU8SlIIUIED fOIl 19.2 AT 2 !MI'L lOCATIONS 

19,368 

15 ' Oec -M 

Tot . Net 
Am. Cost ca..enu 

67,680 167 reMOte.lnt 'l, 55 ,.les ofc" 60 reMOte, fra. LOCATION2 

o 

67,680 

01989 imlcx Gmu p. Inc. 
All nghts rescrvctl. 
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APCfRIC.AJI EOUIPttfNT CORPORATIOII - USC7 
LOCAlI0ll2 SOftWARE 

15 ·OK · M 

DEVELOPMENT CENTER 
P.rcent Un" Ellttnded Tot. Net Konthly Tot. Nel 

Acr~ au.ntlty oescrlptlon for ... t . Price Price one TiM Malnt. Am . Cost 

5665·289· 400 I ACf VTAM Vl MVS/KA 100 81 ,:sao 81,]80 81,laO 30' 1,624 

5664-2&0 · 408 1 ACF VTAM Vl VM/SP 100 44,940 44,940 44,940 241 , .... 
5665'285 - 400 1 TSO/E MVS/KA 1,1 ,0 100 21 , 465 21,465 21,465 

., 1,044 

5665·162 -400 1 METVIEW "VS IIA 100 45,165 45,165 45,165 ". 1,5]6 

5664-204 , 400 1 NEtW VM FOR GAP 40 100 27,070 27,070 27,070 90 1.080 

5665-401- 400 1 CICS MVS/IIA 100 89,470 89,470 89,470 0 0 

6665-272 , 400 1 IMS-OC 100 180,000 180,000 180,000 '" •• 900 

56621-854 , 400 1 ACf MCP / 17Z5 100 1,875 1,875 1,875 ." 8,140 

5668'854 - 400 1 ACF IICP I 1725 100 1,875 1,875 1,875 ." 11,140 

5715 - .:118 -0 2 EP RELEASE 4 100 1,025 2,050 2,050 '" 7,704 

5666-9810 2 IIPSI IICP 11,25 R 4 _3 100 '" 1,154 1,154 m 8,040 

5664 - 188 -408 1 RSCS VERS _ 2 VM 100 '.300 6,300 6,300 
,. 4S6 

502,744 50,028 

TOTAL fOR LOCATION 

AMERICAIii EOUIPMENT CORPORATION - use7 
LOCATl0N3 SOftWARE 

15 -DK-M 

OTNER DCIIESlIC LOCATIONS 
Percent lKli t htended lot _ Net Konthly Tot . Net 

Acr~ ou.ntlty Description For Net. Price Price one Ti_ M,int. AM . Cost 

S6611-854 - 200 4 ACf IICP I 3725 100 1,875 7,500 7,500 ... 33,360 

7,500 31,360 

TOTAL fOR lOCAl 1011 

01%<) Index Group. Inc. 

B·g 
All rights r~rvCIJ . 
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C.,..-.,p<ACV> lV,n< /0' / '-/ • 85 
v,q n 4f P 1-2/ Lf+-

IsyourDB S 
really relational? 

Rule Zero: For any system that is adver-
tised as, or claimed to be, a relational 

data base management sy stem, that sys-
tem must be able to manage data bases 

entirely through its relational capabilities. 

The originator of lbe relational 
model f or dala base management 

presents basic principles f or 
determining bow relalional a 

DBMS product Is - a question 
t bal faces many buyers today 
because almOSI evny vendor 

r lalms I ts DBMS Is rela tional. 
SomR vt>ndors may not realize bow 

f o r fro m tIN marlt tINy are. 

Part 1 

By E. F. Codd 

I n 1TCt'fll )'C'lIno, fhe ¢.lUi ~ m;lR~M<"'l"rn WlioIcm marknM 
u~ I ~C'ry np.d ""n,ln fa\ 'OI" 0( producu flul u.kc 
Inc rdlliona! apptOKh 10 (bu b:Hc' nuftll~lIl(m II,~ hard 

IU rind a \'('''100f l lul don nul claIm II~ D8~h I ... rrbUOfUI Th,' 
.'iwmll ha!i ~n .M) CIICMI\'C ,luI IoOml' \'C'~ of nonro:\,lIIoruIl 
D8~S tun: quickl) (and ~c('fJll ) I ;ad(kd;ll (no. rrbuoml fe-a 
fum _ in )Ornt". CUIh \'C'1') fC90 (calurn - In I.l«kr 10 bf" 3bk 
10 claim lhelr 5)'SIcmt aft' rrlaliorull CH'fIlhou,h Ihn m:n nul 

InC'C1 lhe' )imph~ ~uift'mn'If.'i for bc'I"1t raiN' 'rnl"mulh reb.
lIoOml .. Vir ~II rdrr 10 ,hi, lund of DB.\IS» -'bQm:&glin • 

II " a wr bon .hal lhnoi: johnn)-comrbld) o-rndcn haor nuc 
ukrn I~ IImr or manpuoa-rr 10 Inn'~ulC'u,' oplllm,u,II(IIIIC"1:'h 
n,'fun nn-dc:-d In n:lluonal DBMS 10 )"dd jlOOd pnformantt 
Th.~ '~Ihe' pi'mcip"'1 t'(':I!lo()IIIhc) ConlLn\K' .0 proclllm,~ 
" pt'rforman« m),h" _ ru.mrl) lhal r .. buoru,1 DBMS m~ 
pt'fform poorl) brautc' Ihn an' t'('1;monal' 

One- C'OIUoC'Q~n« oIlh'5 raPId _.n~ oilhe' mari<C'1 10 I~ 
t'('lallOflal appn:uch illhal prodU(U lhal at'(' C'Iall,. .. d b)' C ..... 1r 

.... ·ndors 10 br t'('lallonaI1>8)tS ranftC from ,hole chac <;urpott' ..... 
rdallonal modc.'l ~mh ~bManllal fidc'hf) 10 ,hOK lhal do:'finurl) 
do nOl dnrn'(' Ibr labrl "t'('lacional " MC1IIIbC' chC'u ~ppon ,~ 
onl), cok .. n 

Somr vrndon cialm thac foun h,ltC'"<'rallOll lanft~ ~.., 11 
prO\.do: al l . he' producc .. ,U) lidn.ftlaltC"t Thb cbim cono'('ft l('nth 
O\('rloo6.;.. the' fXl chal ft'\Oeo( III . nne lanJtuaftCS do 1,11 1(' <K 

nI.Khinlt for wtfil dau (chr pn~mml n ", lanltWftC fral('""~ 

[ r C,'oIJ t' Ih( ,.tI,(IIlJr.', ,'1 ,Ir,' ,(Ia/I""QI",.,J(I f," dlllJ N ... 
"'.11'.1,\"("""'" H,' !c", Iht iuJu .'t lit,· 1,',,,, 11r., J .... "IIt'J IIId ,,,,,-I .. , 
,.,..mtJ 11r( '.rs' "",'~'m( .~./ .. ", ""lIh "'''''',It,'I/'''''''''"' ('fll""lfll 
CII", nllw I,.. I' I',t.,Jnll ." TIw Rtollf"·""II".",,,,,' ""J ,'''' c.IJJ b 
0.11" C.'.rolllllllS Cr,."p 1 .... 1r "'4'J 1/1 SoIII I,ow CQIIt 



ttl -ftOl ap~ar to reall~ that 
support few,the dynamtt:' .harin, or 
data i.a an at..o!ute ~uirrl'l'lrnt\. In 
acWltMwl. thHt i. no att'tpud thto
micaI foundation for rounh'l!I~IWflI' 
tiotI lanau..". and not eH'n an 11('_ 

erplfd, PfftiM'definition 

" Thejidelity of the propo sed Ansi standard to 
the relational model is even less than that oj 

S01l'U? relational DBMS products. However, the 
standard could be readily modified to be more 
faithful to the model, and pressure should be 

Thit artidt OlIth_ a t«hnlq~ 
that ahoWd help,*", Oftftmine 
how rtlationaI a DBMS mil)' IS. A(, 
con.ti.nct1.1 &haJJ dltCUM the folio., brought on Ansi to do so. 

"'"' • The fidelity of DBKS 10 tM ,., 
1a>lonaI ...... 

• Tbt rlttelny of tM propo5f'd 
ANi 9QL standard to tM rrlatlOftal ....... 

[xtenchna th~ ~Iatlonal Model to 
Caplurr More MeaN",." (Chlpt~ 2. 
'TM Bull;' ~lauonaJ Mod~I") In th~ 

ASIOt:lation rOt' Conpulln, MKhln' 
~ry'$ '1'n.nsat:tlons on Data Ba.w 
S)Sltms" (~m~t 1979). It IS. 
holO"~\~r. \Itally Important to"" 
mtm~r that tM A'lauonaJ ~ .n· 
dudtt thlft maJor parU the strut:' 
tural part. the manipulalJvr pan and 

1M mtttnly part - a flet thalli 
f~lIftIlly and ton"entHil..ly torJOt, 
". 

In this pa~r, 1 auppl:y. att 01 
rules with .hll;'h a DBMS should 
romply If It •• l;'!atmed to Iw tully 
relational No UMu., DBIIS ....... 
Kt lUt I u... of ca. ~11, 
dalaI to 1M; talb' I"tlatio-.l. at thit 

• CondUlolON rq.ardln, d'0061n, 
a DBMS proctut:t. 

I ahall not atttfnpli romplet~ M-
..:npcjon of t.M rtlauonal model h~A' 
-. relati"el), btWf and conti .. den· 
nition appears in tM artll;'~ " RN/T "-

,.dae:l 
aoftware riQm 

tbit,;-me 
CUIbdr 

AbsoIutelY.1t5BPCS: 
III *. II ria ••• Mill COftIrat sw-

..a Is; rite ~ at ... )IIOUI' CIDIII .... ftrm ~ 
oIjb ..... ~ .. IItir::w,. from 
irIIMlUM,m" • 1_1t.ndot*'..crytolhapftoor~ 
..cf fuI fiNrtcW 'IPOI' ..... .a COOl. _...., 
......... furdGn .,.Md'I-, 

.ail ..... lnn-.co*.,II ..... I ....... S~ 
lI~,SO ...... .aJDU_the~to ..... 
CIDI'IRII 01,.. ........... ~ And N °n 7., 
JDU" rwMtID.., ........ ,..-..-...... IOW. 

Loc.II.a ..... ~tIdinbI ~far.., 
... ',' ............................... ftIItWort. 
CIDII', r..d 01 4) PI 0' , .. CIIINURing organiutiaN Iri D 
c:ouncrt. _1 ••• , ... JDU a ~ pertna' in 
die ..ch far a ,... 1OIucion. 

..ail ................ , ... , ',wdto 
III t, diebia $ tClPeol~ cpa .... but 

CM'I be 1I1IcINd to.-..tI ""it_ .-".,.... -.::s .tfImw,.. CDnInJIIn the IftDlt .... d! ........ 

0rwIa'7OD ... 1. t .. ~ .... to..a ...... G.: 
dieCIDII ...... ~ • .aIutian $ ' ..... tocuadii .... .. 
,...;10011 1: ...... GIt.a. 

.au .J' n III' c.on.aI For ..... SW. ,.,.,. 

Th~~~'" 
not fully mmply .. It~ ~ 
model, bec:auae itk-...cl ~YifJ
thll nucleus 0( SQL I_I ........... 
Incom.....bJ~~, 
Mo~r, It taka. 1iIIIQc:,,~ 
bued appt'OadI to ct.. __ ...... 
non_~~yl_ 

Instead.., sptG(yi.,-. ~ 
""e, dQA...odedata ........... 
thn proYlcMatM fIOWitrful Ja_, 
~torr~d··b .... 
I hat d"1lnlqUt to Ole ,.. ............ 
pro,d, Ttw., IIv tkMItt., of 1M ,.. 
~Ansa .. ·"'·"".dw~ 
modItIlS",", ~ daft r.lt.at or_ 
rrlltwrW DBMS prodlCta . 

How~\'er, 1M tLandI.nI coukl .. 
readily ,DochrMd to ~ (a".!trw 
to t~ model. and prftIuPe ,hou.Id ... 
bruulht on ~ to do~, In (art. 
\ll!'ndon: are actv,wd trt'xt.end ltwir 
producu _ 1"-~pecU_ 

that tht-)' wpport C'Il5lOInfTI' DBIII8 
<flftds ~ tully and _d ,...bI,. 
Ilrll!' CustomuKPft\I8o:an I!pplica
lion prOCl'am maint.t'n#M:II at 1M 
llmr of thfo. I1IIProVfl1'leN... 

ne 1% ralft 
T1of'I". ruin an dted _ktw _ 

pan of. tnt w-dd.emdne wtw:thn". 
product tnat 1$ daunM-to bt (ully 
1'f'lahOf\a!.lJ actually.....x_ of Uw 
~rm "(ully rrlational".at thaa ~ 
IS sltthtly more .uuI&.II .... If!. .,. 
TUn,.. paprr (writtnlm 1881). 11ut 
" partly becaua vf:ndonl..ln &he'll" 
aU and manuals have~ the 
~rm -'mlrumally rrl.auenal" ID "fl.lUy 
mationar' and parU)' tIeeauR lft 
lhis !TpOI"t. we aft ...... _kA ~ 
tiona! DBMS and not rilatJoraI ,,. .. 
terns In IMf'rat w.bKb.»'aWd lDduck 
.... rr quny-A'paI'tu\I,.-.t.mw 

HO""fO\lf'f. the 12 rults llPn4I to ex
plain why (wi 5Uppon;;o( 1M rela
tional model IS ltI 1M -.-rs' III~ 
No nIP .. ~ulremmu are. eddied to 
the relabOl\alltlOdel_ A..""'If"&dIlI' 
IChe~ IS lat.u ~fi~ I.ed to 

I'I'IrASUre the ~ of fiOdlI)' to the 
relatk)1\&I Intldel 

f'irst ,1 dl"filM'-lhew rulH AI· 
thouah I ha\l~ MlilM!'d ~h l"llie in 
earher papen,l ~lw\leth ... t8 bP the 
first OC'nll"l'enct of all 12 of lh-. 
tot~ther 

In nUesellM throup U,l.ptcUy 
and rf!qulre (our differ1!lN. Iy,," of 
indt~n&n('ll! amIed al ,rGU«.i"l 
alStoalfn' In"tltmnttr.in applica
tion prOCJ'&llll, lV'minaiiaCUvitis 
and traJ",,,, R\dts riIla and nint _ 
phYIIQ! and IoPcaI clua. .... pen • 
dt~ - ha"e been hrwily dUo 
cuutd for ma.ay )'nn 

RulH 10 and II - l.u&nty i .... 
jWn6tnct and cbstnbu~ Indtpen. 
dtnm - ~ .. ptCU 0( me rtlaUONJ 
approech that. ha"e _"«iln .... 
quue atlftltiM UJ date but ~ IIktiy 
to ~ .. unportaf,t .. tt&fIt and 
nine 
~ ndes an': o-ct IX! a SIJ'IPe 

founcWlOCI rule, _hid! l.shaU aU 
Rule ~ro 

l'ora ... ...,...UiJaI "..,~ 
CU, or doi-m 10 tw,. rriotNMGI 
d4lG ".. _JMlftwnll .,..nt, lAol .'_ III. Iw abN to --.. ~ 
bcun eouirely fA"*", It..m.n-l 
Npab\l1l1a-. 

Th,. ru~ must hold wMtMr or 
ROt the .YSltm JUPporU an)' ","" 
relational c.pabiuOes of INn'" 
data. Any DBMS that dots not..u. 

~ 
_ 

..... q , ... fy tM. Rule Zero is not worth .... 

$SA ... relational DBMS. 
-_ ...... - One ronteqUftlCt of tNt n.at ""'1 :r:r--:::::.. - s)'stem claimed to bt • rflMioMI 
__ :::":,:_::-~ ____ ~":::'=~':'::-::'::-=~"':::_=....I....:DtI:: ... ::;.::::",,::.:~:::.!:!::~.:,:c.:.:'=-=="-__ ,, 



00MII'q1M'nc.-. lS tM ~Ity of 
suppof'tm, t'M infOf'lU,tlon ruAe and 
tht .~ a(fttI ru~ 

·· lIIutti .... l'K'Of'd-al-..... i_ .. in
cludft .. sppaal CUH thow sItua
tions in whim IoffO or OIW record I, 
rttn"PCI. lnef"rud, upcleted or'" 
~ In ottltT WOf'dI, a relation (ta· 
bW) may havp l"ithtT wro lUp&es 
(rows) or OIWWpk and .011 be a 
valid ~Iat;on 

Any .. atemmt in IN- manu.all of a 
IYICml daamed co .... a relatMM\al 
D8MS that adviaH Ulltrs co fe\'en to 
__ rdauonal ~bihtlft "CO 

ac,""e ~ peTfonna.nce" -
« for any ru.on othn' than ('(!Ia . 

patlbllity with Provamt writ~ in 
tM put on _~laUonal data base 
ayltema - .oouJd .... interpfetftl .. 
an apoIop by lhf' vendor Such a 
~ Indkalft the vendor has 

on Rule /.Kro? Buyers and URn Will 
ea~ all tM advantAI'H of a truly 
~Iauonal D8MS, and tMY will fail to 
I*'t thf'H ad\antaan· 

Now I ahall dncribf the 12 ruin 
that , topther with tM niM Slru<-
tural, 18 manipulative and thl'ft In, 
letrity features or ttw ~Ialional 
1IIOdt1. onprmlM in Spec1fie 6n.ai1 
1M paU'nt of va:ldlty of a vendor's 
daim to hl\e a " rully mational 
DBMS." 

All 12 rulH an moU",tl"d b) Rule 
Zt-ro dtofmtd above, but a DBMS ean 
.... mono rudll) eh«kf'd ror romph· 
I~ .... Ith th~ 12 than with Rule 
1m 

Rule I :AU 
i1\fonnation in 

a relational data 
base is repreJented 

explicitly at the 
logical level and in 
exactly one way -
by values in tables. 

TIrte hll ... ,,", ,,&P. 
.. ,~ I: A" iII/or_tiD" i" a ffltl 

lio"al data ~ y ~«I,.;r 
pli('It/1i at tlte ~ 1,.".,.1 alld III 
,.IfJctlli 0 11" .'CI.II - br I,tdllft III 
latH,.. 

tven table n~. rotumn narnn 

'VVhat looks 
like a neighborhood, 

acts liKe a hotel, 
and feels just like 

home? 

Answer: 

"£I£-I££-oot-I nt')'suoot'flJ~J 10 
'JJ.v.~ul' p~lrt'1~p ~JOW t' IO:J ~lIns gnol!IU~ 

A.JOlH)MIWOOJp~·o.v.l t' JO ' ~lm5 OlpruS wOOJp~ -JUO t' 1,11 
Arqt'pJOJjt' os '1~IOlj ~lj t' JO 5~RJXUr ;xP JO 

,w1!W os lfIlM xuOt{ JO SlJOJWO) ~ J0,{UI!W os ~qwo, ~Jl'fd 
l ~lfIO 01,1 ' 0;1 .xJno) JO 'WI ~)U~pI57'd ~ 

u. 
.. characur stri"", In t.atMn 
Tab1or5 rontarnrn& Meh _ 1ft 

normally pan or ttw bualt-.. ~ sy __ 
o:at.aloC T~ eataloC II acconh""y a 
rel,,(ioftal data buf Itwlr - one t*'
is dynamie and active aM IlitJM'de" 
1M nwtaciata (data -.cnbelll ttw . 
rHt or the data In t~ syl\elll) 

TM Inronnatron n"lt Ull'llforced 
not only ror UMr pnrductillity but 
alIo to maklf It a ~y 101m" 
job ror 50ftwlft vl'lldon to 6PCuw 
additwnal 50ftWIft ~ (Men 
.. arpilC:atMlfl .~~I'" aids, n · 
pen Jyltmtl and to on) that I'*"" 
rac."l! with rltlational oeMS and, by 
definrtKltl. an wltll In~ Wlln 
thlt DBMS 

That is , ttrnr pack ... n"t~e 
inrormallon al~y eluslInl in t~ 
cataklg and, .. ~, put rw-w In· 
formation In tM eataJoc by the I<U)' 

ace of ustnl t~ DBMS 
An additional reuon to enr~ 

this rule is to make thl' data baaIt 
adminiltrator's taak or m&lntalnln& 
the data b_ In a staU' of overall 
InU'lnt)' both 5lnrp~r a.nd IIIOrI' ef· 
rHtlve. The~ IS nothinl mono em· 
barrusi"l to a data basIt admll'll.,..
tor than bfoinll asked If hiS data bur 
containl C'en.atn speerrie mrormatMlfl 
and his ~plyrn, arter a .... Hk·. ell 
arnin.uon or tM data bale that hit 
does not know 

Gsarurt.eeII ~ nl4!. 
Ibtk 6; Eoclt aM """'II dot •• 

(a,olltk 1'(11"",; III a relalU1W4l dal.rr 
baM r6 gwzruJllftd 10 tw 1ogtad.I.. 
arcraibU br """""1",,'0 II ~_
tiOll of'a~e 110_, pn-"l'~ L-al 
~ alld eoIlIlIIlI 1IUl_ 

C~arly , Itach datum In a rflI.tionaI 
data baM can bfo att'i2tIM'd In a ndr 
\arrety - poulbl)' Ihou5andi - or 
locreally dlltinel ways KoWItl<ltf, It 
IS Important to havt at ~Ul OIW 
way, InOepltnMnt or thl' . pearl(" ~ 
lationa! data base, that ilr au"""" 
tted, bKauSC' most compu~r-onent · 
td oonerptS (su('h .. KaIInin, 
~utte'55ivlt addrnsn) h8\e bI/oen ... 
Iibifratttyomltted from the nolalton, 
al rnc:r6e1 

NOll! that the lIulrantet'd JICttSS 

rutlt nop~nlS an IMO('lath'e ad· 
drnsinl KMme that is unique to thl' 
rltlationa! rnc:r6e1 TM ru1fo doH not 
Mpltnd at all on tM usual compult'r· 
orlentftl add~rn, Howpvltr. tM 
prrmary by con-cept 15 an HHn(ial 
pan of It 

Syau..dc ~~ .r • .o .... -a,,~ I.: NIIlI vul_ (dr:.llll('l!r-

IM ..,.ptll dl4rodft' ." "" or a 
tin"" Q/bklrdc dl4ractns IIIId dy-
111I('1,/'I'vIII .UI"O or a"r 0fJw0r " • ..wrj 
a" ~ppt1I'f.nf la/llli. rrialWMal 
DBMS/or hpi tWillI"" _"""Ii' i.· 
/f1rIII4twa alld illGp",K'Gbtr I.,.... 
_tim! III a ~w: _ •. i-.cW· 
~t 'If data 1/IPIf. 

To IUpport d.ata bNt Inttlnty, k 
must be poaib&e to $pKiry " nu.lls noc 
allowed " ror tach primary klty col 
umn and ror any other roIu.mm 
whe~ tM data base Idmin"',..lA)r 
oorurkWrs It an appl'Opliatlt Int.I'jI1ty 
constrAInt (ror Itl'amp&t. t:eT\aln r«
tiln key ccWumns). 

Put t«hniques entaiWcl deftni,.. 
I .pedal value (ptnlliat 10 Itach eot
umn or rifl,ki) \0 ~~I'II r.iMi1li 
inrormation Thl, would ~ IftOIl un· 
.ysU'matic in a nola&.icrnal data bur 

would Movt \O-.ioy 
. r« each eoi_ -

• 

• 



"' Ol.I ld dl'f"rl!'a.oil' u'oI!'r prociu(", 
11\11) ) 

~ Dy".k' o.·I1~ cataklc 
tt..ed CHI ~ ",,"'-I .... ,. 

JIaaII!' .., TJwo dota baH" dl!' 
.KT1ptlQlt .. ~M al 

thl!' '09'nU '"'I!'I '" '" .. M_ 
lI'Gy Q.I O nllll.Q.l"y datu._ 
'1101 er llllloriud tIMTS COli 
erpplr IJwo sa_ matlo_1 
'er"gtlGgf' 10 l Ui i"'f"n"09'Olio" 
Q.I tltq erpP/r 10 till!' ,...,...lar' 
daler 

0..". roruoeq~ of Ihl' .. 
that nch U5H ( "'Mtm an 
applw:at ion pf'O(ramRW'r o r 
I!'nd u!I!'r ) ftftds to ~arn only 
~ data ~I _ an ad,· .... 
lalli' that non,...la\1onai .ys
tf'ms usually do nol o frl!'r 
(l8M 's IMS. tOll!'thl!'r wIth Illi 
dictlOllary. n'qUlrl'$ tltt' UMr 
10 Iram two d,stlnct "'ala 
moMls). 

Anolhf'r ron!Wqut'~ ito 
Iha, authunud Ulif'r5 ('an 
tUlly I!'xU'nd IhI!' calalot: to 
bKoInt' a (ull · rll!"dlli!"d, /1ctl\e 
,...Iauonal data d.ct lonary 
whl!'nl!', .. r 1M 'tndor (alhi 10 
do ~ 

eo.pt"\ekMI_ Uta ..... 
..... ac"I!'~. ""'1' $: A rftglfQlUll ..
t.- -r nppor1 ,,"-Yral 
la~ a.1Id ~..,--
1IIOd_ ~ trTWIl-.l 11M' (for 
t.lllMpl.I!'. I1M' JW '" til,. 
blerlib ~J How"fton-. 
lllt'rr ",lISt b<r CIt tnut II"" 
ta"9'!CI#'t ~ "utl!'--U 
ClN' I!'zp .... ,bU. ~ __ 
rdJofkfilVd qUa..'. U rlNar 
ace", """9'f erlld tAlat .. 
COMpryltf'YU'l' '" .~pport 
,., all of till! follo~'lIfI l~ 

• DClta ~"lhOfl.. 
• va-. df'ji.nhmt 
• DoICl Mer.'pwlullOOI (,,, . 

fl'rOC'hl'f' Clltd br progruM) 
• /"'f'gnlr n»tatm l"'._ 
• AlltMruutlO1ll 
• 1hz~tIQlt b<1".d 

a,,1'lI ( bI!'g!" . roM,"I' n ltd 
"Illbock ) 

ThI!' (1!'l a llooa l a pproach IS 
Inll!'nllooa Jly hllhl) d) n&.mll:' 
- tha i 1', It .. hould raN'ly bI!' 
~f) 10 bnnl 1M data 
b&.w anl \ lIy to a halt ( In 
rontr&!>l ttl non",lallonal 
lJK)CS) T hI!'reforll'. II doft 
not rnak t' ""'"lit' to .parat,. 
Ih-t' St'n K"n hSl i!"d abtJ\1!' Into 
d lstmct lanluAl" 

In the mid-70.. the AMI 
Standarlb Plannln, and Ie
qU ll"emI!'nts Commlttft' ,",
I!'rated a documl!'nt ad~a.rat 

tnl 42 dIstinct inurr_ and 
(potf'nlIally) 42 d15t1 nct Ian
I UqtS fOf' DBMS f'o rtunau
Iy. that IMa hu apparently .............. 

Vie.- .pd.al1a4 ,..le. 
Ibalt!' &: All L" f'W" Ilierl CI~ 

th«)r't!'I lCall~ IIpdatClbl.~ /I~ 

aUo "pdRlllblt!' by til ... " 
"m 

.... OU Ihal a ' -It'" is l"
rellcall,. updatabK Ir th~re 
t'XI.'iUl I 1I~-lnMPf'ndf'nt ai 
l onlhm (or unamblluoualy 
d~{('rmmlnla Slnllf' M nl!'S ur 
("han!1!'S ta th~ baM ,,,laUon, 
Ihal will ha~1!' &Ii lh~ i' I!'fre<1 
prf'C'I.wly IItt' ft'qUl!'5ti!"d 
t han,l!'S In the v .. w In thia 

10 md udt' Inw rt lun and dell'
lion a..~ wt' li as modlrll'a llOn 

HI.lI ·lenllnM'rt. updalt' 
and dl!'lf'tf,. 

iblll!' 7: 1111' ropabllit y of 
IIundliNq a bn$.' r l'/Cl IiOlt u '" 
g d .. " t'f'd rrlahO .. (J.$ er .n/< 

glt' oPt'rCHld appll", /<vI un/y 
10 t lr,. ... ..tn,,,..,, (if do ' a bll t 
<lUo to flt t' ilU<'rt lu/<. IlfHfut., 
a ltd drlt'lw" oj da tu 

Thl.) rt'qul r"mf'nl tcl\f'<, 
IhI!' ~) Sl t'fll much roor l!' '>CUPl" 
In o pumll1njl. Iht' f' ffl("lt'n(') 

II allo l'. ~ Iht· "Y'>\('m h I d"II' r 
mInt· ... hlc- h 3('C't'!i<" pa lh" h ' 
t"'11Itlll IU ubla llllht' 1ll' ''1 
('Hl t' w llt nidI!' 

II ,'an al .... , ht' ,·);l o ·n ... l) 
,mportant III ubla11ltn!: .·fh 
'-'lfOnt handllll~ "r trall ..... ·-
1"111» ;\t' r . ... , a d"l n hull'd 
d a la ba ..... In II" .. t·a ... •. U",,'f't 
.. nuld I'rt·r.-r Ihal .1'mmUr I· 
ral."n"'1"1,, 010'1';1\ ... 1 It) 
3\'111.111\11 lilt> n~~ .. 'I) " f 
Il1I.n .. mlIt11\~ a .... ·par :Ul· n' 
qUl"'1 r,.r "ad, H .. ·"rd ..... 
131nt'd from n·m"I,· N"''' 

Hule- 4: Tlw data base description 
i.'i rpprl'sented at thl! Lf)gicu.llt'l'el 

;11 til l' sa m.e way as ordinary da.ta, 
Sf) that authorized users ('un apply 
111(' smm! relatiQnallmlguage If) it . ., 

illierrogntion as they apply 
If} thp regular data . 

Looking for the first 
CICS applications tool 
that's as versatile as you are 1 
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Martin Marietta's CONSENSUS. 
We're ready now. 



dtn('t' . 
~It &: Ap111kaUo" pF"O 

!/TOP'" Iud '""'IJlGI a("tl'" 

""$ ro''''''I'' 'og&NIlI. "",.PO"'-" JI'\,..,,,"I_ lilt' I"lIa,,9'" 
a .. (" mad,. '" ,.1'''" .toragt' 
""'P"l'''''''Il/W''' _ ~ 
"...,IIod1r 

To handw- th,lI;, tht DAMS 
must .upport a flotar, sharp 
boundal'} ~w",n (ht lOCi
ca! and Mfltan( I(' Ppt'(U 0fI 

the 0I'It hand and (tit phy.
fa! and perfurman<'f' uPf'CU 
of (tit ~ labln on the oth· 
er, apphcatlon pnJCratftl 
must ettal with t~ 1oiK.'a1 
uPf'('ti OfIly 

Son~lallonal IlflMS rart· 
I) provillt compw-tr support 
fOf" this rulot - In fact, I 
know of nolW' that do 

Lock&l da~ ladr. ...... • .. ~ . • 'r" App/l('fZlltllt 
p"'.,.-u- """ 1{,,.mIH,,1 (Jr/i , 
1"'" "f'ma.H Ing,C'al11I JlHI'" PO"" u'/lf''' i't/orm(JIIl)" 
p .. t$f'f'1""g c/tflHgt'S qf n". 
k,"d Ilia 1 Ilil'OI"f'/jf'al/lI""'" 
",i/ JlHi"'p",,_1t1 a .. ,. moti,. 
10 "It bo.M' labll~ 

Take (tit follo""mA 1""0 
exampl" sphtHn!!a labl .. 
into '''''0 "biro., putitt' b) 
ro ... C USI"I row rontern Of" b) 
roIumR!l u51"1 column 
namrs. If pnmary ke)$ 100ft 
~ ~ in tKh ,"ull or 
combmml tW(J lablts InlO 
OM by ~ of a nonl.
jom (Stanford Lnl\tl"!l.lI) 
and MIT authors call ttltw 
joi na " lO!I!IltSIJ"), 

To pro\Iett thiS ~n In' 
whrnf'\rr poAlbw. ttlt 
DBMS must bfo capable of 
handhnl InM'rt.!I. updat" 
and cklfln on all ... ,... that 
a", I~If'ally updatablot 
This rule puml!.S Ioslf'al data 
baM' Mslln to bfo chlnAM 
dynamicall) If, fM uamplt, 
such a chat1&e ",,'ould Im 
pro\'r performan<'t 

The phY.!!lca' and IUClcal 
dau independe~ rulf'li per· 
mit data baw dHII!rM'n for 
~lallonal DBMS to make 
mi5takH m their lin/ana 
without Ihe htay) penailift 
le\' 1P(I b} I1(Jn(elatlonai 
DB'!S Thl.!! . In turn, means 
thai it 15 much elSler 10 Ifl. 
It.artltd ""lIh I ~lallflnaJ 
DBMS b«'auSof' not nf'arly as 
much pe(forman<'to(H'M"ntld 
plannln, is ~ pnot to 
" blul-off " 

l.upity IMept ___ • 

ItMle Uk IIIl f'V" III ('OJI. 

1/1"01"1.1 ~ to 0 pcl'f"iac 
Ida,. ,.f.'IalwJtGi duta baM 

"'Kil bI' d,ji"alHe '" IM"
wllmlol dala h61a,,~ 
alld $I01'ubI,. j" 1M l"ataJug. 
!WI,,, 1M appll('alio" pro. 

I) ('fIn~lralnt\ atl' I In 
tprm~ uf t h~ hlJlh·lf'\el data 
,,"blangualt~ and tht' derl"I
lion!! ~Iort'd In the catalull, 
nut In tht' application pm
I!rlm" 

Informall"n about Inadl'
quat~l) Idenllfu~d ohJf'CIS I' 
nf'\er fffOrdl'd In a r~'auon· 
al da .. ba..'W' To !)to mo" "Pl" 
Clflf.the follo""mg 1""0 In
l~fll) rul{'" appl)' to t'\'1-'1'} 
",Iat lonal data basE' 

Entity bI~ty. '0 cum
poM"1 of a prunary key Il. 

RdtrpntlallntrJrity, For 
I'arh dlstinci nonnull fort'llln 
!;Py \allll' In a (platlonal dill 
ba.'\(', thl'r~ mu"t'-XIl.! a 
maletunl!. prlnal') kl'y \-al".
from 1t,1' "amP domain 

Ir, a.." ""1I'II""l'I("I; happeo" 
('uhf'r bu,m_ p ... hlw ur 
1!.0\·l'rnmpnl r.-Itulal","' 
challgl', II "III proha"l) bI,'. 
('fIOl(' n~.,U) I" {'haolt" 
the '"'''It''I} "msl(lInh 
'ormal1)'. Ih.~ nUl bfo acn.m 
ph~htd In a full} O'lauonal 
DS\'S by chan,Ing ont' or 

Hul l' 11 A 
r f'/n tioJlul 
DBMS has 

fi i$ln'l)Ullon 
inrirpendenrp 

nl"(~ "r Ihe Int.-gtlty ~Iatl'
.,.".n,\ Ihal art 'tort'(] In Ihl" 
(a(al", 

In many l'I.'oot'J, nPIlht'r the 
apphUlion pfOlrarru; nor the 

cally Impaired 
Son~lahonai lJlUtS rarp 

Iy !lUpport. thl$ rullP &$ pan 
of the DBMS tn4'~, whrTf"" 
brlonp lo.!!ttad. thfoyett 
pend on I dlchonary J*'k 
a,;t which ma) o r may !\fit 
bot pl'f"Wnt ."d can ( .. ad,/), bot 
bypaswd 

Dt.triHtkNI L.IIr~
deMe . 

llIale II . .A "/ot"no,al 
DB.tlS IIa& d*nbMtlCM l...u
"...,.... 
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dl~tnoott'd datal 
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cll' and Rt'lltional Tt'Chno)!· 
illY. Int'S Ingll"> CaU n<lndl~ 
trlbtilrd In prHol'nt ,...If'a._l 
rull}' suppon Ihls rull" 

Thl~ hu ~ dfomonstrat
I'd &Ii rollo"'$ SQL pm(l:ramlo 
hl\1' ~n .... n ll tn 100ptrllt' 
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IN DEPTH 

Does your DBMS 
run by the rules? 

To be "mid-80s" fully relational, a 
DBMS must support all 12 basic rules 
plus nine structural, 18 manipulative 

and all three integrity rules. There 
will be more requirements by the 1990s. 

Last tl>eek. tbe originator of tbe 
relational model descritH!d tbe J 2 

rules by which to nwasure any 
DBMS claiming 10 be relational. 

This week, Dr. £ . F. Codd presents 
1M practical consequenc6 of bis J 2 

rules as well as 30 additional 
features o[ a relQ/lonai system. Tben 

be aslls vendors to measure up. 

Pan 2 

By E. F. Codd 

N o t'll&llnK DBMS product 1n.1 I kno .... of (.In honnth· dllm 
to bot fully TNnon .. 1 .llhl5 hmr Th .. pr~ A:-.IS I 
sund.ud doH not fullv complv ""th tlw ~I .. hofwl mod~, 11'0 

.. DBMS' hMbty to tht ANSI st .. nd.lrd 15 1'10 SU;lln,n," 01 ~1"bOr'I.1 
'.p.1Iblhty ~ ~I .. nct.rd could br modJfiN. bul .. In .. dv ~~ .art 
..tll.ad ... 1Wd If,) "'l.tnwl IMI products btn)l'ld tho- sWmbrd to wppon 
ClIstomrn' DIMS nft'ds fully 

In I~' Ids.nd mlnlUb. .• meion Iwn' tfoinsLIII~ (hoP If'fm 
rrunun .. Uv ftUhONl 10 lulh rNllOn.Il to ~ ~lnn~1 mlo.'TW 

!l\\lS1 bot .ppllrd 1 .. ",1.,,, ruWJ (bfolow) ('Qft\~ .. t~ to de1t'rl'tUN' 
.. hf1~.11 product INt ~ cw,mrd to br (ulh ~tJon .. 11S xttuU., to 
A SJ.ldmS 'i("",,, uW'd 10,) nw.tSUI'1' 1M ~ of fdrhl ... 10 tho.
m.boN.l model rolk> ... ~ 

A DB'tS .d,-MlWd H :'tU~1 \hould cumpl) WIth ttw 101I0I0.· 
mA I2N~ 

I T1w Inf~lI\.Itoo" Nk 
~ Tl'It' gu.lr.lnlf'l'd .-en. NI.-
l S~'MlI'fNh( tn'llmml of nlill "Il~ 
~ ActtH' on-hM Ut.l~ Nwd on thor ",~bOCWl modrI 
S T1w cumprt'h~'ns"t dol,. s.ubll~lgt N'" 
6 1M 'WW IIpd1bns N'" 
7 H'Kh -.... -~ Inwn. 1Ipd.ilt.nd~k 
K l'h)Slc,,1 dlta 1'1dt~nM,,", 
9 l.I~lc.1 dltl InOtoPt'nMnno 
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NnPe founatioo rule- I ~a11 
It Rule ~ro; 

For a .. ...- lAat "ad· 
~ _ .... clai.rd to be, 
a ~~ cfala IIG.w __ . 

~ ....... .,.,,",, 
• ..,_ .... to_~dota 
eo- ..... ""w UI,..,.... Wi ~ 
IalioIIaI ~~a.. n. naW "'loI5t ho&d 
whottlwr 01' ROt tM s)'SUm 
..... pporu aft, nonrtiatic.onal 
~liliN Df II\aMIInl 
ciala. Any DBMS thal don 
not satisfy this Rule- :mro is 

tional DBMS. 
But romplian~ with Rule 

:mro Is not enou,h. Failure to 
.suppon tile Information rule, 
,uaranlf'ed attHI rule, sys
tematic nulls rule and ca",,· 
10& rule- can make inutrity 
imp!)Mibie to maintain. 
Thew four rules suppon SII' 
nl(jcantly hilMr standards 
for data baa admlnistralJon 
and rontrol (authorization 
and IAt~ty control) than 
"arli"r DBMS supported Us
",., sltould ~mtmMr that a 

Rale Zero.ot ~ 
Ruin I and 4, the Inlor

mauon and cataJoc ruin, aI· 
k)w people with appropriate 
authonzation (such as exec
utiVes of the company) to 
find out easily via terminal 
what Informauon illlOred in 
a data bult. I have en<'OUn· 
terfll data bue adminilttra· 

• ().w new UPS .ondeOd. 
••• WI., 

per1eCI match lor IBM • 
~:he IQnd d power 

indeed! 
PI~ I'l8Oe66<WY lot ISM systans. And oriy Elgar IS 
I19-tn cxmpabbIe INIf'I bah tie CPU and penpheras 
lot las. tJ8Sf nJaIatlon 
• CAK new UPS IS r..ac:ked WICh quality IeooJres lor troutlie-tr~ 
.,...,......... 0rlyElga<hast4%dynamc..-,_ 
'Ne CJeII\Ief fTIOJ8 preCISe power 10 yo.Jf c:omputer !han any 
aflef UPS 'JOJ can buy ().w new UPS 00Sls1ess 10 ~ k) run ...,........, 

were unable to 
determine if a .pecific kind 
of information was recortk!1I 
In their data base. 

Rule 3, which calls for the 
inclusion of systematic sup
port for unknown and inap
plkable InronnatiOl\ by 
means of null ... aI~ that an 
Independent of data type, 
should help use" to aVOid 
foolish and possibly coWy 
mistakes. Thf- treatmtnt of 
nulis , when aarepte func
tions such as tota.I and aver-

• 'Nart 1'I'lOI'e?fits!l'l yQJI cIfIce lis SO q.JIE!I: youl hardy know If's rur'Ir'WlQ- And If's te;;Ied 
bJ a no-nonsense TWO YEAR WARRANTY "em Elgar the leader 11"1 QJaIIfy power 
ptelOl svstems 
• Gel t'Ie U SYy on 0lK new lSenes UPS lor rTW'II computerS 

c:.I .... he: ..... 220, DIplI. 

_.,-_ ... _---

9250 Bf()WO Deer RoacI 
San DIegO Ca!,lornla 92121 
(619) 450-0085 Te\e_ 211063 

"~B 
The Oracle DBMS in particu· 
lar has an outstandina ap· 
proach to null valun. The 
user may .pecify whether 
the aurepte function is to 
i&nore null values or yield a 
null result If any null value 
lS encountered 

In seneral, rontroveny 
Ilill surrounds the problem 
of mi.lnl and inapplif!able 
lnfonnation in data bun. It 
.-ems to nit that tho. who 
complain loudly about L"'e 
compluities 01 manipulatin, 
nulls an overlookinl the 
fact that handlina misaina 
and inapplicable information 
II inherently complicated. 
Goin&: bacll to pfOCr&tl\lMr· 
spedfled .fault ValUH don 
not .,Ive tIM! protHem. 

Rule 6, the comp~lIensivt 

" TluJANSI 
$t4nd4rdas 

1IOW propoud is 
quite weak. It 

fails to I1lppcwi 
au,..,..,.. 

fealura 1I.HrS 
need to reap 1M 

a.dVOJll4ge.S of 
the relationGl 

4pproacIL 

du.a sublancuaae rule, is im
portant for.seVffai reallON 
F'lrst, it allows propamawn 
to debul thei, data bue 
~nts interacUvely, 
treatin, them _pantely 
from whatever nondata but 
statemenu occur in tMir 
ProtratIUI - a ,illUfkant 
contributor to productivity 
Second, it meaJ\ll that a sift
p tool can be used fot dt1ln· 
11\1 ~Iationl derived from 
the data bue, whatever the 
PUf1)05e. The view updatina 
rule, Rule 6. Is vital for tM 
system to suppon 1000cai 
data independel'K"f' 

Rule 7, which ~uirH a 
multlple-record-at·a ·tlme at · 
tack on instroOfl, update and 
deletion, can llelp save a 
fOOd ponlon of the tota.I COM 
of intel"S.lte C'OfMIunication 
In a dlstributtd data tINe. It 
the system includes a &GOd 
opIJml~r (an impotUlll com
ponentln ~laUonai DBMS 
performance), thLS rule can 
abo result In subaundal sav
Ina of CPU and I!O lime, 
whether tM data bue is dll' 
tnbuttd or 1'IOl. 

Failure to support Inde
pendence ( iu," Bthrouah 
II ) can, and very likely will , 
mult In skyrot'kd.in. «IIIU 
11\ both ~y and time De
ve40plnl and malntalni", apo 
plkalJOns Pf'OII"t./!II and ter
minat acuVI!.JH Will be IIIIO~ 
upensive Wan." may 
even M unwllbn. to consider 
~har\lln. cenaln buslnns 
pohcln slmp'y ~aUK of 
the antlcipMed provam 
maantf'nan.c-e COIt'l. 

Rult 12, tM nonsubver· 
SIOfI rule, IS crucial In 



~ ala 0-. AU too 
f~. I1tanaomsitu. 
tiona In wb.kh data but ad· 
~ with nonrela· 
~ DBMS ruWd 10 control 
tk1r data flues adeqUlt.f'l)'; 
con.qUofnl1),. thty couki not 
"'~n I Kale of iMqrit,. 

lbny 'UWn confuae Ow 
....,n~ .. 'thtM 
~ of I l tnbute of. rela
tion or cohu"n or I lable. 
~ people (often the yen· 
.... t~lvn) daatnlSS tM 
..wn COI'I«"pt .. " academ· 
K' .. My ~ply 1.0 t hem is: The 
...- bomb was alao academ· 
<' 

In fact , the domain con
cept LS " H)' Imporunt. pn.c
ucal and samP'e A donwn 
(OftIUU of t he w hoj.e SK of 
WsaI vaiUlPt that u n ochar an 
I coIWIUI T he C'OI umn draws 
IU 1fal U0f'5 from the domain 
Each colu",n of. relltlonal 
data but has pl'f'(_ly OM 
doftWn. but Illy numM' of 
coIwnns mil' shl~ I do
III&In The~ are ~yeral rei
__ why domains s hould M 
~ ........ 

For exarnp~. In I fl nan· 
aal dlta baw. t he~ mlY M 
M IftIII)" as 50 d lSUnM. col
umns (poMlbiy. but no( I'IK'
tsNn ly In d istinct tabln) 
.rll~d lround t lk' l' S CUf · 
f'O'nl"y dom.aIn Why ~pUI 
the do- linmon o ( cu~ncy 50 
tlmes" ln dill bIM$ suppurt· 
"' b) non~lauooal ~)'''e,,", 
I r~Uofntly otr.sen e mill) 

lneons .. tenl dKl.rlllons or 
\ allIe IY~ fo r 'Ields t hat 
wrr. ua endtod to h.\e t he 
.anw typt 

It IS unrulonl ble to eJII· 

pen • DBMS 1.0 ""no .il the 
~ \alues In. domain. un 
Ina tMe h.ppen to M "ery 
fe w However. illS enli rel)' 
~Ie - and \'er)" 
..-onh wtllie - to IlblSt that 
I DB"I:' should !Iowte cert' ln 
"J~ 

• fr" nch domain • de
§('npUon or the t) pi' of \.1 
_ In thll cklom.l .n T hiS In· 

(Of"maI>On IS lIobal lnee II 
appIl-H to tM enu~ d.t. 
bur and It shoold of courw 
be r~ In the ('lIaloe 

• For toach column. thf' 
!lamP of Ih~ domaln (rom 
whlrh thaI column dn .... " I" 
1falllt"\ ThlJo dumlln nam!' 1\ 
• ~rl!'t'~ 101M IIoOaI Mf. 
nlt_ 

Of ('ourst. 1M domaJn eM
KnptlOtl • III Inrludot ranI" 
,""nc:tJ0f\5 For eJl""pIor II 
fflUld 1~fy t ha i quantltl" 
of paru In'" 1n"t1'1t.ory must 
__ oni), I»fo .~". thfoy 
.uat ai_1M" 1IC/ft-!WJ.al.1f, 

FurtNf"""', .n4, I1 .dual 
~UII\I\." lOlIy Indude addl 
bOftIl , .... ,.. r t'SlnctlOfl\ 
wheff tr- .", _anllc.lly 
,.uri'" In lhu e ... ",pte 
IhI- q ......... t_ of ,,~ ~.~n 
III ve parta Iwtd III 1M Invil!'n 
c...ry _y be il.uted w_ 
.,.,.nhed fNLIl .. U .. 

Orw- or 1M bendn~ of ilUp
port.n" 1M dr,,, ... n mnftpt 
I!' l iul. 111 ('~ whfore _ V" 
• .-.MUllins ' ...... e • ('a.JIMlI\ 

vatues is latJeI, or even 
C'CMIIpHteIy fllC10ftd out_ For 
u: .... pfe, WMII thert 1ft &0 
dilUnct coIllIIUlI ddlntd 01\ 
U.s. curftftt')', the dac.a b_ 
is "'~h nMr to II\&Mft and 
mMIpulaw if one .valda 
.ulna &0 cWtinct declara
tiona for US . curfttlC)' 

8efOft Ow relationaj dbci
pliM arrived, Uk ... had to 
.wee.eparat.e dtdaratlona. 
and .. a result , many (If tM 
&0 In the •• ""pR would 
tum out to M irK'Olt\patible 
with one another by aco-

dent. The ract.orina or deda
radon that pr"evf'M,l thHt 
errors I • .ehlev" in Dl.lital 
EquipmeN Corp.'. ROB. 
whichh ... ~of 
"J\ob&l fieJd .rinition." But 
ROB rata. to .upt)Ort doMain 
CONtra.inta on tflUin opera
tions, Mlch .. .tcMn 

Another Mnf'ril of sup
porting the domain co~pt 
i. that rtl.tional operat.on, 
such .. joins and divides. 
th.t invlMve comparisoo o( 
valun Mtween different C'OI
umns can be constrained by 

the .)'.tem. A DBMS can at
low d.ta but val ..... to M 
compand only when thf'y 
~ (rom the nme domain 
and art thf'rtfOft compara· 
bIe from Ow s.emanUc II.eW

point. 
Such • COMtrault inhiblta 

e"TOrs ('a\lSlfd by '~ract.n 
~rs of terminals who 
ch_ C'OIumns to be com· 
pared in luch o~rabons as 
JOins The wrona amwers 
thtoy obtaln fram tn- er
rors fllrely uncover the er
rors thHf\llrIVH; me."",h.I. , 

unw s.e us nf'U 
l1'li)' ~ made ba.wd on Ihne 
wronK ,"swers 

FOf .... nous ~l!lOns . IllS 
important to support as I 
qualifier In • command what 
I call "~.mantic overridto" 
the ability to hlvto the sys· 
tem i~ thto usuaJ compar· 
!JOn constrAInts. Us.ers 
s hould be .b~ to .uthorize 
th IS override qu.llf.er s.ep • • 
tI~l)' (rom the operator In

VIMY" IIId should .uthonze 
it ranly, rHf'rYlnl il chien)' 
for det«tin work 

10 INSURE 1HAT EVERYONE 
CAN ~ MfA, 1R<\NSAMERICA 

USES INlEIliXT iU EVERY 
LEVEL OF 1HE P\'RAMID. 

"We use LNTELLECT beca,use: 
we "'ant to give our useR a 
better to do bulineM-:' 
-M.r. c:r Rahmq'\ist. Sentor 
Systems MaMger. lnformatioo 
Systems. Tt-ansamerica 
I08UJ'11DCe Croup 
T~ Insurance GmJp IS 

I'KOf{nIZtd for the p)'l'Inlid-shaptd 
tuJdq olliS parmt. TranAITImCi 
CclrlI(nuon. <lOd for btq: ont 01 thr 
counlt)"SIr:adUC ~J and ptf 
5OIIolI1JISlII'2tn~. In ~ 
QUirttn. T~~abo~ 
IIIlItd lor IS \'anI!I\' of tn/If"I\'.IIi\1I' 
I ~IE1.LECT appilCllt\Ol\' 
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• 
• MPnII/RELATlONAL DBMS 

Ew. w tM doMain coaftIIt it 
rtMnCIH 1.0 'III types 1.0 dala., 
It shoWd not confuwd With the 
bantwaft4U d.ata type. Con· 
-*" tM !He of. data bue 
u.u"" su ppl 1'7, partS and proJ«U 
Suppwe tM ardw&re-supporttod 
data tyP'M of l upplier wna! numbers 
aMI part wnal numbers Irt ldenti · 
cal. each t} pi ('OlWSts of fixed· 
IenIth sennas of 12 rharacu-rs TM 
s~ sullllf'f'(1s to hep 0- tw{) 
data types dllunct and ~nibu 
which mlUIl'\M are defllwd on 0fW 
and which columns art defllwd Of! 
the OClwr 

If It can makf' these- dISUn<1l(lns, 
W'" "'l'If'n a rtqUof'SI comH In to 
deleu Of" at'Chl\e all f'tCOrd~ rontam· 
iJI.I X3 at. suppher wna! number, 
the s)'suom ran handle surh a trans
acHon COf"feoC1ly The system ... 111 not 
delete or at'Chlvt any f'tCOrd that 
rontaIns X3 ... pan wnaJ num~r 
and that allO dots nol roftl.&in Xl as 
a supplier .rna! num~r 

Tocby wrh • data t)pe IS often 
called an apphcauon data type The 
COftttPt IS supporud In Pa.scal but In 
vteT}' f_ ocher Illl4uaaes th.t ellJOY 
CU~ L£Se The PucaI support dopt 
Il0l.. or coone, InclllM ron5tralftts on 
~, UJUOIIS. JOins and cltVldn 

The domain ~Pl U' ba.Slcally 
what make. all the muningful ie

Ieeu. unlOnJ. joinS and divides 
Irnown to the D8MS Thus. tht do
_n lllakes tM data but meanl"" 
fully u,tetr.ted, and It d~!!K' With 
OUt Pfl'J\Mli0"l dutnbutablhty 

Contrut Ihls With OODASYL hnks 
and IMS hlteruchlf links They I"tJl"" 
~ the- COOASl'L and IMS con· 

lS, ........ .........-", ...... 
• ActIoIe c.IUiIoC ....., cwo _ 

meI"'I_'" 
S C.1 .... _~ .. t' ..... .................. 
1 ......... ~ . ....... , ..... 

• """'** _ •. : --'~_tb; --10........,.t · ; 
_oce 

I t 0IM0..-0 t I ; 
_iiCOI 

12 loiIIMoAI.a ........ 

Score (t ... ,....0--......' 

e.pl that. hnk'lnlf"gratet: an other
"'IX' unllll.f'1r.ted d .... baM." but 
they ha\e Ittvf'raJ unfortunate,.... 
sUicuons Wm;I.mportantly. they 
obstruct d.ta baR d\.5lnbuuon bt'
nUSof' of the conslRlnts and com· 
pkXlly their data structures intra
due. '"to decIsions rtep.ld,", how 
the data should bt'deployed. 

A ~."ond ",nous drawback of 
links IS that thty are Of!ly D.th, 
Generation of. result such as a .kun 
requires traversaJ of these path' by 
tht application program II ~ su o 
pernl.lOUl to dtf' other dlfficulues 
with Ihis concept. 

Mlny rel.tiOnal DBMS and Ian· 
SU&lH Indudln, SQL do not support 

T SO users 
DSM'·(Data Set Manager) 

Improves TSO Performance 
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sbouki be a not'" CREATE DOWAIS 
C'IIIIIUUnd In SQL. 

FldeU,,, 

"'.ure I ,hoWl fidelity to the 12 
rules by 18M', DB2. Cutlinel Sort
W&n!, Inc.'s IDWS/ R and Applied 
Data lWwarcn, Inc. 's Datacom/ DB -
examplH (hORn tor their wide dlf· 
Itrentt$. These scores ",preHnt 
CO\InlS or compliance with each rule 
(1IC01"e one for "yes" and uro for 
tither " pan.jal" or "no"). 

Actually, lhot Inform.tion rule is 
.0 (lUIdamtntal to the rrl.tion&J 'PO
proKh thai: • system', compliance 
with It'll' rule should receive I much 
hilher ICO", tllN! OM Wri,htin,ll 
.. hilA as 10 would no( beuCftllvt 
However, I shall.vOid asa!&nlna dir· 
lerent points for dirl"re"t rnturn. 
just as I Ivoift<! .. fractionaiKOre 
for partial .support of • feature: It I. 
too usy to be subjective in ttlne 
mluen 

the ~pU1 of pnmary kty and for
eil" kry. I f&ll to _ how thl'Sf' 
producu can support the ,uarantftd 
a.ttf'M Of" the V\l'W updlUn, rules 
Without makm.lhe syseem .... are or 
whKtl column(l) constitute the pri 
mary key of eadrI bue table. 

D02 scores qUite Wttl on tile ridel 
u)' evalu.tion Very few other DBMS 
score niche'r on the 12 ru~. aI · 
thouah some others lICOf'e fqlUJly 
well. 80th IDMS/ R and DataconVDB 
allow utform.uon to be re~ 
In the order of records In acorace and 
In repeatU\fl aroups - dlrKtJy v~ 
I.tinl W Information rule In the 
cue of IDMS/ R, Informallon INy 
a!»o bt reprHotnted in hnkl between 
record types (OODASl'L calli tMln 
"owner-membtr .eu") and aao in 
".reas" 

FurthenllOrt. 1 f.iI to _ how 
thf'-X' product.5 can support rtre~n 
till mlf'lnty or the Vlf'W updatln, 
rult without offenn, clear suppon. 
for both pnm.ry keys and fo~iln 
kty. For example. in SQL. th,. Cit£
ATE TABLE command s hould bt' fJ: 
lended to permit the USf'r to declan 
whIch column or ('Olumns constltu l.f' 
tht primary key and which c:onttl
tutl' forti," keys In addition. thert 

Some vendors or noarelationa! 
DBMS have quickly added a few rela
tional fe.tures - in _. CUoH, 

very few features - in 0f'de1' 1.0 be 

Need to recruit people for 
your mM systems? 

You'D rmd them reading the 
Computes world &tnl on mM. 
Pubisned December 4th and ck>sing October 25th. 
this speed edition of Computerwond EJCfrol ..... 111 toke 0 
hard lOok: ot lBM's Pfoducts and stroteg.es An'fone 
workng If'l the IBM arena 'Nil Cef'100.,. review this Issue 
So if 'fOU're kY.*:ing for PfOS in IBM systems. 091 'four ad 
In this spe(:1011$SU6 and be SUfrOl..nded by In-depth 
edltorlol on IBM 
Computel""'NOrld Elltro! Wilt d/$CUIS IBM's strengths and 
weaknesses We·1t lOok 01 how SNA e ... oIved. ond how 
If WIll continue to evolve And we'll dtscover whether 
IBM pions to Pfovide 0 universollnterconnect 10 SNA 
Rnolly. we'. cover the alternat .... es. trom PCs fo mon
fromes lANs CommunicotlOl'l$ And . of course . the 
compotabillty issue 
As you can see. this Issue WII "o ... e comptete appeal 
tor compule~ PfofeSSlOt'lOls .....ottI."Ig ot IBM Instolled 
sites 
To reserve space coil AI DeMIlle. NotiOnal RecrUitment 
Soles Monogef. ot (800) 343·6474, or (617) 879·0700 
In Massachusetts 
ihel'e 1$ no special ClouilieO MellOn. aI recl\JOlmtLonl 00$ Ole 
cONldered 0IS0i0v odvertowog 101 Itvs_ 



... I 
they may not 
~ul~nts for rated 
.-iAiNJJy relational. 

Thne " bom·aptn·' aya· 
'- keep their lower Joevel 
1aaCU&Its (WIlle r"ftOrd-at
• ume}open to uwn etther 
co alpp)rt compautMhly 
wath pr ..... KlUlly developed 
apphcauon PI"OIraMS or be
C&WIe the vendor takts Ihe 
II'I*tion that relallonal oper· 
&ton ~ applicable to (Iuery 
~Iy 

tems fail to support thto non· 
subversion rule _ a htavy feature is ddensible on prat-
penalty to pay for compati- tical as well as theoretical 5.4 i i 
blhty. IDMS/R and. Dat.acom/ ,rounds tables that are reprewnud 
DB are boUI born-"Iain lya. The nine slructural fta- internally by one or more re-
terns, and both fail to sup- tures are as follow5: latlOl'tal commands, not by 
port the nonsubversion rule 5 I Relations of assotUd ltored data. The ddin;", 
for uKeenty delrtH - or equivalently commands are eftCUted to 

Feat.,. of lite .odel tables With unnumbei'N the extent neeesaary when 
rows, named colwnns, no JO- the vIew is Invoked. 

For a more MWIed evalu- $Illonal COfl(.'fpta and no re- 5.5 Snapshot tables - ta-
atlOl't of DBMS, users can pealIn, groups. bits that are evaluated and 
comp~ a system to the ruM 5.2 Base tablts reprnenl- storftlln the data baR, to-
structural features, Ihe 18 Inl 1M stored data tether with an rntry in the 
manLpulall",e features and 5.3 Query tables - Ihe catalolsJ!KlfYIll' the dale 

---------- ----

plus a description 
5.6 Attributes - each 

column of neh relational tao 
bIe la an attribute. 

5.1 DomaIn - the Soet of 
values (rom which one or 
more columns obtaJn their 
valuts . 

5.8 Primary key - each 
__ tabJoe h .. one or more 
columns whoee valuet identJ· 
(y e&l"h row of that tab~ 
uniquely. The primary key 
provides the unique ueoda· 
Uve add~", property of 
t.he re1aUon&l model that b 
IInplemenlaUon., .oftware 
and hardw.,.. Inckpendent. 

S.& romp key - any 
roIumn In the data bue that 
... on the ... domain .. the 
priJuly key o( .ami' bue 
relaUon. The foman key 
llerves .. an important part 
of the support fOt" referential 
Inlqrity withoutlntroduc
Int linkl into the protram· 
mer'lor uter'. perspective. 

Kaalpl&1atlve f_t.,. 
It il important to kHP In 

.ind Ulat 1M relatIOnal 
a.odel don not dictate the 
.ynt.ax: of any DBMS lan-
au • . Instead, it lpedfiH 
UIe manipulaUve capability 
(tMoL is, pow~) that a rela· 
tional tancuaIe .houki poe
_ . At the ... time, the 
InOdeI don not ~ulre the 
URI" to ~uett the dau belle 
adminlstra10r to Kt up any 
speaal IC:C'eM paths, nor 
does It ~ulre the uaer to 
mort to iterative Ioopina: or 
recunion or CattaiaII prod· 
u«. 

TM model aIJo doH not 
require the IYltefft to aener· 
aLe a Catt.a.ian product sa an 
intermediate resulL In ealiy 
papers this manipulative ca
pabiUty WAI exprnMd in 
two ways a1aebralc and 101· 
ie-baaed. The two way. were 
Ulen shown to be or equal 
power 

ThiS article UIH the ...... 
bralc nwthod of expreuinl 
the manipulative power, for 
explicative reasons 

The manipulative features 
are as follow. 

M. l thetale~ 
M_2 proJK1, 
M 3 theta jotn 
M 4 outer theta join 
M 5 divide 
M 6 union 
111 interwcuon 
M.8 Kt difference 
M it outer union 
M.10 relational assi,"' -
M II theta lelect m.ybe 
M.12 thetajotn maybe 
M 13 outer theta join 

-yo. 
M.14 dl""M maybe 

M.15 theta lelect leman· 
uc oveniM (5/0) 

111 .16 theta JOin I /O 
111 .17 outer theta join I/O 
111 . 18 dlvide I/O 
In the list above, "theta" 

IL&nds for any one of tM 
equal. not 
than, leu 

than or equal 



do.ely 
I I Entity Int .. nt)' 
t2 ·~fPr~ntial Ul~rit)' 
13 l"ger-defiMd 11"tt'Jnt)' 
Thrt Intetnt) featu"" otf'd In 1.3 

aft pan of t.M romD",heIUI~'e data 
subl&nfU&lt' TM), suppo" the trill · 
aer and a.s.wrtlon approach ~o denn
me thoR Int~t)' COlUtralnlS that 
~ speci fic to the panu:ular data· 

Your clwice oj DBMS now may well determine 
how readily your organization adapts to 

changes in the future. 

. t.a. B)' contrast . I I and I 2 appl)' to 
all relauonal data bun. EJ:amplrs o( 
th<'w ~X~nsIOM have ~n pub
IaMd. al thou&h not full), Implern.nt
f'd . for boch SQL and QBE. 

A .a-JAe radaC tecllalqu 

To b. mld-8O! fully ".Iallonal. a 
DBlb mw;t full) support all 12 of 
Ow buac ruleI, as "'ell as all mne 
SUUCWral, all 18 nwupulauve and 

all th~ '"tellnt)' ruirs of the rela
tional model - a total of 42 fea · 
lUres I use the ~nn " nud-80s" be-
cau.;e It IS likely that the". .,.-.11 be a 
few more requirements by the nine
"H 

To proVide a $.LmpJe method of 
ratlnl any DBMS on its fi~hly to 
the relallonal model, treal each row 
or feature (ully supported by that 
DBMS as cont ributing one to lhe 
o\erall score (otherwlM' the conlri 
bUlion is uro). Then double l1Ie total 
score to obtain a percentalt' fidehty 

rallng for the system. 
If a DBMS "'ere to achif'n a tot&I 

score of 42 0>.1 of 42 (and I believe no 
such DBMS pre.ltntiy e,asta), add 8 
points to that arore b.fore doublinl 
it - as a reward for true fi~lIty . 
Thus Its fidelity percentqe would b. 
calculated to be 100 

The ""ultlnl fidelity percentaCe 
IS not highly a«urau, In fact . If it 
falls betw~n 10% and~, I would 
~mrnPnd roundinl It to the Mar
tst multiple of 10% In order to avoid 
nusrepresenting the accuracy by dis-

WlIII'I'O 1'0 SUIVM 'IIIE HIGH SUS OF 
Ware somell'ung eXlraordlnary 
'Ware INFOPOINT " banking son 
..... a re by lICCEL The mOSl comp lete 
m05l p roven l,ne Of Inl&graled Man· 

,=,';l: sotrwar~ en tt:e mQrk~t The .:oltwar. thQ'l 
keeps you cool In calm ..... cners no maner how 
r~rbulenl the markel gelS 

Wlt:I'I INFOPOINT s 21 malor "ipplcO'uons 
"(':l\.L J nOi only SUMve - you U SUl'Vlve IfL tllg tl 
sri:' AAd conllr.ueto gro ..... Qndp~r 
ever, .. nlJ@OlI'Ier\ o regomg under WhQ'l s 
T.OT. II.FQPOINT t:05ts less Ihan ord inary 
sor-.. ore and con be Imp lemented LrL Jeu IIfT.e 

S4T"1TVe tt-•• l".Jgh seas. 01 bank·.ng 1r.!Ugh 
>y." C(LJ UC:E:... no'" Q'l 1-IOO-OCC·Il14 

IHFOPOlNT IT 

lJCC3. 
IcmlE:1Dg software that ma~.1 you look good. 

I-J-'.· •• • ~.;. 

EvaJ.atioD acatut Ute model 
By today', standuds, 46'" IS I 

JOOCI, but impt"Ovable, fillelity per
eenla3e f"i,u~ 2 sho"'s the syltems 
OB2, IDMS/R and Datacom/ DB eval
uated apin:u all 30 features of the 
relational mocki. Often the 12 rul" 
an by themaelves adequate for rom
pariton purpoRS. But thIS more. 
tailed evaluallon of the thl'ft IYS' 
lema primarily srrves expositol')' 
putpc ell 

Somn.inws U5ers NY or a DBMS 
"Why should I "'orl')' about the~
~ or iu ndelity to the relalional 
model? Surely It Is enoulh for nit to 
know lboot iu fi~lity to the ANSI 
SQL st.andud " 

Unfortunately, Ille ANSI standard 
u now pro~ IS quite weak It 
falla to support numerous futuft'lL 
that users really need if lhey an to 
reap all the advantaCts of the rela· 
tional approach 

ANSI's propoeed ltandard for re
lational sylkma functions like a con
voy, which can procted only u fut 
u the a&ow-Ht Ihip The standard II 
bued heavily on tt\at poruon of SQL 
supportH by several vendors 

Li.sti"l the ~r differencft be
twetn ANSI's SQL and. u an exam
~, the SQL irn~n~ In IBM'I 
082 shOw, that ANSI'I SQL i, even 
te.. faithful to the relational model 
l1Ian the vendor·, SQL 

• The dtlf! ANSI SQL dots not 
,pedfy caWoc tables and doH not. 
allow CREATE or GRANT ltaUmtnu 
to be included in application pro
~. lnaulld, It ,..quirtS a "ICM
_ .. that IJItcifiet an authoriution 
10 and a lilt of dt:finlOons of \&bfes, 
v;eow, and prtvi~ 

• ANSI don not support " dynam
k 9QL" - SQL st.aumtnu that aft 

c-.puted at e:lealte lime 
• The au of rHtrvtd wonh In 

ANSI II si&nificantly lm&Uer than 
that in 082 

• In .t.NSI, the "Unique" attribute 
apptift \0 a collUM or combination 
01 columns u It ahould, whefoeu in 
DB2 it applies to an index (which It 
lbouid .ot), 

The ANSI ven6on, the~fOf't, II 
U\aikquate u a tool for evaluatin, 
DBMS producu The remarb about 
082 apply to certain other ve~' 
producta abo 

My VieW of these ANSI iteBW II u 
foUow, 

• Omitti"l cataloC \&bfes wu a 
poor Jud.,...nl; l1Ie cuaJoc needs to 
be ltandatdiled. Tht ANSI Yel'lton 
Iooka like a SUrvlVOf' of non-clynami(' 
OODASYL, 

• F'allu~ to support dynamiC 9QL 
"'u another poor choice This rta· 
hl~ IS needed aNI I, u.atd 

• The 1InaI1ft- ... of ..-n.te! 
1Iford:I places vendors with relational 
DBMS producu that,., b.yond the 
propoM!(! ANSIItandatd In a poten
tia!!y difrkultsitu.&Uofl SevtnJ yen· 
lion find thftnJ,riYa in thll caUjO-

" • The ANSI treauntnt of the 
· 'Untque" attribute IlIOOd in my 
Opinion An IncklL' II U"eattd by ASSI 
.. a~yP"f~nud 
tooI,1O Owre are no atmaNJl.' I.'Or'L.M'
qlWfK:ft of dtOpplnc OIW 

My maan cnllOlofn of the ANSI 
Level I and Lorvel 2 Pf'09OIWd SIan
dard lor mallonal dau. buH II that 

atltnUon .. Ii \.-en to 
PM 



, r_ 
t~ down to 1M 

4 -.no adtqultely addT'ftSf'd 
flnaU) .• "/IOst oUlht to ntf'nd 
~ IUpportK SQL to a Vtl'$l011 
tMl fuU) SUpportS 1M ~allo"a1 
...... Indudu'l dlstnbuted dati 
__ At the- ~H)' Insl ASSI should 
1IfI'"'IU. IU.'--nt of dl~1Or'I ad 
~u to PH'ft\1t \'t'ndon to .. xtend 
I..M r.lu) 01 1M" producu wuhout 
"_UIIt. 1n('Qmp&UtMhl) ,,',til _ tu
lu~,undud 
Ex_~ of SQl. that pro,.dfo 

ItllS 5Upport roo_ can "" rOI'Ka..~t In 
cWuil and _'III 'JOmt ",hat/dll) An) 
sundard .oopl~ now sh<>uld not 
......... tlww UIf'MlonS Impl»slbw or 
~~ dllr,nlll .n 1M fuu.rf' 

'h.rft .. y .... r.no,.. 
_"n)' bu)f'f confronted ... ·tlh 1M 

cIoect5toro of .dllch DBMS to at'qUIrf' 
should wf'IJh th~ ranol'$ hU\lly 
TM finl factOr IS the buye'-s ~rror 
..ance nqu'~III.S, ort,," txp~ 
In lerrns of tilt' number 01 IrlMac· 
UOft5 that mlm. two eXf'('utf'd ptr!if'(" 
ond TM .,'t'ra&4' romplf'lUI)' of uch 
tn.I\SIICtJOo"l IS al50 an Lmpr..nanl ron 
SI«ratlOn OnJy If 1M ptrlOf'~ 
~wrnnrnu an uU'f'nwly ~'""' 
should bu)'en nI~ out prnent rl!la· 
~ DBMS pruducuon thiS baaiS 
Ev~ IhPn buy,"" should dHllI1 ~r 
r~ IrlUi of lM1f own. ralMr 
~ I'd,- on uftdor-des11f1td 1f'5C.5 or 
,ftMkM"~ stratt'1M'S 

Ttw Sft'Ond f.nor IS rM~ I:08U 
1M ~"dopIn& IM'_ data buH and 
_ appbcauon ~ ~Iauon· 
aJ OBMS ~ !MplflcaN ,"uc· 
UOD In IJInr roau. "MIl (Oft:parN 
WIth ~wr w CODASYL or h~ar· 
duc approechn f'ourth ~Mratl"n 
~ an no substitute, aI 
thou«h tM)' tN.)' pro\l. _ ~I 

bOflal produnl\ I')' 
TM thud fattOr I' prot«tlnl fu 

Ulft InY~ In applintlon pro
an- by acqwnn, I DElliS .lth I 
.obd Ih«w-eucai foundauon and noh 
... support for hllh productl'"Y 
and dulnbut.abdll),. In ,,"">' Ca.o;I' a 
~ OBMS .IQ on factors ''''0 
and th~ In man)' CUoH. II can .In 
on fInO!'" ~ aI!IO _ In lpi"" of all 
W .)'Uu about perlormatlft 

11w-n tht queMlOn atuft Which 
~ I.I8MS" TM syswn Cftown 
~ not only ~ a DBMS with I 

IOOd P"n~ of flMhty to th" 

At the very least, 
ANSls/wuld 
generaua 

statement oj 
direction to pennit 
vend",s to extend 

their products 
witlwut risking 
incompatibili ty 
with some future 

standard. 

ffiationalll'Odf'l, but should bf' ex· 
Itruubw at lIoOfnf' futun' IImt IMaily 
a &ood OHMS Will bt "xI"nded SOOf'I 

10 prOYIdf' I{l(n. support wltfloot 
~Icall)' ImPllnn, the C\l.MOnWr's m· 
'$mtnl m appllcalion Prtllrams 

Bu),t"n should bt> ClUI:OUS wllh 
'1"fI,lors II.al make 51 ron, claim.. -
tlllmm,lh" ~)·"em IS ·'post nolatlon· 
al" C~p!!t"lall) whcn no dt"rin luon 
for thlOJ I"rm II suppllt'd), or clllmin.a 
Ihat tile DBMS chou:e hu no 1m pOI" 
t::uM:e In fl<1. )'oor Choice of D8MS 
_. mly .... tll Mt.ermme how noadlly 
)our or,anillhon adlptS to chan," 
In tM rUl .... ·" 

It " tlmIl' ,·t:fw;k)rs noall~ that all 
the fUlurHof tM nolationaiiJt(JM1 
ano IntelT'tlatN and mter.pendf-nt 
lItlMln, ftatu~ lea'·e 1a.tJe IIpt In 
the 'I\kInt) control and usatKhty of 
a D8!o1S Impl"mtnlaliOli 

Theno I' nothm, 00 the honlOll 
n«ht now tnat IooU luon,eROUlh 
and pran.tcaI toou,h to noplace tht 
nolatlonal Ipproach lIOfl'l»tr, be
caus. tht nolauonal approach rrllft 
t.Ml such a !iOhd thtonucal founda· 
lion. Its hftilmt wiUlut muth Ionl
er than tM CODASYL. hierarchiC or 
tabular Ipproaches 

I also btllt'\e that It Will be much 
taSI~r for nolallonal DBMS U50trs to 
con,"t'rt 10 whlte\tr futuno approach 
Ippt>ars to bt suptnor, lor t WO rea' 
5Of\5 The relational approach 1nliSU 
lJI'I all In rOrll\ltlOll btlnl tKOrded u· 
phcltly !oIorltO\er, tM appro-eh hIS 
a clo!.e tie t.o flrst--ot"df-r p~icltt 
ioCic - aloC!c on whlCh InOISI o r 
ml,htll\lUClIl5 bastd, hence a 1000C 
WhlCh nl'l bt> upl!'Ct.td to hallt 
!llrenlth. tndu~ and man), appli· 
catIOns • 

Improve Performance! 
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