suter and infor5

Ir informatik / spublic of Ger-
r Science / Ur-

K52-282 / San

School of Manachusetts 02139i

Philadelphia
nation Systems is4-2548
cs and
7
America

Ance
a
arnia, San
Sorporation
Jerkeley
in quadruplicate. customary with ed of chanest of
Correspondence
Avenue of the
nbers and $\$ 40$ to
re vear. last two.
We the audress:
mation should be Kork. NY loo3t. cod old label with Avive shange of

September, and in tor Computing ifices. Postmaster:

# Extending the Database Relational Model to Capture More Meaning 

E. F. CODD<br>IBM Research Laboratory

During the last three or four years several investigators have been exploring "semantic models" for formatted databases. The intent is to capture (in a more or less formal way) more of the meaning of the data so that database design can become more systematic and the database system itself can behave more intelligently. Two major thrusts are clear:
(1) the search for meaningful units that are as small as possible-atomic semantics;
(2) the search for meaningful units that are larger than the usual n-ary relation-molecular semantics.

In this paper we propose extensions to the relational model to support certain atomic and molecular semantics. These extensions represent a synthesis of many ideas from the published work in semantic modeling plus the introduction of new rules for insertion, update, and deletion, as well as new algebraic operators.
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## 1. INTRODUCTION

The relational model for formatted databases [5] was conceived ten years ago, primarily as a tool to free users from the frustrations of having to deal with the clutter of storage representation details. This implementation independence coupled with the power of the algebraic operators on $n$-ary relations and the open questions concerning dependencies (functional, multivalued, and join) within and between relations have stimulated research in database management (see [30]). The relational model has also provided an architectural focus for the design of databases and some general-purpose database management systems such as MACAIMS [13], PRTV [38], RDMS(GM) [41], MAGNUM [19], INGRES [37], QBE [46], and System R [2].

During the last few years numerous investigations have been aimed at capturing
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(in a reasonably formal way) more of the meaning of the data, while preserving independence of implementation. This activity is sometimes called semantic data modeling. Actually, the task of capturing the meaning of data is a never-ending one. So the label "semantic" must not be interpreted in any absolute sense. Moreover, database models developed earlier (and sometimes attacked as "syntactic") were not devoid of semantic features (take domains, keys, and functional dependence, for example). The goal is nevertheless an extremely important one because even small successes can bring understanding and order into the field of database design. In addition, a meaning-oriented data model stored in a computer should enable it to respond to queries and other transactions in a more intelligent manner. Such a model could also be a more effective mediator between the multiple external views employed by application programs and end users on the one hand and the multiple internally stored representations on the other.

In recent papers on semantic data modeling there is a strong emphasis on structural aspects, sometimes to the detriment of manipulative aspects. Structure without corresponding operators or inferencing techniques is rather like anatomy without physiology. Some investigations have retained clear links with the relational model and have therefore benefited from inheriting the operators of this model-just as the relational model retained clear links with predicate logic and can therefore inherit its inferencing techniques.

With regard to meaning, two complementary quests are evident:
(1) What constitutes an atomic fact (atomic semantics)?
(2) What larger clusters of information constitute meaningful units (molecular semantics)?

After a review of the relational model, we introduce a classification scheme for entities, properties, and associations. We then discuss extensions to the relatioral model to reflect this classification and to support such aspects of molecular semantics as abstraction by generalization and by Cartesian aggregation. The extended model is intended primarily for database designers and sophisticated users.

## 2. THE RELATIONAL MODEL

We shall now give a brief definition of the relational model, in which we emphasize that the algebraic operators are just as much a part of the model as are the structures. The operators permit, among other things, precise discussion of alternative schemata (both base and view) for particular applications of the relational model. We shall also point out the close relationship that exists between the relational model and first-order predicate logic (although it is incorrect to equate the two as in [43]).

To help distinguish relational systems from nonrelational ones, we suggest the following definitions. A database system is fully relational if it supports:
(1) the structural aspects of the relational model;
(2) the insert-update-delete rules;
(3) a data sublanguage at least as powerful as the relational algebra, even if all facilities the language may have for iterative loops and recursion were deleted from that language.
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A database system that supports (1) and (2), but not (3) is semirelational. Note that a fully relational system need not support the relational algebra in a literal sense, but must support its power. Besides being a yardstick of power, the algebra is intended to be a precise intellectual tool for treating such issues as model design, view definition, and restructuring.

### 2.1 Structures

A domain is a set of values of similar type: for example, all possible part serial numbers for a given inventory or all possible dates for the class of events being recorded. A domain is simple if all of its values are atomic (nondecomposable by the database management system).

Let $D_{1}, D_{2}, \ldots, D_{n}$ be $n(n>0)$ domains (not necessarily distinct). The Cartesian product $\times\left(D_{i}: i=1,2, \ldots, n\right)$ is the set of all $n$-tuples $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ such that $t_{i} \in D_{i}$ for all $i$. A relation $R$ is defined on these $n$ domains if it is a subset of this Cartesian product. Such a relation is said to be of degree $n$.

In place of the index set ( $1,2, \ldots, n$ ) we may use any unordered set, provided we associate with each tuple component not only its domain, but also its distinct index, which we shall henceforth call its attribute. Accordingly, the $n$ distinct attributes of a relation of degree $n$ distinguish the $n$ different uses of the domains upon which that relation is defined (remember that the number of distinct domains may be less than $n$ ). A tuple then becomes a set of pairs $(A: v)$, where $A$ is an attribute and $v$ is a value drawn from the domain of $A$, instead of a sequence ( $v_{1}, v_{2}, \ldots, v_{n}$ ).

A relation then consists of a set of tuples, each tuple having the same set of attributes. If the domains are all simple, such a relation has a tabular representation with the following properties.
(1) There is no duplication of rows (tuples).
(2) Row order is insignificant.
(3) Column (attribute) order is insignificant.
(4) All table entries are atomic values.

The notation $R(A: a, B: b, C: c, \ldots)$ is used to represent a time-varying relation $R$ having an attribute $A$ taking values from a domain $a$, an attribute $B$ taking values from a domain $b$, etc. When, for expository reasons, the domains can be ignored, such a relation will be represented as $R(A, B, C, \ldots)$ or even as $R$. However, for correct interpretation of an expression (and especially an assignment statement), the order in which attributes are cited may be crucial (see THETAJOIN below).

A relational database is a time-varying collection of data, all of which can be accessed and updated as if they were organized as a collection of time-varying tabular (nonhierarchic) relations of assorted degrees defined on a given set of simple domains. Base relations are those which are defined independently of other relations in the database in the sense that no base relation is completely derivable (independently of time) from any other base relation(s). Derived relations are those which can be completely derived from the base relations. It is this kind of relation which is normally employed to provide users or application programs with their own views of the database. The declared relations may include derived relations as well as all of the base relations. Later, when we have

[^1]introduced certain additional concepts, we shall define semiderived relations, a class which subsumes the derived relations.

If $U$ is a collection of attributes of a relation, the $U$-component of a tuple $t$ of that relation is the set of $(A: v)$ pairs obtained by deleting from $t$ those pairs having an attribute not in $U$.

Between tabular relations there are no structural links such as pointers. Associations between relations are represented solely by values. These associations are exploited by high-level operators.

With each relation is associated a set of candidate keys, $K$ is a candidate key of relation $R$ if it is a collection of attributes of $R$ with the following timeindependent properties.
(1) No two rows of $R$ have the same $K$-component.
(2) If any attribute is dropped from $K$, the uniqueness property (1) is lost.

For each base relation one candidate key is selected as the primary key. For a given database, those domains upon which the simple (i.e., single-attribute) primary keys are defined are called the primary domains of that database. Note that not all component attributes of a compound (i.e., multiattribute) primary key need be defined on primary domains. Primary domains are important for the support of transactions such as "remove supplier 3 from the database," in which we wish to remove 3 wherever it occurs as a supplier serial number, but not in any of its other uses.

All insertions into, updates of, and deletions from base relations are constrained by the following two rules.

Rule 1 (entity integrity): No primary key value of a base relation is allowed to be null or to have a null component.

Rule 2 (referential integrity): Suppose an attribute $A$ of a compound (i.e., multiattribute) primary key of a relation $R$ is defined on a primary domain $D$. Then, at all times, for each value $v$ of $A$ in $R$ there must exist a base relation (say $S$ ) with a simple primary key (say $B$ ) such that $v$ occurs as a value of $B$ in $S$.

The relational model consists of
(1) a collection of time-varying tabular relations (with the properties cited above-note especially the keys and domains);
(2) the insert-update-delete rules (Rules 1 and 2 cited above);
(3) the relational algebra described in Sections 2.2 and 2.3 below.

Closely associated with the relational model are various decomposition concepts which are semantic in nature (being time-invariant properties of timevarying relations). Examples of such concepts are nonloss (natural) joins and functional dependencies [6], multivalued dependencies [10, 44], and normal forms. For details see [3] which provides a tutorial on the subject; see also [39].

### 2.2 Relational Algebra (Excluding Null Values)

Since relations are sets, the usual set operators such as UNION, INTERSECTION, and SET DIFFERENCE are applicable. However, they are constrained to apply only to pairs of union-compatible relations, i.e., relations whose attributes ACM Transactions on Database Systems, Vol. 4, No. 4. December 1979.
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We now define operators specifically for the manipulation of $n$-ary relations. In what follows $R, S$ denote relations; $A, B_{1}, B_{2}, C$ denote collections of attributes; $c$ is a tuple of appropriate degree, and with appropriate domains.

## THETA-SELECT (sometimes called RESTRICT)

Let $\theta$ be one of the binary relations $<, \leq,=, \geq,>, \neq$ that is applicable to attribute(s) $A$ and tuple $c$. Then $R[A \theta c]$ is the set of tuples of $R$, each of whose $A$-components bears relation $\theta$ to tuple $c$. Instead of tuple $c$, other attribute(s) $B$ of $R$ may be cited, provided that $A, B$ are defined on common domains. Then $R[A \theta B]$ is the set of tuples of $R$, each of which satisfies the condition that its $A$ component bear relation $\theta$ to its $B$-component. When $\theta$ is equality (a very common case), the THETA-SELECT operator is simply called SELECT.

Examples of THETA-SELECT
$\left.\begin{array}{rrrrr}R(A & B & C\end{array}\right) \quad R[A \neq r]\left(\begin{array}{ccc}A & B & C\end{array}\right)$

## PROJECTION

$R\left[A_{1}, A_{2}, \ldots, A_{n}\right]$ is the relation obtained by dropping all columns of $R$ except those specified by $A_{1}, A_{2}, \ldots, A_{n}$ and then dropping redundant duplicate rows. Examples of PROJECTION
$\left.\begin{array}{cccc}R(A & B & C\end{array}\right) \quad R[A, B]\left(\begin{array}{cl}A & B\end{array}\right)$

We can now define the third class of relations. Semiderived relations are those which have a projection (with at least one attribute) that is a derived relation (see weak redundancy in [5]). For example, if $R(A, B)$ is a base relation and $S(A, C)$ is a relation such that

$$
S[A]=(R[B=b])[A]
$$

and attribute $C$ is defined on a domain not used in any of the base relations ACM Transactions on Database Systems, Vol. 4, No. 4. December 1979.
(hence $S$ is not derivable), then $S$ is semiderived. As we shall see, there are many uses for semiderived relations. Note that there is no stipulation that a relational database will be designed to have minimal redundancy, although this is an option that may be chosen. Thus, the declared relations may include semiderived and even derived relations as well as the base relations.

## THETA-JOIN

Given relations $R\left(A, B_{1}\right)$ and $S\left(B_{2}, C\right)$ with $B_{1}, B_{2}$ defined on a common domain, let $\theta$ be one of the binary relations $=,<, \leq, \geq,>, \neq$ that is applicable to the domain of attributes $B_{1}, B_{2}$. The theta-join of $R$ on $B_{1}$ with $S$ on $B_{2}$ is denoted by $R\left[B_{1} \theta B_{2}\right] S$. It is the concatenation of rows of $R$ with rows of $S$ whenever the $B_{1}$-component of the $R$-row bears relation $\theta$ to the $B_{2}$-component of the $S$-row. When $\theta$ is equality, the operator is called EQUI-JOIN. Of all the THETA-JOINS, only EQUI-JOIN yields a result that necessarily contains two identical columns (one derived from $B_{1}$, the other from $B_{2}$ ). More generally, $\theta$ may be permitted to be any binary relation that is applicable to the domain of $B_{1}$ and $B_{2}$.
Examples of THETA-JOIN


If the relations being theta-joined have some attribute names in common, the names for the attributes of the resulting relation must be specified. For example, if each of the relations $R, S$ has attributes $A, B$, and all four attributes are defined on a common domain, we may define several possible theta-joins of $R$ with $S$. One such definition is:

$$
T(D, E, F, G)=R(A, B)[B>B] S(A, B)
$$

and, using an order-of-citation convention, this means that the source of values for attribute $D$ in $T$ is attribute $A$ in $R$. Similarly, for attributes $E, F, G$ in $T$, the respective sources are attributes $B$ in $R, A$ in $S$, and $B$ in $S$.

## NATURAL JOIN

This join is the same as EQUI-JOIN except that redundant columns generated by the join are removed. Natural join is the one used in normalizing a collection of relations.
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By applying the null substitution principle to inequality testing, we can avoid the arbitrary step of giving $\omega$ any place in a numerical or lexicographic ordering. In accordance with this principle, we assign the truth value $\omega$ to the expressions $x \theta y$, where $\theta$ is any one of $<, \leq, \geq$, $>$ whenever $x$ or $y$ is null.

For every positive integer $n$, the $n$-tuple consisting of $n$ null values (each of course accompanied by its attribute) is a legal tuple, but a nonbase $n$-ary relation may contain at most one such tuple, and a base relation cannot contain such a tuple at all. As usual, no relation may contain duplicate tuples. In applying this nonduplication rule, a null value in one tuple is regarded as the same as a null value in another. This identification of one null value with another may appear to be in contradiction with our assignment of truth value to the test $\omega=\omega$. However, tuple identification for duplicate removal is an operation at a lower level of detail than equality testing in the evaluation of retrieval conditions. Hence, it is possible to adopt a different rule. The consequences for UNION, INTERSECTION, and DIFFERENCE are illustrated below.

| $R$ |  |  | $S$ |  | $R \cup S$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| $\omega$ | $\omega$ | $\omega$ | $\omega$ | $\omega$ | $\omega$ |  | $\frac{R \cap S}{\omega}$ |  |  |  |
| $u$ | $\omega$ | $u$ | $\omega$ | $u$ | $\omega$ | $u$ | $\omega$ |  |  |  |
| $u$ | 1 | $u$ | 1 | $u$ | 1 | $u$ | 1 |  |  |  |

Now, let us look at the effect of this type of null upon the remaining operators of the relational algebra. CARTESIAN PRODUCT remains unaffected. PROJECTION behaves as expected, provided that one remembers how the nonduplication rule is applied to tuples with null-valued components. The following examples illustrate projection.

|  | $R$ |  |
| :--- | :--- | :--- |
| $A$ | $B$ | $C$ |
| $u$ | $\omega$ | $\omega$ |
| $v$ | 1 | $\omega$ |
| $w$ | $\omega$ | 1 |
| $x$ | 1 | $\omega$ |
| $y$ | $\omega$ | 1 |


| $R[B$, | $C]$ |
| :--- | :--- |
| $B$ | $C$ |
| $\omega$ | $\omega$ |
| 1 | $\omega$ |
| $\omega$ | 1 |

$$
\begin{gathered}
R[C] \\
\frac{C}{\omega} \\
1
\end{gathered}
$$

The THETA-JOIN operator entails concatenation of pairs of tuples subject to some specified condition $\theta$ holding between certain components of these tuples. The evaluation of the condition for any candidate pair of tuples yields the truth value F or $\omega$ or T . We retain the join operator that concatenates only those pairs of tuples for which the condition evaluates to $T$ and call it a TRUE THETA JOIN. In addition, we introduce a MAYBE THETA JOIN that concatenates only those pairs of tuples for which the specified condition evaluates to $\omega$.

The MAYBE version of an operator is denoted by placing the symbol $\omega$ after the theta symbol (e.g., $=\omega$ ) or operator symbol (e.g., $\div \omega$ ). The following examples illustrate the TRUE and MAYBE EQUI-JOINs and the TRUE and MAYBE LESS-THAN JOINs.

| $R$ | $S$ | $R[B=C] S$ | $R[B=\omega C] S$ |
| :---: | :---: | :---: | :---: |
| $A \quad B$ | $\underline{C}$ | $A \quad B \quad C$ | $A$ $B$ $C$ |
| $u \quad \omega$ | $\omega$ | $\omega \quad 2 \quad 2$ | $u \quad \omega \quad \omega$ |
| $\omega 2$ | 2 |  | $\begin{array}{lll}u & \omega & 2\end{array}$ |
| w 1 |  |  | $\omega \quad 2 \omega$ |
|  |  |  | $\boldsymbol{w} 1$ |
|  |  | $R[B<C] S$ | $R[B<\omega C] S$ |
|  |  | $A$ $B$ $C$ | $\begin{array}{llll}A & B & C\end{array}$ |
|  |  | $\begin{array}{lll}w & 1 & 2\end{array}$ | same as |
|  |  |  | $R[B=\omega C] S$ |

If we wish to select only those rows of $R$ that have $\omega$ as their $B$-component, we may form the MAYBE EQUI-JOIN of $R$ with a relation $T$ whose only element is a single nonnull value (any such value will do, provided it is drawn from the same underlying domain that attribute $B$ is defined on) and then PROJECT the result on $A, B$. In the case above, the reader can verify that the final result is a relation whose only element is the pair $(A: u, B: \omega)$. Treatment of null values by the THETA-SELECT operator (TRUE and MAYBE versions) follows the same pattern as the THETA-JOIN operators.

DIVISION is treated in a similar manner. The original operator based upon true inclusion (inclusion testing that yields $T$ ) is retained and called TRUE DIVISION. A new division operator $+\omega$ is introduced which entails only maybe inclusion (inclusion testing that yields $\omega$ ), and this is called MAYBE DIVISION. The following examples illustrate the two kinds of division.


The following operator permits two relations to be subjected to union, even if they are not union-compatible. Nevertheless, the result is always a relation.

## OUTER UNION

Let $R, S$ be relations which have attribute(s) $B$ in common and no others. Let the remaining attribute(s) of $R$ be $A$, and those of $S$ be $C$. Let

$$
\begin{aligned}
R_{1}(A, B, C) & =R \times(C: \omega) \\
S_{1}(A, B, C) & =(A: \omega) \times S
\end{aligned}
$$

ACM Transactions on Database Systems, Vol. 4, No. 4, December 1979.
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where $\times$ denotes Cartesian product. The outer union of $R$ and $S$ is given by

$$
R \text { (1) } S=R_{1} \cup S_{1} \text {. }
$$

Note that in the special case that $R$ and $S$ are union-compatible,

$$
R \text { (U) } S=R \cup S \text {. }
$$

## Example of OUTER UNION

$\left.\begin{array}{rllllll}R(A & B & C\end{array}\right)$

In a similar manner, we could define OUTER versions of INTERSECTION and DIFFERENCE also.
Both the NATURAL and EQUI-JOINs lose information when the relations being joined do not have equal projections on the join attributes. To preserve information regardless of the equality of these projections, we need joins that can generate null values whenever necessary. Such joins were proposed independently in [16, 20, 23, 44].

## OUTER THETA-JOIN

Given relations $R=R\left(A, B_{1}\right)$ and $S=S\left(B_{2}, C\right)$ with $B_{1}, B_{2}$ defined on a common domain, let

$$
\begin{aligned}
T & =R\left[B_{1} \theta B_{2}\right] S \\
R_{1} & =R-T\left[A, B_{1}\right] \\
S_{1} & =S-T\left[B_{2}, C\right] .
\end{aligned}
$$

Then the outer theta-join is defined by

$$
R\left[B_{1} \circledast B_{2}\right] S=T \cup\left(R_{1} \times\left(B_{2}: \omega, C: \omega\right)\right) \cup\left(\left(A: \omega, B_{1}: \omega\right) \times S_{1}\right)
$$

where $U$ denotes union and $\times$ denotes Cartesian product.
Example of OUTER EQUI-JOIN

| $S\left(\begin{array}{cc}\text { S } & \text { SCITY })\end{array} \quad J(J \#\right.$ | JCITY $)$ |  |  |
| :---: | :---: | :---: | :---: |
| $s 1$ | $c 4$ | $j 1$ | $c 1$ |
| $s 2$ | $c 2$ | $j 2$ | $c 2$ |
| $s 4$ | $c 1$ | $j 3$ | $c 2$ |
| $s 6$ | $c 1$ | $j 4$ | $c 5$ |
| $s 7$ | $c 3$ |  |  |

Define $S J=S[S C I T Y \Theta J C I T Y] J$

| $S J\left(\begin{array}{c}\text { S }\end{array}\right.$ | SCITY JCITY |  | J\#) |
| :---: | :---: | :---: | :---: | :---: |
| $s 1$ | $c 4$ | $\omega$ | $\omega$ |
| $s 2$ | $c 2$ | $c 2$ | $j 2$ |
| $s 2$ | $c 2$ | $c 2$ | $j 3$ |
| $s 4$ | $c 1$ | $c 1$ | $j 1$ |
| $s 6$ | $c 1$ | $c 1$ | $j 1$ |
| $s 7$ | $c 3$ | $\omega$ | $\omega$ |
| $\omega$ | $\omega$ | $c 5$ | $j 4$ |

## OUTER NATURAL JOIN

Given relations $R\left(A, B_{1}\right)$ and $S\left(B_{2}, C\right)$ as before, and relations $T, R_{1}, S_{1}$ defined as above with = replacing theta, then the outer natural join of $R$ on $B_{1}$ with $S$ on $B_{2}$ is defined by

$$
R\left[B_{1} \bigodot B_{2}\right] S=T\left[A, B_{1}, C\right] \cup\left(R_{1} \times(C: \omega)\right) \cup\left((A: \omega) \times S_{1}\right)
$$

Example of OUTER NATURAL JOIN. Define $T(S \#, C I T Y, J \#)=S[S C I T Y$ $\odot$ $J C I T Y] J$ where relations $S, J$ are as tabulated above.

| $T$ ( \# $^{\text {\# }}$ | CITY | J\#) |
| :---: | :---: | :---: |
| s1 | c4 | $\omega$ |
| $s 2$ | $c 2$ | $j 2$ |
| $s 2$ | $c 2$ | j3 |
| 84 | c1 | j1 |
| s6 | c1 | $j 1$ |
| $s 7$ | c3 | $\omega$ |
| $\omega$ | c5 | $j 4$ |

In this treatment, if an operator generates one or more nulls, these nulls are always of the type "value at present unknown," which is consistent with the open world interpretation (see Section 3). If we were dealing with relations having a closed world interpretation, the "property inapplicable" type would be more appropriate.

## 3. RELATIONSHIP TO PREDICATE LOGIC

We now describe two distinct ways in which the relational model can be related to predicate logic. Suppose we think of a database initially as a set of formulas in first-order predicate logic. Further, each formula has no free variables and is in as atomic a form as possible (e.g, $A \& B$ would be replaced by the component formulas $A, B$ ). Now suppose that most of the formulas are simple assertions of the form Pab $\cdots z$ (where $P$ is a predicote and $a, b, \ldots, z$ are constants), and that the number of distinct predicates in the database is few compared with the number of simple assertions. Such a database is usually called formatted, because the major part of it lends itself to rather regular structuring. One obvious way is to factor out the predicate common to a set of simple assertions and then treat the set as an instance of an $n$-ary relation and the predicate as the name of the relation. A database so structured will then consist of two parts: a regular part consisting of a collection of time-varying relations of assorted degree (this is ACM Transactions on Database Systems, Vol. 4, No. 4. December 1979.
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sometimes called the extension) and an irregular part consisting of predicate logic formulas that are relatively stable over time (this is sometimes called the intension, although it may not be what the logicians Russell and Whitehead originally intended by this word). One may also view the intension as a set of integrity constraints (i.e., conditions that define all of the allowable extensions) and thus decouple these notions from variability with time.

One may choose to interpret the absence of an admissible tuple from a base relation as a statement that the truth value of the corresponding atomic formula is (1) unknown; (2) false. If (1) is adopted, we have the open world interpretation. If (2) is adopted, we have the closed world interpretation (see [28]). Although the closed world interpretation is usually the one adopted for commercial databases, there is a case for permitting some relations (e.g., P-relations of Section 7) to have the open world interpretation, while others (e.g., E-relations for kernel entity types to be discussed in Sections 5 and 6) have the closed world interpretation.

Whether the open or closed interpretation is adopted, the relational model is closely related to predicate logic. It is this closeness which accounts for the plethora of relational data sublanguages that are based on predicate logic. For a probing and thorough comparison of such languages, see [20, 27].

Undisciplined application of predicate logic in designing a database could yield an incomprehensible and unmanageable set of assertions. Some issues which arise when attempting to introduce discipline are the following.
(1) Can we be more precise about what constitutes a simple assertion?
(2) What other regularities can be exploited in a formatted database?
(3) To what extent can these additional regularities be represented in readily analyzable data structures as opposed to procedures?

In attempting to provide an answer to these questions, we shall employ popular informal terms like "entity," "property," and "association" to motivate extensions to the relational model. Eventually, we arrive at a formal system called RM/T ( T for Tasmania, where these ideas were first presented [9]). This system can be interpreted in many different ways. Certain interpretations should satisfy the socalled 2 -concept school in semantic modeling, while others should satisfy the 3 concept school (see [25, p. 27]).

## 4. DESIGNATION OF ENTITIES

The need for unique and permanent identifiers for database entities such as employees, suppliers, parts, etc., is clear. User-defined and user-controlled primary keys in the relational model were originally intended for this purpose. There are three difficulites in employing user-controlled keys as permanent surrogates for entities.
(1) The actual values of user-controlled keys are determined by users and must therefore be subject to change by them (e.g., if two companies merge, the two employee databases might be combined with the result that some or all of the serial numbers might be changed).
(2) Two relations may have user-controlled keys defined on distinct domains
(e.g., one uses social security, while the other uses employee serial number) and yet the entities denoted are the same.
(3) It may be necessary to carry information about an entity either before it has been assigned a user-controlled key value or after it has ceased to have one (e.g., an applicant for a job and a retiree).

These difficulties have the important consequence that an equi-join on common key values may not yield the same result as a join on common entities. A solution-proposed in part in [4] and more fully in [14]-is to introduce entity domains which contain system-assigned surrogates. Database users may cause the system to generate or delete a surrogate, but they have no control over its value, nor is its value ever displayed to them.

Surrogates behave as if each entity (regardless of type) has its own permanent surrogate, unique within the entire database. Actually, under the covers, such surrogates may have to be changed (e.g., when two previously independent databases are combined into one), but the following property is preserved at all times: Two surrogates are equal in the relational model if and only if they denote the same entity in the perceived world of entities. Note that the system would create distinct surrogates for two entities as a result of user input that, in effect, asserts the distinctness of these entities. A special coalescing command enables a user to tell the system that two objects that were previously asserted to be distinct, are, in fact, one and the same.

In any RM/T database one of the underlying domains serves as the source of all surrogates; this is called the $E$-domain. Any attribute defined on the E-domain is called an E-attribute. For easy recognition of such attributes, we adopt the convention that they are given names ending in the special character " e ."

Introduction of the E-domain, E-attributes, and surrogates does not make usercontrolled keys obsolete. Users will often need entity identifiers (such as part serial numbers) that are totally under their control, although they are no longer compelled to invent a user-controlled key if they do not wish to.

They will have to remember, however, that it is now the surrogate that is the primary key and provides truly permanent identification of each entity. The capability of making equi-joins on surrogates implies that users see the headings of such columns but not the specific values in those columns.

## 5. ENTITY TYPES

Entities may, of course, have several types (e.g., a supplier may also be a customer). When information regarding an entity is first entered into a database, the input must specify at least one type for that entity-it need not specify anything more unless it is of a type used to describe some other entity (in which case the entity whose description is being augmented must also be specified). In subsequent sections we shall deal with automatic inference of other applicable types when these are inferable from the given one(s).

In any RM/T database there is a unary relation (called an $E$-relation) for each entity type. As a matter of convention, the relation is given the same name as the entity type which the relation represents, while its sole attribute is named by appending the character " $e$ " at the end of the relation name. Such an attribute is also given additional names (aliases) if the corresponding entity type is a subtype
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of other entity types. In such a case, there is one alias for each superentity type, and this alias consists of the relname of the supertype followed by the character "e."

The main purpose of an E-relation is to list all the surrogates of entities that have that type and are currently recorded in the database. One reason for establishing these E-relations explicitly is that an entity may change type dynamically. A firm that was both a supplier and a customer may become just a supplier. We shall see other reasons below.

The possibility that an entity may change its type or types means that we must distinguish two purposes for removal of an entity surrogate from an E-relation:
(1) complete removal of the entity from the database, which means deleting tuples wherever its surrogate appears in a unique tuple identifier role and replacing all other occurrences by a special surrogate E-null that means "entity unknown" [26];
(2) dynamic loss of one type for an entity accompanied by the survival of some other type for that same entity, which means removal of its surrogate from the E-relation for that type and from E-relations for certain other types implied by the type being lost but not implied by the types being retainedthis will become clearer later-pius corresponding tuple deletions and surrogate replacements as in (1), but excluding those that are associated with the entity in its remaining types.

Rule 3 (entity integrity in $\mathrm{RM} / \mathrm{T}$ ): In conformity with the ground rules for surrogates, E-relations accept insertions and deletions, but not updates. In conformity with Rule 1 for the basic relational model, E-relations do not accept null values.

## 6. CLASSIFICATION OF ENTITIES AND ASSOCIATIONS

Entities and their types can be classified by whether they
(1) fill a subordinate role in describing entities of some other type, in which case they are called characteristic;
(2) fill a superordinate role in interrelating entities of other types, in which case they are called associative;
(3) fill neither of the above roles, in which case they are called kernel.

Entities and their types may be related to one another by criteria other than description and association used above. Entity type $e_{1}$ is said to be a subtype of entity type $e_{2}$ if all entities of type $e_{1}$ are necessarily entities of type $e_{2}$. For example, in a database dealing with employees in general and salesmen employees in particular, the entity type salesman would be a subtype of the entity type employee. Any entity type (characteristic, kernel, or associative) may have one or more subtypes, which in turn may also have subtypes. A subtype of a characteristic entity type is also characteristic; a subtype of a kernel entity type is also kernel; and a subtype of an associative entity type is also associative.

Those kernel entity types that are not subtypes of any other entity type are called inner kernel. Each inner kernel entity type is defined independently of all other entity types. Barring any integrity constraints that are specialized to a particular database (as opposed to integrity constraints that are inherent in and

```
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Fig. 1. Classification of entity types
a fundamental part of the data model itself), an inner kernel entity is not existence dependent on any other entity of any type.
Objects which interrelate entities but do not themselves have the status of entities will be called nonentity associations. The main distinction between associative entities and nonentity associations is this: Associative entities, like kernel entities, are allowed to have characteristic entities as well as immediate properties, whereas nonentity associations are allowed to have immediate properties only. These and other differences discussed below stem from the difficulty of specifying a cross reference to a particular association when it has no surrogate identifying it uniquely. The prime reason for including nonentity associations in $\mathrm{RM} / \mathrm{T}$ is an expository one: to show how weak these associations are in contrast to associative entities.

Figure 1 represents the classification of entity types in a simplified way (it does not show that characteristic entity types may themselves have subtypes). Note that the term inner associative entity type is applied to an associative entity type that is not the subtype of any other entity type.

This classification scheme is similar in some respects, but certainly not identical, to classifications introduced in [32, 42]. Schmid and Swenson included nonentity associations in their scheme, but not associative entities-in RM/T the former are dispensable, while the latter are indispensable.

## 7. ENTITIES AND THEIR IMMEDIATE PROPERTIES
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entity type are represented as distinctly named attributes of one or more propertydefining relations, called P-relations. Each P-relation has as its primary key an E-attribute whose main function is to tie the properties of each entity to the assertion of its existence in the E-relation. Each surrogate appearing in this E-attribute uniquely identifies the entity being described. Furthermore, it uniquely identifies the tuple of which it is part because the properties are single valued. The naming of attributes of P-relations conforms to the following convention: For any entity type $e$ and any pair of P-relations for $e$, the only attributes these relations have in common are their primary keys.

The role of this E-attribute is that of a unique identifier for the relation in which it appears. We shall call this role the $K$-role. Accordingly, each P-relation has exactly one E-attribute that has the K-role. Such a relation may have one or more other E-attributes, but their roles are purely referential, i.e., that of a foreign key rather than a primary key.
Insertions into P-relations and deletions from E-relations are governed by the following rule.

Rule 4 (property integrity): A tuple $t$ may not appear in a P-relation unless the corresponding E-relation asserts the existence of the entity which $t$ describes. In other words, the surrogate primary key component of $t$ must occur in the corresponding E-relation.

There has been much debate about whether the immediate properties of an entity should be represented together in one property-defining relation (one extreme) or split into as many binary relations as there are properties to be recorded (the other extreme). The first is in accord with the PJ/NF [11] discipline, while the second conforms to the irreducible relation approach [12, 29]. The normal forms (other than INF) are not mandatory-they are merely guidelines for database design. Both the original relational model and RM/T leave this decision to the model user. RM/T (and to a lesser extent RM) provides operators to convert from one form to the other.
In database definition one advantage of binary P-relations is that each corresponding property has a relation name, an attribute name, and a domain name, all of which can be exploited to mnemonic advantage. A second claimed advantage for binary P-relations is that the addition of a new property type to the database can be effected by mere addition of one more P-relation. However, in $\mathrm{RM} / \mathrm{T}$ this advantage is applicable no matter whether the properties are presently organized into binary relations exclusively or $n$-ary relations of assorted degrees.
The reader is cautioned to avoid jumping to the conclusion that binary relations are somehow superior to $n$-ary relations as a representational primitive. Even with immediate properties, there are questionable decompositions. Figure 2 shows one organization for the immediate properties of employees. In this and similar examples we may wish to decompose property relations no further than minimal meaningful units. Should, for example, the day, month, and year components of a date be represented in separate binary P-relations? Should the street number, street name, city, and state components of an address be so separated? Besides using the notion of minimal meaningful unit, we may wish to adopt the criterion of avoiding occurrences of the "property inapplicable" null value; this objective can often be reached without binary atomization.

(E-Relation)

(P-Relation)

Employee_Address

| Emp c | No | Street | City | State |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | 765 | Joy | Fun | Tas |

(P-Relation)

( P -Relation)

(P-Relation)

Fig. 2. Entity and property relations
Even if the principal schema were based exclusively on binary relations (and we shall return to this topic in a later section), there would still be a need to apply $n$-ary joins to obtain higher degree relations in order to define views, study view integration, and represent a broad class of queries. With RM/T we take the position that one man's minimal meaningful unit is not necessarily another's.

Note that the appropriate join for defining a view that encapsulates some or all of the immediate properties of an entity type in a single $n$-ary relation is the OUTER NATURAL JOIN of all P-relations for this type on the E-attributes with the K-role (see Example A in Section 15.4). This join is appropriate no matter how fine or coarse the property decomposition is.

To explain how the P-relations for a given entity type are tied to the E-relation for that type, we shall make use of the following RM/T objects and properties. The relname of a relation is the character string representation of the name of that relation. The relname of a (presumably transient) relation, to which an assignment has not been made, is null. Every base relation has a nonnull relname. Further, every derived relation which is cited on the left-hand side of an assignment statement has a nonnull relname. The relname domain (abbreviated RNdomain) is the domain of all relnames in the database.

Now we introduce the property graph relation (PG-relation) that indicates which P-relations represent property types associated with which E-relation.

Both of the attributes of PG are defined on the RN-domain. One attribute is named SUB to indicate its subordinate role, while the other is named SUP to indicate its superior role. If $m, n$ are, respectively, the names of a P-relation and an E-relation, let the expressions $p(m), e(n)$ denote the property type represented by that P-relation and the entity type denoted by that E-relation, respectively. The pair (SUB: $m$, SUP: $n$ ) belongs to PG iff $p(m)$ is a property type for entity type $e(n)$.

One may think of the collection of P-relations for a given E-relation as constituting a property molecule type, which is bound together by tuples in the PG-relation.

## 8. MULTIVALUED AND INDIRECT PROPERTIES OF ENTITIES

Entity types are so defined that each multivalued property of an entity $p$ is cast in the form of a characteristic entity $q$ together with immediate properties for $q$.
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A characteristic entity may itself have one or more characteristic entities subordinate to it. A familiar example is that of employees (a kernel entity type), each of whom has a job history (characteristic entity type subordinate to employees) whose immediate properties are date attained position and name of position. This information is augmented by salary history (characteristic entity type subordinate to job history) whose immediate properties are date of salary change and new salary (see Figure 3).
The need for a characteristic entity type described above arises from a strictly multivalued dependence (i.e., one that is not a functional dependence). Another way in which a characteristic entity type may arise is from a transitive functional dependence [6]. In this case an entity type $e$ has an immediate property $p$, which in turn has an immediate property $q$ (e.g., a highway segment has one of several types of surface material, which in turn has a porosity). An entity type that is characteristic with respect to highway segments can be introduced to represent the types of surface material on these segments. Porosity then becomes an immediate property of this entity type.
The characteristic entity types that provide description of a given kernel entity type form a strict hierarchy, which we call the characteristic tree. In this tree, entity type $p$ is the parent of entity type $q$ if $q$ is an immediate characteristic of $p$ (i.e., not a characteristic of a characteristic of $p$ ). A kernel entity type may, of course, have no characteristic entity types describing it. In this case its characteristic tree is a single node, the kernel entity type itself.

To represent the collection of characteristic trees, we introduce the characteristic graph relation (CG-relation), a binary relation whose two attributes are defined on the RN-domain, one with the SUB role, the other with the SUP role (as with the PG-relation). Its interpretation is as follows: The pair (SUB:m, SUP: $n$ ) belongs to CG if entity type $e(m)$ is immediately subordinate to entity type $e(n)$ in one of the characteristic hierarchies.

Insertion and deletion of characteristic entities are governed by the following rule.

Rule 5 (characteristic integrity): A characteristic entity cannot exist in the database unless the entity it describes most immediately is also in the database.

One may think of the collection of characteristic relations for a given E-relation as constituting a characteristic molecule type, which is bound together by tuples in the CG-relation.

## 9. ASSOCIATIONS

### 9.1 Associative Entities

The representation of associative entities in RM/T is the same as that of kernel entities. Thus, there is an E-relation for each associative entity type and zero or more P-relations. Figure 4 shows an example of an assignment association between employees and projects, where each assignment is treated as an entity and P-relations are used to record the employee and project surrogates plus the start date of the assignment.

If a given associative entity type has subordinate characteristic entity types, there will be corresponding tuples in the CG-relation to define the tree of these types and there will be characteristic relations to support each of the characteristic entity types involved.

Insertion, update, and deletion of associative entities are governed by the following rule.

Rule 6 (association integrity): Unless there is an explicit integrity constraint to the contrary, an associative entity can exist in the database (i.e., there is a corresponding surrogate in the appropriate E-relation), even though one or more entities participating in that association are unknown. In such a case the surrogate E-null is used to indicate that a participating entity is unknown.

To force automatic deletion of an association when an entity participating in that association is deleted, one may easily add the explicit constraint that the corresponding attribute of an appropriate P-relation cannot accept a null value. Such a constraint is part of the application of $\mathrm{RM} / \mathrm{T}$, rather than an integral part of RM/T itself.

An associative entity type interrelates entities of other types (kernel or associative or both). Let us refer to these other types as immediate participants in the given associative entity type. To support the specification of which entity types participate in which associative entity types, we introduce the association graph relation (AG-relation), a binary relation just like the CG-relation except for its interpretation: (SUB: $m, \mathrm{SUP}: n$ ) belongs to AG, if the entity type $e(m$ ) participates immediately in the definition of associative entity type $e(n)$. Note that the transitive closure of AG is a partial order, but not necessarily a tree or collection of trees.

It is important to observe that when one association type has another association type as a participant, proper use of surrogates in the higher level association for referencing specific lower level participants can remove a potential source of ambiguity (in the same way that proper use of user-controlled keys in the basic relational model can remove such an ambiguity). To illustrate this ambiguity, suppose we have two RM/T relations IS and CAN each having attributes Se


Fig. 4. Associative entity
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$$
\begin{array}{c|ccc}
\text { IS } & \text { Se:e } & \text { Pc:e } & C e: e \\
\text { CAN } & \text { Sc:e } & \text { Pe:e } & \text { Ce:e }
\end{array}
$$

where ( $s: e, p: e, c: e$ ) belongs to $I S$ if supplier $s$ is supplying part $p$ from city $c$; and ( $s: e, p: e, c: e$ ) belongs to CAN if supplier $s$ can supply part $p$ from city $c$.
Suppose also there is a need to represent a higher level association that relates each IS pair ( $s, p$ ) to the project(s) receiving parts with serial number $p$. Suppose one were to establish an RM/T relation $T O$ (Se:e, Pe:e, Je:e), where the attribute $J \varnothing$ is defined on project surrogates. It is not clear from this declaration whether the pairs ( $s, p$ ) in TO are pairs from IS or pairs from CAN or just any arbitrary pairs of supplier and part surrogates. A separate integrity constraint of the form

$$
T O[S c, P e] \subseteq I S[S c, P e]
$$

helps to resolve this ambiguity at the type level, but not at the instance level. This is because there may be two or more occurrences of the pair ( $s, p$ ) in the IS relation-say $(s, p, c 1)$ and $(s, p, c 2)$-and it is then not clear whether an occurrence of ( $s, p$ ) in the $T O$ relation is referring to ( $s, p, c 1$ ) or ( $s, p, c 2$ ).
By use of associative entities in $\mathrm{RM} / \mathrm{T}$ the ambiguity can be resolved both at the type and instance level. We would have RM/T relations as follows:

| IS (ISe:e | Se:e | Pe:e | Ce:ce...) |
| :---: | :--- | :--- | :--- | :--- |
| CAN (CANe:e | Se:e | Pe:e | Ce:ce...) |
| TO (TOe:e | ISe:e | $\cdots$ ) |  |

where the attribute $I S e$ in the relation TO refers to specific entities and hence specific tuples in the $I S$ relation.
One may think of the collection of entity types participating (immediately or otherwise) in a given associative entity type as constituting an associative molecule type, which is bound together by tuples in the AG-relation.

### 9.2 Nonentity Associations

A nonentity association type has no E-relation. There is no surrogate associated with an association of this type. Hence, there is no dependable way (i.e., systemcontrolled way) to refer to it in either the PG-relation or the AG-relation. For the same reason, it cannot participate as a component in another association.
A nonentity association type is represented by a single $n$-ary relation whose attributes include the E-attributes identifying the entity types participating in the association together with the immediate properties (if any) of this association. Figure 5 shows how the assignment of employees to projects might be treated as a nonentity association type.
The insertion, update, and deletion behavior is governed by Rule 2 of the basic
Assignment

| Emp c | Project c | Start_Date |
| :---: | :---: | :---: |
| $\alpha$ | $\mu$ | $78-1-1$ |
|  |  |  |

Fig. 5. Nonentity association
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relational model. Thus, a nonentity association may not exist in the database unless the entities it interrelates are present therein.

### 9.3 Decomposition of Associations

Thoughts, including those that pertain to description of a database, do not arise neatly decomposed into minimal meaningful units.

Given an association involving $n(n>2)$ participating entity types, a database designer who has only binary relational tools to work with would very likely immediately decompose such an association into $n$ anchored binary relations (each relating one participant to the entity domain for the association itself). Suppose that, had he cast the association in $n$-ary form and studied its possible nonloss decompositions, he could have found that the association is decomposable into two or more relatively independent associations of lower degree, each of which could then be separately decomposed (if desired) into binary relations. We would then say that his immediate decomposition into binaries was premature. We call this the premature binary decomposition trap. This trap is complementary to the connection trap in [5].

In attempting to arrive at minimal meaningful units, the designer would be well advised to make use of all the theory of $n$-ary relations that has been built up over the past decade. There are now such concepts as PJ/NF (otherwise known as 5 NF ) [11], irreducible relations, atomic decomposition [45], well-defined relations [33], independent relations [29], and primitive relations [26], all of which can be used as guidelines for decomposition. While all these concepts deal primarily with projections that are invertible by nonloss natural joins, the last two also take into account new interrelation integrity constraints that might be needed if decomposition is taken too far or poor choices are made when two or more decomposition options are available.

Note that, in general, a nonentity association cannot be split up (without information loss) into anchored binary projections in the same way associative entities can because there is no entity domain to rejoin the projections together. For this and other reasons, RM/T may be applied to database design completely avoiding the nonentity association concept altogether.

## 10. CARTESIAN AGGREGATION

An important dimension for forming larger meaningful units is that of Cartesian aggregation. Smith and Smith [33] call it simply aggregation, but we wish to distinguish it from other forms of aggregation such as statistical aggregation and cover aggregation (discussed below). According to Smith and Smith, Cartesian aggregation is an abstraction in which a relationship between objects is regarded as a higher level object.

Cartesian aggregation in RM/T is broken down into three types:
(1) aggregation of simple properties yields an entity type (characteristic or kernel or associative);
(2) aggregation of characteristic entities yields an entity type (characteristic or kernel or associative);
(3) aggregation of any combination of kernel and associative entity types yields either an associative entity type or a nonentity association type.
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Fig. 6. Cartesian aggregation

The first kind of Cartesian aggregation is supported in RM/T by the P-relations together with the PG-relation; the second type by the characteristic relations together with the CG-relation; and the third type by the kernel relations, associative relations, and the AG-relation. Figure 6 provides an example of Cartesian aggregation.

While RM/T can be applied with the Smith and Smith constraint that abstraction by Cartesian aggregation must yield a concept namable by a simple English noun, the model itself is not constrained in this way, since this constraint is too imprecise.

## 11. GENERALIZATION

### 11.1 Unconditional Generalization

Another important dimension for forming larger meaningful units is that of generalization. It has received a good deal of attention in the context of semantic nets $[18,31,35]$. Here we are concerned with it in the context of $n$-ary relations. Smith and Smith [34] define generalization as an abstraction in which a set of similar objects is regarded as a generic object. There are two aspects to this notion: instantiation and subtype. Both are forms of specialization, and their inverses are forms of generalization. The extensional counterpart of instantiation is set membership, while that of subtype is set inclusion. As shown in Figure 7, to obtain particular engineers from the generic object (or type) engineer, instantiation must be applied. The types engineer, secretary, and trucker are each subtypes of the type employee. An entity type $e$ together with its immediate subtypes,


Fig. 7. Unconditional generalization
their subtypes, and so on constitute the generalization hierarchy of $e$. This hierarchy is yet another molecule type.
Why should we separate the members of a generalization hierarchy into different entity types? We do this only if different kinds of facts are to be recorded about different members of the hierarchy. If these types were not represented separately, we would have a single large relation with many occurrences of the special null value which means "value inapplicable." Associated with a generalization hierarchy is the property inheritance rule: Given any subtype $e$, all of the properties of its parent type(s) are applicable to $e$. For example, all of the properties of employees in general are applicable to salesmen employees in particular.
The E-relations introduced above take care of generalization by membership. To handle generalization by inclusion, we introduce the unconditional gen inclusion relation (UGI-relation), a ternary relation representing a labeled graph. Two attributes of UGI are defined on the RN-domain (one with the SUB role, the other with the SUP role), while the third attribute is defined on the category label domain called PER. The triple (SUB:m, SUP: $n$, PER: $p$ ) belongs to UGI if entity type $e(m)$ is an immediate subtype of entity type $e(n)$ per category $p$. In other words, the E-relation whose name is represented by character string $m$ is constrained to be included (by reason of generalization per category $p$ ) in the E-relation whose name is represented by the character string $n$. Note that UGI contains only the immediate unconditional inclusion constraints that are associated with the semantic notion of generalization. Thus, if (SUB:m, SUP: $n$, PER:p) and (SUB: $n$, SUP: $k$, PER:p) belong to UGI, (SUB: $m$, SUP: $k$, PER: $p$ ) does not.
The transitive closure of the UGI-relation represents a partial order of the entity types, but not necessarily a collection of trees, since an entity type may be generalized by inclusion into two or more entity types. For example, female engineers might be generalized into engineers on the one hand and female employees on the other.
Consider the family of entity types in some generalization hierarchy. Normally, ACM Transactions on Database Systems. Vol. 4, No. 4, December 1979.
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it would be good database design to represent common properties and characteristics of these entity types as high up in that hierarchy as possible, taking full advantage of the property inheritance rule. However, RM/T itself does not place such a constaint upon generalization hierarchies-this is considered to be a design discipline that the user of RM/T may choose to adopt or reject.

The following rule governs insertions and deletions of surrogates.
Rule 7 (subtype integrity): Whenever a surrogate (say s) belongs to the E-relation for an entity of type $e, s$ must also belong to the E-relation for each entity type of which $e$ is a subtype.

### 11.2 Alternative Generalization

We may augment the usual notion of generalization hierarchy by noting that an entity type may be generalized into two or more alternative types. For example, in a database concerning customers (see Figure 8), suppose that a customer may be a company, partnership, or individual person and each of these is a legal unit. Suppose also that different attributes are to be recorded for each of these five entity types. Then, in addition to recording in UGI the unconditional inclusion of customers, companies, partnerships, and individuals in legal units, we should also record elsewhere the alternative or conditional inclusion of customers in companies, partnerships, and individuals. To support this, we introduce the alternative gen inclusion relation (AGI-relation), a ternary relation just like the UGIrelation, except for its interpretation: (SUB:m, SUP: $n$, PER:p) belongs to AGI if the E-relation with name $m$ is constrained to be conditionally included in E-relation $n$ by reason of generalization per category $p$.

Suppose information about a new entity is being inserted and just one of its several types is specified. Then the system can (and, according to Rule 7, must) automatically insert the surrogate generated for this entity not only in the E-relation directly representing the declared type, but also in the E-relation for every entity that, according to UGI and AGI, is superordinate to the declared entity. Both graph relations must be consulted, because $A$ may be alternatively subordinate to $B$ and $C$, which in turn are unconditionally subordinate to $D$; hence $A$ is unconditionally, but not immediately, subordinate to $D$.

To illustrate the operational distinction between UGI and AGI, consider the introduction of a new customer into a database that conforms to Figure 8. By


Fig. 8. Alternative generalization
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consulting UGI the system ascertains that the surrogate for this customer must be entered into the E-relation for legal units as well as that for customers. By consulting AGI it ascertains that more extensional information is needed to determine whether to enter the surrogate into the E-relation for companies, partnerships, or individuals. Until this information is forthcoming, the system cannot determine whether the customer in question inherits properties from a company, partnership, or individual. Accordingly, AGI (in contrast to UGI) alerts the system to the need to obtain, if necessary, and consult extensional information for guidance.

## 12. COVER AGGREGATION

A convoy of ships is certainly an aggregation of some kind. However, it is not an abstraction by Cartesian aggregation, nor is it an abstraction by generalization (after all, ships are neither instantiations nor subtypes of convoys). Hammer and McLeod [15] include this kind of aggregation in their model, and we shall use their example.

Consider a database that keeps track of properties of individual ships and convoys. When information about a new ship is inserted, it is normally not known in what convoys (if any) this ship will participate. Figure 9 should make the distinctive aspects of this kind of aggregation clear. The cover type CONVOY means that the database is keeping track of convoys in general. CONVOY ALPHA is a particular convoy, one of several in existence at this time. SAUCY SUE designates a ship that happens to be in CONVOY ALPHA. There is a subconvoy of ALPHA to which SAUCY SUE also belongs. Note that the inclusion of SUBCONVOY in CONVOY ALPHA is not an inclusion-based generalization (SUBCONVOY is an extensionally, rather than intensionally, defined subset of ALPHA). Moreover, the membership of SAUCY SUE in CONVOY ALPHA is not a membership-based generalization (SAUCY SUE is not a particular convoy or kind of convoy).

It happens in the convoy example that a ship cannot normally be a member of two convoys at once. If we regard lone ships as singleton convoys, then the CONVOY concept partitions the class of ships. The disjointness of convoys does not carry over into all other examples of cover aggregation. Consider people and clubs in place of ships and convoys: People can belong to many different clubs simultaneously. So, in general, this type of aggregation constitutes a cover rather than a partition-hence its name.


Fig. 9. Cover aggregation and generalization
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[^2]A typical cover member may or may not be homogeneous in type. For example, a task force may consist of ships, planes, tanks, and personnel.

Each cover aggregation type is treated by RM/T as an entity type, having the usual E-relation plus possible P-relations and possible subordinate characteristic relations. For example, in the case of the CONVOY cover type, the E-relation would list the surrogates for existing convoys, while the P-relations and any characteristic relations would list properties of each convoy regarded as a single generic object.

Although it is possible to treat each cover member as a distinct entity type, this would normally be neither necessary nor desirable. Membership of individual entities (ships) in a cover member (particular convoy) is represented by a graph relation defined on the E-domain in the obvious way.

To enable the system to control the input of members of cover members, we introduce the cover membership relation (KG-relation), a graph relation on the RN-domain which specifies for every cover aggregation type what are the allowable types that may become members of cover members (e.g., are just ships allowed as members of convoys or are planes allowed too?).

## 13. EVENT PRECEDENCE

Entities of event type are those which have as part of their description a time of occurrence or a start time and/or a stop time. Note that not all entities with time attributes are events. For example, an associative entity which indicates that supplier $x$ can supply item $y$ with a delivery time of three months is not itself an event.

Ordering of events in time plays a major role in certain databases. Provision for recording this ordering at the type level represents a step toward supporting scripts (see [17]).

Event $e_{1}$ succeeds event $e_{2}$ if the time of occurrence/start of $e_{1}$ is strictly later than the time of occurrence/completion of $e_{2}$ (according to whether these events are perceived as instantaneous or not). Some types of events are unconditionally followed by one or more other event types. Such succession is normally a partial order. It is represented in RM/T by the unconditional successor relation (USrelation), a graph relation on the RN-domain. (SUB:m,SUP: $n$ ) belongs to this relation if an event of type $e(m)$ must be succeeded by an event of type $e(n)$, and there is no intermediate event type $e$ such that $e$ is an unconditional successor of $e(m)$ and $e(n)$ is an unconditional successor of $e$.

Similarly, some types of events are alternative successors to others, and this alternative succession is represented by the alternative successor relation (ASrelation) in a similar manner to the unconditional succession.

When an event $e_{2}$ succeeds an event $e_{1}$, this obviously means that $e_{1}$ is a predecessor of $e_{2}$, but it does not mean that $e_{1}$ is necessarily the only predecessor of $e_{2}$-even if $e_{2}$ is the only successor of $e_{1}$. Hence, we need two more graph relations to describe precedence between event types: UP for unconditional precedence and AP for alternative precedence.

To illustrate the use of these graph relations, suppose we have a database that includes records of orders placed with suppliers and records of shipments that have been accepted as input to the inventory (the corresponding event entity types will be called orders and shipments). Suppose that we prohibit acceptance ACM Transactions on Database Systems, Vol. 4, No. 4, December 1979.
of shipments into the inventory unless there is an unfilled order covering the items in question. Then, relation UP would have a tuple (SUB:orders, SUP:shipments) that asserts that every acceptance of a shipment is unconditionally preceded by an order. In addition, relation AS would have a tuple that asserts that one possible successor event to the placing of an order is the acceptance of a shipment (shipments can, of course, be rejected). This intensional information can be used by the database system to challenge the validity of particular acceptances not covered by corresponding orders.

More generally, the relations US, AS, UP, AP provide a means of constraining insertions to and updates of the event relations supporting an event type. Otherwise, their behavior under insertion, update, and deletion is determined by whether they are kernel or associative.

## 14. RM/T CATALOG

RM/T contains its own extensible catalog to facilitate transformations between different organizations of common information as may be encountered in the process of view integration. The following relations constitute the catalog structure:

| CATR ( Re | RELNAME | RELTYPE ) |
| :---: | :---: | :---: |
| CATRA (RAe | $\mathrm{Re} \quad \mathrm{Ae}$ | ) |
| CATA ( Ae | ATTNAME | USERKEY ) |
| CATAD ( ADe | Ae De | ) |
| CATD ( De | DOMNAME | VTYPE ORDERING ) |
| CATC ( Ce | PERNAME | ) |
| CATRC ( RCe | $\mathrm{Re} \quad \mathrm{Ce}$ |  |

where CATR, CATA, and CATD describe the relations, attributes, and domains, respectively; CATRA interrelates relations and their attributes; CATAD interrelates attributes and their domains; CATRC interrelates relations and categories (see below for details). In addition, attributes $\mathrm{Re}, \mathrm{Ae}, \mathrm{De}, \mathrm{Ce}$ are defined on the E-domain and contain surrogates for entities of type relation, attribute, domain, and category label, respectively; attributes $\mathrm{RAc}, \mathrm{ADc}, \mathrm{RCe}$ are also defined on the E-domain and contain surrogates for associative entities of type relationattribute, attribute-domain, and relation-category-label, respectively. The remaining attributes are listed below with a brief explanation:

RELNAME relname of relation (defined on RN-domain);
ATTNAME attname of attribute;
DOMNAME domname of domain;
PERNAME category label (defined on PER-domain);
RELTYPE type of object represented by relation;
USERKEY indicates whether attribute participates in a user-defined key for corresponding relation;
syntactic type of value;
indicates whether $>$ is applicable between values in corresponding domain.

Given a category $c$, an entity type is called top per $c$ if it has at least one ACM Transactions on Database Systems, Vol. 4, No. 4, December 1979.
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Appropriate reltypes are specified for a relation by concatenating appropriate letters from the following list:
A associative entity type relation;
C characteristic entity type relation;
E E-relation;
G graph relation;
I inner kernel entity type relation;
K kernel entity type relation;
L edge-labeled;
N nonentity association relation;
P property relation;
T event entity type relation.
For example, a relation representing a kernel event entity type would have reltype TK; one that represents an edge-labeled digraph would have the reltype LG.

## 15. OPERATORS FOR RM/T

The following operators are intended to permit both the schema information and the database extension to be manipulated in a uniform way.

### 15.1 Name Operators

## NOTE

Let $R$ be a relation. $\operatorname{NOTE}(R)$ is the relname of $R$ (i.e., the character string representation of the name of $R$ ) provided $R$ has been assigned such a name by a user; else $\operatorname{NOTE}(R)$ is null. For our present purposes we do not need to extend this operator to objects other than relations. Many relations generated as intermediate results will not have relnames. Every base relation must, however, be given a relname.

## TAG

Let $R$ be a relation. Then

$$
\operatorname{TAG}(R)=R \times\{\operatorname{NOTE}(R)\}
$$

where $\times$ denotes Cartesian product.

## DENOTE

Let $r$ be the relname of a relation. Then DENOTE $(r)$ is the relation denoted by $r$. When applied to relations that have relnames, the operators NOTE and DENOTE are inverses of one another.
DENOTE may also be applied to a unary relation that is a set of relnames. Let $R$ be such a relation. Then DENOTE $(R)$ is the set of all those relations whose relname is in $R$.

### 15.2 Set Operators

## COMPRESS

Let $f$ be an associative and commutative operator that maps a pair of relations into a relation (for example, a join). Let $Z$ be a set of relations such that $f$ can be validly applied to every pair of relations in $Z$. Then $\operatorname{COMPRESS}(f, Z)$ is the relation obtained by repeated pairwise application of $f$ to the relations in $Z$. An alternative notation for $\operatorname{COMPRESS}(f, Z)$ is $f / Z$.

## APPLY

Let $f$ be a unary operator that maps relations into relations, and $Z$ a set of relations (not necessarily union compatible). Then $\operatorname{APPLY}(f, Z)$ yields the set of all relations $f(z)$ where $z$ is a member of $Z$. For convenience, we adopt the convention that if a set of relations is cited in an algebraic expression in one or more places where a relation name would be syntactically valid, then the expression is evaluated for every member of the set. However, (1) the expression must be enclosed in parentheses and preceded by the word APPLY, and (2) no more than one set of relations may be cited within the scope of a single APPLY (any number of individual relations may be cited).

## PARTITION BY ATTRIBUTE: PATT

Let $R$ be a relation with attribute $A$ (possibly compound). $R$ may have attributes other than $A$. Then $\operatorname{PATT}(R, A)$ is the set of relations obtained by partitioning $R$ per all the distinct values of $A$. For all relations $R$ having an attribute $A$ :

$$
R=\mathrm{UNION} / \operatorname{PATT}(R, A)
$$

## PARTITION BY TUPLE: PTUPLE

Let $R$ be a relation. PTUPLE $(R)$ is the set of relations obtained by promoting each tuple of $R$ into a single-tuple relation. Note that $R=\mathrm{UNION} / \operatorname{PTUPLE}(R)$.

## PARTITION BY RELATION: PREL

Let $R$ be a relation. $\operatorname{PREL}(R)$ is the set of relations whose only member is the relation $R$. Note that $R=\operatorname{UNION} / \operatorname{PREL}(R)$.

## SETREL

This operator takes as arguments any number of explicitly named relations and yields a set of relations. An appropriate expression is:

$$
\operatorname{SETREL}\left(R_{1}, R_{2}, \ldots, R_{n}\right) .
$$

### 15.3 Graph Operators

The following operators are included for convenient manipulation of the directed graph relations (PG, CG, AG, UGI, AGI, US, AS, UP, AP, KG). Relation $R$ is a digraph relation if it is of degree at least two and has the following properties: (1) two of its attributes are defined on a common domain; (2) one of these has the SUB role, the other has the SUP role; (3) no other attributes have the SUB or SUP role. Relation $R$ is an edge-labeled digraph relation if (1) it is a digraph relation of degree at least three; (2) exactly one of its attributes has the PER (labeling) role; and (3) for every $m, n, p$ no two tuples of $R$ have (SUB: $m$,

SUP: $n$, PER: $p$ ) in c unlabeled.

## OPEN

Case 1. Let $R$ be $\varepsilon$ role). Then OPEN(I removed; i.e., it is (SUB: $m$, SUP: $n$ ) be both (SUB: $m$, SUP of such a $k$ implies t

Case 2. Let $R$ b maximal subset $R_{1}$ belongs to $R_{1}$, then SUP: $k$, PER: $p$ ) and of such a $k$ implies t

## CLOSE

Case 1. Let $R$ be closure of $R$; i.e., it SUP: $k$ ) and (SUB: $\operatorname{CLOSE}(R)$. Tuples for those attributes

Case 2. Let $R$ bi minimal superset of SUP: $n$, PER:p) b CLOSE $(R)$. Tuples for those attributes

Note that for all c
while for all unlabel relations $R$ of degre

With higher degree attributes other the STEP

Case 1. Let $R$ be SEP (which stands than SUB and SUI
where (SUB: $x$, SU the graph which se
at maps a pair of relations elations such that $f$ can be COMPRESS $(f, Z)$ is the $f$ to the relations in $Z$. An
relations, and $Z$ a set of $\operatorname{PLY}(f, Z)$ yields the set of mvenience, we adopt the braic expression in one or lly valid, then the expresr , (1) the expression must APPLY, and (2) no more e of a single APPLY (any
d). $R$ may have attributes s obtained by partitioning iving an attribute A:
is obtained by promoting $=$ UNION $/$ PTUPLE $(R)$.
hose only member is the
itly named relations and
ipulation of the directed (P, KG). Relation $R$ is a he following properties: : (2) one of these has the ibutes have the SUB or on if (1) it is a digraph attributes has the PER es of $R$ have (SUB: $m$,

SUP: $n$, PER: $p$ ) in common. A digraph relation that is not edge-labeled is called unlabeled.

## OPEN

Case 1. Let $R$ be an unlabeled digraph relation (i.e., no attribute has the PER role). Then $\operatorname{OPEN}(R)$ yields a copy of $R$ with all nonimmediate subordinations removed; i.e., it is the maximal subset $R_{1}$ of $R$ having the property that if (SUB:m, SUP: $n$ ) belongs to $R_{1}$, then either there does not exist any $k$ for which both (SUB $: m$, SUP: $k$ ) and (SUB: $k$, SUP: $n$ ) belong to $R_{1}$, or else the existence of such a $k$ implies that $k=m$ or $k=n$.

Case 2. Let $R$ be an edge-labeled digraph relation. $\operatorname{OPEN}(R)$ yields the maximal subset $R_{1}$ of $R$ with the property that if (SUB:m, SUP: $n$, PER:p) belongs to $R_{1}$, then either there does not exist any $k$ for which both (SUB: $m$, SUP: $k$, PER: $p$ ) and (SUB $: k$, SUP: $n$, PER: $p$ ) belong to $R_{1}$, or else the existence of such a $k$ implies that $k=m$ or $k=n$.

## CLOSE

Case 1. Let $R$ be an unlabeled digraph relation. $\operatorname{CLOSE}(R)$ is the transitive closure of $R$; i.e., it is the minimal superset of $R$ such that if both (SUB:m, SUP: $k$ ) and (SUB: $k$, SUP $: n$ ) belong to $R$, then (SUB $: m$, SUP $: n$ ) belongs to $\operatorname{CLOSE}(R)$. Tuples in CLOSE $(R)$ that do not also belong to $R$ have null values for those attributes other than the SUB and SUP attributes.

Case 2. Let $R$ be an edge-labeled diagraph relation. $\operatorname{CLOSE}(R)$ yields the minimal superset of $R$ such that if both (SUB: $m$, SUP: $k$, PER: $p$ ) and (SUB: $k$, SUP: $n$, PER: $p$ ) belong to $R$, then (SUB: $m$, SUP: $n$, PER: $p$ ) belongs to $\operatorname{CLOSE}(R)$. Tuples in CLOSE $(R)$ that do not also belong to $R$ have null values for those attributes other than the SUB, SUP, and PER attributes.
Note that for all digraph relations $R$ :

$$
\begin{aligned}
\operatorname{OPEN}(\operatorname{OPEN}(R)) & =\operatorname{OPEN}(R), \\
\operatorname{OPEN}(\operatorname{CLOSE}(R)) & =\operatorname{OPEN}(R), \\
\operatorname{CLOSE}(\operatorname{CLOSE}(R)) & =\operatorname{CLOSE}(R),
\end{aligned}
$$

while for all unlabeled digraph relations $R$ of degree 2 and all edge-labeled digraph relations $R$ of degree 3:

$$
\operatorname{CLOSE}(\operatorname{OPEN}(R))=\operatorname{CLOSE}(R) .
$$

With higher degree digraph relations, OPEN may lose information (contained in attributes other than SUB, SUP, and PER) which CLOSE cannot regenerate.

## STEP

Case 1. Let $R$ be an unlabeled digraph relation that does not have an attribute SEP (which stands for separation). Let $Z$ be the set of all attributes of $R$ other than SUB and SUP. STEP $(R)$ is the set of all tuples of the form

$$
\text { (SUB:x, SUP:y, } Z: z, \text { SEP:n) }
$$

where (SUB: $x$, SUP: $y, Z: z$ ) belongs to $R$ and $n$ is the least number of edges of the graph which separate node $x$ from node $y$.

Case 2. Let $R$ be an edge-labeled digraph relation that does not have an attribute SEP. Let $Z$ be the set of all attributes of $R$ other than SUB, SUP, and $\operatorname{PER}$. $\operatorname{STEP}(R)$ is the set of all tuples of the form

$$
\text { (SUB }: x, \text { SUP: } y, \text { PER: } p, Z: z, \text { SEP: } n \text { ) }
$$

where (SUB: $x$, SUP: $y$, PER: $p, Z: z$ ) belongs to $R$ and $n$ is the least number of edges with the label $p$ separating node $x$ from node $y$.

### 15.4 Examples

Example A. Combine all of the P-relations for the entity type employee into a single comprehensive P-relation, without losing information and without assuming any knowledge of the number of such relations.

First we obtain the names of all P-relations for the entity type employee.

$$
R_{1} \leftarrow \mathrm{PG}[\mathrm{SUP}=\mathrm{emp}][\mathrm{SUB}] .
$$

Remember that PG is the property graph relation. Then we obtain the corresponding set of relations:

$$
R_{2} \leftarrow \operatorname{DENOTE}\left(R_{1}\right) .
$$

Finally, we repeatedly apply the outer natural join $\odot$ on the attribute EMPe (common to all relations in the set):

$$
R_{3} \leftarrow(\odot \mathrm{EMPe}) / R_{2}
$$

where $\odot$ followed by an attribute or collection of attributes indicates that the outer natural join is to be performed with respect to these attributes as join attributes.
Suppose we combine the expressions for $R_{1}, R_{2}, R_{3}$ into a single expression and replace emp by $r$, where $r$ is the relname of any entity type. Let us denote the result by:

$$
\operatorname{PROPERTY}(r)=\left(\odot r, '^{\prime}\right) / \text { DENOTE }(\operatorname{PG}[\mathrm{SUP}=r][\mathrm{SUB}]) .
$$

PROPERTY accordingly maps a relname of an entity type into the corresponding comprehensive P-relation.
Example B. Obtain the employee name and jobtype for all employees with an excellent rating, assuming that:
(1) There are distinct entity types for each jobtype (e.g., secretary, trucker, engineer, etc.) and the jobtype category partitions the set of employees.
(2) The immediate generalization of these types is to the entity type employee.
(3) Employee name and jobtype are recorded in one or more of the P-relations associated with employee.
(4) Rating is recorded separately in a P-relation for each jobtype.

$$
R_{1} \leftarrow \mathrm{UGI}[\mathrm{SUP}=\text { emp, PER }=\text { jobtype }][\mathrm{SUB}] .
$$

Remember that UGI is the unconditional gen inclusion relation. $R_{1}$ is therefore a unary relation that lists all the names of all the E-relations that are unconditionally immediately subordinate to the employee relation.

$$
R_{2} \leftarrow \operatorname{APPLY}\left(\text { PROPERTY, } R_{1}\right) \text {. }
$$
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$$
R_{3} \leftarrow \operatorname{APPLY}\left(R_{2}[\text { RATING }=\text { excellent }]\right) .
$$

$R_{3}$ is a set of relations just like $R_{2}$ except that each relation in $R_{3}$ is a restriction of its counterpart in $R_{2}$.

$$
R_{1} \leftarrow \operatorname{APPLY}\left(R_{3}\left[\mathrm{EMPe}^{2}\right]\right) .
$$

$R_{4}$ is a set of relations obtained by projecting each relation in $R_{3}$ on the attribute EMPe.

$$
R_{5} \leftarrow \text { (PROPERTY }(\mathrm{emp}) \text { )[EMPe, NAME, JOBTYPE]. }
$$

The comprehensive P-relation for the entity type employee is projected onto its surrogate, name, and jobtype attributes.

$$
R_{6} \leftarrow \mathrm{UNION} / \mathrm{APPLY}\left(R_{4}[\mathrm{EMPe}=\mathrm{EMPe}] R_{5}\right)
$$

Each relation in the set $R_{4}$ is joined by entity employee to relation $R_{5}$. The result is compressed by repeated union to yield $R_{6}$, the required output,
The final expression is an example of a join by entity, in contrast to a join by property.

Example C. A database contains information about employees. The properties and characteristics pertinent to all employees are linked per PG and CG with the entity type employee. In addition, employees are categorized by

## jobtype-engineer, secretary, technician, etc.; <br> employment status-permanent and temporary.

Distinct sets of properties and characteristics are recorded for all these different specializations. The generalization graph UGI shows the engineer, secretary, technician, etc., entity types being subordinate to the employee entity type per jobtype, and the permanent and temporary entity types subordinate to the employee entity type per status.
Obtain a ternary relation $R$ such that (E-domain: $x$, RN-domain: $y$, PERdomain:z) belongs to $R$ iff $x$ is the surrogate of an employee, $y$ is the entity type of $x$ per category $z$. In effect, we are converting category information into a new attribute of a relation at the parent level.

$$
R_{1} \leftarrow \mathrm{UGI}[\mathrm{SUP}=\mathrm{emp}][\text { SUB }, \text { PER }] .
$$

Relation $R_{1}$ lists the names of all the relations that are immediate subordinates of employee in the generalization graph.

$$
R_{2} \leftarrow \operatorname{DENOTE}\left(R_{1}[\mathrm{SUB}]\right) .
$$

$R_{2}$ is the corresponding set of relations.

$$
R_{3} \leftarrow \operatorname{APPLY}\left(\mathrm{TAG}, R_{2}\right) .
$$

The set $R_{3}$ is obtained by taking each relation in $R_{2}$ and appending to it a column that contains as many occurrences of the relname for that relation as there are tuples in the relation.

$$
R_{4} \leftarrow \mathrm{UNION} / \mathrm{APPLY}\left(R_{3}[\mathrm{RN} \cdot \mathrm{SUB}] R_{1}\right) .
$$

The natural join with relation $R_{1}$ is applied to each relation in $R_{3}$, using relname attributes. The resulting set of relations is compressed by repeated application of union to yield the desired relation.
Example D. Combine all of the information in the RM/T graph relations into one relation $R$ having attributes SUB, SUP, PER, and RN, where (SUB: $m$, SUP: $n$, PER: $p, \mathrm{RN}: q$ ) belongs to $R$ iff
(1) $q$ is the relname of a labeled graph relation and (SUB: $m$, SUP: $n$, PER:p) belongs to $q$; or
(2) $q$ is the relname of an unlabeled graph relation, $p$ is null, and (SUB: $m$, SUP: $n$ ) belongs to $q$.

Assume the reltype of graph relations is $G$. Make no assumption about the number of graph relations in RM/T or their names,

$$
\begin{aligned}
& \left.R_{1} \leftarrow \text { DENOTE(CATR }[\text { RELTYPE }=G][\text { RN }]\right), \\
& R_{2} \leftarrow \text { APPLY }\left(\text { TAG }, R_{2}\right), \\
& R \leftarrow(1) / R_{2} .
\end{aligned}
$$

The outer union is needed in the last statement because not all graph relations in $\mathrm{RM} / \mathrm{T}$ have the same degree.

## 16. SUMMARY OF RM/T

Systematic use of entity domains (including avoidance of nonentity associations) enables RM/T to support widely divergent viewpoints on atomic semantics, ranging from the extreme position that the minimal meaningful unit is always a binary relation to other more moderate positions. The four dimensions of molecular semantics supported by RM/T are Cartesian aggregation, generalization, cover aggregation, and event precedence (see Figure 10).
We now summarize the special objects and operators we have introduced in extending the relational model. Table I lists the objects, while Table II lists the algebraic operators. We use "att" and "rel" as abbreviations for "attribute" and "relation," respectively.
Sets of $n$-ary relations have been introduced as an additional type of object for algebraic manipulation. The conventional set operators applicable to these higher
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Table II

| RM/T |  |  |
| :--- | :--- | :--- |
| operator | Domain object | Range object |
| NOTE | relation | relname |
| TAG | relation | relation |
| DENOTE | relnameset | relation |
|  | set of relations | set of relations |
| COMPRESS | set of relations | relation |
| APPLY | relation | set of relations |
| PATT | relation | set of relations |
| PTUPLE | relation | set of relations |
| PREL | graph relation | set of relations |
| SETREL | graph relation | set of relations |
| OPEN | graph relation | graph relation |
| CLOSE | graph relation |  |
| STEP | graph relation |  |

order sets are UNION, INTERSECTION, and SET DIFFERENCE. Various other operators (e.g., OUTER UNION) may be applied to them. To create these sets of relations, manipulate them, and manipulate the graph relations, the operators have been added (the terms "domain object" and "range object" refer to the domain and range of the operator) where relname set means a unary relation that is a set of relnames (see Table II).

## 17. CONCLUSION

We have attempted to define an extended relational model that captures more of the meaning of the data. Meaningful units of information larger than the individual $n$-ary relation have been introduced in such a way that apparently competing semantic approaches recorded elsewhere may all be represented therein or translated thereto. The result is a model with a richer variety of objects than the original relational model, additional insert-update-delete rules, and some additional operators that make the algebra more powerful (and unfortunately more complicated). We reiterate that incorporation of larger meaningful units is a never-ending task, and therefore this model is only slightly more semantic than the previous one.

A data model that is to act as
(1) a conceptual framework for defining a wide class of formatted databases and
a mediator between stored representations and user views
should probably have at least four personalities; a tabular personality (e.g., the extensions of relations in the relational model), a set-theoretic personality (e.g., the relational algebra), an inferential string-formula personality (e.g., predicate logic in modern notation), and a graph-theoretic personality (e.g., labeled, directed hypergraphs for relations). The tabular form is needed for displaying and/or modifying extensional data (especially for those users who need to be protected from the detailed organization of the knowledge supporting the extensional data). The set-theoretic personality is needed to support search without navigation. The predicate logic personality permits stringwise expression of intensional knowledge and the application of general inferencing techniques. The graphical personality permits psychologically attractive pictures to be drawn for the special class of users who are designing the database, maintaining the supporting knowledge, or developing specialized inferencing techniques.

Note that only the tabular and set-theoretic aspects of RM/T are presented here. Clearly, there are several kinds of graphs which can be associated with RM/T. In addition to representing $n$-ary relations by hypergraphs, each graph relation has an immediate representation as a directed graph (in certain cases edge-labeled).

Other extensions of the relational model are under consideration: for example, additional support for the time dimension and for a nonforgetting mode of operation. It is hoped that RM/T can be developed into a general-purpose restructuring algebra for databases. It should be remembered, however, that the extensions in RM/T are primarily intended for the minority consisting of database designers and sophisticated users; most users will probably prefer the simplicity of the basic relational model.

## ACKNOWLEDGMENT

The author has d LaCroix and Pirott McLeod. The stim utterances contain 25]. The author is ; Date, Ronald Fagi comments on a dra

## REFERENCES

(Note. References [1, 7

1. Ано, A. H., Beeru, IEEE Symp. on For
2. Astrahan, M. M.. Database Syst. 1. 2
3. Beeri, C., Bernsti ization theory. Proc
4. Cadion, J. M. On Foundations of Co Springer-Verlag, pi
5. Codd, E. F. A rele 1970), 377-387.
6. Codd, E. F. Furth Courant Computer 1971, pp. 65-98.
7. Codd, E. F. Recen North-Holland Pub
8. Codd, E. F. Unden 4 (Dec. 1975), 23-2c
9. Codd, E. F. Exten Comptr. Sci. Conf.
10. Fagin, R. Multival Trans. Database S
11. Fagin, R. Normal Mass., May 30-Jun-
12. Falikenberg, E. C Systems, G. M. Nij:
13. Goldstein, R. C.. ACM SICFIDET V
14. Hall, P., Owlett Management Syste
15. Hammer, M. M., database applicatio
16. Heath, I. J. Prival
17. Hemphil., L. G., A query systems. IBA
18. Hendrix, G. G. Et Menlo Park, Calif.,
19. Jordan, D. E. Imf Conf., San Francisc
20. LaCroix, M., AND ! 15.
21. LaCroix, M., And Manufacture Belge Sept. 1977.

IFFERENCE. Various o them. To create these ie graph relations, the nd "range object" refer me set means a unary
el that captures more of larger than the individ$t$ apparently competing represented therein or iety of objects than the e rules, and some addind unfortunately more meaningful units is a tly more semantic than
ormatted databases and views
ar personality (e.g., the oretic personality (e.g., sonality (e.g., predicate y (e.g., labeled, directed for displaying and/or o need to be protected g the extensional data). vithout navigation. The f intensional knowledge e graphical personality for the special class of pporting knowledge, or
f RM/T are presented an be associated with pergraphs, each graph traph (in certain cases
ideration: for example, ionforgetting mode of nto a general-purpose red, however, that the r consisting of database y prefer the simplicity

## ACKNOWLEDGMENT

The author has drawn heavily on the published ideas of Smith and Smith; LaCroix and Pirotte; Hall, Owlett, and Todd; Schmid and Swenson; Hammer and McLeod. The stimulus to write this paper came from the many provocative utterances contained in the Proceedings of the IFIP TC-2 of 1976 and 1977 [24, 25]. The author is grateful to William Armstrong, Donald Cameron, Christopher Date, Ronald Fagin, John Sowa, Stephen Todd, and the referees for helpful comments on a draft of this paper.

## REFERENCES

(Note. References [1, 7, 21, 36] are not cited in the text.)

1. Aho, A. H., Beeri, C., and Ullman, J. The theory of joins in relational databases. Proc. 19th IEEE Symp. on Foundations of Comptr. Sci., 1977.
2. Astrahan, M. M., Et al. System R: Relational approach to database management. ACM Trans. Database Syst. 1. 2 (June 1976), 97-137.
3. Beeri, C., Bernstein, P_ and Goodman, N. A sophisticate's introduction to database normalization theory. Proc. Int. Conf. on Very Large Data Bases, Berlin, Sept. 1978, pp. 113-124.
4. Cadiov, J. M. On semantic issues in the relational model of data. Proc. 5th Symp. on Math. Foundations of Comptr. Sci., 1976, Gdansk, Poland, Lecture Notes in Computer Science 45, Springer-Verlag. pp. 23-38.
5. Cond, E. F. A relational model of data for large shared data banks. Comm. ACM 13, 6 (June 1970), 377-387.
6. CoDd, E. F. Further normalization of the database relational model. In Database Systems, Courant Computer Science Symposia 6, R. Rustin, Ed., Prentice-Hall, Englewood Cliffs, N.J. 1971, pp. 65-98.
7. Codd, E. F. Recent investigations in relational database systems, Information Processing 74, North-Holland Pub. Co., Amsterdam, 1974, pp. 1017-1021.
8. Cond, E. F. Understanding relations (Installment No. 7). FDT (Builetin of ACM SIGMOD) 7,34 (Dec. 1975), 23-28.
9. Cond, E. F. Extending the database relational model. Invited talk presented at the Australian Comptr. Sci. Conf., Hobart, Tasmania, Feb. 1-2, 1979.
10. Fagin, R. Multivalued dependencies and a new normal form for relational databases. ACM Trans. Database Syst. 2, 3 (Sept. 1977), 262-278.
11. Fagin, R. Normal forms and relational database operators. Proc. ACM SIGMOD Conf., Boston, Mass., May 30-June 1, 1979.
12. Falkenberg, E. Concepts for modelling information. In Modelling in Data Base Management Systems, G. M. Nijssen, Ed., North-Holland Pub. Co., Amsterdam, 1976.
13. Goldstein, R. C., and Strnad, A. L. The MACAIMS data management system. Proc. 1970 ACM SICFIDET Workshop on Data Description and Access, Houston, Tex., Nov. 15-16, 1970.
14. Hall, P., Owlett, J., and Todd, S. Relations and entities. In Modelling in Data Base Management Systems, G. M. Nijssen, Ed., North-Holland Pub. Co., Amsterdam, 1976.
15. Hammer, M. M., And McLeod, D. J. The semantic data model: A modelling mechanism for database applications. Proc. ACM SIGMOD Conf., Austin, Tex., May 31-June 2, 1978.
16. Heath, I. J. Private communication, April 1971.
17. Hemphili., L. G., and Rhyne, J. R. A model for knowledge representation in natural language query systems. IBM Res. Rep. RJ2304, IBM Res. Lab., San Jose, Calif., Sept. 1978.
18. Hendrix, G, G. Encoding knowledge in partitioned networks. Tech. Note 164, SRI International, Menlo Park, Calif., June 1978.
19. Jordan, D. E. Implementing production systems with relational data bases. Proc. ACM Pacific Conf., San Francisco, Calif., April 1975.
20. LaCroix, M., and Pirotte, A. Generalized joins. SIGMOD Record (ACM) 8, 3 (Sept. 1976), 1415.
21. LaCrorx, M. and Pirotte, A. Example queries in relational languages. Tech. Note Ni07, Manufacture Belge de Lampes et de Materiel Electronique, Brussels, Belgium, Jan. 1976; revised
Sept. 1977.
22. LIPsKI, JR., W. On semantic issues connected with incomplete information databases. ACM Trans. Database Syst. 4, 3 (Sept. 1979), 262-296.
23. Merrett, T. H. Relations as programming language elements, Inform. Processing Lett. 6, 1 (Feb. 1977), 29-33.
24. Nisssen, G. M., Ed. Modelling in Database Management Systems. North-Holland Pub. Co. Amsterdam, 1976
25. Nijssen, G. M., Ed. Architecture and Models in Database Management Systems. North-Holland Pub. Co., Amsterdam, 1977.
26. Pirotte, A. The entity-property-association model: An information-oriented database model Rep. R343, Manufacture Belge de Lampes et de Materiel Electronique, Brussels, Belgium, March 1977.
27. Pirotte, A. Linguistic aspects of high-level relational languages. Rep. R367, Manufacture Belge de Lampes et de Materiel Electronique, Brussels, Belgium, Jan. 1978
28. Reiter, R. On closed world data bases, In Logic and Data Bases, H. Gallaire and J. Minker, Eds., Plenum Press, New York, 1978.
29. Rissanen, J. Independent components of relations. ACM Trans. Database Syst. 2, 4 (Dec. 1977), 317-325.
30. Rissanen, J. Theory of relations for databases-a tutorial survey. Proc. Symp. on Math. Foundations of Comptr. Sci., 1978, Zakopane, Poland, Lecture Notes in Computer Science, Springer-Veriag, pp, 536-551.
31. Roussopoulos, N., and Mylopoulos, J. Using semantic networks for database management. Proc. Int. Conf. on Very Large Databases, Sept. 1975.
32. Schmid, H. A., And Swenson, J. R. On the semantics of the relational data model. Proc, ACM SIGMOD Conf. on Manage, of Data, San Jose, Calif., May 1975, pp. 211-223.
33. Smith, J. M., AND Smith, D. C. P. Database abstractions: Aggregation. Comm. ACM 20,6 (June 1977), 405-413.
34. Smith, J. M., AND Smith, D. C. P. Database abstractions: Aggregation and generalization. ACM Trans. Database Syst. 2, 2 (June 1977), 105-133.
35. Sowa, J. F. Conceptual structures for a database interface IBM J. Res. Develop. 20, 4 (July 1976), 336-357.
36. Sowa, J. F. Definitional mechanisms for conceptual graphs. Proc. Int. Workshop on Graph Grammars, Bad Honnef, West Germany, Nov. 1978.
37. Stonebraker, M., Wong, E., Kreps, P., And Held, G. The design and implementation of INGRES. ACM Trans. Database Syst. 1, 3 (Sept. 1976), 189-222.
38. Tond, S. J. P. The Peterlee relational test vehicle. IBM Syst. J. I5, 4 (1976), 285-308
39. Ullman, J. D. Theory of Relational Databases. To appear.
40. Vassiliou, Y, Null values in data base management: A denotational semantics approach. Proc. ACM SIGMOD 1979 Int. Conf, on Manage, of Data, Boston, Mass., May 30-June 1, 1979.
41. Whitney, V. K. M. RDMS: A relational data management system. Proc. Fourth Int. Symp. on Comptr. and Inform. Sci., Miami Beach, Fla., Dec. 14-16, 1972, Plenum Press, New York.
42. Wiederhold, G. Database Design. McGraw-Hill, New York, 1977.
43. Wong, H. K. T., And Mylopoulos, J. Two views of data semantics: A survey of data models in artificial intelligence and database management. Informatics 15,3 (Oct. 1977), 344-383.
44. Zaniolo, C. Analysis and design of relational schemata for database systems. Tech. Rep. UCLA-ENG-7669, Ph.D. Th., U, of California at Los Angeles, Los Angeles, Calif., July 1976.
45. Zaniolo, C., and Melkanoff, M. A. A formal approach to the definition and design of conceptual schemas for database systems. To appear in ACM Trans. Database Syst.
46. Zloof, M. M. Query-by-example: A data base language. IBM Syst. J. 16, 4 (1977), 324-343.

Received March 1979; revised August 1979

Efficier of Rela

A.V. AHO

Bell Labora
and
Y. SAGIV Princeton U

The design of This paper dis select, project. value of a que equivalent to : among tableau exists to optim
Key Words ani queries, NP-cot CR Categories:


## 1. INTRODI

The relatior system desi; [13]. Its chit nonprocedu algebra.

A penalty it becomes efficient imp have investi $20,22,24,2$ transform q

Permission to made or distril publication an for Computin: permission. The work of Y under Grant N Authors' prese of Computer : Department of © 1979 ACM

# INSIDE IBM'S RELATIONAL 'STRATEGY' 



The relational model for data base management was invented within IBM, and it was very strongly in IBM's interest and in its customers interest for the company to develop software products based on it. Nevertheless, IBM has been one of the slowest firms to develop and market the products needed to support this model.
The decision to develop a relational DBMS product took IBM management longer to make than the decision to move into the manufacturing and marketing of electronic digital computers as products - and both decisions were really forced by competitors' moves. Remington Rand, Inc, announced the Univac early in the '50s; Relational Technology, Inc., Oracle Corp, and Dun \&e Bradstreet Corp. announced Ingres, Oracle and Nomad, respectively, in the second half of the 70s.
IBM's top management apparently does not realize that the future in computing and data processing belongs to software, with hardware
playing a follow-on role - an implementation role. The sluggishness of its action on relational data base management can be attributed principally to the following problems in IBM, particularly in software development and marketing:

- A stick-in-the-mud attitude on the part of software developers and their line management: "I want to continue doing things the way I am accustomed to doing them."
- The assumption that IBM can take its time about entering any new market because it has such a large share of the existing market.
Associated with this attitude is the "Detroit syndrome."
- Extreme parochialism.
- The treatment of IBM corporate strategies as holy writ.
- A severe lack of knowledge of levels of abstraction.
- A severe lack of knowledge of predicate logic. Employees frequently and erroneously think there is nothing more to logic than propositional logic, often incorrectly called Boolean logic in the computer field.
The first problem is basically attributable to people being lazy about learning new ways of doing things. In many lines of work we expect this attitude, but in a field with such fastpaced development and change as the computing and data processing field, it continues to surprise me.
In the relational approach there are several sharp changes in the way data bases are managed. The four that the old-timers find most difficult to accept are:
- The use of domains (think of them as application data types) as the glue that makes a data base integrated, in place of hierarchic links or pointer-based network links. Domains, in contrast to links, do not jeopardize distribution of data into distinct, geographically separated sites or its redistribution.
- The change from single-record-at-atime to multiple - in which multiple includes the special cases zero, one, two or more records, and none of these cases is given
special treatment
erful que incorporation of a very powefful query capability into a general-
purpose data base management system purpose data base management system systems, often added on as afterthought, and many vendors claiming total solutions today stir take this add. on approach.
The specification of integrity con-
strains linguistically in the DiMS ratastains inguisteally in the DBMS c
log timtead of the old way: that is. log morally. The approach resulted in a
structural servos interdependence between these constraints and the kinds of structure that the DBMS supported. The Detroit syndrome takes its name There companies prospered for many These companies prospered for many came conceited and argent about its management skill and about the prodActs those companies wert producing At the ump of the first Arab oil cuss,
they declared that their companies wert: they declared that their companies wert cars at a profit In Califomis alone, it was not long before lapin acquired $50 \%$ of the new car market. Now, in the 80 s
the Detroit manufacture ns are b grinning the Detroit manufactures are beginning
to change their old habits and minufac tare fuel-efficent cars.
IBM has prospered for many years
and has had sod top management for and has had good top management for most of it existence However, from time to time it has adopted the approach of waring to be second, or even later. inventions and their usually attributed sources
a Stord-program electronic com. puler and yon Newman,
a Virtual memory and the UniversiEngland.
E Trans persons and computer and Apple Computer, lac
Compere relational approach to data
base management and laM. A noteworthy exaction is the introwas not only fins in invention ce, IBM in marketing. In support of my argusTBM General Products Ding that the

AAfter IMS was declared to be IBM's strategic DBMIS, any internal proposal for a DBMS incompatible with IMS was treated as if it were a conspiracy. However, it is not within IBM's power to stop the process of invention
manufactures disk storage products. is
reputed to be the division that generate the most revenue for 1 BM now
The problem of extreme parochialism is another that has been present throughout my evocation with IBM ven when the company was much require the anomalous view that IBM the entire computer field, and they do not need to know anything beyond whatever is required within their partic are aware of com Version' setiviliong the are aware of competitor' activities the dion of customer to various IBM prod. Acts.
As one might guess, atrociously little attention is pard to technical papers in
general and to non-1BM authors ere. general and to non-18M authors espe:-
dally. This parochial attitude is encour ged by the fact that IBM places its manufacturing plants and development laboratories in areas so remote that eve. with their pees in other companies. hey are hard pressed to do so. Moreover employee evaluation is itself parehill
The problem of corporate strategies being treated as holy writ is a difficult
one for IBM to solve, A corporate strut one is clearly needed by iBM in various ley parts of the computer field in order to coordinate the activities of roughly 00,000 employees worldwide Never theless a corporate strategy developed n one year can conceivably be made an unanticipated hardware or software discovery or invention. Occasionally. fig as IBM is so bad that an thenention
already made within the company
times a strategy obsolete at it time of Birth This is what actually happened when IBM selected its Information Manage:-
mint System (ilS) 1071 at in ate gie DBMS product. After MS was degie DBM to product. After IMS was deInternal proposal for a DBMS incompa able with IMS was treated as if is were a conspiracy to undermine IBM. However. it Le not within the power of IBM any large company or govern.
stop the process of invention. To remain competitive, IBM must estallish an intemal communication channel directly from the lowest levels of the many genial hierarchy, where the inventions occur, to the top level. This are explicit penalizes for middle management if if attempts to block the char ne l The
The last two problems pertain to a severe lack of knowledge in regard to aves of abstraction and predicate logic Employees in software vendor compsnile can no longer afford to be without this knowledge and these companies including IBM. have to solve there two
problems swiftly if they with to stay: the software products game.
DAMEs are systems that support to
shared use of data - the kind of date formerly called formatted date but no often called structured data, an equally poor term - without requiring either of the actual sharing activities of any cooperative engineering of activities that are candidate to be mired. The development of programs that depend
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shared between numerous user who have conceived their tedious dymmiral. fy and independently of one anoas. programs, other in terminal indication procirilly overthing the dyetepmert of programs that access and mulipoletr private data only
This clear trend still remains to be discovert by the following
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ot he computer hardware and log:cal design fraternity, with the encepoor of the duty bus machine deviser
Early during the develop Early during the develogent of ming and deepen team was alerted by Chis Date and me to the fact that several important feature of the rel tonal model ware missing from the spoaticabons:
The omitted feature induced the keys foreign keys, doming, iefermen integrity and support for user -defined integrity. Further, the support for uniat Ing vows was extremely ad hoc and
partial - a dirge raul of the deplor: partial - a divest result of the deplore: may and fornign keys.
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y in September 1984.
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His now 17 years since I wrote the
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IBM has done well tichiriolly ama
commeroilly on the hardware side facturng and marketing of didsk storgse -but it has strugged painfully in data trapped and unable to accipt techno. logen change Its blind adherence to Aburdly low level apyouch (hat of MS) has trapped IBM into spending goment of tooks such as the Appliration Development factity and the ITis date dictionary and on incremental imp ments in MIS to kerp iMS alive
Ticthnically, these tools were ingly weak and poorly enemererd but the main sources of the problemi was th design of IMS: the complexities inheren. n its use, the lack of effective suppor:
for the data base admuinitrator. ite eren ous exposure of users to enors and the unforgiving naturx of the system in coin rrat to a relational system
The decaraton by top mangemend
that MSS was the strategic DBMS prod ud gave nise to a strong reluctance on 10
1 o win the struggie for the relational approach in the face of the MS strategy-based dominance, it was neces: sary to create a public demand for relational DBlivis products
the part of most IBM developers to get ment different from ins Affer all the: carcens could be damased. A few prowomb humed con nop-IMS appowectes vere altempted in the early 7os. but all wese out shor, except for my accivity man effort at that time - and a proto Ype polvat the Reterie Relational ITD smetice Cmbte in Enelind Tis somtinc Center in England This prop a was event in Enigland
In oeder to win the stuygle for the MS stroteny -bued dominance, not echnical dominance, it was necestary to win the batte within IBM divioun by Whion, to pubish enoush substintion is talls - primarily in North Ampina ind Westem Europe. but also in other ant of the wold - in order to orecte able demind foe rathemil DRY


An important additional gool was to spur a few prople to invet in sarting small companies with the purPexce of developing relational DBMS Produets Several sech compunies were and Orade are pust two of them and 1 wash 1976 before the IBM Ceneral Products Divion cume arcund to pla ning tod develop a relational DBMS procuct. and even then it was unable to
put a teim of adrouate sive behind the plan and wasted another thrue years thicly brcave of IMS distarctions Eventmilly in the Ros the SOLDat shinomincod Now caint the butle to turn the maketing divasoms around. espe-
those in the US. and UK
The strugse over which approach to Gike to data buse manugement was
three comered In one three comered in one comer was IBM proach. is it prime DBMS product, in enoud comer was the Collayl Data
Base Task Group IDBTG with ant Base Task Group (DBTG) wilh a net-
work-structured approuch Membert of whis strucup inctuded most of tile major users the ATkT. Ceneral Motors Corp und the US. Depariment of Defense. and mots of the major hardware ven-
dors. incuding IBM The DETC
 openy dechard thecr intention of pulli when Cobol was made a standard 1 was in the third comer, alone frum
1988 to tomp but rined somit by 198s to $19 \% 0$, but jined in spint by thy
oher iBM employes in hate 1970 -
Sharon Went Sharon Weinbergg located in New York
and Chris Date. Iocated in Winchotet England. These two prople are woday in san fose icalf
ment of SOL $/ \mathrm{DS}$ by IBM earty in 1 tos, that I felt hat IBM and I were finally in one and the same side of the DEMS

## I

Lronically, IBM, whirh had to be dragsed kikings and screaming into the elational approch, is now lauthing 2
the way to the bink Sme tite Gustomers using D82 have started with he minimum hardware that suppurts months in one chee, as a yoult of pix Wecexprimener with Dis2. have cralh ed their installation to the largers con-
faursion IBM ollem Thin witn
 phave a remami DBMS in noty
 countros, feveniviv sexid wo mitars. wars uve of DER thut the compan? apects to dexilop mier chan crectel $=$ This particulat ownimise in bot guse a var carlar twe of dir firmes
 ectura 1 pmorsted in $\sin$ Frinovig
and told me ther form
 wotely to informution comber wer wis When lacked why dhy had cme unad
 C CONTINUED ON RAGE 4:

$\square$

CCONTINUED FROM PACE 39 The inunugrs reppose was, Belorr
we do. III have to ask the IBM rep?

 hint thut D62 ws not interdeds to hanfor production ditu, and it showld thert. only the manarger accepted this advice and tid thee two employes not to us. tryit on sech dats. My roponke was I. thene for a company thit wells coltwar. to taike rapomitbily for tse qualing, and
I believe IIM tom to do this. Howern who do you think is responsible for the proftability of your firm? is it your firm of sit BSV. Thy depurted and eviz dently thought about it decoded to try protermance and found it perfectly sat sfactory

IIn early 1982 , IBM announced its
first rclationi DAMS firt SOLDDS As an IBM A regalat prod uct SQLDS As an IBM emplioyce at of the announcement and founditsert. oxsly dixpponting, The laM manags ment in the White Prains N. Y, manke ins headquarters was obviousy para query product for information cen: truse - one more tratic to pmop up IMS and DU/ where they were weak । Winted to article for Computernorld, pub IBM announcorment declangs SoUDS to be the product if is and aliways was :
tata base munasement system. most iust
query product ies icw Oat 11 am 21. 1955 I I wrole o woo part andele
definink 12 rule by whit to tide defining 12 rule by which to podge a yender s caum that is DBMS product is and DB2 geven out of 12 was good Hhative to the compettion but quite poor considering the following SM The rclational approuch was an - lBM was the first computer com any to develop a woiking prototype EBM has poured a sggificant mount of money ded manpower into tionaldara buse munugenent Not too long dso. 1 made the stated
 of IBM to put DBZ on the matien with weer-derined incegenty or intcgnity ind penderice There was no shomtage of orcues in reply, but Idid not find any
In Dallas in the fall of 1984. ram Gount 300 soltware ta merting of ebout 300 software vendos for the par-
pose of teiling them how they cumidd pose of teling them how they covid SQLDS This tep was an exellent one for IBM to take, ince it will help all partes concemed An incrasing num fre of products that interiace with DB2 A word of cuuten ho wesent tor the user lth posible for a software pack dge on top of a DBMS to be unable to
ECONTINUED ON NEXT PACE

## THE CAMBEX 3090 ALTERNATIVE

Preserving corporate resources - It ust makes good bus hess sense. That is why many mantrame users are re taining the $308 \times$ system and upgrading main memory $n$ stead of changing to a 3090 .

A few good reasons to upgrade with Cambex memory:
PRICE. REIIABIITY. DEINERY.
Making your 308 x perform at its top capacity is now easter than ever belore. Our STOPIS000 Uhiversal add-n memoyg ives you 8,16 and 32 MB increments at proes a TII $40 \%$ ower than IBM's, yet with much hio her rethe no extra space, cabinets or cooing. But inlike 1 BM adden memory, the STOR/8000 is trensplantabia among an momory, models.

As the orly independent manulacturer of addin memory or the 306X series, for 16 years Cambex (formerly Combridge Memories) has added memory to every model of
largescala flum computers.

Canbex Corporation
(US) $800-325-5565$ M (1) $617-90060$ (TL) 92.3336



## DB2 and SQL/DS Training

## Complementary Solutions To Your Problem

Introduce yoursell to complementary DB2 and SQUDS training from the specialists with a reputation for quaily instructorted training from DBMI and CBI from The Courseware Developers. H youre athending Data Training in Washington, D.C., December 1418, visit us at booths 1414 and $/ 416$.

## Instructorted Training

- 2 years experience in DB2 and SOUDS training.
- ist company after IBM to ofter DB2 and Soivos
training.
- 2nd most widely used vendor in classroom instrue-
curtioum in PRo and coupe
- 7 course curriculum in DB2 and SOUDS - for
- Productivity-oriented instruction with machine

Productivity

- Consistently high quality instruction with an excellent roputation since 1976.

For turthe intormation and
FREE DP Edvcation Catalog. call Jan Greening

## $[5=11]$

Data Bowe maneopment, inc:


Computer Based Training

- Aftiate of DBML
- Courses in QMFISQL and SOL Application Programming for both DE2 and SCLIDS
- Available for IBM PCs and mainframes
- Excellent reputation for high quality thorough CBT.
- Interactive instruction desioned to stand alone or complement instructorted training.

For turther information and Gee tral ofter, call Barbara Frey
203 6 ens 4105

COVINUIED FROM PACE 4] die to crtanin inds of cuanter optimit ing propertiss of the pracage. An eam no means the only one- is Dun \&
 ture
 its relational produrcs with allorat ace much wgor st that given to IMS, and 1 ansent of that opinion Ihave never
 public, that 1 MS should be dumped by IBM show dee the users and dustomats deode Wit equar uecsiment by imer maketing the reltitomal product Ih DOsi never taken the or or in pubic, that IMS should be dumped by IBM. My position has always been that IBM should let the users and customers decide.
would win hands down because the tastomeses would, sooner or later, select those products that delive the overs whelming $e$
Since announcing DB2, IBM maket:
ing headquartes has broadeast is -daul dran base stratesty has broudemptest its "dual vince the public has it needs two differ competition have not been slow to co thilse on this by dectaring in thetr acher: thements "Who needs two dhata base
manugement swiems" manygement systems?
Iy IMS need the two DBMSs, and tha only durning the pericd of trandition - unless the firm has made the nece Mry sacnices in productivity, data in-
dependence and adaptablity to berom an IMS Fastpand duser, for whith the bereme is nowl no relatanal DaMS wilh a thempy it
nable periormina rable periormance
from lMS to DB2 cang that the transition nitht or should be. No one is claiming that it is simple and cheap to migrate application progsams from one system transition is planned as a step-by-ttep opration the sooner it is stathed and the sooner it will be completed in this
way, the firm acouiring thd uint the Way. the firm acquiring and using the
new relational DoiMS will make earligr
ghins in the following respects.
A A marked increase in the prodic: vivity of is programmers and weesk mainterimet costs.
Itata basely ingeresed control of the data base intrgnity:
\# Sirnficant eco

- Sulpnificant economis in time and noncy for appliraton development.
- More round-the-clock operation The last tem results from the signif candly more dynumic character of the
refational approwh. Changs in the alog contents (he data description) can be made without bringing the data buse raffic to a halt in fact with sophisticat: ed locing by the system, such changes transactions that merely change the res. flar data. These changss can entail dy. namically altering the types and num: ing off ids hing that gets IBM market: Andiot atil of himurc comp competition the software ficid have competions ither the support the relational approach to to dat base mamugement or to claim that dheir
DBMS product is a plotiont DeNs DBMS product is a relational DBMS Alhoush a few of theve datins by ven-
dor are ludicrous and revil from gueBomble ethico, generally speaking the sof(ware vendors have been forging As a reand in sules
As a result IBM marketing is beginang to awake from it longs leep it is
begining: at latt to call for help from the few lim employest in nonamaiket it divaions who have real knowledse of the relational approuch to data base
the interently difficult to discem
what levels of abstraction are used it human problem solving and thinking openly declare these levels. For example, the relational model is at a higher level of abstraction than any of the
relational lancuags Sol. OUF relatiomal languages SQL. QUEL and
QBE. Reople frequently ignore these declarations.
M
developers and soffiwance with software erally (not just software salesmen genbevn that most of them do not hander
stand levels of abstraction. This that they do not undentand one of the principal objectives of superimposing a ware of sof ware on top of the hardwate or on top of another layer of
and ssill higher levels of abtrraction 1 sometime ask people who ate Ion whether they would om abstr bricklayer to construct a skypraper or whild a they would ask a person to person's only bridge-builinge if that person sconsly bradse-building expenwood ceross a narow stream. Hert are some of the steps I berlieve 1BM should tuke as soon as posible

1. IBM must find a way to maniz software development in a leading mode not a reactive mode it mist Avoid a recurrence of the Detroit sym. ${ }^{\text {chame }}$ It must munications and it evaluation lichniques applied to software engineen to prevent the parochinliem and Eureza:
cracy of the pat deation cracy of the past decade.


Absolitely
For the fiss time, a PC and a Simply, trinsparenily, reliably II done with TOPS; the easic to leam, essest to operate Local Areas
Networ yet desion access Lotus 12.3 .5 files located
on a PC. for exmple, and modify them on your Meinicesh unde
MicroSo it Exce? Microsof Excel:
Local Area Networts in have Mince Local Area Networts in one. Mac-
intoshes can tulk to Macintoshes Ma talk to PCS and PCs cin thes, to

Can be connected on the same LAN. sharing databeses text file connect ing up pars of your oficice that until now were bircly on speating tems. forward=-less than four miniter ing a Macintocs, fitin four minutes for its all done so easily and suces.



## The relational DBMS debate rages on . . .

Codd blames vendors of data bases for confusion over relational theory
28) has Cullinane's letter to the editor [CW, Oct. of Cullinet Software, inc. management to the relsuonn DB th approch - and thereby has given tems cause to wonder how relational the product
iDMS/R can be. Is the "R" merely creativity in ad. vertiting in place of creitivity applied to the quallty or the product? it is time for Cullinet to take of its products and to stop trying to mislend the public.
There are several things wrong with Cullinene:s
response to my two-part article, "is your- DBMS response to my two-part article, "Is your DBMS
really rehtional?" ICW, Oct. 14 and 211 Over the past 10 years or so. Cullinet has placed all of its eges in the Codasyl backet - in spite of the re sounding defeats the Codasyl Dpata Base Trak
Group suffered in other public debates since then. After several years of significant growth and profits resulting from this Codsyyl-oriented policy, Cullimet finds itself in the unenyiable position of being unable to support the rather
sudden and substantial change in the DRYS market, namely a decided preference on the part of buyers for DaMS chat are authentically pelational.
Cullinane's assertion that my article is realstrategy is not only totally incorrect, but it is strategy is not only totaly incorrect, but it is have publicty stated that this duaity is neither in IBM's interest nor in its customers' interest. This strategy is rather like declaring asequally strategic.
A second reason I have openly opposed this stracegy is that, even ir chere were any sound DBMS field fuch me Cullinet theke edvantate of it by asserting that, in contrist to IBM, their ment system.
Now that the marketplace has suddenly
turned th fuvor of the relational appract Cultinet finds theer in a highly ambiguous and inconsistent ponition. If whats to convince potentin
customen that its prodict IDMSR fally customens that its product IDMS/R fally supports However, there is a lot more to relational tech
nology than merely supporting tubles and addint the letter " R " to the nans of the product Thenfore, it is not caty for a vendor 20 portriy the impression
Cullin.
Cullinanei" remarks about performance are equally lidicrove and depend entirely on a conve nhenty incorrrict quotation from my article. Teats produet - and very likely two from distinct ven-
dors - can outperform both IDMS and iDMS R dors - can outperform both IDMS and iDMS/R.
Now, at this eariy stase in the development of reladional DBMS products, it is all too easy for a venpoorly. This does not mean that peor performance is a necessary consequence of choosing the relationat ions to perpetuate, It does mean. however, that it is necestary tor a DBMS vendor's technici propple to study the hundreds of technical papers that have been published on this subject and to do at lenst some research and prototyping themselves.
I have encountered all of the execultive-tyle critictam before. When executives experience a fa vorable run of profitable years, and this has been the case with Cullinet, they convince themselve:
that the good fortune is entirely because of their that the good fortune is enarrey because of their
executive skills. Thus, Cullinet executives have exowen to imnore the reintional research and devel. opment of the past 16 yeans or more. A letter to the editor from Lee Gruenfeld ICW,
Nov 41 displays an attitude toward theory that if Nov-4) displays an atuiude toward theory that in
unfortumntely all too commen in this field of moft. ware developmenta. Instead of examining a theory
o determine if it has practical application, anyno practical value
Irsuspect that the ind surveyon in anclent Grosece were hoty oppond to theyon phan gsometry
that Euclid introduced because it threatened to convert their bleck art into a more ayptematic and rigorous enterprice if is the amumption by prect
tionen that anything theoretical cinnot be prect onl that keepy the field of software development from becoming a branch of engineering byed on Suelid's work survived and even now finds great Luet
Lot me mesure you that each feature of the relsrad clent practicn value. in the model only if it Gulde users group member curtherf as every 13 , ion of requests made to $13 M$ by carty users of DB
Wis strondy correlated with the fetiure of 1 . elational model not implemented in the firat One final
One final point: I have never taken the position


When making systems investrments, users choose reliability over speed

John Collinane's letter to the editor (CW, OCt
28) on a highly interestint two-part article by if 28) on a highly internting two-part articie by EP
 requirements nor with data bese recin The dnta technolosy part he explained by adhas read. He only forgets that Codd's article is about reintional deta technoloty, and i hope culinane will realize that there is a alight difference: Cetwen the relntiomal concept and setworkins Cullinane in trying to corrupt Coddra article -
and rules - by saving it is "analofous to buildings ind rules - by saying it is "analogous to building": desifn topecifications, and once completed, he find it will not fy.
The analogy is excellent; there is only one part ogy is really "flying." There is no quention asyout that. Cullinane is thelking. or trying to nik, abour apeed
Hilenve that point for othens to decide, but 1 think the airplane amaloty may be worth elab-
oration for juat a moment. I do think most passensers apprectate airplanes that are anfe and rellinble and reach their targets. And mons thinkit's better late than never.
Whatsped is not the only vital point here. that is present and will be prevent in the fo: ture, thereby protecting the large investmen: users are putting in dota buse syatems today.
In that context. we should reed Coldit tofte 1 igive crodit to Computerniortd for printing it.

Osto, Nonve
Theory vs. reality: the same goal from two different perspectives
It seems the recent argument in Computer that, if a DBMS is not fuily relationa, it cannot be usain a demonstration of the differences between considered to be relational at all. is sounds as atheoretical and a practical viewpoint,

First, E, P Codd presented 12 rules and other feitures of a fully relational DBMS in his two-par Oct 14 and 211 it is clear that there is no better ai. thonty on chis subject than Cood; hence we a evilly accepk his article as a meins of compering From the other vite folny relatio con bode proven leender in the DBMS field. Judging by the growth of Cullinet Software, Inc. during the lat 15 years, we can saffly asume his producta hav een acco solve corporate moth are repuipelista tin accepthtre time fryme.. The Cullinet DBiss is ex panding the capabilties to include the relations approsch but at the same time keping the perforBoth viewpoints are working toward the suan soal, to sathery corporate needs, but from opposil: directions. One has an excellent model and mite implement a DBMS with approprinte performanc mance DBMS to fit the model If it wishes to be con atdered fully relational
Finally, when consultants auch as Joan Borof make statements in her letter to the editor that by the traniaction proctewing capabilities of to. dwy'k authentc relational DBMS' (CW, Nov. 18) we ahould all be aware of two major concerns Frat, from what source are such attitiatice gath ered? And weond, the main gool for corportue we by the sami DBMS at the sume time with acepteth No reltaional DBM performance mplusurements, No relatonal

Gremver, S.C.


# The reaistrengths of relational systems 

## READER'S PLATFOLM

The essence of William H Inmon's In Depth article "What price relational?" [CW, Nov. 28]. Inmon's principal message. in other words, is that "poor performance . . . is inherent to the relational environment. The argument presented in support of this conclusion is that relational systems will be running a mixture of planned transactions and ad hoc queries (short-running activities and long-running activities, to use Inmon's terms), and that those two kinds of activity are mutually disruptive.

Now it is true for any system (not just a relational one) that these two kinds of activity will tend to interfere with each other somewhat, and there is no harm in drawing attention to that fact. But to suggest that relational systems will, therefore, have significantly worse performance than less flexible (hierarchical or network) systems is completely unwarranted for at least the following two reasons:

- First. it is an apples-and-oranges comparison. It is extremely difficult to perform any kind of ad hoc activity at all on hierarchical and network data bases, with the result that those systems are almost invariably (de facto) devoted to planned activities. This fact does not mean that users would not like to be able to perform ad hoc access to those data bases if they could.
- Second, there is no requirement to mix the two kinds of activity in a relational system. It is ridiculous to suggest that "no controls are imposed" in the relationat environment. Of course such controls can be imposed. if the installation requires them. Even then. If such controls do prove necessary in certain installations, the user will still enjoy all the other advantages of relational technology (ease of use, speed of application development. resilience to change and so on) and in addition will be able to perform ad hoc access at controlled times. Furthermore. there will be many installations where such controls will not be necessary, because the overall performance requirements will be less stringent. Control vs. performance is a trade-off like any other.

Inmon makes a large number of specific but unsubstantiated claims regarding the performance (actual or potential) of relational systems. He says that "a typical relational environment consists of many separate tables, none of which are physically connected. and that therefore the system has to "search for data in diverse places and [has to| construct relatuonshups dynamically

Such statements demonstrate a thorough confusion between the physical and logical levels of the system Inmon seems to be unaware of - at l-ast he makes no reference to - the many physical-level fimplementation, facilities that have been provided in relational systems specifically for performance reasons. Theme facilitios include tbut are not limited to) the following

- Phyviral data clustering tbeth
physically connected or stored physically close to one another (even interleaved, as in a hierarchic or network system), if required - but they don't have to be. Note that physically separate tables are actually a better structure (from a performance standpoint) for many applications
- The optimization compiler technology pioneered in System R (and subsequently incorporated into the IBM products SQL DS and DB2) means that a significant portion of the process of "searching for data and constructing relationships" is done statically, instead of dynamically, which thereby reduces the
amount of runtime $1 / O$
- The provision of indexes and the ability to create and destroy indexes dynamically represent an important aspect of performance that is totally ignored in the article.

There are numerous additional errors of fact and judgment in the article. Some of the more egregious ones are as follows:

- Inmon states that "resistance to the notion that relational systems do not perform poorly goes back to the relational movement itself ..." He seems to be saying here that "the relational movement" (whatever that is) has always claimed that relational
systems do perform poorly Surely that cannot be what he meant. More to the point, he goes on to say that "the relational movemerit is founded in a batch mefitality "In fact, exactly the opposite is the case. The original intent was to make the data base directly accessible to end users (implying interactive access),
- "Given the syntax of a language like SQL, it is very difficult, if not impossible, to separate requests" that is, into long-running vs shortrunning - "until runtime" Actually this is -untrue, though it is true that systems today do not attempt to make such a separation



# MSA introduces the shortest distance between two points. New MSA Order Processing. 

MSAi remarkable new Order Prixessiny System keeps every order on track and on schedule It automatically check credit and inventory availabiliry Schedules shipping Bill custamer: Immediately throw a red flas if there - a problem Then resumes the process when the problem is resolved

Now they won't have to wait while vour customer service representative kevs in line arter line of intormation The system autumatically displays addressen preterred thipment and other order related intormation
It aloo instantly check-current credit record, saving your service representative that time-

# Two experts review the performance issue 

The "second operating system solution" (involving the temporary removal and subsequent reinstatement of long-running activities) is absurd and would not be worth discussing here at all, were it not for Inmon's final remark to the effect that the notion of "the standard work unit" is violated at a most basic level by relational systems." This is arrant nonsense, as the most superficial examination of a system such as DB2 (for example) would immediately demonstrate.

- "In Codd's original specification of the relational environment, it was specified that content-addressable
memory be used, rather than conventionally addressable memory." This is completely untrue. There was never any suggestion on the part of either of the undersigned that contentaddressable memory was a prerequisite to good relational performance, and the success of modern relational systems (implemented on conventional memories) has shown that indeed it is not.
- "Much has been said about user satisfaction, nearly all of it at the syntax level." It is absurd to suggest that the many benefits of relational systems - increased productivity, ability to prototype, direct end-user
access and so forth - derive exclusively from the syntax of the user language. To take one simple example, the fact that the relational user can dynamically join any number of tables without having to be aware of the physical representation of those tables in the data base, which is a significant ease-of-use and productivity factor, is certainly not a question of syntax.
The general tone of Inmon's article is reminiscent of the unfounded criticisms of stored-program computers that appeared when those computers were first under consideration as products. A typical claim at that time

system. It lets you review the status of orders, prices, credit or inventory availability at a moment's notice. You can change orders easily. And the system is flexible enough to handle special requests for shipping vendors, packaging. delivery dates or special handling procedures
Justas important, MSA's online realtime
flexible and easy to use. It works with the MSA Manufacturing System to let you schedule production more efficiently. And promise ship dates to customers more confidently. Of course it's also perfectly integrated with MSA's Financial System.
was that sorting data on stored-program computers, for example, must inevitably be slower than sorting data using punched-card equipment

Today, nobody would make any such claim. When a new technology is introduced, there is never any shortage of people ready to deery it. the absence of adequate knowledge of the technology in question does not seem to deter people from making such attacks. If the picture presented in Inmon's article were even close to the truth, is it likely that so many software vendors would be working so hard to provide relational products, and so many users would be so loudly demanding them?

Codd, the original architect of the relational model, is an IBM Fellow in research. Date is an author. lecturer and consultant specializing in retational data base systems.

## PUNDITS tom aree 43

than the Josephson Junction-based stuff for very high-speed integrated circuits

Phoning the Ultimate Source, who holds him on the line while making a call, our indefatigable analyst learns the answers to the last two of his questions. With the requested figures cascading from his mouth like falling dominoes, he relays the newly acquired information to the Penultsmate Source, then to the second person he called, who thereupon supplies him with an answer for the first person he called, who thereupon provides him with an answer to the original question

To the original caller he triumphantly proclaims - four billion dollars. give or take a hundred miltion" - gilding the lily of his day's success by asking if there is any other way he can be of assistance." As a matter of fact," his friend replies. "I need to know which is preferred for use in very high-speed integrated circuits: gallium arsenide or Josephson Junction-based technologies

Our pundit is startied: the I'tumate Source had just given him the answer He responds smugly: "Gallium arsenide, naturally, Everyone knows that." The caller thanks hum. adding that he wanted to confirm the answer he'd just given to another friend - the friend was; of course. the Climate Source. And so it goes. Could anyone disagree that it's a hard-knocks life being a pundit prognosticator? His plight may be as pathetic, in fact, as that of the typical user of his prognostications. It's no wonder that all of the computer industry's punditry lives for the same fantasy. They dream of boarding a jet, reaching into the seat-pocket for the in-flight magazine and finding a portfolio in its stead. On tt, big as life itself, are the words: "TOP SDCRET:


# The 1981 ACM Turing Award Lecture <br> \author{ Delivered at ACM '81, Los Angeles, California, November 9, 1981 

}


The 1981 ACM Turing Award was presented to Edgar F. Codd, an IBM Fellow of the San Jose Research Laboratory, by President Peter Denning on November 9, 1981 at the ACM Annual Conference in Los Angeles, California. It is the Association's foremost award for technical contributions to the computing community.

Codd was selected by the ACM General Technical Achievement Award Committee for his "fundamental and continuing contributions to the theory and practice of database management systems." The originator of the relational model for databases, Codd has made further important contributions in the development of relational algebra, relational calculus, and normalization of relations.
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# Relational Database: A Practical Foundation for Productivity 

E. F. Codd<br>IBM San Jose Research Laboratory

It is well known that the growth in demands from end users for new applications is outstripping the capability of data processing departments to implement the corresponding application programs. There are two complementary approaches to attacking this problem (and both approaches are needed): one is to put end users into direct touch with the information stored in computers; the other is to increase the productivity of data processing professionals in the development of application programs. It is less well known that a single technology,

[^3]relational database management, provides a practical foundation for both approaches. It is explained why this is so.

While developing this productivity theme, it is noted that the time has come to draw a very sharp line between relational and non-relational database systems, so that the label "relational" will not be used in misleading ways. The key to drawing this line is something called a "relational processing capability."
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## 1. Introduction

It is generally admitted that there is a productivity crisis in the development of "running code" for commercial and industrial applications. The growth in end user demands for new applications is outstripping the capability of data processing departments to implement the corresponding application programs. In the late sixties and early seventies many people in the computing field hoped that the introduction of database management systems (commonly abbreviated DBMS) would markedly increase the productivity of application programmers by removing many of their problems in handling input and output files. DBMS (along with data dictionaries) appear to have been highly successful as instruments of data control, and they did remove many of the file handling details from the concern of application programmers. Why then have they failed as productivity boosters?

There are three principal reasons:
(1) These systems burdened application programmers with numerous concepts that were irrelevant to their data retrieval and manipulation tasks, forcing them to think and code at a needlessly low level of structural detail (the "owner-member set" of CODASYL DBTG is an outstanding example ${ }^{1}$ );
(2) No commands were provided for processing multiple records at a time-in other words, DBMS did not support set processing and, as a result, programmers were forced to think and code in terms of iterative loops that were often unnecessary (here we use the word "set" in its traditional mathematical sense, not the linked structure sense of CODASYL DBTG);
(3) The needs of end users for direct interaction with databases, particularly interaction of an unanticipated nature, were inadequately recognized-a query capability was assumed to be something one could add on to a DBMS at some later time.

Looking back at the database management systems of the late sixties, we may readily observe that there was no sharp distinction between the programmer's (logical) view of the data and the (physical) representation of data in storage. Even though what was called the logical level usually provided protection from placement expressed in terms of storage addresses and byte offsets, many stor-age-oriented concepts were an integral part of this level. The adverse impact on development productivity of requiring programmers to navigate along access paths to

[^4]reach the target data (in some cases having to deal directly with the layout of data in storage and in others having to follow pointer chains) was enormous. In addition, it was not possible to make slight changes in the layout in storage without simultaneously having to revise all programs that relied on the previous structure. The introduction of an index might have a similar effect. As a result, far too much manpower was being invested in continual (and avoidable) maintenance of application programs.

Another consequence was that installation of these systems was often agonizingly slow, due to the large amount of time spent in learning about the systems and in planning the organization of the data at both logical and physical levels, prior to database activation. The aim of this preplanning was to "get it right once and for all" so as to avoid the need for subsequent changes in the data description that, in turn, would force coding changes in application programs. Such an objective was, of course, a mirage, even if sound principles for database design had been known at the time (and, of course, they were not).

To show how relational database management systems avoid the three pitfalls cited above, we shall first review the motivation of the relational model and discuss some of its features. We shall then classify systems that are based upon that model. As we proceed, we shall stress application programmer productivity, even though the benefits for end users are just as great, because much has already been said and demonstrated regarding the value of relational database to end users (see [23] and the papers cited therein).

## 2. Motivation

The most important motivation for the research work that resulted in the relational model was the objective of providing a sharp and clear boundary between the logical and physical aspects of database management (including database design, data retrieval, and data manipulation). We call this the dara independence objective.

A second objective was to make the model structurally simple, so that all kinds of users and programmers could have a common understanding of the data, and could therefore communicate with one another about the database. We call this the communicability objective.

A third objective was to introduce high level language concepts (but not specific syntax) to enable users to express operations upon large chunks of information at a time. This entailed providing a foundation for setoriented processing (i.e., the ability to express in a single statement the processing of multiple sets of records at a time). We call this the set-processing objective.

There were other objectives, such as providing a sound theoretical foundation for database organization and management, but these objectives are less relevant to our present productivity theme.
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## 3. The Relational Model

To satisfy these three objectives, it was necessary to discard all those data structuring concepts (e.g., repeating groups, linked structures) that were not familiar to end users and to take a fresh look at the addressing of data.

Positional concepts have always played a significant role in computer addressing, beginning with plugboard addressing, then absolute numeric addressing, relative numeric addressing, and symbolic addressing with arithmetic properties (e.g., the symbolic address $A+3$ in assembler language; the address $X(I+1, J-2)$ of an element in a Fortran, Algol, or PL/I array named $X$ ). In the relational model we replace positional addressing by totally associative addressing. Every datum in a relational database can be uniquely addressed by means of the relation name, primary key value, and attribute name. Associative addressing of this form enables users (yes, and even programmers also!) to leave it to the system to (1) determine the details of placement of a new piece of information that is being inserted into a database and (2) select appropriate access paths when retrieving data.

All information in a relational database is represented by values in tables (even table names appear as character strings in at least one table). Addressing data by value, rather than by position, boosts the productivity of programmers as well as end users (positions of items in sequences are usually subject to change and are not easy for a person to keep track of, especially if the sequences contain many items). Moreover, the fact that programmers and end users all address data in the same way goes a long way to meeting the communicability objective.

The $n$-ary relation was chosen as the single aggregate structure for the relational model, because with appropriate operators and an appropriate conceptual representation (the table) it satisfies all three of the cited objectives. Note that an $n$-ary relation is a mathematical set, in which the ordering of rows is immaterial.

Sometimes the following questions arise: Why call it the relational model? Why not call it the tabular model? There are two reasons: (1) At the time the relational model was introduced, many people in data processing felt that a relation (or relationship) among two or more objects must be represented by a linked data structure (so the name was selected to counter this misconception); (2) Tables are at a lower level of abstraction than relations, since they give the impression that positional (ar-ray-type) addressing is applicable (which is not true of $n$-ary relations), and they fail to show that the information content of a table is independent of row order. Nevertheless, even with these minor flaws, tables are the most important conceptual representation of relations, because they are universally understood.

Incidentally, if a data model is to be considered as a serious alternative for the relational model, it too should have a clearly defined conceptual representation for database instances. Such a representation facilitates
thinking about the effects of whatever operations are under consideration. It is a requirement for programmer and end-user productivity. Such a representation is rarely, if ever, discussed in data models that use concepts such as entities and relationships, or in functional data models. Such models frequently do not have any operators either! Nevertheless, they may be useful for certain kinds of data type analysis encountered in the process of establishing a new database, especially in the very early stages of determining a preliminary informal organization. This leads to the question: What is a data model?

A data model is, of course, not just a data structure, as many people seem to think. It is natural that the principal data models are named after their principal structures, but that is not the whole story.

A data model [9] is a combination of at least three components:
(1) A collection of data structure types (the database building blocks);
(2) A collection of operators or rules of inference, which can be applied to any valid instances of the data types listed in (1), to retrieve, derive, or modify data from any parts of those structures in any combinations desired;
(3) A collection of general integrity rules, which implicitly or explicitly define the set of consistent database states or changes of state or both-these rules are general in the sense that they apply to any database using this model (incidentally, they may sometimes be expressed as insert-update-delete rules).

The relational model is a data model in this sense, and was the first such to be defined. We do not propose to give a detailed definition of the relational model here-the original definition appeared in [7], and an improved one in Secs. 2 and 3 of [8]. Its structural part consists of domains, relations of assorted degrees (with tables as their principal conceptual representation), attributes, tuples, candidate keys, and primary keys. Under the principal representation, attributes become columns of tables and tuples become rows, but there is no notion of one column succeeding another or of one row succeeding another as far as the database tables are concerned. In other words, the left to right order of columns and the top to bottom order of rows in those tables are arbitrary and irrelevant.

The manipulative part of the relational model consists of the algebraic operators (select, project, join, etc.) which transform relations into relations (and hence tables into tables).

The integrity part consists of two integrity rules: entity integrity and referential integrity (see [8,11] for recent developments in this latter area). In any particular application of a data model it may be necessary to impose further (database-specific) integrity constraints, and thereby define a smaller set of consistent database states or changes of state.

In the development of the relational model, there has always been a strong coupling between the structural,
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manipulative, and integrity aspects. If the structures are defined alone and separately, their behavioral properties are not pinned down, infinitely many possibilities present themselves, and endless speculation results. It is therefore no surprise that attempts such as those of CODASYL and ANSI to develop data structure definition language (DDL) and data manipulation language (DML) in separate committees have yielded many misunderstandings and incompatibilities.

## 4. The Relational Processing Capability

The relational model calls not only for relational structures (which can be thought of as tables), but also for a particular kind of set processing called relational processing. Relational processing entails treating whole relations as operands. Its primary purpose is loop-avoidance, an absolute requirement for end users to be productive at all, and a clear productivity booster for application programmers.

The SELECT operator (also called RESTRICT) of the relational algebra takes one relation (table) as operand and produces a new relation (table) consisting of selected tuples (rows) of the first. The PROJECT operator also transforms one relation (table) into a new one, this time however consisting of selected attributes (columns) of the first. The EQUI-JOIN operator takes two relations (tables) as operands and produces a third consisting of rows of the first concatenated with rows of the second, but only where specified columns in the first and specified columns in the second have matching values. If redundancy in columns is removed, the operator is called NATURAL JOIN. In what follows, we use the term "join" to refer to either the equi-join or the natural join.

The relational algebra, which includes these and other operators, is intended as a yardstick of power. It is not intended to be a standard language, to which all relational systems should adhere. The set-processing objective of the relational model is intended to be met by means of a data sublanguage ${ }^{2}$ having at least the power of the relational algebra without making use of iteration or recursion statements.

Much of the derivability power of the relational algebra is obtained from the SELECT, PROJECT, and JOIN operators alone, provided the JOIN is not subject to any implementation restrictions having to do with predefinition of supporting physical access paths. A system has an unrestricted join capability if it allows joins to be taken wherein any pair of attributes may be matched, providing only that they are defined on the same domain or data type (for our present purpose, it does not matter

[^5]whether the domain is syntactic or semantic and it does not matter whether the data type is weak or strong, but see [10] for circumstances in which it does matter).

Occasionally, one finds systems in which join is supported only if the attributes to be matched have the same name or are supported by a certain type of predeclared access path. Such restrictions significantly impair the power of the system to derive relations from the base relations. These restrictions consequently reduce the system's capability to handle unanticipated queries by end users and reduce the chances for application programmers to avoid coding iterative loops.

Thus, we say that a data sublanguage $L$ has a relational processing capability if the transformations specified by the SELECT, PROJECT, and unrestricted JOIN operators of the relational algebra can be specified in $L$ without resorting to commands for iteration or recursion. For a database management system to be called relational it must support:
(1) Tables without user-visible navigation links between them;
(2) A data sublanguage with at least this (minimal) relational processing capability.

One consequence of this is that a DBMS that does not support relational processing should be considered non-relational. Such a system might be more appropriately called tabular, providing that it supports tables without user-visible navigation links between tables. This term should replace the term "semi-relational" used in [8], because there is a large difference in implementation complexity between tabular systems, in which the programmer does his own navigation, and relational systems, in which the system does the navigation for him, i.e., the system provides automatic navigation.

The definition of relational DBMS given above intentionally permits a lot of latitude in the services provided. For example, it is not required that the full relational algebra be supported, and there is no requirement in regard to support of the two integrity rules of the relational model (entity integrity and referential integrity). Full support by a relational system of these latter two parts of the model justifies calling that system fully relational [8]. Although we know of no systems that qualify as fully relational today, some are quite close to qualifying, and no doubt will soon do so.

In Fig. 1 we illustrate the distinction between the various kinds of relational and tabular systems. For each class the extent of shading in the $\mathbf{S}$ box is intended to show the degree of fidelity of members of that class to the structural requirements of the relational model. A similar remark applies to the $\mathbf{M}$ box with respect to the manipulative requirements, and to the I box with respect to the integrity requirements.
m denotes the minimal relational processing capability. c denotes relational completeness (a capability corresponding to a two-valued first order predicate logic without nulls). When the manipulation box $\mathbf{M}$ is fully shaded, this denotes a capability corresponding to the

Fig. 1. Classification of DBMS.

full relational algebra defined in [8] (a three-valued predicate logic with a single kind of null). The question mark in the integrity box for each class except the fully relational is an indication of the present inadequate support for integrity in relational systems. Stronger support for domains and primary keys is needed [10], as well as the kind of facility discussed in [14].

Note that a relational DBMS may package its relational processing capability in any convenient way. For example, in the INGRES system of Relational Technology, Inc., the RETRIEVE statement of QUEL [29] embodies all three operators (select, project, join) in one statement, in such a way that one can obtain the same effect as any one of the operators or any combination of them.

In the definition of the relational model there are several prohibitions. To cite two examples: user-visible navigation links between tables are ruled out, and database information must not be represented (or hidden) in the ordering of tuples within base relations. Our experience is that DBMS designers who have implemented non-relational systems do not readily understand and accept these prohibitions. By contrast, users enthusiastically understand and accept the enhanced ease of learning and ease of use resulting from these prohibitions.

Incidentally, the Relational Task Group of the American National Standards Institute has recently issued a report [4] on the feasibility of developing a standard for relational database systems. This report contains an enlightening analysis of the features of a dozen relational systems, and its authors clearly understand the relational model.

## 5. The Uniform Relational Property

In order to have wide applicability most relational DBMS have a data sublanguage which can be interfaced with one or more of the commonly used programming languages (e.g., Cobol, Fortran, PL/I, APL). We shall refer to these latter languages as host languages. A relational DBMS usually supports at least one end-user oriented data sublanguage-sometimes several, because the needs of these users may vary. Some prefer string languages such as QUEL or SQL [5], while others prefer the screen-oriented two-dimensional data sublanguage of Query-by-Example [33].

Now, some relational systems (e.g., System R [6], INGRES [29]) support a data sublanguage that is usable in two modes: (1) interactively at a terminal and (2) embedded in an application program written in a host language. There are strong arguments for such a doublemode data sublanguage:
(1) With such a language application programmers can separately debug at a terminal the database statements they wish to incorporate in their application pro-grams-people who have used SQL to develop application programs claim that the double-mode feature significantly enhances their productivity;
(2) Such a language significantly enhances communication among programmers, analysts, end users, database administration staff, etc:;
(3) Frivolous distinctions between the languages used in these two modes place an unnecessary learning and memory burden on those users who have to work in both modes.

The importance of this feature in productivity suggests that relational DBMS be classified according to whether they possess this feature or not. Accordingly, we call those relational DBMS that support a double-mode sublanguage uniform relational. Thus, a uniform relational DBMS supports relational processing at both an end-user interface and at an application programming interface using a data sublanguage common to both interfaces.

The natural term for all other relational DBMS is non-uniform relational. An example of a non-uniform relational DBMS is the TANDEM ENCOMPASS [19]. With this system, when retrieving data interactively at a terminal, one uses the relational data sublanguage ENFORM (a language with relational processing capability). When writing a program to retrieve or manipulate data, one uses an extended version of Cobol (a language that does not possess the relational processing capability). Common to both levels of use are the structures: tables without user-visible navigation links between them.

A question that immediately arises is this: how can a data sublanguage with relational processing capability be interfaced with a language such as Cobol or PL/I that can handle data one record at a time only (i.e., that is incapable of treating a set of records as a single operand)? To solve this problem we must separate the following
two actions from one another: (1) definition of the relation to be derived; (2) presentation of the derived relation to the host language program.

One solution (adopted in the Peterlee Relational Test Vehicle [3I]) is to cast a derived relation in the form of a file that can be read record-by-record by means of host language statements. In this case delivery of records is delegated to the file system used by the pertinent host language.

Another solution (adopted by System R) is to keep the delivery of records under the control of data sublanguage statements and, hence, under the control of the relational DBMS optimizer. A query statement Q of SQL (the data sublanguage of System R) may be embedded in a host language program, using the following kind of phrase (for expository reasons, the syntax is not exactly that of SQL)

## DECLARE C CURSOR FOR Q

where C stands for any name chosen by the programmer. Such a statement associates a cursor named C with the defining expression Q. Tuples from the derived relation defined by Q are presented to the program one at a time by means of the named cursor. Each time a FETCH per this cursor is executed, the system delivers another tuple from the derived relation. The order of delivery is sys-tem-determined unless the SQL statement Q defining the derived relation contains an ORDER BY clause.

It is important to note that in advancing a cursor over a derived relation the programmer is not engaging in navigation to some target data. The derived relation is itself the target data! It is the DBMS that determines whether the derived relation should be materialized en bloc prior to the cursor-controlled scan or materialized piecemeal during the scan. In either case, it is the system (not the programmer) that selects the access paths by which the derived data is to be generated. This takes a significant burden off the programmer's shoulders, thereby increasing his productivity.

## 6. Skepticism About Relational Systems

There has been no shortage of skepticism concerning the practicality of the relational approach to database management. Much of this skepticism stems from a lack of understanding, some from a fear of the numerous theoretical investigations that are based on the relational model [1, 2, 15, 16, 24]. Instead of welcoming a theoretical foundation as providing soundness, the attitude seems to be: if it's theoretical, it cannot be practical. The absence of a theoretical foundation for almost all nonrelational DBMS is the prime cause of their ungepotchket quality. (This is a Yiddish word, one of whose meanings is patched up.)

On the other hand, it seems reasonable to pose the following two questions:
(1) Can a relational system provide the range of ser-
vices that we have grown to expect from other DBMS?
(2) If (1) is answered affirmatively, can such a system perform as well as non-relational DBMS? ${ }^{3}$

We look at each of these in turn.

### 6.1 Range of Services

A full-scale DBMS provides the following capabilities:

- data storage, retrieval, and update;
- a user-accessible catalog for data description;
- transaction support to ensure that all or none of a sequence of database changes are reflected in the pertinent databases (see [17] for an up-to-date summary of transaction technology);
- recovery services in case of failure (system, media, or program);
- concurrency control services to ensure that concurrent transactions behave the same way as if run in some sequential order,
- authorization services to ensure that all access to and manipulation of data be in accordance with specified constraints on users and programs [18];
- integration with support for data communication;
- integrity services to ensure that database states and changes of state conform to specified rules.
Certain relational prototypes developed in the early seventies fell far short of providing all these services (possibly for good reasons). Now, however, several relational systems are available as software products and provide all these services with the exception of the last. Present versions of these products are admittedly weak in the provision of integrity services, but this is rapidly being remedied [10].

Some relational DBMS actually provide more complete data services than the non-relational systems. Three examples follow.

As a first example, relational DBMS support the extraction of all meaningful relations from a database, whereas non-relational systems support extraction only where there exist statically predefined access paths.

As a second example of the additional services provided by some relational systems, consider views. A view is a virtual relation (table) defined by means of an expression or sequence of commands. Although not directly supported by actual data, a view appears to a user as if it were an additional base table kept up-to-date and in a state of integrity with the other base tables. Views are useful for permitting application programs and users at terminals to interact with constant view structures, even when the base tables themselves are undergoing structural changes at the logical level (providing that the pertinent views are still definable from the new base tables). They are also useful in restricting the scope of

[^6]access of programs and users. Non-relational systems either do not support views at all or else support much more primitive counterparts, such as the CODASYL subschema.

As a third example, some systems (e.g., SQL/DS [28] and its prototype predecessor System R) permit a variety of changes to be made to the logical and physical organization of the data dynamically-while transactions are in progress. These changes rarely require application programs to be recoded. Thus, there is less of a program maintenance burden, leaving programmers to be more productive doing development rather than maintenance. This capability is made possible in SQL/DS by the fact that the system has complete control over access path selection.

In non-relational systems such changes would normally require all other database activities including transactions in progress to be brought to a halt. The database then remains out of action until the organizational changes are completed and any necessary recompiling done.

### 6.2 Performance

Naturally, people would hesitate to use relational systems if these systems were sluggish in performance. All too often, erroneous conclusions are drawn about the performance of relational systems by comparing the time it might take for one of these systems to execute a complex transaction with the time a non-relational system might take to execute an extremely simple transaction. To arrive at a fair performance comparison, one must compare these systems on the same tasks or applications. We shall present arguments to show why relational systems should be able to compete successfully with non-relational systems.

Good performance is determined by two factors: (1) the system must support performance-oriented physical data structures; (2) high-level language requests for data must be compiled into lower-level code sequences at least as good as the average application programmer can produce by hand.

The first step in the argument is that a program written in a Cobol-level language can be made to perform nfficiently on large databases containing production data structured in tabular form with no user-visible navigation links between them. This step in the argument is supported by the following information [19]: as of August 1981, Tandem Computer Corp. had manufactured and installed 760 systems; of these, over 700 were making use of the Tandem ENCOMPASS relational database management system to support databases containing production data. Tandem has committed its own manufacturing database to the care of ENCOMPASS. ENCOMPASS does not support links between the database tables, either user-visible (navigation) links or userinvisible (access method) links.

In the second step of the argument, suppose we take the application programs in the above-cited installations
and replace the database retrieval and manipulation statements by statements in a database sublanguage with a relational processing capability (e.g., SQL). Clearly, to obtain good performance with such a high level language, it is essential that it be compiled into object code (instead of being interpreted), and it is essential that that object code be efficient.

Compilation is used in System R and its product version SQL/DS. In 1976 Raymond Lorie developed an ingenious pre- and post-compiling scheme for coping with dynamic changes in access paths [21]. It also copes with early (and hence efficient) authorization and integrity checking (the latter, however, is not yet implemented). This scheme calls for compiling in a rather special way the SQL statements embedded in a host language program. This compilation step transforms the SQL statements into appropriate CALLs within the source program together with access modules containing object code. These modules are then stored in the database for later use at runtime. The code in these access modules is generated by the system so as to optimize the sequencing of the major operations and the selection of access paths to provide runtime efficiency. After this precompilation step, the application program is compiled by a regular compiler for the pertinent host language. If at any subsequent time one or more of the access paths is removed and an attempt is made to run the program. enough source information has been retained in the access module to enable the system to re-compile a new access module that exploits the now existing access paths without requiring a re-compilation of the application program.

Incidentally, the same data sublanguage compiler is used on ad hoc queries submitted interactively from a terminal and also on queries that are dynamically generated during the execution of a program (e.g., from parameters submitted interactively). Immediately after compilation, such queries are executed and, with the exception of the simplest of queries, the performance is better than that of an interpreter.

The generation of access modules (whether at the initial compiling or re-compiling stage) entails a quite sophisticated optimization scheme [27], which makes use of system-maintained statistics that would not normally be within the programmer's knowledge. Thus, only on the simplest of all transactions would it be possible for an average application programmer to compete with this optimizer in generation of efficient code. Any attempts to compete are bound to reduce the programmer's productivity. Thus, the price paid for extra compile-time overhead would seem to be well worth paying.

Assuming non-linked tabular structures in both cases, we can expect SQL/DS to generate code comparable with average hand-written code in many simple cases, and superior in many complex cases. Many commercial transactions are extremely simple. For example, one may need to look up a record for a particular railroad wagon to find out where it is or find the balance in someone's
savings account. If suitably fast access paths are supported (e.g., hashing), there is no reason why a high-level language such as SQL, QUEL, or QBE should result in less efficient runtime code for these simple transactions than a lower level language, even though such transactions make little use of the optimizing capability of the high-level data sublanguage compiler.

## 7. Future Directions

If we are to use relational database as a foundation for productivity, we need to know what sort of developments may lie ahead for relational systems.

Let us deal with near-term developments first. In some relational systems stronger support is needed for domains and primary keys per suggestions in [10]. As already noted, all relational systems need upgrading with regard to automatic adherence to integrity constraints. Existing constraints on updating join-type views need to be relaxed (where theoretically possible), and progress is being made on this problem [20]. Support for outer joins is needed.

Marked improvements are being made in optimizing technology, so we may reasonably expect further improvements in performance. In certain products, such as the ICL CAFS [22] and the Britton-Lee IDM500 [13], special hardware support has been implemented. Special hardware may help performance in certain types of applications. However, in the majority of applications dealing with formatted databases, software-implemented relational systems can compete in performance with software-implemented non-relational systems.

At present, most relational systems do not provide any special support for engineering and scientific databases. Such support, including interfacing with Fortran, is clearly needed and can be expected.

Catalogs in relational systems already consist of additional relations that can be interrogated just like the rest of the database using the same query language. A natural development that can and should be swiftly put in place is the expansion of these catalogs into fullfledged active dictionaries to provide additional on-line data control.

Finally, in the near term, we may expect database design aids suited for use with relational systems both at the logical and physical levels.

In the longer term we may expect support for relational databases distributed over a communications network [25, 30, 32] and managed in such a way that application programs and interactive users can manipulate the data (1) as if all of it were stored at the local node-location transparency-and (2) as if no data were replicated anywhere-replication transparency. All three of the projects cited above are based on the relational model. One important reason for this is that relational databases offer great decomposition flexibility when planning how a database is to be distributed over a
network of computer systems, and great recomposit on power for dynamic combination of decentralized information. By contrast, CODASYL DBTG databases are very difficult to decompose and recompose due to the entanglement of the owner-member navigation links. This property makes the CODASYL approach extremely difficult to adapt to a distributed database environment and may well prove to be its downfall. A second reason for use of the relational model is that it offers concise high level data sublanguages for transmitting requests for data from node to node.

The ongoing work in extending the relational model to capture in a formal way more meaning of the data can be expected to lead to the incorporation of this meaning in the database catalog in order to factor it out of application programs and make these programs even more concise and simple. Here, we are, of course, talking about meaning that is represented in such a way that the system can understand it and act upon it.

Improved theories are being developed for handling missing data and inapplicable data (see for example [3]). This work should yield improved treatment of null values.

As it stands today, relational database is best suited to data with a rather regular or homogeneous structure. Can we retain the advantages of the relational approach while handling heterogeneous data also? Such data may include images, text, and miscellaneous facts. An affirmative answer is expected, and some research is in progress on this subject, but more is needed.

Considerable research is needed to achieve a rapprochement between database languages and programming languages. Pascal/R [26] is a good example of work in this direction. Ongoing investigations focus on the incorporation of abstract data types into database languages on the one hand [12] and relational processing into programming languages on the other.

## 8. Conclusions

We have presented a series of arguments to support the claim that relational database technology offers dramatic improvements in productivity both for end users and for application programmers. The arguments ce iter on the data independence, structural simplicity, and relational processing defined in the relational model and implemented in relational database management systems. All three of these features simplify the task of developing application programs and the formulation of queries and updates to be submitted from a terminal. In addition, the first feature tends to keep programs viable in the face of organizational and descriptive changes in the database and therefore reduces the effort that is normally diverted into the maintenance of programs.

Why, then, does the title of this paper suggest that relational database provides only a foundation for improved productivity and not the total solution? The
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reason is simple: relational database deals only with the shared data component of application programs and end-user interactions. There are numerous complementary technologies that may help with other components or aspects, for example, programming languages that support relational processing and improved checking of data types, improved editors that understand more of the language being used, etc. We use the term "foundation," because interaction with shared data (whether by program or via terminal) represents the core of so much data processing activity.

The practicality of the relational approach has been proven by the test and production installations that are already in operation. Accordingly, with relational systems we can now look forward to the productivity boost that we all hoped DBMS would provide in the first place.
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In 1970, Codd proposed a new model for database systems called the relational model. Through its simplicity and mathematical basis, the relational model has provided an intuitively more appealing foundation for database systems than its two major competitors: the hierarchical and network models. The model has had an enormous impact on both the theory and development of database systems. A growing number of conmercial database systems are relational. In 1981, the ACM Turing Award was presented to Codd.
Communications
the ACM

January, 1983 Volume 26
Number 1

# A Relational Model of Data for Large Shared Data Banks 

E. F. Cond

IBM Rerrarch IAlaratayls, Sinn Jave, Califermia

Future viens of large dota bonks must be protected from having to know how the data is organized in the mochine (the wach information is not a sotiafoctory solution. Activities of uner at terminols ond moit application progrens ihould ienen unoffected when the iternel represientotion of thould remoin and even when some ospects of the asternel iepresentetion are changed. Changes in data representation will often be needed or a retult of changes in query, updete, and iepar traffic and notural growth in the trpes of tored informution.
Existing noninferential, formatted doto sytems provide uren with tree-stuctured files or slightly more general network nodels of the data. In Section 1 , inodequocies of there models are dikcused, A model boved on n-ary relations, a normel form for data bose relotions, and the concept of a univenal data sublanguoge are introduced. in Section 2, certoin operotions on relations lother than logikal inferencel are dicusied and applied to the problemt of redundancy and conistency in the vier's model.

 ruhtur maver, dato mingit.
ct cattooms $370,373,375,420,427,429$

1. Relational Model and Normal Form
2. Inthovection

This paper is concerned with the application of elementary relation theory to systenss which provide shared access to large bank off formatted drta. Fireept for a paper by Chilfs (1), the principal application of relations to data systems has been to deductive question answering systems. Levein and Maron |:'| prowide numerous references to work in this area.
In contrast, the prublems treated here arr thime of data independence-the independence of application programs and terminal activitios from growth in data typer and inconvitency which are expectad to certhin kinds of data men in nundertire oret to become thublesome even in mondeductive avateme.

The mational sira sor nowef) of data dernbed in Sertinu I appars to be superior in several ropects to the graph or netsork movelel [3, 4] presently in vogue for noninferential systems. It pravides a means of describing data with its natural structire only-that is, without superimposing muy additionals ructure for machine representation purposes. Accordingly, it providen a basiv for a ligh level data language which will yield maximal independence between programs on thie one hand and marhine mpresenta-
tion and organization of data on the other.
A furtier advantage of the relational view is that it furnes a moud basts for treating derivability, relundancy, and consisteney of relations-these are diverused in Sectint 2. The netuork model, on the other hand, has spawned a numbier of confusions, not the lenst of which is mistaking the derivation of consectinas for the derivation of rela. tions (see temarks in Section 2 on the "connection trap"). Finally, the relational view permits a clearer evaluation of the seope and logiral limitations of prosent formatted data syatems, and aloe the relative merit- (from a logien! single syotem. Examples of this dations of data within a citel in varions panto in cirarr penperlive are
 ystema ho nuppor

1. Data Dertsbenchas in Presest Sinmas

The provivion of date deseription tables in revently de. veloped information systems reproents a major advance toward the goal of data independence $[5,6,7]$. Such tables faciltate changing rertain rharacteristios of the stata ropre ontation stored in a data bank. However, the variety of data repurepntation chanacterstira which can be changed still quite limital Further, the meplel of ditagrams is usen interart is atill cluttered with rep ofata wioh which erties, particularly in regand to the repernational propertions of data (ss opposed to individual items). Three of the principal hinds of date dependeneres wish till neel to be removed are: ordering dependence, whesing depend ence, and accoss poth dependenee. In weme systema then dependencies are not elearly separable from one and her: 121. Ordering Dependence. Elements of data in a data bank may be stured in a variety of ways, some invelve ing no moneern for ordering, some permitting each element to participate in one ordering onls, others permitting each element to participate in several ordering:. Let us monvider those existing syatems which either require or permit data dements to be stored in at least one total ondering which is dowely asoriated with the handware-deterniuel ordering of adifroves Vor example, the reeords of a file concrrning parts might bor stored in merending order by part serial number. Surlh systems normally permit application pro gramis to asume that the onder of preseratation of record frons such a lile in isfentical to (or is a subardering of) the

Ationt whiknoge. Thuer applicutian progranes which take adcantate of the stural urdering of a thie are likely to fail to moture that unlering by a different mio. simular momarks hold fir thetoral ardeoing imelementel by means of pointen.
It is thuinvorary tio -ingle tut any aviten an un ecumple berawe all the well homa informathon zyotems that are marheted today fail to make a clear distinetion between order of tires ntation on the one hand and dored undering on the ofler. Sugniticant implemantatina poblems nust be sadoul to provile this kind of independenee
1ㄹ2. Iniccing Iepenimes In the cutitest of for motud data, an ituder is usmilly thought of as a purely pribumature unented component of the data mpmosenta
 and, at the same tume, slow down remponse to mustions and ieletions. Prom an informational stutudprint, an inder Is a mbundant emmpotient of the data repreentation. If a
 enzumunt with chatying patterna of activity on the dita hank, an ataility to create aul destroy indiers from time to time cill probably be nrossary. The questhan then armes: Can applieation programs and terminal activitica remain iavariant an indires come and ap?
Proent formattel dhita aystems like widely different approaches to indexing TDAIS $[7]$ meonditionally provenion of IIMS is) proviles the wer with a chaine for each fitu: cluice hetween wius indexing at all the lienurelie we , peutial cersanization) ur indesing of the primary key

 exi-fence of the uncinditiomily proviled indice. IIS | 81 , hawever, permits the file d signen to select attributes to in indereal and to invorporas indies into the file strie ture by means of additional clains. Application prognoms taking sulvantage of the performance teneftit of these indeving rhaus met ofer to thee rhains by natue. Such programas to not operate eorrectly if these chains are hater rennevel.
123. Imea Puok Dependince. Many of the existing fonmatfel diata rysteme powide weer with tree structured file or slyghtily mure grieral aetwork mumeta of the data Applicathin progrime itevelojest to woik with these sys trun tend to be logieally impairel if the trees or networks are changred in structure. A simple easugle follows.
Suppmee the data hank coaltains informatum about parts and projects. Yor earh part, the part number, part wame, part description, quantity-on liand, and yuantity-ob orler are recorided. For each project, the project number, project name, project accriptoon at, the quantity of that part come mitted to the piven project is uloo meonled. Suppose that the aysten, requirss the user or file designer to declare or define the data in terms of tree structures. Then, any one of the lierarchical struicturas may be edopted for the information mentinied above (see struetures 1-5).

| \%2. | Sumer | no.i |
| :---: | :---: | :---: |
| F | PAHT | pari ; |
|  |  | part namm |
|  |  | pan ineteptas |
|  |  | quasility on hand |
|  | phonge | quablity on order prijeet ; |
|  |  | project nane |
|  |  | prijert desription |
|  |  | wountiy coummilled |
|  |  |  |
| Stietare 2 Perne Katurniante ti. Prajeite |  |  |
| \% | Lemem | nias |
| $r$ | Plouset | penjer, |
|  |  | Priacrt kim |
|  | Paict | prijert dosmplian |
|  |  | part $\boldsymbol{t}$ |
|  |  | part diwnutum |
|  |  | quautiy un hand |
|  |  | quanit) sa arder, |
|  |  | uwastiy vornatued |
|  |  |  |
| Structure 2. Fans and Froin it at Koers Cumaitment Relatumathip Sulandisate to Projet |  |  |
|  |  |  |  |
| \% | S¢0w | Fixh |
| $F$ | Pait | parr + |
|  |  | part wase |
|  |  | part dernptioes |
|  |  | quantity welhaed |
|  |  | quastity on-order |
| 6 | PROJECT | project |
|  |  | projecs natur |
|  |  | peyect dewriptias |
|  | PALT | pent <br> muastily romatied |
|  |  | - |
| Structure 1. Parta and Projetson Peers Cummitment Helatiocahip Nubordinate to Parta |  |  |
|  |  |  |  |
| $n$ | Syem | nuen |
| $F$ | pailt | pats. |
|  |  | part deriptime |
|  |  |  |
|  | phonect | proyer 1 , |
|  |  | guantioy simmitied |
| 4 | Pronect | Funjest |
|  |  | \|Fenjerl Matue <br> piejer l dewtiphinen |

Struatores Paris. Projerts, and


Sim, cumster the pmadran of printing ont the fart number, fart natue, and , puatity committol far every part folluming thoient sheme poient name is "alphas The
 tackle thas probicui. If a pingram I' ir develeped for thia problow asuming taue of the five strutunss above-that iv, $I$ makes no tel to determine which structure is in ef feet then $P$ will fal oht at ieat hirre of tie romaining strurtures. Alure spechically, if $P$ suceendis nith strueture 5, it will fail with all the othen, if $P$ sucemol- with strueture 3 of 4 , it will fail with at has 1,2 , and 5 , if $P$ mecreeds with 1 or 2 , it will fail with at fras 3,4 , and 5 . The reaum is simple in carli, eave. In ther abw nee of a tet to tetermine whirh structure \&s wr effeet, IP fath bersune in attempt in made le esceute a refarnos to a momesitent tile (availatile ayztrms trest this wo an error) or nor atcompt is mule to execute a refervier to a lile cotitaining neridi mornashom, The reader wiw in ma minhitol prigrame for thes sumply probicos
 then prugrans which tor lor aliresinitarme- prome by the systom, theer pougr
Systems which ruwide warn with a network mushle of the data nu into simular difficultio. In Jeoth the fme and netuork caves, the wer (or his phigram) in mpuirel to expleit a cullection uf uer amen pathe to the data. It does explainalter whectler thiser patha are in clone corm- pomblence with meinter definesl father in the stored requentathen-in IDS the currespondenee is extmondy simple, in TDAIS it is
 "quosentat ine, is that terminal artivities and poygrams be: couse deperakent on the continuol exintence of the user aceses patio.
Oor shlution for thin is to whopt the jemiey that wince a
 til all application jnigrimes wing that path lave beome ub-shte Xurh a p-diry to that Ifactical, texan * the mumber
 urrs of a data banh ninhbl eventually beomur earivively lange.

If A thasmanat Vaw or thit
The fersu relution is used here is its aeseptel mathe-
 (distinct), $K$ is a relatina sif thee $n$ suts if it io a set of $n$ tugles each of whirh has its fint बiement fromil $s$, it
 the jth damain of $A$ As idetioel above, $A$ is naid to have degree n. Relatains of dratee 1 are often ealleat unary, degree 2 binary, degree 1 lemary, and degrue $n$ n ary.
For expository rewons, we aliall frequently make we of an array reprosentatiout of relations, but it must bere memberol that this parturar repieng ion in not an es



(2) The vothong of nows is mumaterial.
(3) All ros* are divtinet.
4) Thw ondining of eolunns if sigmituant it vorres nywnth to the onilering $S_{5}$. $s$ $\qquad$ S. of the de mains the which $R$ is defiast (ser, hasever, remarks below on domais-onlered and dotuait unorderen relatbiss)
(5) The significaren of errth collumat is partially ounveyed by labeling it with the mame of the corre sponding domain.
The ea mpie -a Vigure $t$ illutrates a matione of degrem I, called aupply, which reflects the shaments is poegrom $t$ parts foum specifief suppliem to aperified ponjects in perified quantities


Fies a Alathen of trame a
One mingit ad: If the celunns are talielal by the natio af correpponling doneins, why slanald the ordaning of oif umns matter? As the cxample in Figure 2 shown, two oif umbs may have ilentical heudings (indicating ifentical domains) Int jueves distinet meaningo with requet to the relation. The whation depieted is called componerit. It is a ternary rehtion, whore fint two domains are called part and thint domain is cillet grantify The meaning of component ( $x, y, z$ ) is that part $x$ is an immediate compmitiont (or mhasembly) of part $y$, ahd 2 wits of part $x$ are needed a eritical mele in the parts exphaion problem.



It is a remarkable fart that several exi-ting informationt jotime (eliefly thine bured un tree structurad blom) fail two or more tepmentaticas for relations which- hav of [AIS/3ue [S] is an exsmple of euch a aystem.
The totality of data in a data bank may be viewod as a collection of time varying relations. These relations are of eworted decress. As time progroses, each n ary relation may be subject to insertion of additional a tuples, deletion of existing onem, and aftenation of components of any of its existing $n$-tuplen

In many commercial, governmental, stil scientific data
 gree (is il zroe of 30 is not at all uncommon), Ulers stmuld ordering of say relations. for with remembering the domain thes part, then prewiet, then puantity in the relation supply) Accontingly, wr propose that usen it deal, reot with relations whirh am domain onderal thet with relat matus which am their tomain unonlered comentervis. ${ }^{2}$ Tw aecomplith ther domains most be uniquely identi iahle at travt within any given relatiun, without using preition. Thas, where there given relatub, without usug pation. Thas, where there
are fuo nr more identical domains, we menuire in earli eve that the stumam name be qualified by in diatimetive rele name, whel serves to identify the role plaved by that domain in the piven relation. For example, in the relation compunint of Figure 2, the firit dumain pat might be quilified by the rule name nut, and the eecoml by auper, so that users condel deal with the relationshif, companent and ith donains and.part nuper,patt, quintity-without regard ti. and onferng fortween these dimains:
Th sum ub, it in tropened that most user- sluenld interart with a mintional modet of the flata mentaiting of a cillertion of tinuevarying relationslipe (rather than relations). Each user nowl not I now more shout any mlatimnstip than its name together with the names of its domains (nile qualified nhenever neorsary) ' Even this informativt might be offered in meno style by the system (subject to security and provars cunatraints) upen request by the wer.
Them ane wsually many alternative ways it which a relational momel may be otahiabed for a data bouk. In order Cust fint intoriuge a fow eldtiutal ronerpta laclive dommin, primary key, fumion key, monample domwin) and etahlioh sume links with temenulogr surnutly in we in information syotems prugramining In the remainder of this payer we slall not futher to distimgnish between re.
 tagorns to be coplicit.
Consider an resiuple uf a data bank ishiech inclutes rela-tina- muerruine parts, fifojects, and suguliers. Oue relation callest puit b- tefined on the following thmains:
(1) poirt muitur
(2) part mame
(3) mart colur
(1) part wereht
(5) quantity un hated
(6) quatity on onler
athl |ureith nther domains ne nell. Earlo of there ibmains is, in effect, a poud of values, wome or all of which may be reprecented in the data bank at any intant. While it is conceivable that, at some instant, all part eolurs are pror-
rnt, it is unlikely that all nowible part wrights, part
 thise ertation= ital
(see Nertuan 21.11
 pater aystem, the uerr will normally miske far mute elfective ur of ithe data if he is sware of itr meative.
names, and part numbers are We shall call the set of values reproented at sone indant the atior damain at that instant.
Nurmally, otic - lomain (or enmbination of domuins) of a given relation hiss values which unipurly intentify cach elebinatuas) is called a primary keg. In the cearmple above part number sould be a primary key, while port roler wombld not be A primary key is numredunhant if it is either a simple domain (not a mombination) or a combinatine eneh that none of the participating simple tomains is emperflums in uniquely identifvine each element A rela tion may prees nure than one motondundant primary kry. This would be the eave in the ecample if differnt part wree akases kiven detinct mames. Whenever a relation hius two or mume numbundant primiry kevs, min of themi is arbitrarily oflected and eallel the primary key of that relativen.
A cimman requirnment is for elements of a recatonio b
 ments of a dufferent felationh. hisa provile a wer uivented
 eferetices. We Hiall rall a domain (or domaits combins hon 1 af rethtion Ra Jorron key if it mat the primary ke of $R$ but it e dements are value or die primary key of eme






 fium betuan the varions mititim or tyme of entitims lfor
 to maint in atota une may lave furcien lego in any rela fion nthat owerer In the ner's nhtinal mushet there ap fran to be mo stvantage to making melo a diatinction thete nasy be some advantagr. lamever, when mie appliei elathinal coneepts to niachium nqumentatione of the buer's, ct ef relationolipos)
Shar, we havechathuif examphes nif mlathite which are definet on simple domains demains whome elewnente are tome (fmenifermy
 domains may hove relathens av Howents. Oires relationit
 fir exatmile, one of the thatninm tith whifh the relation em Neyor is defined might be marary howary, An element of the alary history domain ba a binary mlation definel on the domain date nund the domain salary. The molary Austry domain ot the set in all succ, binary retathurs. At any instant of tume hiere are as maty inataicas of ther edary hustury relation in the data lank as threre are emploweec. In contrist, there 3 tualy one instance of the rmpliyw relation.
The termas attribute and repeating gruap in pro-nt data trose terminology ate monehlv analugous to ximple dumait
at d nonvimple demaith. repwrisely. Juch of the condubha in prevent terminstegr os dur to failure to rhatinguish between type and ithotaner has in "reconl") and between comptenent- of a wor numier of the data on the otic hand atd their marbine representation eounterparts on the other hand (ogain, we cite "revont" as an example

1. Nomesal Form

A refation afluce dunaines anr afl simple ran be ropte: rented in storage by a tuodiuerowional columin homo-graron- array of the kind dincused above. Sonse unre conyliratel data etrurture 44 neeesary for a mlation with ovie or mare mansimpte fomains Far this renson (and otherto be cird behur) tir fownity of ehemg nowimhe domnink appears work imveligating Ther very simple elimination ptoent

## Pin int

Consider, for example, the collection of relathin= ex Lihitel in Figure 3 la ). Jab histary and chilition are ounnovisimple damuin of the rehtion sob hidtory The twe ill
 simple domaine


*alaryhistiog (edientate selart
Fi. Il:1. Numenalind me:



Fien $3(6)$ Nirmatired met
Normalinntiant procerd as foltores Starting with the reIation at the top of the trex, take its primary key and expand each of the immeftately suburdinate relatianiz by inserting thiss primary key dumnin or domain combination. The primary key of earh expandel relation consista of the prumary key before expmasion nugmented by the primary from the pannt from the parrnt relation. Now, stnke cot top node of the tree, and reprat the same sequence of operations on earls renaining subtres
The result of normalizing the collection of relations in Figure 3(a) is the collertion in Figare 3(b). The prinnsy key of each relation is italleized to show how much keys are expanded by the mermalization:


If marualization as ileorritad above is to be apaliestile. the unnormalizel collectins of relations munt satidy the Gedtouing enuelitions
(t) The kraph of interrelatimaliype of ther mancimple domains i- a colleriou of trecs.
(2) Nur vimary hey has a nopponent domain uliefl be

## The writ

The writer knows of no application whifh woubl repuir any mazation of these conditions. Further uprrations of a mormalizing kind are poe ble. These are tot dierneary in. Whis paper
Thesimi
feasible when all ouly an ntvautaue for storner purpe-es but alow for come munication of bulk data tefwevn ess toms ularh use ubbele different muecutatine of the data. The sumbuniration forne womid the a shitably cmupresal verinen of the atray
 (1) It wombl be desiof of feintere Bublem- valusi tif d-plarraint valuav)
 "torurn
(3) It somid entain te. indiove ur ondering li-4

If the wer's mathanal nunlof is ret up in murrual form, namee of items of data in the data bank ran take a -impler form flan would otherwise be the case. A erveral name would take a form such as

## Hiv)rs




 anly 1, the cimpde form R.t nill witen be alegquate.
1.5. She lanatiotic Avirte
 above, permits the develogment of a wiseral data mot. language beved on an applied preficate raleults. A fin-1 inder preficate calculus sut wer if tie collietheth of sthition-
 tick of linguintie prouer lier all other propweel itata lan guages, and would itelf be a strong candulate fur mombed ding (with appropniste syntactir mendifiestinet in a varints
 arientol). While it is not the parpuce of this paper to describe such a language in sletail, its salirnt featues wrould be ar follune
tangure dey $I f$. the data mblateruage by $K$ and the tery
 Hery

 mit an or







 sune (as ne the) Diat there on whly a fitate $m$ of bumbinut


 formulas if an modied prenti ate caleutur. itio weil kremis that tu furmerve this dimeriptive power it in untwe-ary to expum (ith whatever nywhar b charen) etory firmuta of the sele tot preticat calcuthe. finc eximitio. juet thene in

Intliturtie- fumetbite may be neectal the the quaftirateon
 L. - ibtunel in II atat inviked in $R$.
 githe: ur it may be lashl fur powible clanges. Ituertions take
 out manh to any ondering that may te proient is their marfline Ifrewntation. Delethist whirh are dfestive for
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 than with ertations



 Sive-1) it there. Thim is a -y-tem feature (miz-ing form matiy current informatwa or tean-1 wherh or diall crall


 Lithib, two diereted patho are neested Vor a mlaties of ilegrew $n$, the number of patlie ta be nuaud atal cuitmillet is 4 fartarial
Akain, if a relational view is ahpptel in whieh every aary rehtion ( $a>2$ ) law to be espread by the uorr as a iovied expresion involving unly binary relations (are Fothan's LEAP System [10, for example) shen $3 n-1$





P (rupplint. Q yment, R (prevert, paratity)))
 I furtier divalvantake of than hivil of eapromint is it:

 thler, for esample, a query for tlaer jort- anal quantitus relaind to certan givein ponget vis ( and $k$ ).
16. Exphasalici, Nimed, and thuhep leleatoss A-wiated with a data bank arr two collertions of relathith the named att and the reyresible met. The named set sthe callevtian of all thume mlations that the Eimmunity of
 Antalds autheribed wer derlars $k$, it loen niembership aliest a -uifably authorical murr raterls shie drelaration of $R$.
 can be dovignated by rapiestum in the data language. Bur
 if the batued at, namis of petheratimen, moles and domainlogieal connentives, the quantitiens of the prodicute raley.
 The namen set i- a aubet of the exproable sot- usualily very small =ubiart
Since sune relation- in the namul set may he time nute prodent cumbinathans of othens in that set, it is weful $h$ cosaiter asouriating, with the nanuel ert a collection of fatements that define thine time indepenilent constrainte. We shall puntpotie forther diveueikn of this until we have introluond several operatiots an relationse (eee Siection 2) Ohe uf the major problens cotifroting the deigner of a







 totem mint provile a mesina of trandating wer requast rypoerd in the data lanewage of the relational model into corremponding - and effirient actions on the current torel represeniation. Fir a ligh level data language thin proents as challenging design problem. Neverthiclos, it is a problem which must be solved-as more usens obtain conturrent acersa to a lange data hank, reponsibility for pro viding efficient mespines and timoustiput shifter frum thir indivinual neer to the data ay tem

 elements in aty finute ert
2. Redundany and fonsistrney
21. Itrathove os fixatioss

Sinre Mlatumene -1, all of the usual ef uqerationes are yplunable for that, Mr.w.

mar)
 Gubs. These operatuno are introduced becaues of therer key mole in denvinge rdathas Inan other relatosis. Thest temu-nytems which the put powvile togiral inference ervires - athourel diar apolicability is not uresarily detruyol when nuld eervices aro medel
Moat wens wombld twit he direetly eoncerneal with thee oferationas. Infurmation ayateme derigners and feophe concerned with data lank matrod ahonld, however, be thor solughly fannliar with them.
I:1 Pemutatiom, A butiary relationa has an arfay
 nume yirdo the saiver-e relation Alume grtierally, if a
 the realting mathat is sum to be a permulation of the given matioh. There ufr, fof exatille, $4!=21$ permita times of the relation supply in Figure 1, if we inchude the atentity permatation which leaves the untering of columin: unchangol.
 of relaturnelape (ibuensin unionlerel mlations), |ernuts
 It $b$, humever, relevat to the comaderation of atome mpercuiatome of the unald in a os nten which providem
 axswenale by a some anweralic by any per. .
 it advisulle.
212 Propntus. sugnue buw se wler ewhan on unurs of a matuan otrikug oui the thien) and dher re The linal urray murefito a relation which is suid to be a mojedian of the geves matitem.
A meketion operatur * is tevel to abtam ney destel Aernutation, iffejorinio, or Exintination of the tho opera

 relation whese jth coduas ba colunat $i_{\text {, }}$ of $\mathbb{R} G=1,2, \cdots, k$ earept that duplicatines if resultiong Kowx is removed Con diber the relatian supply of higue 1. A pernuted projection of this nlation is ralatital is t igore I. Nite that, in thi pertieular cas, thr jonyertian hia feser 1 tugles than the melation from which it z - derivel
213. Join. Suyper we ark given tan binary rela toins, which tisve sithe thmain in comeum. Tindet what circoumbancer cuh we coanline thear relations to form a

temary refatan whith proerves all of the information in the given relationa?

 direwe a joun of $k$ with $S$. A binary relathit $\boldsymbol{R}$ is pinatle with a binary miation \& if there colita a ternary mathon $U$ wirh that mi(t) $=k$ ant ra $(t)=S$. Any such termary
 theis nuch that $n(K)=n(S)$, then $R$ is jumbile with $S$ Oar juin that alusyy mists it -uch a cave is the Nufural join of $R$ with $S$ defines by

$$
R * S=|(c, b, c): R(a, b) \wedge S(h, c)|
$$

is a menilur if 16 sul similarly for $S(b, \varepsilon)$. It in inmeliate that

$$
\sigma_{1}(R \cdot S)-R
$$

anel
$\pi n(F \cdot \Sigma)-s$
Note that the jein shemen in Figore 6 is the natural juin of $\boldsymbol{R}$ with $S$ iruen Figure A. Abether join is slumwn in Figure


Inequetive of thene mbinas moval an shouent lelement 1) of the domains purt (the domain we which the juin

mesit which giver rive to the phurality of joins. Such an ele mient in the joining domain is callet a point of ambiguity with rayurt to the foining of $R$ with $S$.
If تthor $\mathrm{Fa}(\mathbb{R})$ or $S$ ts a function,'s no pmint of a ambiguity Ahe crur in funing $\mathbb{F}$ with $S$. In such a ence, the natural Join or $R$ with $S$ is the only prin of $R$ with $S$. Note that the $S$ irnict qualification "of $R$ with $S$ " is necessary, because $S$ might be prinable with $R$ (sor well as $R$ with $S$ ), and this
 , none of he relations $R, z_{n}(R), S, z_{y}(S)$ is a functina. olved ty meens of ther olations Supen weamerive sa derive from sources independent $R$ and s, a Ti on the den sins majrt and mendire sith the fillos and surution with the fullows ing puppertion:
(1) $\mathrm{N}_{\mathrm{F}}(\mathrm{T})=\mathrm{F}(\mathrm{S})$
(2) $n_{2}(T)-n_{1}(K)$.
(3) $T(j, s) \cdots \exists_{p}(\mathbb{R}(S, p) \wedge S(p, p)$
(1) $k(s, p) \rightarrow \exists(S(p, \lambda) \wedge T(0, n))$
(i) $S(p, /)-\exists_{( }(T(, s) \wedge R(s, p))$,

Nhen we may form a thare wat juin of $N, S, T$, that is, a (ensary mathote uwh that
$\pi_{1}(T)=R, \quad \pi_{n}(I) \quad S, \quad F_{u}(I)=T$
Such a juin will be calleal a corlie 3 -soin to distinguish it foni a linnar 3 juin which would the a puaternary relatien I mowh that

$$
x_{H}\left(H^{0}\right)=R, \quad x_{A}\left(V^{\prime}\right)=S, \quad x_{H}\left(H^{\prime}\right)-T .
$$

While it i- tomible for mare than ane ryclie3-jain toerist (-re Figurei 8, 9, for an example), the cirrumetabies under ulich thin cat necur entail much more severe constraint

| p) | 8 (\%) | 4 () |
| :---: | :---: | :---: |
| 1. | $d$ | 41 |
| , | ** | 12 |
| 24 |  |  |
|  | $b^{\text {b }}$ |  |

119. 8 Binary miattetice with eplatality of ryelu- 7 juina


than those for a planality of 2 joins. Tio be specific, the relatume R, S, T must penecs points of ambiguity with m-jperi to joining $R$ with $S$ (say point $x$ ), $S$ with $T$ (say
thet tuit une many
b), and $T$ with $K$ (say $: 2$ ), and, furthermore, y must be a relative of $x$ under $S, z$ a relative of $y$ unifer $T$, and $x$ a relative of $z$ iutufer $R$. Note that in Figure $\$$ the pwints
2- a. $y=1$, $z=2$ have this poiperty
The natural finear a join of three himary relations R.S. $T$ is given by
$R * S \cdot T-[(a, b, c, 4 i \in R(a, b) \wedge S(k, C) \wedge T(r, d) \mid$
where parentheses are mit neolel on the left hand side bequse the natural 2 -juin ( $*$ ) is oworintion. To obtain the cyclic counternart, we intruluee the operator $\gamma$ which pimduces a relation of degree $n-1$ from a relation of degree $n$ by tying its ends together. Thus, if $R$ is an $n$ ary relation ( $n \geq 2$ ), the tie of $R$ in ifefinmi by the equation
$r(R)=\left(f_{1}, A_{1}, \cdots, \alpha_{0}, 1\right): R\left(a_{1}, a_{1}, \ldots, a_{2}, a_{2}\right)$.
We may now repreent the nataral eyclie 3 join of $R, S, T$ by the exprosion

## , (llos. $T$ T.

Extension of the mutions of tinar and cyclic 3 join and Hieir natural counterpart- to the joining of $n$ binary relations (where $n \geq 3$ ) is obvinom. A few words may be approprate, however, reganding the joiting of rrations which tions $H$ (degree $r$ ), $S$ (digire $s$ ) which are to be joined on $p$ of their domains $(p<r, p<n)$. For simplieity, suppose these $p$ domains are the lant $p$ of the $r$ domains of $R$, and the fint $p$ of the a donnains of $S$. If this were not so, we could alwayn apply appropriate permutations to make it ta. Now, take the Cartevan produet iof the linit r-p domains of $R$, and call thr new doumain $A$. Take the Cartesian produrt of the tast $p$ domains of $\mathbb{R}$, and call this $B$. Take the Cartesian product of the last $s p$ domains of $S$ and call this $C$.
We can treat $R_{n}$, if it were a binary melation on the dumains $A, B$. Similarly, wn en treat $S$ as if it were a binary relation on the dounains B, C. The notions of linear and eyelic 3 -juin are nuar direetly applieable. A similar approach can be tuken with the linear and evelie $n$-joins of $n$ relations of asmorted degrees.
2.A. Componition. The reuder is probably familiar with the nolines of eompositiva applied to functions. We first to binary relations. Our definitions of compnesition and comporability ame baval very dimedly on the definitions of juin and joinability given alove
Suppene we are gien tun relations $R, S, \quad T$ is a com vaition of $R$ with $s$ if there crits a foin $U$ of $R$ with $S$ such that $T=r_{a}(l)$. Thess, two relations are composable if and only if they are juinable. However, the existence of more than one juin of $t$ with $S$ dhes not imply the existence of more than site compluatioti of $R$ with $S$.
Corresponating to, the maturat join of $R$ with $S$ is the

$$
R \cdot S=v_{n}(R * S)
$$

Takug the whather K, A foute I goure ís, liver natural nom penitiun b ratithitat in figure 10 and another compenition aehibitel in Iigure 11 (derivel from the juin eatibite in Figure 7)




When twa ur nore pure ecist, the number of distinet
 elations whirh have reveral juins-but only one compunition. Note that the ambeguits of point $e$ is loet in connereing $l$ with $S$, berame of umanhizonts noseriations male via thic points $a, b, d$, e.


$$
\text { is } 12 \text { Stany juinc, uity our componition }
$$

Extension of comprestion to pries of iclations whiche ate Eat necesanily bions land whirh may be of dilifrent de-
 pining to sucl merlatuos.
A lack of undentatalings of relational comperition hav led everal kytens deviguere into what may be called the omnection trap. This trap mas be described in ternis of the following example suppwee each supplies derriphtion it Linked by pointer to the dorriptions of each part supplied by that ruphice, and eard part ilectiption is sumiarly mant on bie drornipkis of cach project whin uss that part A concluk. is now wakn whed is, in zcoenal, er egiven surplier via the parts lie sumplies to the oroiect ang those parts, ane will t tain atalit ret of ill minecte suppliod by that supplier. Sach a molisainot is correet obly in the very sucial cove that the taret, matane be ssees projects and timiliens is in fort, the matural oim povition of the other tum rolatons--and we minat nurmally add the phimese "fur all time," becanes this is umally in: plied in clains concrening fath.follosing terinigurs
Other aritern temd tor cowere cumgraitiont other than the us.

2.1. Restriction A mubect of a relation is a redation. One why in whirh a relation $\mathcal{S}$ may art on a relation $\boldsymbol{K}$ to
 of $K$ by $\mathbb{S}$. This operation is a generalization of the retric
 as follica
Iet 1,3 ber equal leveth liste of indiev awh that
 of $R$ and $A$ sidegreens. Then the $f$, $I f$ retrithin of $K$ by


$$
v_{1}\left(B^{\prime}\right)=\pi_{*}(S) .
$$

The equerathen is deflued unly if equality is apylieatie te
 tler ether for illt $A-1,2, \ldots, \quad, \quad$, The thire relationis $R, S, R^{\prime}$ turn $\boldsymbol{R}^{\prime}=\boldsymbol{R}_{\text {tatalus. }} S$

You. 12 Kample of tearietion
We are now in a position to comedider variun aypliratbens of thee opentions on rothtimos
2.2. Hzouvusnel

 tions. We are primarily minevenel here with the former. To brgin with, ne next a powie notion of dervability for relations

Suppoee of is a ceillention of aperations on motams and caek "poration haw the joigery that frum it- eqerambs it yent
 trons if there cinte a mon urture of operathuak from the eolfection t wlirt, for att time, yele- $\#$ frum mentern of $s$. The phrave "for air rime io guredr, becau- we afe dealing with time varying motumb, ame our intemst is in derivabil.


 operataons: frojection, natural join, tir, athi metrietion. Pernutatunt be irfelevant aml natural ©umpuathm mexd


 etting and mercine tehtione, an 1 mo their elowent 221. Strma
 a projection whiclsins at losest one relation tuat ponseove relations in the act. The following two exumples ary in tended to explain why strong rolundaney is definel this way, and to demotatmite it s practiral use. In the first ex-
 img relition:
emplayer (ocrint f, name, manayerf, manajername)
with infilf as the primary key and manageri as a forcign key let ns stewite the active dumain by $\Delta_{1}$, and suppose that

anal

$$
A_{i} \text { (manapernawe) } \subset A_{1} \text { (name) }
$$

for all time $t$. In this cave the rolundancy is obvious: the dhavin manaiername is untecossary. To see that it is a rtrine molumdaney as defined above, "Te ubierve that
 In the serond example the collectian of relations includer a relathons dernbing eupphiers with primary key af, a relatum $D$, doereribing slepartments mith primary key $d f$, a relation I deecribing pmojects with, primary key $j f$, and the following relations:
 where in earh eave $\mathbf{y}$ dem en domains ather than af, if. If Iet in supdne the fullowing estalition $C$ is known to lodit imberenilent of times supplier a supplies department $d$ (omation $P$ ) if atid oniy if supplier s applies some project , (relation Q) cin write the equation

$$
F_{n}(P)=s_{n}(Q) \cdot x_{n}(K)
$$

atul Alimely cthatat a strong redumbancy
Ail important ream for the existence of strong rethutatieres in the named eet of relatiombipes as user con vansuce. A particular cwe of this is the retention of semi obsulte relationships in the namel set so that old programis that refer to them by name can continue to num cor in the named net enables as system or dats base witministrator arrater frochum in thin electivit of stored representa. thime to cope neme clfiriently with current traffic. If the atborg mandancies in the manel met are dircetly reflected in -trong rodundancies in the stornd set (or if other itrong molunhancios are introkluced into the stornd set ), then, generally apeaking, estra storage space and update time are cansumed with a potential drop in query time for same cpueries and in kait in the centent proensing units.
222 Wak kelumianry. A seond type of redundancy may enn in contrant 1 atrung raliund aicy it is not chararterizal by an equation. A eollection of relations is weakly reduhdano if contams a relatun that has a projeethat which is not derivable from otier members but is at all times a projection of wine join of other projections of relations in the collection.
We ran exhibit a weak relundiney by taking the second Esumple (eitol above) for a strong rolundancy, shad assuming now that cinulition $\mathcal{C}$ does not hold at all times

The triations $x_{n}\left(P^{\prime}\right), x_{n}(Q), F_{n}(\mathbb{K})$ are complex" relations with the powibility of point of ambiguity occurring from time to time in the potential joining of any two. Under these cirrumstancen, mine of them in derivable from the other two. However, cunstraints do exist hetween them, since each is a projection of mome cyrlie join of thie thiree of them. Ohe uf the seak molumhanirs ean be charicieniol of $x_{u}(Q)$ with $s_{n}(R)$. The conuposition in quetion might be the natural une at mome instatht and a nothatural one at asather instant.
Giencrally speaking, ansal mluthaticies are inherest in the logical needs of the commanit) of were. They are mint removable by the nystem of dita base atminuitrator. If they appear at ail, they appeor in both the named act and the stored ont of repreemationt

Whenever the nther sense, we shall moweiate with that set a colliection of statenents whide define all of the refundaneies which hold independent of time betherin the menter metationai. If the information aystem lacks- suif it munt pinhably will - de. tailed semantic informathit ubvut carh namos rclation, it catinot deduce tir rectundancen upplicable to the namod cet. it mighti, over a penhat of time, make attempts to induce the relundanies, but auch attempta would be fal. lible.
Given a collection C of time varying relatians, an as sociated set $Z$ of constraint statements and an instantatieous value $V$ for $C$, we shall call the state $(C, Z, V)$ consistent or inconsitemi arcurding wn $V$ does or doas not natisly $Z$. Pir example, ziven atorel mlations R, S, T together with Ohe (R) with $(S)^{\prime \prime}$ we
 porithno fur making this elieck would examine the fint two golumens of each of $R, S, T$ (inatatever way they are reppecolum in the ayten) and letermine wher syatem) and determine whether
(1) $n(T)=n(k)$
(2) $m_{i}(T)=n_{i}(S)$
(3) for every element pair $(a, V)$ in the relation $r_{1}(T)$ there is an elenient $b$ such that $(a, b)$ is in $\boldsymbol{v}_{n}(\mathbb{R})$ and ( 4, , e) is in Fn $(S)$
There are practical pmblenux (inlich we shall not discuss here) in taking an instantanenus snapalut of a collection of relhtions, motue of which may be very large and highly ariable
It is important to note that entsisteney as defined sbove is a property of tie instamancous state of a data bank, and particuler, there is no dintinction made on the hais of whether a user generatel an incon-mitency dua to an act of
 A A bisary fiatun it cemples if nerther it nur ils cunvere is e
example will Hiow the mavanaticosen of this (pmexibly meconventional) approarh to eanistency,
Suppose the named set $C^{C}$ includer the relations $S, I, D$ $P, Q, K$ of the example in sietion 22 and that $P, Q, R$ poweer either the strong or weak redundancier dorribe dees not matter whirh Lind of extumilatiry iscuns). Further, upfore that at wime time f the data bank state is conimitent and contains no jumject f surl that supplier 2 supptien (uspect ) and j bs mavigned to drpartwent 5. Aceordingly, theic is ine elewent $(2,5)$ in $v_{n}(P)$, Now, a wer introtuch the elenumt ( 2,5 ) into *in $(P)$ by insetting vame appotionele element into $P$. The dats bank atate is now inconsistenL. The incontoptency cond hase afich from aft act of omis

 frepartment s. In thin rave, it is very likely that the weer intends in the nent future to imart elements into $Q$ and $R$ thich will heve the efleet of introduring $(3, f)$ into $*_{n}(\varphi$ and ( $5, j$ ) in $x_{i n}(k)$, On the uther land, the input ( 2,5 ) might have boon fauly. If auid be bie coue that bie iser intended to msert sotue whier clement unto of -an element mine inerioa woud raniomm a comstent sale imp

 intermgating itr chit ed the inconsuiteney
There are, of cound, serenal passible wayn in which in In one appmach tie aystem checks for poavible incounint. ney whenever an imertion, deletion, ur key updete orcurs Saturally, surl dierking will sow these operations down, If an inconisisterry laas bevis generitid, detaile are logemi internally, and if it in mot reneelied within some reavonable time interval, either the user of someone responsibile for the ereurity and integrity of the data is notified. Another approsch is to condurt comisteney checking as a batel peration once a day or less froquently. Inpute causing the nconsistencies which remain in the data bank state at ciecking time cats be tracked down if the system mainsins a journal of all stateclianging transactions. This atter apponach woulh crrtainly be muperior if few howinansitory incuindistencis ocrurred
24. Susmany

In Seetion I a relational madel of data is propuod as a kasts for proteting wern of formatted data systems fromi the fotentially dinnuptive changes in data representation cailed by grow th in the dats bank and changes in traffic. A normal form for the time varying collection of relation shipe is intruluced

In Section 2 operations on relations and two types of refundancy are defined and applied to the prublem of masintaining the data in a consistent state. This is bound to becone a serious practical prublem as more and mare difdata tianks.
 vample, ouly a few of the marre important propertios of the data sublanguage in Section 14 are mentictied. Neither the purely linguistic details of such a language nor the implementation priblems afe diveusent. Neverticless, the material preented shoudd be adequate for experienced syatems puogrammers to visualize several approaches. It sis aleo horped that this paper can contribute to greater preeflan in work on formaitted datio syatenis
Achnoulnifyment. It was C. T. Davies of IIII Ranghkcepmie who convinced the anthor of the nieel for data undependence in future infornation syntems. The anthor -it orman C. W. Wane earel. Laboratory fos helpful dieniasions
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## I. Executive Summary

## 1. Background

In step with the increasing prominence of networking in corporate I.S. plans and budgets, interest in the costs of owning and operating computer networks has been growing steadily. To date, few organizations have in place an efficient and comprehensive approach to assessing their total current and potential network costs.

From May 1987 to August 1988, Dr. Michael E. Treacy and Index Group, Inc., the Cambridge, Massachusetts-based information technology management consulting firm, studied the costs of network ownership. This report describes the approach taken and presents the key findings and conclusions of the study, which was commissioned by Digital Equipment Corporation.

## 2. Approach

The study team developed a model for categorizing and evaluating network cost-related information. The model places network costs into five categories: equipment, software, personnel, communications carriers, and facilities. It further analyzes the costs over three phases: acquisition (onetime costs), routine operation and maintenance, and incremental change.

The study team tested the model by applying it in case studies of 17 active U.S. and European networks. The networks studied were of three types: "corporate" networks, "multiple field offices" networks and "manufacturing site" networks (Chapter III elaborates on these terms).

To enhance the efficiency of gathering accurate data on the subject networks, the team emphasized the actual resources used (e.g., the specific equipment, job categories, staffing levels, etc.) as distinct from the financial disbursements that occurred. Through the development and application of
standard-price tables, the researchers could then calculate cost. Standard pricing also improved the team's ability to group and compare networks on an equal basis.

## 3. General Findings

The researchers concentrated on three objectives in their data analysis: to determine the cost structures of the networks under study, to observe the effects of network topology on cost, and to assess the impact on cost of vendor choice. The general findings were as follows:

- The initial cost of a network is only a fraction of the overall cost of the network; operating and incremental change costs can be substantial.
- Personnel costs are higher than one might expect. Controlling them is an important management issue, particularly in dynamic network environments.
- The choice of vendor affects much more than initial acquisition costs. It can have a significant impact on such costs as the personnel costs associated with the routine operation and incremental change of a network.
- The effects of topology on network cost are profound. The average per-port costs of the centralized corporate networks studied were double those of the distributed networks studied.

Detailed findings appear in the chapters that follow.

## 4. Conclusions

The model represents a practical and effective tool for managers to use in identifying and analyzing network costs. It provides a basis for drawing cost comparisons of different networks within and between organizations. When used to support the analysis of network design and/or vendor alternatives, it encourages looking beyond the basic acquisition costs to consider a comprehensive set of potential cost factors.

While the model is relevant to the design and planning of new information systems, it applies as well to the identification and tracking of cost reduction opportunities within the existing infrastructure.

## II. Introduction

## 1. Effective management of costs can be the key to successful management of the scarce I.S. resource.

Large corporations today are under continuing pressure to control current and future costs across the board, and the Information Services (I.S.) function is not exempt from the pressure. I.S. managers also realize that a serious endeavor at cost management can do more than merely satisfy near-term cost control objectives. Indeed, it can serve to free up funds for more important, mission-critical needs.

## 2. A prerequisite to strong I.S. cost management is an effective approach for measuring and evaluating costs.

Dr. Michael E. Treacy and Index Group, Inc. ${ }^{1}$ developed and applied such an approach to identify and isolate the costs of owning and operating computer networks. ${ }^{2}$

The focus on networking is in recognition of the growing significance of networking in I.S. budgets and the scarcity of material available on assessing total computer network costs. In future work, the cost modeling approach developed here will be applied within the broader scope of overall information systems costs.

At the core of the approach is the framework (model) shown in Exhibit II-1, wherein costs are placed in the five "line item" categories of equipment, software, personnel, communications and facilities. Each of the cost items is then accumulated over three different phases in the network lifecycle. The lifecycle begins with the acquisition of the network, moves to routine operations and troubleshooting, and finally to the support of incremental changes to the network. The model is described in more detail in Chapter IV.

## Exhibit II-1

## Cost Of Network Ownership Model

|  | Acquisition | Operation | Incremental Change |
| :---: | :---: | :---: | :---: |
| Equipment |  |  |  |
| Software |  |  |  |
| Personnel |  |  |  |
| Communications |  |  |  |
| Facilities |  |  |  |

3. The researchers tested the cost model by applying it to a set of live subject networks to get answers to some specific questions.

The questions addressed in the analysis are:
(1) What are the total costs of network ownership?
(2) Where do the major costs lie?
(3) How do such issues as topology and vendor selection affect network costs?

The study of actual, operational networks made it possible for the researchers to obtain realistic answers to the questions and to validate the practicality and usefulness of the cost modeling approach.

Chapter III describes the approach taken by the team in selecting and analyzing the subject networks, and Chapter IV discusses the specifics of the cost-of-ownership model. Chapters V through IX discuss the results of 17 network case studies. Chapter X reviews the practical applications of the model, and Chapter XI presents the overall conclusions and recommendations of the study.

## III. Study Methodology

## 1. To test the cost-of-ownership model and demonstrate its flexibility, the study team worked with it across three types of case study networks.

An important objective for the study team in testing the model was to demonstrate that it is flexible enough to handle a broad range of network types. To accomplish this, the team focused on three types of networks: corporate networks, multiple field offices networks and manufacturing site networks.

The study team defined corporate networks to be wide-area networks whose function is to connect a geographically dispersed set of workstations to one or more shared computers. All of the corporate networks studied had over 1,000 users. Each was characterized by significant remote communications, driven by such requirements as electronic mail, file transfer, shared applications and teleprocessing. With eleven case study subjects, corporate networks were the principal focus of the study.

The multiple field offices networks studied are also wide-area in character, but emphasize the dedicated connection of distributed, highly similar field locations to a single corporate computer center. Each field office has its own minicomputer-based computing capability, and the wide-area network is used to upload and download data from the corporate data center, to support pass-through application transactions on the corporate data center, and to participate in corporate-wide electronic mail. Four of these networks were examined in detail.

The manufacturing site networks studied were local area in emphasis. The purpose of these networks is to connect shop floor control and monitoring equipment and workstations to a plant host computer. These networks support production control/management applications as well as general-
purpose applications such as electronic mail, word processing and project management. Two manufacturing site networks were included in the study.

## 2. Seventeen networks were included in the study.

Following initial discussions with approximately 100 large businesses and government agencies, the study team worked closely with interested organizations to examine 34 active computer networks, 17 of which were analyzed in detail and covered in this report. Industries represented in the sample include automotive, chemical, consumer products, defense, discrete manufacturing, electronics, engineering, insurance, publishing and utilities.

Each of the networks was chosen based on the following criteria:

- Adhered to the definition of a corporate network, multiple field offices network or manufacturing site network as described above
- Was based principally on the technology of Digital Equipment Corporation ("Digital") or International Business Machines Corporation ("IBM")
- Was accessible enough to the researchers to yield the necessary research information


## IV. The Cost Model

1. To allow data to be gathered and analyzed in a structured and efficient manner, the study team developed a model of network costs.

The researchers found almost immediately that organizations have difficulty identifying the costs of owning and operating a corporate network. Companies can often produce a figure for the cost of the equipment, but they find it more difficult to identify and assess other costs specific to the computer network. For example, some organizations have difficulty separating the computer-related vs. voice-related elements in the various local and long-distance telephone bills.

Other organizations may not have a distinct sense of which human resources to attribute to networking. Even once a set of cost items is identified and agreed upon, it is unlikely that the financial systems will neatly isolate and accumulate the needed cost information. The study team needed a framework for identifying, analyzing and comparing network ownership costs.

The team developed a model for network costs that is both comprehensive and categorical. It is comprehensive in that it is designed to account for all of the costs. It is categorical in that it allows the costs to be categorized in a way that is relevant for management decisions.
> 2. The model maps key network cost components across the three lifecycle phases of Acquisition, Operation and Incremental Change.

The researchers identified five components of cost:

- Equipment
- Software
- Personnel
- Communications carriers
- Facilities (space and wiring)

The study team mapped each of the cost components across three categories, corresponding to lifecycle phases of a network. The resulting 3-by-5 matrix is shown in Exhibit IV-1 with examples of the types of costs that would appear in the cells.

## Exhibit IV-1

## Cost Of Network Ownership Model

Cells Contain Examples of Contributors To Cost


Acquisition_costs are those related to the initial planning, purchasing and installation of a network. Included are costs for equipment, the purchase of software, personnel to plan, design, and select the network, initial hookup charges of third-party telecommunications carriers, and wiring.

Operations costs represent the expense of operating, supporting and maintaining the network over a five-year period. This category includes the cost of maintaining the equipment and software, annual license fees for some software, personnel costs associated with network management (monitoring operations, correcting problems, working with users), tariff charges of third-party carriers, and the annual costs of physical space.

Incremental change costs are the costs, over a five-year period, of supporting routine, day-to-day changes to the network such as moves, adds, deletes and minor reconfigurations. Consistent with the emphasis on routine network changes, the researchers treated the costs of large-scale changes - bringing up a new generation of technology, for example -- as acquisition-related costs rather than as incremental change costs.

Incremental change costs are closely related to the operations costs. Often analysts define operations costs to include the change costs implicitly. For the personnel cost component, however, the researchers believe that it is important to distinguish between the two categories. With most of the case study networks, the team was successful in identifying and separating the incremental change-related personnel activities from the purely operationsrelated activities. As portrayed in the exhibit, an attempt was not made to break out an incremental change portion for the other four cost components in the model (equipment, software, communications and facilities).
3. Standard-resource pricing enhanced the ability of the study team to group and compare networks and gather accurate data.

With the model developed, the next task for the study team was to populate the model with case study data. To accomplish this, the team developed a data-gathering approach that meets four important requirements:

- It enhances the cross-comparability of companies experiencing one or more unique factors such as special vendor pricing deals and fullydepreciated and/or obsolete network equipment.
- It eliminates local and regional variations in the cost of such resources as network personnel, and real estate.
- It yields accurate cost information by avoiding the pitfall of trying to search for expense and asset records stored in a diffuse set of financial systems potentially as far back in time as 20 years ago.
- It reflects current replacement costs and eliminates differences due to changing products and price structures.

The approach involves two steps. First, instead of asking interviewees directly about the costs of various network components and personnel over time, the researchers asked what resources were in place. For example, the team would ask:

- "How many controllers of what type do you have in place?" instead of "What was your expenditure for each controller in this network?"
- "How many, and what types of people support this network?" instead of "What was the full cost of each of the network people in your central group and the support people in the divisions?"

Second, after learning what resources were in place to support a network, the researchers then inferred cost through the use of standard resource price tables (see the examples in Appendices A and B). Vendor list prices were used for equipment and software. In cases where a piece of equipment or software was old and no longer had a meaningful list price, the price of the most nearly-comparable current product was substituted.

For personnel, the researchers used salary survey sources to develop a table of standard network-related job categories. Personnel costs were assumed to be twice base salary to cover overhead.

For communications carrier costs, representative AT\&T and local operating company prices were applied to a range of leased-line bandwidths and distances.

For the facilities cost component, the researchers applied a standard acquisition cost per network port for terminal wiring: purchasing and running a wire to each terminal on the network. The wiring charge does not include interfaces, transceivers, controllers, etc., which are accounted for explicitly within the equipment cost component. Also included in the facilities component is a standard cost per square foot of space to house network-related equipment.

To further illustrate the modeling process, Appendices A and B demonstrate the cost analysis of two corporate networks.
4. To group and compare networks of inevitably varying sizes, the study team employed two cost normalization approaches.

The cost figures developed by the researchers for each network under study were of obvious interest to the corporation involved, but do not constitute a useful basis for grouping (averaging) or comparing costs across multiple networks.

The study team employed two normalization approaches in its analyses. The first approach was to portray each cell in the model as a percentage of the total network cost. The approach was very useful in determining the relative significance of the network cost elements across groups of networks.

The second strategy was to normalize the dollar costs based on the size of each network, yielding cost per port figures. In this analysis, all modeled costs for a network are divided by the number of ports on the network. Ports were chosen as the unit of measure to resolve the ambiguity of dialup terminals: if a network has 10 dialup access modems and 100 users with dialup terminals, is it a 10 -terminal network or a 100 -terminal network. The study team wanted to reflect the maximum concurrent connect capability of each network, and would therefore answer "10." Correspondingly, the number of ports is defined as the sum of two items:
(1) the number of user or shop floor control devices directly connected to the network
(2) the number of dial-up access modems on the network

Cost-per-port analysis enabled the team to make direct comparisons of cost structure across groups of networks.
5. Groupings and cost comparisons of networks are meaningful only when bounds of analysis are both understood and applied consistently.

If successive network analyses are to be grouped and compared with each other on any reasonable basis, then each analysis must include, and exclude, the same cost items. For example, if electronic mail software were to be included in the costs of one network, the analyst should ensure that the costs of analogous software are included in any other networks being compared with the first.

In its analyses, the study team worked to ensure that consistent bounds of analysis were applied to all networks within each of the three major network types examined (corporate, multiple field offices and manufacturing site networks). This allowed the team to perform comparisons of sites within each network type, but not across network types.

## V. Corporate Network Case Studies

## 1. Eleven corporate network case studies were modeled.

As their primary test of the power and utility of the model as a tool for understanding network cost structure, the researchers applied it to the set of corporate networks summarized in Exhibit V-1. Each of these networks is in existence to provide connectivity for thousands of workstations across a wide area to one or more computing resources. Nine of the networks are in the U.S., and two are in the U.K.

Four of the networks have a distributed computing topology in which users obtain most of their service from a local processor; the job of the network in these cases is to support access to remote processors when and as it is needed. The other seven networks are centralized. In these networks, the typical user obtains service from one or more remotely located computing centers via a leased-line telecommunications link.

Five networks are supported primarily by Digital hardware, and the other six are IBM-based. The networks typically support a mix of timesharing, electronic mail, file transfer and transaction processing applications, although one of the networks, identified as USC6 in the exhibit, was heavily-oriented to transaction processing.
2. The bounds of analysis include the elements in each network between but not including the shared processing resources and user workstations.

A discussion of how the various resources in a network are modeled in cost-of-network-ownership analysis appears as part of Chapter IV. This section elaborates on the general guidelines as they apply to corporate networks specifically.

## Exhibit V-1 <br> Corporate Network Case Studies

| Network <br> Case Code | Number <br> Of Ports | Topology | Principal <br> Vendor | Network <br> Changes <br> Per Year |
| :---: | :---: | :--- | :--- | :---: |
| USC1 | 4,000 | DISTRIBUTED | DIGITAL | 720 |
| USC2 | 3,800 | CENTRALIZED | IBM | 664 |
| USC3 | 12,030 | DISTRIBUTED | IBM | 2,400 |
| USC4 | 40,304 | DISTRIBUTED | DIGITAL | 16,400 |
| USC5 | 6,237 | DISTRIBUTED | DIGITAL | 3,000 |
| USC6 | 1,650 | CENTRALIZED | DIGITAL | 400 |
| USC7 | 5,700 | CENTRALIZED | IBM | 2,280 |
| USC8 | 45,000 | CENTRALIZED | IBM | 5,000 |
| USC9 | 5,925 | CENTRALIZED | IBM | 600 |
| UKC1 | 5,550 | CENTRALIZED | DIGITAL | 78 |
| UKC2 | 1,155 | CENTRALIZED | IBM | 300 |

The following equipment is included: front-end processors and other remote communications controllers, switches, terminal controllers, multiplexers, DSU's and modems. For installations without full-function front-end processors, the study team assumed that 5 or 10 percent of the workload on each shared processor is network-related, depending on the sophistication of the terminal control equipment in use. Of course, if the exclusive function of a given computer is to route network traffic, then its entire cost is included in the analysis.

For software, the bounds of analysis include teleprocessing (TP) monitor and network control software (processor and controller-resident). For environments without specific teleprocessing monitor software -- typical VMS and VM installations, for example -- operating system software costs are included in the analysis.

The personnel categories included are systems programmers for the TP and network control software, network operations, maintenance and administration staff, and data communications management staff.

All telephone circuits used to interconnect the workstations and processors of a corporate network are included in the analysis. In situations where only a portion of a circuit is used for the corporate network under study, it is assumed to have a bandwidth equal to that portion.

Corporate network facilities costs are modeled as described in Chapter IV. For actual examples of corporate network case study modeling, the reader should refer to the case analyses in Appendices A and B.
3. For the corporate networks studied, the researchers found that on average only one-third of the 5 -year ownership costs are related to the acquisition of the network, while nearly two-thirds of the costs are for operations and routine change.

The study team modeled the 5 -year costs of the 11 corporate networks studied. Exhibit V-2 presents the average cost structure for the 11 networks. At the lower right-hand corner, the exhibit shows that the average cost per port over five years was $\$ 4,969$, or about $\$ 1,000$ per year. As explained above, this per-port figure is exclusive of the cost of shared computers and the cost of the workstation itself.

With their thousands of geographically distributed users, the physical magnitude of these networks is obvious. As one would expect, the average level of acquisition investment in the networks is significant at \$1,791 per port multiplied by thousands of ports. The surprising observation is that the costs occurring after acquisition, the operations and incremental change costs, are almost twice as large, at $\$ 3,178$ per port over five years. The implication is that were such a network to be acquired today, the "cost of purchase" figures at the bottom of a vendor's bid might represent only 36.1 percent of the average network's five-year cost.

## 4. Personnel costs account for 25 percent of 5 -year costs of the corporate networks studied.

The figures at the right of the exhibit show, as would be expected for these networks, that the largest individual cost component is equipment. Combined with software, it accounts for 41.5 percent of the total cost over a five-year

## Exhibit V-2

Corporate Network Cost Structure
Dollars Per Port Over a Five-Year Period

| Equipment | Acquisition | Operation | Incremental Change | 1,671 (33.6\%) |
| :---: | :---: | :---: | :---: | :---: |
|  | 1,258 (25.3\%) | 413 (8.3\%) |  |  |
| Communications | 214 (4.3\%) | 179 (3.6\%) |  | 393 (7.9\%) |
|  | N/A | 847 (17.0\%) | 397 (8.0\%) | 1,244 (25.0\%) |
|  | 58 (1.2\%) | 1,252 (25.2\%) |  | 1,310 (26.4\%) |
| Facilities | 261 (5.3\%) | 90 (1.8\%) |  | 351 (7.1\%) |
|  | 1,791 (36.1\%) | 3,178 (63.9\%) |  | 4,969 (100\%) |

period. Communications line costs amount to 26.4 percent of costs, as would be expected for these wide-area networks.

Surprisingly, personnel costs at 25.0 percent almost match the communications costs, and that figure is exclusive of the personnel resources involved in planning, acquiring and installing the network. Thus personnel costs, arguably the most difficult to manage, represent a major network cost item.

As denoted by the " $\mathrm{N} / \mathrm{A}$ " in the exhibit, the researchers could not identify the personnel costs associated with the acquisition phase for the corporate-wide networks studied. This is because the networks did not have a specific "acquisition" period in which the bulk of the network and technology was put in place; rather, the networks evolved and expanded gradually over many years.

At 7.1 percent, facilities costs were the least prominent.

## 5. It is useful to express the cost of routine network changes in terms of dollars per change request.

The exhibit shows a personnel cost for incremental change of $\$ 397$ per port. This dollars-per-port figure is useful for examining the magnitude of the incremental change cost relative to the overall per-port network cost of $\$ 4,969$. It is not very helpful, however, as a basis for expressing and comparing the unit cost of change across networks. This is because the cost of change-related activities on a network depends more on the actual number of changes made than on the number of ports in the network.

To meet the need for examination and comparison of unit change costs across networks, the researchers calculated a dollars per change request figure for each network in the study. The figure is arrived at by dividing the yearly personnel cost of supporting network change requests by the number of change requests processed during the year. For the eleven networks studied, the average cost per change request is $\$ 358$.

## 6. The model is of use in contrasting the cost structures of networks on different continents.

To explore the applicability of the model to comparing the costs of networks on different continents, the researchers compared the average cost structure of the two European corporate networks studied with that of their U.S. counterparts. The small sample size does not provide a basis for generalizing the comparison, although it does provide a rich test case for demonstrating the power of the model.

To allow for a full comparison of cost structures between the U.S. and U.K. network samples, the researchers developed an independent, U.K.-specific set of price tables for modeling the U.K. networks. For analysis, the cost figures for the U.K. networks are converted into dollars using an exchange rate of $\$ 1.60$ per pound sterling.

Exhibit V-3 shows a comparison of the U.S. and U.K. network cost structures. The costs shown are the five-year totals for each of the five resource components. Since both of the U.K. networks studied have centralized topologies, their averages are compared against the averages for the five centralized U.S. networks.

## Exhibit V-3

U.S. vs. U.K. Centralized Corporate Network Costs

Dollars Per Port Over a Five-Year Period


The exhibit shows the total per-port costs to be quite comparable at $\$ 6,286$ for the U.S. and $\$ 6,131$ for the U.K. There are contrasts, however, among the individual cost components. Underlying the cost differences are two factors:

- Differences in the prices of resources
- Differences in the efficiency of use of the resources

Actual U.K. prices for equipment and software, depending on the item, were typically in the range of 20 to 70 percent higher than in the U.S. Roughly commensurate with this range, the exhibit shows an average equipment and software cost of $\$ 3,210$ per port for the U.K. networks, versus $\$ 2,118$ for the U.S. networks. For the networks in the sample, the price factor appears to explain the U.K.-U.S. difference in per-port equipment and software costs.
U.K. salaries were $25-50$ percent lower than the corresponding U.S. salaries. The exhibit, however, shows only a 19 percent difference in per-port personnel costs, which averaged $\$ 1,255$ in the U.K. networks studied versus $\$ 1,558$ in the U.S. The beneficial effect of the salary differential on perport costs in the U.K. therefore appears to be lessened somewhat by a more personnel-intensive network management strategy. This observation is not surprising in that the a telecommunications manager in the U.K.
would have a greater incentive to make an additional investment in (relatively inexpensive) personnel in order to gain more control over (high) equipment and software costs.

Communications costs average $\$ 1,207$ per port in the U.K., versus $\$ 2,257$ in the U.S. Despite important differences in the pricing of telecommunications services in the two countries, the principal cause for the cost differential lies in the larger differences in network geography. In the U.K., network span can be measured in tens and hundreds of miles; in the U.S, it is measured in hundreds and thousands of miles.

## VI. Impact Of Topology On Cost

1. In testing the model on topology issues, the study team learned that the average per-port cost of the centralized corporate networks is more than double that of the distributed networks in the sample.

This chapter demonstrates the applicability of the cost-of-ownership model to issues of topology. The data from the eleven corporate network case studies is used to illustrate the power of the modeling technique. Attempts should not be made to generalize the results beyond the specific networks included in the sample.

Four of the corporate networks in the study have a distributed computing topology in which users obtain most of their service from a local processor. The job of the network in these cases is to support access to remote processors when and as it is needed. The other seven networks are centralized. In these networks, the typical user obtains service from one or more remotely located computing centers via a leased-line telecommunications link.

Exhibit VI-1 shows a comparison of the average distributed network costs versus the average centralized network costs. The figures shown are the five-year per-port costs for each of the five network resource components in the cost-of-ownership model. The exhibit shows that the average cost for the centralized networks is $\$ 6,242$, versus $\$ 2,741$ for the distributed networks.
2. As expected, communications line costs vary greatly between the distributed and centralized networks.

The figure of 26.4 percent presented in the previous chapter for corporate network communications line costs is actually an average value for what proves to be a bimodal cost distribution. As Exhibit VI-1 shows, line costs

represent only 6.5 percent of total costs on average for the distributed networks, while they amount to 31.3 percent for the centralized networks.

The differential of $\$ 1,778$ per port for line costs $(\$ 1,957$ versus $\$ 179)$ is the largest single contributor to the $\$ 3,501$ overall difference between average distributed and centralized network costs. The finding is understandable given that in the centralized networks, adequate communications circuit capacity must be in place to support all of the workstation I/O. In the distributed networks, most of the terminal I/O passes between workstations and local processors.

Because of the added investment in communications processors, modems, multiplexers, DSU's, etc., and the extra need on the part of the centralized networks for redundancy at the computer centers, average equipment and software costs differed by almost $\$ 1000$ per port.

## VII. Impact Of Vendor On Cost

1. This chapter provides an example of how the model can be applied to explore the impact of vendor choice on network cost.

To demonstrate the power and usefulness of the cost-of-ownership model in looking at vendor-related cost issues, the researchers grouped the corporate networks according to primary vendor -- Digital or IBM -- and applied the model to compare the groups. The sample of eleven networks provides an interesting test of the model, but should not be relied upon as the basis for drawing general conclusions on relative vendor cost.

The results of the test are shown in Exhibit VII-1, which compares the average costs of the five Digital-based corporate networks in the study against the costs of the six IBM-based corporate networks.

## 2. The impact of vendor choice on network cost goes well beyond the cost of the equipment and software.

Despite the fact that the equipment and software costs shown in the exhibit correspond quite closely between the two vendors, a bottom-line cost differential exists of $\$ 1,380$ per port, rooted largely in the area of personnel. The disparity underscores an important point, which is that companies involved in vendor selection decisions need to apply the full model to their specific situations and look beyond the basic equipment and software cost issues.

## Exhibit VII-1

Digital vs. IBM Corporate Network Costs
Dollars Per Port Over a Five-Year Period

|  | Digital |  | IBM |  |
| ---: | ---: | ---: | ---: | :---: |
|  | 1,625 | $(38.6 \%)$ | 1,710 | $(30.5 \%)$ |
| Equipment | 327 | $(7.7 \%)$ | 448 | $(8.0 \%)$ |
| Software | 798 | $(18.9 \%)$ | 1,616 | $(28.9 \%)$ |
| Communications | 1,155 | $(27.4 \%)$ | 1,439 | $(25.7 \%)$ |
|  | $311 \quad(7.4 \%)$ | 383 | $(6.9 \%)$ |  |
| Facilities | 4,216 | $(100 \%)$ | 5,596 | $(100 \%)$ |

3. Among the corporate networks on which the model was tested, average personnel costs were lower for the Digital networks than for the IBM networks.

Exhibit VII-1 shows that personnel costs for the Digital-based networks studied averaged $\$ 818$ less per port than for the IBM networks in the study. As explained in Chapter IV, the researchers analyzed personnel costs in two components, operations and incremental change.

Exhibit VII-2 examines the issue of operations personnel cost by plotting the average, maximum and minimum operations personnel costs encountered for each vendor in the networks studied. The costs are expressed in dollars per port over five years. The plot reveals a significant difference between the two vendors' average

## Exhibit VII-2
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costs, although the sample ranges overlap significantly.

To examine the personnel costs for incremental change, the team calculated a "cost-per-change-request" figure for each corporate network. The figure was arrived at by dividing the human resource costs associated with incremental change in each network by the number of change requests processed. As illustrated in Exhibit VII-3, the change costs in the Digital cases are consistently lower than in the IBM cases, with no overlap at all between the cost sample ranges. The average cost per network change is $\$ 168$ for the Digital networks in the study. The figure for the IBM networks is $\$ 516$-- three times as much.

The cost per change request fell below $\$ 400$ in only one of the IBM networks studied. In this network, the customer had written an extensive, in-house application to aid the systems staff in translating network change requests into the extensive definition tables needed by the network. While vendor-provided software was available to aid in table generation, the in-house application automated the task to a higher degree.

The reader is reminded that although the results developed in this illustration are relevant for the 11 networks studied, they do not represent general conclusions and should not be applied indiscriminately.

The illustration presented above demonstrates the value of the cost-of-network-ownership model as a tool for use in network vendor-related cost analyses. The model encourages the analyst to consider the network cost components individually over each lifecycle phase. It then organizes the costs and consolidates them to determine the total cost of network ownership.

## VIII. Multiple Field Offices Networks

1. This chapter demonstrates the application of the model to multiple field offices networks.

The researchers tested the cost-of-ownership model on a group of four multiple field offices networks of varying sizes. In each of these networks, a number of nearly identical field offices is tied into a corporation's central computer by leased lines. Each field office has its own computer, and most processing is done locally. The data flowing between the field offices and the central computer is related mainly to batch file transfer and terminal pass-through transactions.

## Exhibit VIII-1

Multiple Field Offices Case Studies

| Network <br> Case Code | Number <br> Of Ports | Number <br> Of Offices | Users <br> Per Office | Principal <br> Vendor |
| :---: | :---: | :---: | :---: | :--- |
| F1 | 2,000 | 50 | 40 | DIGITAL |
| F2 | 408 | 34 | 12 | IBM |
| F3 | 98 | 7 | 14 | DIGITAL |
| F4 | 280 | 7 | 40 | IBM |

As shown in Exhibit VIII-1, the total number of ports varied from 98 to 2,000 . The number of field offices per network varied from 7 to 50 , and both "large" ( 40 people) and "small" ( $12-14$ people) field offices were represented.

## 2. The bounds of analysis used for the multiple field offices cases were very different from what was used in the corporate network case studies.

In defining the bounds of analysis for the multiple field offices networks, the researchers were sensitive to the fact that some of the networks studied were actually pieces of a much larger overall corporate network. To demonstrate the power of the model to help in segmenting networks for maximum comparability, the only equipment and software that was counted at the central data center was the set of modems and/or gateways in place to connect to the field offices. Centralized network personnel were counted only to the extent that they are involved with the field offices component of the overall network.

In addition, the researchers decided to include the entire equipment complement at the field offices -- computer, workstations, peripherals, as well as communications equipment. For personnel at the field offices, the researchers did not try to distinguish between time spent (typically a fraction of a single person) on "system support" versus "network support." They chose this approach due to the difficulty inherent in trying to apportion the resources of a small microcomputer or minicomputer installation between "network processing" and "application processing" on any reasonable basis. As in the corporate network scenario, application systems and personnel were not included within the bounds of analysis.

Because the bounds of analysis are different and the networks are different, no attempt should be made to compare these results to the corporate network results. Instead, these different bounds serve to illustrate the flexibility of the cost-of-ownership model.
3. The new bounds of analysis lead to very different cost-per-port figures
from what was experienced in the corporate network scenario.

Exhibit VIII-2 shows that the average cost per port is over $\$ 30,000$, in contrast to less than $\$ 10,000$ for the corporate networks discussed previously. This difference is due chiefly to the inclusion of the field office computing resources and support staff in the analysis. The magnitude of the difference
in cost underscores the importance of not trying relate the cost figures from two networks without using identical bounds of analysis in the modeling process.

| Exhibit VIII-2 <br> Multiple Field Offices Network Cost Structure |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| Dollars Per Port Over a Five-Year Period |  |  |  |  |
| Acquisition |  | Incremental Change |  | 13,261 (41.4\%) |
| Equipment | 7,594 (23.7\%) | 5,667 (17.7\%) |  |  |
| Software | 1,308 (4.1\%) | 3,779 (11.8\%) |  | 5,087 (15.9\%) |
| Personnel | 499 (1.6\%) | 10,110 (31.5\%) |  | 10,609 (33.1\%) |
| Communications | 265 (0.8\%) | 1,493 (4.6\%) |  | 1,758 (5.4\%) |
| Facilities | 256 (0.8\%) | 1,098 (3.4\%) |  | 1,354 (4.2\%) |
|  | 9,922 (31.0\%) | 22,147 (69.0\%) |  | 32,069 (100\%) |

Looking at the cost structure of these networks as they were modeled by the study team, the first observation is that most of the cost (two-thirds) is operational as opposed to acquisition-related, as was the case in the corporate network scenario. This further underscores the general importance of looking beyond the basic acquisition costs when considering network planning and design alternatives.

Equipment and software costs are very high, accounting for over $\$ 18,000$ of the $\$ 32,000$ total cost per port, reflecting the chosen bounds of analysis. At $\$ 10,609$ per port, personnel costs are very significant and certainly represent an important management consideration. Communications costs are of significant magnitude ( $\$ 1,758$ per port), but are diminutive in proportion to the equipment/software and human resources costs.

The study team was unable to identify routine incremental change costs for the multiple field office networks, as was done with the corporate networks. The networks were all quite static, apart from initial installation and the phase-in of additional offices.

[^7]The researchers were able to quantify the "personnel acquisition" cell of the model for multiple field offices network costs. Unlike the corporate networks studied, multiple field offices networks are typically re-done in their entirety every five to ten years. In three of the four sites studied, the latest redesign project was recent enough to be modeled reliably.
4. As a final test of the model on multiple field offices networks, the researchers applied it to examine the effect of field office size on the costs of network ownership.

An analysis based on size of field office, shown in Exhibit VIII-3 demonstrates an interesting application of the model. Due primarily to higher perport personnel and communications line costs, the networks with small offices are $\$ 8,500$ more expensive per port than those with large-office counterparts. The study team accounts for the $\$ 7,800$ difference in perport personnel costs by noting that the cost of the person tending to a 40 person computer is spread among a greater number of network ports, and that this person does not necessarily face a proportionately larger set of duties. The $\$ 1,400$ difference in per-port leased line costs may be attributable to more efficient line utilization by larger offices.

## Exhibit VIII-3

Cost Structure for Networks With Large Vs. Small Field Offices
Dollars Per Port Over a Five-Year Period

| Equipment | Small Offices |  | Large Offices |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 11,431 | (31.5\%) | 15,089 | (54.2\%) |
| Software | 7,341 | (20.2\%) | 2,833 | (10.2\%) |
| Personnel | 14,525 | (40.0\%) | 6,694 | (24.1\%) |
| Communications | 2,472 | (6.8\%) | 1,043 | (3.7\%) |
| Facilities | 545 | (1.5\%) | 2,164 | (7.8\%) |
|  | 36,314 | (100\%) | 27,823 | (100\%) |

Another observation arises out of the exhibit: While total equipment and software costs amount to roughly the same figure in both the small- and large-office cases ( $\$ 18,000$ per port), the relative share of equipment vs. software varies dramatically. This illustrates a potential difference in the vendors' equipment/software bundling strategies for the differently-sized systems.

The sample size of four networks does not represent a large-enough foundation for drawing general conclusions and achieving certainty as to the causal factors behind each of the observations made. The example analyses are effective, however, in demonstrating the applicability of the model to key cost questions in specific multiple field offices network situations.

## IX. Manufacturing Site Networks

## 1. This chapter illustrates the application of the model to manufacturing site networks.

In contrast to the networks discussed to this point, the manufacturing site networks examined in the study are primarily local-area networks. In support of manufacturing monitoring and control applications, they connect plant floor workstations and device controllers to local processors and connect those processors to a shared corporate computer. As shown in Exhibit IX-1, the two networks are quite parallel in terms of their size and volatility. In addition, the two networks perform comparable types of functions in the same industry, the automotive industry.

## Exhibit IX-1 <br> Manufacturing Site Network Case Studies

| Network <br> Case Code | Number <br> Of Ports | Network <br> Changes <br> Per Year | Principal <br> Vendor |
| :---: | :---: | :---: | :--- |
| M1 | 232 | 250 | DIGITAL |
| M2 | 260 | 233 | IBM |

The processors and terminal servers on the M1 network are tied together via a local-area network. Shop floor device controllers are wired directly to the processors. Gateways on the local-area network are tied via leased lines to the company's corporate data center.

Terminal controllers and local processors on the M2 network are all routed via telephone lines to the company's nearby corporate computer center. As in the M1 network, device controllers are wired directly to the local processors.
2. The bounds of analysis used for the manufacturing site networks are
similar in concept to those used for modeling the corporate networks.

The same types of resources were counted for the manufacturing site networks as were counted for the corporate networks discussed earlier in this report, but with a much more focused scope: the manufacturing plant and its connections to the corporate network. Therefore, resources outside of the plant -- controllers, modems, lines, software, people, lines, facilities -- were included only if they directly support the network within the plant or the connection of the plant network to the corporate data center.

As with the corporate networks, all the resources between but not including the central computer and the end devices (device controllers, workstations, printers) were counted. Local processors were counted to the extent that they participated in the transmission of information to and from the plant floor devices and terminals; the allocation tended to be quite large for many of the local processors.
3. In testing the model on the two manufacturing networks, the chief observation relates to the significance of personnel costs.

Exhibit IX-2 reveals a substantial proportion for personnel cost -- over 50 percent. These network environments are very turbulent. Manufacturing networks are undergoing constant maintenance and troubleshooting as the manufacturing process is adapted and tuned; as these dynamics increase, so do the personnel costs.

A second observation, which relates in large measure to the significance of the ongoing personnel costs, is that 80 percent of the five-year costs of the two networks are incurred after acquisition. This is the largest proportion found within any of the three networking scenarios on which the model was
tested, even given that more equipment and software per port is being counted in this networking scenario than in the corporate network scenario.

The analysis in this example underscores again the magnitude of the operational costs of a network, particularly the personnel costs, relative to the acquisition costs.

| Manufacturing Site Network Cost Structure Dollars Per Port Over a Five-Year Period |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Acquisition | Operation | Incremental Change |  |
| Equipment | 1,232 (14.6\%) | 964 (11.4\%) |  | 2,196 (26.0\%) |
| Software | 222 (2.6\%) | 1.323 (15.6\%) |  | 1,545 (18.2\%) |
| Personnel | N/A | 3,114 (36.8\%) | 1,181 (13.9\%) | 4,295 (50.7\%) |
| Communications | 4 (0.0\%) | 97 (1.1\%) |  | 101 (1.1\%) |
| Facilities | 250 (3.0\%) | 81 (1.0\%) |  | 331 (4.0\%) |
|  | 1,708 (20.2\%) | $6,760(79.8 \%)$ |  | 8,468 (100\%) |

4. The incremental change costs revealed by the model for the manufacturing site networks mirror closely the costs observed for corporate networks.

The personnel costs for incremental change in the manufacturing site networks were computed using exactly the same criteria and bounds of analysis as were used for the corporate networks. For further validation of the model, the study team calculated the cost per change request for each of the two manufacturing site networks.

Upon performing these calculations, the researchers discovered that the resulting costs fell squarely within the cost-of-change ranges shown in Exhibit VII-3 for each vendor. The results seem intuitively correct since although the manufacturing networks are local in scope, the vendor network

All rights reserved.
architectures and change processing procedures used are the same as with the corporate networks studied.

The results of applying the model to the two manufacturing sites were both enlightening and intuitively appealing to the researchers. However, it is important to bear in mind that the figures should not be broadly generalized. Their chief relevance is to the specific networks studied.

## X. Putting the Model To Use

## 1. An important application of the cost-of-network-ownership model lies in analyzing and managing in-house network costs.

Based on the illustrations in this report, it is clear that the model is an effective tool for gathering network costs together in one place and analyzing them. Once a manager applies the model to in-house network costs, the most significant candidates for management attention can be identified and targeted.

In many organizations, for example, the management of telecommunications carrier lines and costs has reached a very high level of sophistication (and investment). In many of the networks studied, such as the distributed corporate networks, the line costs being managed in such an attentive fashion are far from being the most significant costs associated with the network. Personnel costs may be much greater, along with equipment costs. By modeling network costs comprehensively and categorically, the results can serve to focus management on its most important cost-saving opportunities.

An important element of any ongoing cost management strategy is the tracking of progress over time. Correspondingly, the use of the model in analyzing costs needs to be an ongoing activity.

As detailed in Chapter IV, a resource-based data-gathering approach was used by the study team to populate the model with network costs. In applying the model to the task of ongoing cost management, a company may wish to develop price tables specific to its own experiences. This step reduces the degree of comparability for structural comparisons with networks in other organizations, but will decrease the variances between modeled costs and actual costs. Where desired, and where the financial data is routinely available, a network manager may choose to substitute actual cost data in place of one or more resource/table-based cost figures.
2. The model is valid for grouping and comparing networks.

In a number of situations, it is useful for managers to compare the costs of two or more networks in much the same way as has been demonstrated in the previous chapters. Such comparisons are useful for a variety of purposes:

- Competitive comparison of cost structure with networks in other companies
- Comparison with published industry averages
- Comparative analysis with other networks within the same company
- Comparison of alternative architectures and topologies
- Evaluation of alternative network vendors

The model and methodology developed here add value to the comparisons in three ways:

- Consideration of all the costs of a network is encouraged, across all of the lifecycle phases.
- The structural comparability of the networks under comparison is improved.
- With resource-based data gathering and standard pricing, the accuracy and efficiency of the cost modeling are enhanced. This benefit is especially valuable in circumstances where hard financial data is simply not available, as would usually be the case for a competitor's network. Therefore, this model can form the basis for intelligence gathering on the cost structure of a competitor.

3. In making network comparisons, several forms of cost normalization are of benefit.

In applying the model, the researchers populated it with four types of cost analysis and normalization:

- Absolute dollar cost figures
- Relative cost percentages
- Dollars per network port
- Dollars per network change

For monitoring and managing in-house network costs, the first two types of analyses are of the most relevance. For comparisons across networks, all four types of analysis are important and should be considered.
4. To develop a complete comparison of two or more networks, it is important to examine additional factors beyond cost.

When two networks are compared and a cost difference is revealed, an important question to ask is "are all other things about the two networks equal?" The answer to the question will have a strong bearing on how a manager would be inclined to interpret the results of the cost comparison. In fact, "all other things" may be so unequal that a manager may be forced to discard the cost analysis completely.

The study team identified four areas for characterizing potential subject networks and their general comparability:

- The functionality of the network (How capable is the network of providing services today?). Examples of this are the available bandwidth, number of available network functions, availability, connectivity, etc.
- The network's flexibility (How gracefully can it evolve toward tomorrow's needs?). Examples would include the types and number of transmission options, the stability of the network during large deployment or application changes, adherence to standards, evolving applications support, etc.
- Its manageability (How easy -- or difficult -- is it to monitor, maintain and assure the security of the network?). Examples of manageability issues are security, maintainability, management of moves, adds and changes, etc.
- The affordability (cost) of the network. The nature of this area has been explored in the preceding chapters.

Finally, the team recognized that these characteristics can be interpreted quite differently if the management perspectives of the network under consideration are not comparable. For example, "functionality" to the manager of a large wide-area network is likely to connote issues such as bandwidth and availability. To the manager of a campus-level network, it is more likely to connote such issues as connectivity and multi-vendor attach. For someone concerned with a small local-area network, it may mean simply to the level of capability on the desk.

If the networks being grouped together in a cost comparison appear to differ significantly from each other along one of these dimensions, then the outcome of the cost comparison is not directly useful. The manager will have to build on results of the cost analysis to take into account the differences encountered in functionality, flexibility, manageability and management perspective.

## XI. Conclusion

1. In applying the cost-of-network-ownership model to representative corporate, multiple field offices and manufacturing site networks, the study team made four key observations.

The first observation is that the major costs appear after the acquisition of a network. Justification of a network decision based solely on the initial acquisition costs represents an incomplete analysis and could be misleading.

Second, personnel costs can represent a significant portion of total network costs (as much as 50 percent of costs over five years). They represent an important management issue, particularly in dynamic network environments.

Third, vendor selection affects more than initial equipment costs. It can have a significant impact on other costs, such as the personnel costs associated with the routine operation and incremental change of a network.

Fourth, the effects of topology on network cost are profound. The per-port costs of the centralized corporate networks studied averaged double those of the distributed networks studied. This is an important finding, and may suggest that a distributed network configuration is better-suited to today's dynamic applications environment than the traditional, centralized network architecture.

In many cases, corporate networks were originally designed in a hierarchical fashion to support operational and transaction processing requirements. As time goes by and needs shift more in the direction of end-user applications and inter-organizational computing, these hierarchical networks may no longer be cost-effective or adequately flexible. The major vendors recognize this and now offer a broad range of distributed solutions.
2. Based on this work, the study team suggests that network owners take pause and assess carefully the total costs of owning and operating their networks.

The researchers offer four recommendations in regard to the management of network costs:

- In comparing network vendors, look beyond the initial equipment costs; these do not necessarily reveal the true differences between vendors in the cost of network ownership.
- Beware as well of designing networks strictly to minimize communications carrier costs -- you may be addressing the wrong issue. In fact, one of the network managers in the study made a decision to invest in excess line capacity as a strategy for controlling the personnel costs associated with performance monitoring and tuning.
- Apply the model of network ownership costs to help guide your network planning and investment decisions. The model places all the costs associated with network ownership, including operation over an extended period, on a single, simple grid.
- Use the model as a tool for managing the costs of operating and changing your existing networks. Not only does the model identify networking costs in general, it also highlights the large and important costs that warrant special management emphasis.


## XII. Notes

1. The Index Group consultants on the study team were Adam $D$. Crescenzi, Officer-In-Charge; Alexander E. Nedzel, Project Leader; Tauno J. Metsisto; Robert N. Barrett; Craig A. Bickel; Algis S. Leveckis; Michael A. Petro.
2. The study was conducted during the period May 1987 to August 1988.


## Appendix A

## Case Analysis: Consolidated Manufacturing, Inc.

This appendix presents a detailed cost analysis of the Consolidated Manufacturing corporate network.

The 6,237 -port Digital-based network has a distributed topology, and includes six major processing locations. All links are fully redundant.

The network's principal workloads are electronic mail and file transfer. It operates 24 hours per day, 7 days per week. The availability goal is $99 \%$ plus. The network is highly volatile, supporting 3,000 change requests per year.

Hardware planning, system software and PC support are managed centrally. The local sites have autonomous control of their computer operations and user training.

The organization of the spreadsheet is straightforward. Summary tabulations appear first, followed by a section for each of the five network cost components in the cost-of-network-ownership model.


* Equipnent and software costs are combined to mask the effects of vendor bundling strategies.


CONSOLIDATED MANUFACTURING, INC. - USCS LOCATIONI EOUIPMENT

Acronym
$865 C D-A P$
851BC-AE
8358B-AE
DELUA-M
HSC70
HSCSO
RA81-AA
RA60-A
TU79-AB
TA79-AF
VT220-F2
DSRVB-AA
DECSA-EA
DCSAX-LB
DELNI
H4000
BNE 3 H-40
BNE2A-ME
12-19816-01
DSU-56K
DF126-AA
DUP11
DHU1

NETWORK CENTRAL
NETWORK CENIRAL
Quantity Description

## 1 Vax 8650 CLUSTER

 1 Vax 8530Vax 8350
1 ETHNT ADPTR/UNIBUS
HIER. STOR. CNTLR.
3 HIER. STOR. CNTLR.
14 DISK DRIVE
2 RMVBL. DISK DRIVE 3 CLUSTER TAPE DRIVE
3 SLAVE TAPE DRIVE S18 TERMINAL
74 DS 200 TERM. SERVER
2 ETHERNET ROUTER
10 56KB CARD FOR DECSA
1 DELNI LOCAL CONNECT
78 TRANCEIVER
78 TRANCEIVER CABLE 40 M
2 500M ETHERNET CABLE
4 ETHERNET TERMIMATOR
6 COOEX 56KB DSU
15 DEC 2400 BAUD MODEN
1 HOST 56 KB LN. CARD
1 16LN. ASYNC CNTLR.

Percent Unit For Net. Price

| 5 | 554,400 | 554,400 | 27,720 | 1,851 |
| ---: | ---: | ---: | ---: | ---: |
| 5 | 342,300 | 342,300 | 17,115 | 1,243 |
| 5 | 129,150 | 129,150 | 6,458 | 559 |
| 100 | 4,354 | 4,354 | 4,354 | 33 |
| 0 | 58,765 | 58,765 | 0 | 220 |
| 0 | 40,360 | 121,080 | 0 | 155 |
| 0 | 17,640 | 246,960 | 0 | 95 |
| 0 | 20,340 | 40,680 | 0 | 105 |
| 0 | 54,705 | 164,115 | 0 | 322 |
| 0 | 29,400 | 88,200 | 0 | 196 |
| 0 | 260 | 134,680 | 0 | 12 |
| 100 | 3,806 | 281,644 | 281,644 | 37 |
| 100 | 15,451 | 30,902 | 30,902 | 152 |
| 100 | 744 | 7,440 | 7,440 | 11 |
| 100 | 1,444 | 1,444 | 1,444 | 10 |
| 100 | 315 | 24,570 | 24,570 | 4 |
| 100 | 625 | 48,750 | 48,750 | 0 |
| 100 | 7,035 | 14,070 | 14,070 | 0 |
| 100 | 22 | 88 | 88 | 0 |
| 100 | 1,095 | 6,570 | 6,570 | 0 |
| 100 | 1,050 | 15,750 | 15,750 | 12 |
| 100 | 2,516 | 2,516 | 2,516 | 13 |
| 100 | 4,955 | 4,955 | 4,955 | 55 |

TOTAL EQUIPMENT COSTS
LESS ALLOWANCES FOR SOFTWARE
aK001-UZ Q9001-UZ a7001-UZ QKD05-UZ 09005-uz a7005-UZ

(1) 8600,8650 VMS<br>(1) 8500,8530 VMS<br>(1) $83 \times \mathrm{XX}$ VMS<br>(1) 86 XX DECNET VAX<br>(1)8500/8530 DECNET VAX

(1) 83 XXX DECNET VAX

NET TOTAL FOR LOCATION

1,111 As is today in the corporate office 746 Replaces 2 VaX 785 's at corporate office 335 Replaces 785 and 750 for Development Group 396

0 For Development Group as is today
0 Two for Corporate office and one for Development Group
0 Ten for Corporate office and four for Development Group
0 For Development Group
0 Replaces TU77 and TU78's at Dev't Group and Corp office
0 Replaces TA78's - 2 at Corporate and 1 at Dev't Group
0 Includes terminals, PC's and printers and 28 data services
32,856 Configured at seven out of eight ports used
3,648 Redundant configuration
1,320 Redundant configuration
120 for routers as is today
3.744

0 One for Corporate office, one for Development Group
0
Five lines for the star network + one to Dev't Group
2,160 Remote modem pool at Corporate office
156 Inboard 56 ks line card for Dev't Group 660 for controlting asynchronous modems

## 47,252

(315) Costs are included under software
(315)
(280)
(128)
(128)
(113)

45,973

EAST COAST
Acronym Quantity Description

| Percent Unit Extended | Tot. Net Monthly Total |
| :--- | :--- | :--- | :--- | :--- |
| For Net. Price Price One Time Maint. Ann. Maint |  |

Corments


CONSOLIDATED MANUFACTURING, INC. - USC5
LOCATION3 EOUIPMENT


CONSOLIDATED MANUFACTURING, INC. - USCS LOCAIION4 EQUIPMENT

| Acronym | WEST COAST | Percent For Net. | $\begin{aligned} & \text { Unit } \\ & \text { Price } \end{aligned}$ | $\begin{array}{ll} \text { Extended } \\ \text { Price } \end{array}$ | Tot. Net One Time | Monthly Maint. | Total <br> Ann. Maint | Comments |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $865 C D-A P$ | 1 vax 8650 CLuster | 5 | 554,400 | 554,400 | 27,720 | 1,851 | 1,111 |  |
| 865 8 B-AE | 1 VAX 8650/HO DECNET | 5 | 522,375 | 522,375 | 26,119 | 1,778 | 1,067 R | Replaces three Vax 785 's Replaces VAX 785 at LOCAIION4- |
| 825B8-AE | 1 vax 8250 | 5 | 97,650 | 97,650 | 4,883 8,708 | 469 33 | 792 | Replaces Vax 785 at LOCAIION4- |
| deLua-m | 2 ETHNT ADPTR/UNIBUS | 100 | 4,354 | 8,708 | 8,708 | 33 220 | 792 |  |
| HSC70 | 2 HIER. STOR. CNTLR. | 0 | 58,765 | 117,530 | 0 | 95 | 0 |  |
| RAB1-AA | 14 DISK DRIVE | 0 | 17,640 | 246,960 | 0 | 0 | 0 | Same replacement as above |
| TA79-BF | 3 MASTER TAPE DRIVE | 0 | 59,500 | 178,500 313,040 | 0 | 12 | 0 | CRT's etc. plus 40 devices for Data Services |
| VT220-F2 | 1,204 TERHIHAL | 100 | 3,806 | 654,632 | 654,632 | 37 | 76,368 |  |
| dSRVB-AA | 172 DS 200 TERH. SERVER | 100 | 3,806 15,451 | 654,631 15,451 | 15,451 | 152 | 1,824 | Located as current, one dCSAX-LA in base |
| DECSA-EA | 1 ETHERNEI ROUTER | 100 | 15,444 | 15,48 1,488 | 1,488 | 11 | 264 |  |
| dCSAX-LB | 2 S6KB CARD FOR DECSA | 100 | + 475 | 1,425 | 1,425 | 11 | 396 | Backup as current configuration |
| dCsax-LA | 39.6 KB CaRD FOR DECSA | 100 | 315 | 55,755 | 55,755 | 4 | 8,496 |  |
| H4000 | 177 TRANCEIVER | 100 | 314 | 55,578 | 55,578 | 0 | 0 |  |
| BME3H-20 | 177 TRANCEIVER CABLE 20 M | 100 | 7,035 | 14,070 | 14,070 | 0 |  | One for LOCAIION4-CN/SS, another for LOCAIION4-E |
| bNE 2 a-me | 2 S00n ethernet cable | 100 | 22 | 88 | 88 | 0 | 0 |  |
| 12-19816-01 | 4 ETHERNET TERMINATOR | 100 | 1,095 | 3,285 | 3,285 | 0 |  | Tho for Locations-CN, one for Locailonh-E |
| DSU-56K | 3 COOEX S6K8 DSU | 100 | 2,573 | 10,292 | 10,292 | 14 | 672 |  |
| DF 129-AA | 4 DEC 9.6 KB MOOEM | 100 | 2,516 | 2,516 | 2,516 | 13 |  | Inboard 56kB line card for LOCATION4-E |
| DUP11 | 1 HOST S6KB LN. CARO | 100 | 1,050 |  | 15,750 | 12 | 2,160 |  |
| DF 126-AA | 15 DEC 2400 BAUD MODEM | 100 | 4,955 | 4,955 | 4,955 | 55 | 660 | For controlling asynchronous modems |
| DHU11 | 1 16L.N. ASYNC CNTLR. total equipment costs |  | 4,955 | 4,955 | 902,714 |  | 94,247 |  |
| LESS ALLOUAN | NCES FOR SOFTUARE |  |  |  |  | ) 525 | (630) |  |
| OK001-uz | (2)8600,8650 VMS | 5 | 21,000 | $(21,000)$ | $(1,050)$ | ) 466 | (280) |  |
| 05001-uz |  | 5 | 15,803 | $(15,803)$ | (790) | ) 213 | (128) |  |
| akDOS-uz | (1) $86 \times \mathrm{XX}$ DECNET VAX | - $\quad 5$ | 15,808 9,482 | (15,803) | (70) | - 213 |  | Not bundled with the 8650 |
| OKD05-02 | 0 86XX DECNET VAX CLUS | s |  |  | (467) | ) 189 | (113) |  |
| 05005-uz | (1)82xX DECNET VAX | 5 |  |  |  |  |  |  |
|  |  |  |  |  | 897,520 |  | 93,096 |  |

CONSOLIDATED MANUFACTURING, INC. - USCS LOCATIONS EQUIPMENT


- 1989 Index Group, Inc.

CONSOLIDATED MANUFACTURING, INC. - USC5 LOCATIONG EQUIPMENT


- 1989 Index Group, Inc

CONSOLIDATED MANUFACTURING, INC. - USES LOCATION SOFTWARE
20-Dec-88


CONSOLIDATED MANUFACTURING, INC. - USES LOCATION SOFTWARE
Acronym

## EAST COAST

Acrony
Quantity Description

Q5AAA-UZ 05001-UZ Q5D05-UZ $0 * 206-2$

```
82XX ALL-IN-ONE
    1 82XX VMS
    1 82XX DECNET VAX
    I DS200 LIC. \(182 \times x\) DECNET VAX
1 DS200 LIC.
```

Percent
For Net. Price
Extended
Tot. Net Monthly Total
Price One Time Mont Ann. Maint For Net. Price Price

$$
\begin{aligned}
& 28,382 \\
& 21,000
\end{aligned}
$$

El

$$
\begin{array}{r}
28,382 \\
21,000 \\
9,335
\end{array}
$$

21,000
1,050
1,050
9,335
0
280 280
2,268

TOTAL FOR LOCATION

# Comments 

- 1989 Index Group, Inc. All rights reserved.
consolidated manufacturing, inc. - uscs location3 softhare

| Acronym | MIDLESI MANUFACTURER | Percent For Net. | Unit Price | Extended Price | Tot. Net One Time | Monthly <br> Maint. | Total Ann. Maint. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 |  | 28,382 | 0 | 437 | 0 |
| OSAAA-UZ | $182 \times X$ ALL-IN-ONE | 5 | 21,000 | 21,000 | 1,050 | 466 | 280 |
| 05001-UZ | $182 \times \mathrm{Cx}$ VMS | 100 | 9,335 | 9,335 | 9,335 | 189 | 2,268 |
| 05005-UZ | $182 \times x$ Decnet vax | 100 | 400 | 400 | 400 | 35 |  |
| 0*206-*2 | 1 d Rout LIC. 82 x | 100 | 1,100 | 1,100 | 1,100 | 0 | 0 |
| 05725-uz | ROUT. LIC. B2x |  |  |  | 11,885 |  | 2,968 |

consolidated manufacturing, inc. - uscs


CONSOLIDAIED MANUFACTURING, INC. - USCS LOCATIONS SOFTHARE
HEADQUARTERS

20-Dec-88


20-Dec-88

CONSOLIDATED MANUFACTURING, INC. - USCS LOCATIONG SOFTWARE


- 1989 Index Group, Inc.

CONSOLIDATED MANUFACTURING, INC. - USCS

| Acronym | Quantity | Description | Percent <br> For Net. |
| :---: | :---: | :---: | :---: |
| ISMGMT | 0.2 | IS MANAGEMENT | 100 |
| DCOHMGMT |  | DATA COWH. MGMT. | 100 |
| NETMON-1 |  | NET. MONITOR LEVEL 1 | 100 |
| TECH-1 |  | TECHNICIANS LEVEL 2 | 100 |
| FEPPGMR |  | FEP PROGRAMMER | 100 |
| NETPLAN |  | NETWORK PLANNER | 100 |
| NETADMIN | 1.2 | NET ADMINISTRATOR | 100 |
| ADMCLRK |  | ADMIN. CLERKS | 100 |
| WIRING | 3.9 | WIRING TECHNICIAN | 100 |
| SYSPROG | 1.1 | SYSTEMS PROGRAMMER | 100 |
| REMSYSCOORD |  | RENOTE SYS. COORD. | 100 |
| APPLPROG | 0.1 | APPLICATIONS PROG. | 100 |
| SECY |  | SECRETARIAL SUPPORT | 100 |

HUMAN RESOURCE/OPERAIION


| 80,000 | 160,000 |
| ---: | ---: |
| 50,000 | 100,000 |
| 24,000 | 48,000 |
| 35,000 | 70,000 |
| 42,500 | 85,000 |
| 45,000 | 90,000 |
| 45,000 | 90,000 |
| 25,000 | 50,000 |
| 25,000 | 50,000 |
| 42,500 | 85,000 |
| 25,000 | 50,000 |
| 30,000 | 60,000 |
| 25,000 | 50,000 |

20-Dec-88
Total
Ann. Cost

$$
\begin{aligned}
& 32,000 \text { CORPORATE ALL-IN-ONE MANAGER } \\
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& 108,000 ~ 5 \% \text { OF SITE ADHINISTRATORS TIME ( } 75 \% \text { OPER) } \\
& 0 \\
& 195,000 \text { 25\% ALLOCATION OF } 15.7 \text { FTE'S } \\
& 93,50075 \% \text { ALLLOCATION OF } 1.5 \text { SYSTEMS PROG FOR NETWORK } \\
& 0 \\
& 6,000 \\
& 0
\end{aligned}
$$

20-Dec-88
Total
Ann. Cost

| ISMGMT | 0.1 | Is management | 100 |
| :---: | :---: | :---: | :---: |
| DCONMGMT |  | DATA COHM. MGMT. | 100 |
| NETMON-1 |  | NET. MONITOR LEVEL 1 | 100 |
| TECH-1 |  | TECHNICIANS LEVEL 2 | 100 |
| FEPPGMR |  | FEP PROGRAMMER | 100 |
| NETPLAN |  | NETWORK PLANNER | 100 |
| NE TADMIN | 0.4 | NEI ADMINISTRATOR | 100 |
| ADMCLRK |  | ADMIN. CLERKS | 100 |
| WIRING | 11.8 | WIRING TECHNICIAN | 100 |
| SYSPROG | 0.4 | SYSTEMS PROGRAMMER | 100 |
| REMSYSCOORD |  | REMOTE SYS. COORD. | 100 |
| APPLPROG | 0.1 | APPLICATIONS PROG. | 100 |
| SECY |  | SECRETARIAL SUPPORT | 100 |

TOTAL CHANGE COST

HUMAN RESOURCE/CHANGE
Yearly Extended Salary Cost
$80,000 \quad 160,000$
50,00 160,000
0,00,000
$24,000 \quad 48,000$
$35,000 \quad 70,000$
$42,500 \quad 85,000$
$\begin{array}{ll}42,500 & 85,000 \\ 45,000 & 90,000\end{array}$
$45,000 \quad 90,000$
$45,000 \quad 90,000$
$25,000 \quad 50,000$
$25,000 \quad 50,000$
$25,000 \quad 50,000 \quad 0$
$\begin{array}{llr}25,000 & 50,000 & 0 \\ 30,000 & 60,000 & 6,000\end{array}$
$\begin{array}{ll}25,000 & 50,000\end{array}$
$42,500 \quad 85,000 \quad 34,00025 \%$ ALLOCATION OF 1.5 SYSTEMS PROG FOR NETWORK
16,000 CORPORATE ALL-IN-ONE MAHAGER
0
0
$36,0005 \%$ OF SITE ADMINISTRATORS TIME ( $25 \%$ CHANGE)
0

682,000


## Appendix B

## Case Analysis: American Equipment Corporation

This appendix presents a detailed cost analysis of the American Equipment corporate network.

The 5,700 -terminal IBM-based network is centralized. Its two major data centers are connected with each other by multiple 56 KB trunk circuits. All locations are supported by leased line facilities; there is minimal dial-up access. All routes have at least one alternate backup route and the capability to use dial backup facilities.

The network supports a workload of 70,000 transactions per day, primarily in support of production applications and electronic mail. It is operated around the clock with the exception of 16 hours of scheduled weekend down time. The availability goal is $99.5 \%$, measured on a monthly basis for the whole network. The network response time goal is 2 seconds or less. The network is quite volatile, with user turnover of more than $40 \%$ per year.

The network is centrally-managed and supported. The technical support function of the central support group is split between the two data centers.

In modeling the network, the study team made three adjustments to enhance comparability with the other networks under study:

- Access from non-IBM devices were configured as IBM equivalents.
- X. 25 and European portions of the network (under separate management control) were not included in the analysis. Other international locations were configured as domestic.
- Third party-managed network facilities were configured as in-house, dedicated facilities.

The organization of the spreadsheet is straightforward. Summary tabulations appear first, followed by a section for each of the five network cost components in the cost-of-network-ownership model.

| 5-YEAR TOTAL COST (\$000) |  |  |  |  | 5-YEAR COST PER PORT (DOLLARS) |  |  |  | $\$$ PER CHANGE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ACOUIRE | ERATION | CHANGE | TOTALS | ACOUIRE | OPERATION | CHANGE | IOTALS | CHANGE |
| EQUIPMENT | 7,256 | 708 |  | 7,964 | 1,273 | 124 | 0 | 1,397 | 0 |
| SOFTWARE | 1,580 | 676 |  | 2,255 | 277 | 119 | 0 | 396 | 0 |
| HUMAN RESOURCE |  | 3,553 | 5,995 | 9,548 | 0 | 623 | 1,052 | 1,675 | 526 |
| COMMUNICATIONS | 594 | 13,389 |  | 13,984 | 104 | 2,349 | 0 | 2,453 | 0 |
| FACILITIES | 1,425 | 386 |  | 1,811 | 250 | 68 | 0 | 318 | 0 |
| TOTALS | 10,855 | 18,711 | 5,995 | 35,561 | 1,904 | 3,283 | 1,052 | 6,239 | 526 |
|  | 5-YEAR TOTAL COST (\$000) |  |  |  | 5-yEAR COST PER PORT (DOLLARS) |  |  |  | \$ PER |
|  |  |  |  |  | CHANGE |
|  | ACOUIRE OPERATION |  | CHANGE | totals |  |  |  |  | ACOUIRE | OPERATION | CHANGE | TOTALS | CHANGE |
| EOUIP/SFTWR * | 8,836 | 1,383 |  | 10,219 | 1,550 | 243 | 1,793 |  | 0 |
| human resource |  | 3,553 | 5,995 | 9,548 |  | 623 | 1,052 | 1,675 | 526 |
| COMMUNICATIONS | 594 | 13,389 |  | 13,984 | 104 | 2,349 |  | 2,453 | 0 |
| FACILITIES | 1,425 | 386 | 1,811 |  | $250 \quad 68$ |  | 318 |  | 0 |
| TOTALS | 10,855 | 18,711 | 5,995 | 35,561 | 1,904 | 3,283 | 1,052 | 6,239 | 526 |

[^8]

AMERICAN EQUIPMENT CORPORAIION - USC7

## NETWORK CENTRAL

3725-001

## Quantity Description

| 2 | 3725 |
| :--- | :--- |
| 4 | 3725 |
| 2 | CHILR. MOD 1 |
| 2 | 1 MB EXPANSIONTER |
| 2 | LAB TYPE 8 |
| 48 | LIC TYPE 1 |
| 9 | LIC TYPE 3 |
| 167 | IBM $9600 / 4800$ DBU |
| 21 | IBM 14.4 DBU MOOEM |
| 188 | 2 WIRE SNBU |
| 2 | TWO PROCESSOR SWITCH |
| 9 | COOEX 56KB DSU |
| 2 | OPERATOR'S CONSOLE |

## TOTAL EQUIPMENT COSTS

LOCATION1 EOUIPMENI

Percent Unit Extended Tot. Net Monthly Tot. Net For Net. Price Price One lime Maint. Ann. Cost

15-Dec-88

| 100 | 75,000 | 150,000 | 150,000 |
| ---: | ---: | ---: | ---: |
| 100 | 6,750 | 27,000 | 27,000 |
| 100 | 6,000 | 12,000 | 12,000 |
| 100 | 26,400 | 52,800 | 52,800 |
| 100 | 2,600 | 124,800 | 124,800 |
| 100 | 3,000 | 27,000 | 27,000 |
| 100 | 4,000 | 668,000 | 668,000 |
| 100 | 6,650 | 139,650 | 139,650 |
| 100 | 450 | 84,600 | 84,600 |
| 100 | 4,000 | 8,000 | 8,000 |
| 100 | 1,095 | 9,855 | 9,855 |
| 100 | 2,390 | 4,780 | 4,780 |
|  |  |  |  |
|  |  |  | $1,308,485$ |

LOCATION2 EQUIPMENT
Percent Unit

For Net. Price

Extended Tot. Net Monthly
Price

15-Dec-88 Ann. Cost

Comments

$$
\begin{array}{rr}
232 & 5,568 \\
9 & 408 \\
4 & 96 \\
30 & 720 \\
2 & 1,152 \\
2 & 216 \\
12 & 24,0483 \text { domestic locations, } 1 \text { international location }
\end{array}
$$ 02 - INTL, 19 FOR SALES OFFICES

2,256 BACKUP FOR ALL MOOEMS
72
0
672

35,208

| 100 | 75,000 |
| ---: | ---: |
| 100 | 6,750 |

75,000
6,750
$100 \quad 26,400$
26,400
2,600
3,000
4,000
$4,000 \quad 2$
150,000
$\begin{array}{rr}150,000 & 150,000 \\ 27,000 & 27,000 \\ 52,800 & 52,800 \\ 39,000 & 39,000 \\ 6,000 & 6,000 \\ 240,000 & 240,000 \\ 27,000 & 27,000 \\ 8,000 & 8,000 \\ 7,665 & 7,665 \\ 116,550 & 116,550 \\ 2,390 & 2,390 \\ & \\ & 676,405\end{array}$
$\begin{array}{rr}150,000 & 150,000 \\ 27,000 & 27,000 \\ 52,800 & 52,800 \\ 39,000 & 39,000 \\ 6,000 & 6,000 \\ 240,000 & 240,000 \\ 27,000 & 27,000 \\ 8,000 & 8,000 \\ 7,665 & 7,665 \\ 116,550 & 116,550 \\ 2,390 & 2,390 \\ & \\ & 676,405\end{array}$
$\begin{array}{lll}1,095 & 7,665 & 7,665\end{array}$
$\begin{array}{rr}150,000 & 150,000 \\ 27,000 & 27,000 \\ 52,800 & 52,800 \\ 39,000 & 39,000 \\ 6,000 & 6,000 \\ 240,000 & 240,000 \\ 27,000 & 27,000 \\ 8,000 & 8,000 \\ 7,665 & 7,665 \\ 116,550 & 116,550 \\ 2,390 & 2,390 \\ & \\ & 676,405\end{array}$
$\begin{array}{rr}150,000 & 150,000 \\ 27,000 & 27,000 \\ 52,800 & 52,800 \\ 39,000 & 39,000 \\ 6,000 & 6,000 \\ 240,000 & 240,000 \\ 27,000 & 27,000 \\ 8,000 & 8,000 \\ 7,665 & 7,665 \\ 116,550 & 116,550 \\ 2,390 & 2,390 \\ & \\ & 676,405\end{array}$
$\begin{array}{rr}150,000 & 150,000 \\ 27,000 & 27,000 \\ 52,800 & 52,800 \\ 39,000 & 39,000 \\ 6,000 & 6,000 \\ 240,000 & 240,000 \\ 27,000 & 27,000 \\ 8,000 & 8,000 \\ 7,665 & 7,665 \\ 116,550 & 116,550 \\ 2,390 & 2,390 \\ & \\ & 676,405\end{array}$

## DEVELOPMENT CENTER

$3725-001$
$3725-1561$
$3725-4772$
$3725-4911$
$3725-4931$
$5865-2$
$5865-7952$
$3725-8320$
0SU-56K
$3174-11$
$3727-700$
-3725-1561 3725-4772 3725-4911 5865-2 5865-7952 3725-8320 SU-56K 3727-700
23725 CNILR. MOO 1
43725 CHNL ADAPIER
2 LAB TYPE B

3725 CHNL ADAPIER
15 LIC TYPE
2 LIC TYPE
60 IBM 9600/4800 DBU
602 WIRE SNBU
2 TWO PROCESSOR SWITCH
7 CODEX 56KB DSU
9 LOCAL TERMINAL CNTLR
1 OPERAIOR'S CONSOLE
TOTAL EQUIPMENT COSIS

AMERICAN EOUIPMENT CORPORATION - USC7

- toral equiphent cosis

| 232 | 5,568 |
| ---: | :---: |
| 9 | 408 |
| 30 | 720 |
| 2 | 360 |
| 2 | 48 |
| 12 | 8,640 |
| 1 | 720 |
| 3 | 72 |
| 0 | 0 |
| 22 | 2,376 |
| 28 | 336 |
|  |  |

american equipment corporation - usc7
other domestic locations
Acronym

LOCATION3 EQUIPMENT


LOCATION4 EQUIPMENT

Percent Unit Extended Tot. Net Monthly For Net. Price Price One Time Maint. $100 \quad 9,9502,805,9002,805,900$ $100 \quad 6,650 \quad 1,875,300 \quad 1,875,300$

15-Dec-88

19,368

15-Dec-88

Tot. Net
Ann. Cost
Comments

67,680167 remote+int ' 1,55 sales ofcs, 60 remotes from LOCATION2
3174-1R
5866-3

Acronym 5866-3
Quantity Description
282 REMOTE TERM. CNTLR.

IOTAL EQUIPMENT COSTS 67,680

AMERICAN EOUIPMENT CORPORATION - USC7 LOCATION1 SOFTWARE
Acronym

5665-289-408 5665-289-400 5665-285-408 5665-285-400 5665-362-408 5665-362-400 5665-403-408 5665-403-400 6665-272-408 5664-308-408 5668-854-408 5668-854-400 5735-XXB-B 5735-XX8B-D 5665-333-408 5668-981B 5668-9810 5664-202

NETUORK CENTRAL
Quantity Description

Percent Unit For Net. Price

15-Dec-88
Extended Tot. Net Monthly Tot. Net Price One Iime Maint. Ann. Cost

| 108,420 | 108,420 | 302 | 3,624 |
| ---: | ---: | ---: | ---: |
| 81,380 | 81,380 | 302 | 3,624 |
| 28,640 | 28,640 | 87 | 1,044 |
| 21,465 | 21,465 | 87 | 1,044 |
| 60,240 | 60,240 | 128 | 1,536 |
| 45,165 | 45,165 | 128 | 1,536 |
| 119,280 | 119,280 | 0 | 0 |
| 89,470 | 89,470 | 0 | 0 |
| 240,000 | 240,000 | 575 | 6,900 |
| 216,000 | 216,000 | 0 | 0 |
| 2,085 | 2,085 | 695 | 8,340 |
| 1,875 | 1,875 | 695 | 8,340 |
| 1,365 | 1,365 | 321 | 3,852 |
| 1,025 | 1,025 | 321 | 3,852 |
| 36,720 | 36,720 | 0 | 0 |
| 770 | 770 | 335 | 4,020 |
| 577 | 577 | 335 | 4,020 |
| 15,000 | 15,000 | 0 | 0 |

108,420
81,380
28,640
21,465
60,240
45, 165
119,280
89,470
240,000
216,000
2,085

## 1,875

1,365
$\begin{array}{rrrrr}36,720 & 36,720 & 36,720 & 0 & 0 \\ 770 & 770 & 770 & 335 & 4,020\end{array}$
15,000
15,000

3,624
3,624
1,044
1,044
1,536
1,536
1,536 0

6,900
0
8,340
, 340
3,852

4,020
0

american equipment corporation - usc7

|  |  |  | 100 | 0.00 |
| :---: | :---: | :---: | :---: | :---: |
| ISMGMT |  | IS RANAGEMENI | 100 | 0.00 |
| DCOMMGHT |  | DATA COMM. MGAT. | 100 | 4.00 |
| NETMON-1 | 4.0 | NET, MOWITOR LEVEL 1 | 100 | 0.00 |
| TECH-1 |  | TECHNICIANS LEVEL 2 | 100 | 0.00 |
| FEPPGMR |  | FEP PROGRAMMER | 50 | 2.50 |
| NETPLAN | 5.0 | NEIWORK PLANMER | 100 | 0.00 |
| netadin |  | NEI ADMINISTRATOR | 40 | 2.00 |
| ADMCLRK | 5.0 | ADMIN. CLERKS | 100 | 0.00 |
| WIRING |  | UIRING TECHNICIAN | 20 | 1.10 |
| SYSPROG | 5.5 | SYSTEMS PROGRAMMER | 20 | 2.00 |
| REMSYSCOORD | 10.0 | REMOTE SYS. COORD. | 100 | 0.00 |
| APPLPROG |  | APPLICAIIONS PROG. | 100 | . 0.00 |
| SECY |  | Secretarial support |  |  |
|  |  |  |  | 11.60 |

TOTAL OPERATIONAL COST

15-Dec-88
Total
Ann. Cost

AMERICAN EOUIPMENT CORPORATION - USC7

| Acronym | Quantity |
| :--- | :---: |
|  | Description |
| ISMGMT | IS MANAGEMENT |
| DCOMMGMT | DATA COHM. MGMT. |
| NETMON-1 | NET. MONITOR LEVEL I |
| TECH-1 | TECHNICIANS LEVEL 2 |
| FEPPGMR | FEP PROGRAMMER |
| NEIPLAN | 5.0 NETWORK PLANNER |
| NETADMIN | NET ADMINISTRATOR |
| ADMCLRK | ADMIN. CLERKS |
| WIRING | 4.0 WIRING TECHNICIAN |
| SYSPROG | 5.5 SYSIEMS PROGRAMMER |
| REMSYSCOORD | 10.0 REMOTE SYS. COORD. |
| APPLPROG | APPLICATIONS PROG. |
| SECY | SECRETARIAL SUPPORT |

TOTAL CHANGE COST

| 100 | 0.00 |
| ---: | ---: |
| 100 | 0.00 |
| 100 | 0.00 |
| 100 | 0.00 |
| 100 | 0.00 |
| 50 | 2.50 |
| 100 | 0.00 |
| 100 | 0.00 |
| 100 | 4.00 |
| 80 | 4.40 |
| 80 | 8.00 |
| 100 | 0.00 |
| 100 | 0.00 |

human resource .- change


15-Dec-88
Total
Ann. Cost

0
192,000 NCC - 2 FIRST SHIFT, 1 SWING \& MID
0
225,000 PLANHING NETWORK CHANGES AND PERFORMANCE MONITORING
0
100,000 HELP FOR TERMINAL AND NETWORK RELATED PROBLEMS

$$
0
$$

93,500 CICS, NCP AND OPERATIONAL SUPT. FOR NETWORK (NO R8D 21 FTE)
100,000 REMOIE PROB. DETERMINATION (TERMINAL SERVICES PEOPLE)
0

710,500
0
0
0
0
0

225,000 PROJECT MANAGEMENT FOR NETWORK CHANGES
0
0
200;000 HOST SIIE WIRING RESPONSIBILITY
374,000 CICS AND FEP PROGRAMMERS INVOLVED IN CHANGE
400,000 CONTROLLER AND NETWORK RELATED AMOUNT OF CHANGE TIME
0
$1,199,000$


AMERICAN EQUIPMENT CORPORATION - USC7

| Acronym | Quantity | Description | Percent <br> For Net. | Unit Price | Extended Price | Total Net One Time | Yearly <br> Cost | Iotal <br> Ann. Cost |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| COND | 512 | FT2 CONDIT. SPACE | 100 |  | 0 |  |  |  |
| UNCOND | 3,439 | FT2 UNCONDIT. SPACE | 100 |  | 0 | 0 | $\begin{aligned} & 50 \\ & 15 \end{aligned}$ | $\begin{aligned} & 25,600 \\ & 51,585 \end{aligned}$ |
|  |  |  | TOTAL ANN | AL COST |  |  |  | 77,185 |
| WIRING | 5,700 | WIRING COST PER PORT |  | 25 |  | , 25 |  |  |

# Is your DBMS really relational? 

Rule Zero: For any system that is advertised as, or claimed to be, a relational
data base management system, that sys-
term must be able to manage data bases
entirely through its relational capabilities.

The originator of the relational model for data base management presents basic principles for determining bow relational a DBMS product is - a question that faces many buyers today because almost every vendor claims its DBMS is relational. Some vendors may not realize bow far from the mark they are.

Part 1

By E. F. Cod

In recent years, the data base management system market has undergone a very rapid swing in favor of products that take 2 the relational approach to data base management. It is hard to find a vendor that does not claim its DBMS is relational. This swing has been so extensive that some vendors of nonrelational DBMS have quickly (and recently) added a few relational fcatares - in some, cases, very few features - in order to be able to claim their systems are relational. even though they may not meet the simple requirements for being rated "minimally relational." We shall refer to this kind of DBMS as "born again."

It is a safe bet that these Johnny-come-lately vendors have not taken the time or manpower to investigate optimization techniques needed in relational DBMS to yield good performance. This is the principal reason they continue to proclaim the "performance myth" - namely, that relational DBMS must perform poorly because they are relational!

One consequence of this rapid swing of the market to the relational approach is that products that are claimed by their vendors to be relational DBMS range from those that support the relational model with substantial fidelity to those that definitely do not deserve the label "relational," because their support is only token.

Some vendors claim that fourth-generation languages will provide all the productivity advantages. This claim conveniently overlooks the fact that most of these languages do little or nothing for shared data (the programming language fraternity

[^9]still does not appear to realize that support for the dynamic sharing of data is an absolute requirement). In addition, there is no accepted theoretical foundation for fourth-generation languages and not even an accepted, precise definition.

This article outlines a technique that should help users determine how relational a DBMS really is. Accordingly, I shall discuss the following:

- The fidelity of DBMS to the relational model.
The fidelity of the proposed Ansi SQL standard to the relational model.
a Conclusions regarding choosing a DBMS product.

I shall not attempt a complete description of the relational model here - a relatively brief and concise definition appears in the article "RM/T:

The fidelity of the proposed Ansi standard to the relational model is even less than that of some relational DBMS products. However, the standard could be readily modified to be more faithful to the model, and pressure should be brought on Ansi to do so.

Extending the Relational Model to Capture More Meaning." (Chapter 2, "The Basic Relational Model") in the Association for Computing Machinery's "Transactions on Data Base Systems" (December 1979). It is, however, vitally important to remember that the relational model includes three major parts: the structural part, the manipulative part and
the integrity part - a fact that is frequently and conveniently forgotten.

In this paper, I supply a set of rules with which a DBMS should comply if it is claimed to be fully relational. No existing DBMS produet that I know of can honestly ciaim to be fully relational, at this time.

The proposed Ansistandard does not fully comply withithe relational model, because it is based heavily on that nucleus of SQL that is supported in common by numerous vehiors. Moreover, it takes a static, schemabased approach to data base description - remimiscent of Codasyl instead of speoifying $\approx$ amprehensive, duab-mode data sublanguage that provides the powerful yet easy access to relational data bases and that is inique to the relational approach. Thus; the fidelity of the proposed Ansi standard ta the relational model is even less than that of some relational DBMS prodsicts.

However, the standard could be readily modified to belmore faithful to the model, and presture shouid be brought on Ansi to doso. In fact, vendors are advised te extend their products soon in theserespects so that they support customers' DBMS theeds more fully and avoid possibly large customer expenses in application program maintenance at the time of the improvement.

## The 12 rules

Twelve rules are cited below as part of a test to determine whether a product that is claimed to be fully relational is actually so. Use of the term "fully relational" in this report is slightly more stringent than in my Turing paper (written in 1981). This is partly because vendors in their ads and manuals have aranslated the term "minimally relational" to "fully relational" and partly because in this report, we are dealing with relational DBMS and not relational systems in general; which would include mere query reporting systems.

However, the 12 rules tend to explain why full supportof the relational model is in the users' interest. No new requirements are added to the relational model. Argrading scheme is later definediand used to measure the degree of fidelity to the relational model.

First, I define these rules. Although 1 have defined each rule in earlier papers, I believesthis to be the first occurrence of all 12 of them together.

In rules eight through 11 , I specify and require four different types of independence aimed at proteeting customers' investments in application programs, terminalactivities and training. Rules eigho and nine physical and logical data independence - have been heavily discussed for many years. - -

Rules 10 and 11 - integrity independence and distribution independence - are aspects of the relational approach that have received inadequate attention to date but are likely to become as important as eight and nine.

These rules are based on a single foundation rule, which I shall call Rule Zero:

For any system.that is advertised as, or claimed to be, a relational data base managenent system, that system must be able to manage datn bases entirely through its-relational capabilities.

This rule must hold whether or not the system supports any nonrelational capabilities of managing data. Any DBMS that does not satisfy this Rule Zero is not worth rating as a relational DBMS.

One consequence of this rule: Any system claimed to be a relational DBMS must support data base insert,
the relational approach
What is the danger to buyers and users of a system that is claimed to be a relational DBMS and that fails on Rule Zero? Buyers and users will expect all the advantages of a truly relational DBMS, and they will fail to get these advantages.

Now I shall describe the 12 rules that, together with the nine structural, 18 manipulative and three integrity features of the relational model, determine in specific detail the extent of validity of a vendor's claim to have a "fully relational DBMS."

All 12 rules are motivated by Rule Zero defined above, but a DBMS can be more readily checked for compliance with these 12 than with Rule Zero.

Rule 1: All information in a relational data base is represented explicitly at the logical level and in exactly one way by values in tables.

## The information rule.

Rule 1: All information in a relational data base is represented explicitly at the logical level and in exactly one way - by values in tables.

Even table names, column names
other consequence is the necessity of supporting the information rule and the guaranteed access rule.

Multiple-record-at-a-time" includes as special cases those situations in which zero or one record is retrieved, inserted, updated or deleted. In other words, a relation (table) may have either zero tuples (rows) or one tuple and still be a valid relation.

Any statement in the manuals of a system claimed to be a relational DBMS that advises users to revert to some nonrelational capabilities "to achieve acceptable performance" or for any reason other than compatibility with programs written in the past on nonrelational data base systems - should be interpreted as an apology by the vendor. Such a statement indicates the vendor has
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and domain names are represented as character strings in some tables. Tables containing such names are normally part of the built-in system catalog. The catalog is accordingly a relational data base itself - one that is dynamic and active and represents the metadata (data describing the. rest of the data in the system).

The information rule is enforced not only for user productivity but also to make it a reasonably simple job for software vendors to define additional soft ware packages (such as arplication development aids, expert systems and so on) that interface with relational DBMS and, by definition, are well integrated with the DBMS.

That is, these packages retrieve information already existing in the catalog and, as needed, put new information in the catalog by the very act of using the DBMS.

An additional reason to enforce this rule is to make the data base administrator's task of marntaining the data base in a state of overall integrity both simpler and more effective. There is nothing more embarrassing to a data base administrator than being asked if his data base contains certain specific information and his replying after a week's examination of the data base that he does not know.

Guaranteed access rule.
Rule 2: Each and every datum (atomic value) in a relational data base is guaranteed to be logically arcessible by resorting to a combination of table name, primary key value and column name.

Clearly, each datum in a relational data base can be accessed in a rich variety - possibly thousands - of logically distinct ways. However, it is important to have at least one way, independent of the specific relational data base, that is guaranteed, because most computer-oriented concepts (such as scanning successive addresses) have been deliberately omitted from the relational model.

Note that the guaranteed access rule represents an associative addressing scheme that is unique to the relational model. The rule does not depend at all on the usual computeroriented addressing. However, the primary key concept is an essential part of it.

Systematic treatment of null valves.

Rule 3: Null values (distinct from the empty character string or a string of blank characters and distinct from zero or any other number) are supported in fully relational DBMS for representing missing information and inapplicable information in a systematic way, independent of data type.

To support data base integrity, it must be possible to specify "nulls not allowed" for each primary key column and for any other columns where the data base administrator considers it an appropriate integrity constraint (for example, certain foreign key columns).

Past techniques entailed defining a special value (peculiar to each column or field) to represent missing information. This would be most unsystematic in a relational data base because users would have to employ different techniques for each column or domain - a difficult task because
would decrease user produc tivity).

## * Dynamic on-line catalog based on the relational model.

Rule 4. The data base description is represented at the logical level in the same way as ordinary data, so that authorized users can apply the same relational language to its interrogation as they apply to the regular data.

One consequence of this is that each user (whether an application programmer or end user) needs to learn only one data model - an advantage that nonrelational systems usually do not offer (IBM's IMS, together with its dictionary, requires the user to learn two distinct data models).

Another consequence is that authorized users can easily extend the catalog to become a full-fledged, active relational data dictionary whenever the vendor fails to do so.

Comprehensive data sublanguage rule.

Rule 5: A relational system may support several langnages and various modes of terminal use (for example, the fill-in-theblanks mode). However. there must be at least one language whose statements are expressible, per some well-defined syntax, as character strings and that is comprehensive in supporting all of the foltowing items:

- Data definition.
- View definition.
- Data manipulation (interactive and by program).
- Integrity constraints.
- Authorization.
- Transaction boundaries (begin, commit and rollback).

The relational approach is intentionally highly dynamic - that is, it shouid rarely be necessary to bring the data base activity to a halt (in contrast to nonrelational DBMS). Therefore, it does not make sense to separate the services listed above into distinct languages

In the mid-'70s, the Ansi Standards Planning and Requirements Committee generated a document advocating 42 distinct interfaces and (potentially) 42 distinct languages for DBMS. Fortunately, that idea has apparently been abandoned.

## View updating rule.

Rule 6: All vieus that are theoretically updatable are also updatable by the system.

Note that a view is theoretically updatable if there exists a time-independent algorithm for unambiguously determining a single series of changes to the base relations that will have as their effect precisely the requested changes in the view. In this

Modar, update is miterided to include insertion and deletion as well as modification.

High-level insert, update and delete.

Rule 7: The capabitity of handling a base relation or a derived relation as a single operand applies not only to the retrieval of data but also to the insertion, update and deletion of data.

This requirement gives the system much more scope in optimizing the efficiency
of its excection-time actions It allows the system to deter mine which access pathes to exploit to obtain the most efficient code.

It can also be extremely important in obtaining eff. cient handling of transactions across a distributed data base. In this case, users would prefer that communications cosis are saved by avoiding the necessity of transmitting a separate request for each record obtained from remotesites

Rule 4: The data base description is represented at the logical level in the same way as ordinary data, so that authorized users can apply the same relational language to its interrogation as they apply to the regular data.
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## Faysicar dati indepen-

Rule 8: Application prograpus and terminal actiri. ties remain logically unimpared whenever any changes are made in either storage representations or access methods.

To handle this, the DBMS must support a clear, sharp boundary between the logical and semantic aspects on the one hand and the physical and performance aspects of the base tables on the other; application programs must deal with the logical aspects only.

Nonrelational DBMS rarely provide complete support for this rule - in fact, I know of none that do.

## Logical data independence.

Rute 9: Application programs and terminal activites remain logically unimpared when information. preserving changes of any kind that theoretically per mit unimpairment are made to the base tables.

Take the following two examples: splitting a table into two tables, either by rows using row content or by columns using column names, if primary keys are preserved in each result; or combining two tables into one by means of a nonloss join (Stanford University and MIT authors call these joins "lossless").

To provide this service whenever possible, the DBMS must be capable of handling inserts, updates and deletes on all views that are theoretically updatable. This rule permits logical data base design to be changed dynamically if, for example, such a change would improve performance.

The physical and logical data independence rules permit data base designers for relational DBMS to make mistakes in their designs without the heavy penalties levied by nonrelational DBMS. This, in turn, means that it is much easier to get started with a relational DBMS because not nearly as much performance-oriented planning is needed prior to "blast-off."

Integrity independence.
Rule 10: Integrity constraints specific to a parlicular relational data base must be definable in the re. lational data sublanguage and storable in the catalog. not in the application programs.

In addition to the two integrity rules (entity integrity and referential integrity) that apply to every relational data base, there is a clear need to be able to specify additional integrity constraints reflecting either business policies or government regulations.

Assume the relational model is faithfully reflected.

Then, the addtional integr-
ty constramts are defined in terms of the high-level data sublanguage and the definitions stored in the catalog. not in the application programs.

Information about inadequately identified objects is never recorded in a relational data base. To be more specific, the following two integrity rules apply to every relational data base:

Entity integrity. No component of a primary key is
allowed tor have a null value.

Referential integrity. For each distinct nonnull foreign key value in a relational data base, there must exist a matching primary key value from the same domain.

If, as sometimes happens. either business policies or government regulations change, it will probably become necessary to change the integrity constraints. Normally, this can be accomplished in a fully relational DBMS by changing one or

Rule 11: $A$ relational DBMShas distribution independence.
more of the integrity statements that are stored in the catalog.
In many cases, nether the application programs nor the
terminal activities are logically impaired.

Nonrelational DBMS rare-
ly support this rule as part of the DBMS engine, where it belongs. Instead, they de: pend on a dictionary package, which may or may not be present and can readily be bypassed.

Distribution independence.

Rute If: A relationat DBMS has distribution independence.

By distribution independence, 14man that the DBMS has adata sublanguage that *nables application programs and terminal activities to remain logically unimpaired:
e when data distribution is first introduced (it the originally installed DBMS manages nondistributed data only);
when data is redistributed (if the DBMS manages distributed data).

Note that the definition is
carefully worded so that both distributed and nondistributed DBMS can fully support Rule 11. IBM's SQL/DS and DB2, Oracle Corp.'s Oracle and Relational Technology, Inc's Ingres (all nondistributed in present releases) fully support this rule.

This has been demonstrated as follows: SQL programs have been written to operate on nondistributed data (using System R) run correctly on distributed versions of that data (using System R*,
the IBM San Jose Research Laboratory prototype), and the distributed Ingres project at the tniversity of California at Berkeley has shown the same capability for the Quel language of Ingres.

It is important to distinguish distributed procersing from distributed data. In the former case, work (for example, programs) is transmitted to the data; in the latter case. data is transmitted to the work. Many nonrelational DBMS support distributed
processing but not distsibut ed data. The only systems that support the concept of making all the distributed data appecar to be local are relational DBMS - these are prototypes right now

In the case of a distributed relational IABMS, a sinale transaction may straddle several remote sates such straddling is managed entireIf under the cowern - the systeminay have to exerute recovery at multiple site. Each program or terminal ae
tivity treats the data as if it wert all jersa
the site where the applisa tion program or terminal ac tivity is being exeruted

A fully relatuonal Ithes. that does not support distributed data baves has the capability of treing extended to proside that support whtte leaving application programs and termunal activ. aties Ingically unimpaired both at the time of intual diviribution and whenever later redistribution is made

There are four important reasoris why relational
DBMS enyoy tho advantage

- Decomposition flexibility in deciding how to deploy the data
- Recomposition power of the relatunal uperaturs when combining the results of subtransartions executed at different wites
- Economy of transmission restulting frum the fact that there need not be a request message sent for each recourd to be ritrimed from any remote stte.

E Analyzability of intent cowing ton the bers fugh. ieve! of relational languakes) for vastly improved optimization of exccution

## Nonsubversion rale.

Rule 12: If a m-lational system has a lou level isin-gle-record-at-atimel lamguage, that laur letrl cannot be used to subrert on bypass the integrity nules and constraints experessed in the higher level relational language (multiple-reroris-at-a-time)

In the relational approach. preservation of integrity is made independent of logieal data structure to achieve integrity independence. This rule is extremely difficult for a "born-again" system to obey because such a system already supports an interface below the relational constraint interface. Vendors of "born-again" systems do not appear to have given this problem adequate attention.
(Part fice: the practical consequences of the 12 rules and an erahation of certain products against the relational model.)
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# Does your DBMS by the rules? 

To be ' $m$ id-80s" fully relational, $a$
DBMS must support all 12 basic rules
plus nine structural, 18 manipulative
and all three integrity rules. There
will be more requirements by the 1990 s.

Last week, the originator of the relational model described the 12
rules by which to measure any
DBMS claiming to be relational.
This week, Dr. E. F. Cold presents the practical consequences of his 12
rules as well as 30 additional features of a relational system. Then be asks vendors to measure up.

Part 2

By E. F. Cod

No existing DBMS product that I know of can honestly claim to be fully relational at this time. The proposed ANSI standard does not fully comply with the relational model, so a DBMS' fidelity to the ANSI standard is no guarantee of relational capability The standard could be modified, but already vendors are well advised to extend their products beyond the standard to support customers' DBMS needs fully.
In their ads and manuals, vendors have translated the term "minimally relational" to "fully relational," so more stringent criteria must be applied Twelve rules (below) comprise a test to determine whether a product that is claimed to be fully relational is actually so A grading scheme used to measure the degree of fidelity to the relational model follows'

A DBMS advertised as relational should comply with the following 12 rules:

1. The information rule

2 The guaranteed access rule
3. Systematic treatment of null values
4. Active on-line catalog based on the relational model.
5. The comprehensive data sublanguage rule

6 The view updating rule.
7. High -level insert, update and delete
8. Physical data independence.
9. Logical data independence.
10. Integrity independence.
11. Distribution independence.
12. The nonsubversion rule.

For any system that is advertised as, or claimed to be, a relational data base management system, that system must be able to manage data bases entirely through its relational capabilities.

This rule must hold whether or not the system supports any nonrelational capabilities of managing data. Any DBMS that does not satisfy this Rule Zero is

## not worthrat

But compliance with Rule Zero is not enough. Failure to support the information rule, guaranteed access rule, systematic nulls rule and catalog rule can make integrity impossible to maintain. These four rules support significantly higher standards for data base administration and control (authorization and integrity control) than earlier DBMS supported. Users should remember that a
data base maniged oy a fela-
tional DBMS is likely to have both experienced and inexperienced users; it must be able to serve both.

## Rule Zero not enough

Rules 1 and 4, the information and catalog rules, allow people with appropriate authorization (such as executives of the company) to find out easily via terminal what information is stored in a data base. I have encountered data base administra-
wis using wollefationii sys determine if a specific kind of information was recorded in their data base.

Rule 3, which calls for the inclusion of systematic support for unknown and inapplicable information by means of null values that are independent of data type, should help users to avoid foolish and possibly costly mistakes. The treatment of nulls, when aggregate functions such as total and aver-
age are applied,
siderable interest for users. The Oracle DBMS in particular has an outstanding approach to null values. The user may specify whether the aggregate function is to ignore null values or yield a null result if any null value is encountered.

In general, controversy still surrounds the problem of missing and inapplicable information in data bases. It seems to me that those who complain loudly about the complexities of manipulating nulls are overlooking the fact that handling missing and inapplicable information is inherently complicated. Going back to programmerspecified default values does not solve the problem.

Rule 5, the comprehensive

## サ

The ANSI standard as now proposed is quite weak. It fails to support numerous features users need to reap the advantages of the relational approach.
data sublanguage rule, is important for several reasons. First, it allows programmers to debug their data base statements interactively, treating them separately from whatever nondata base statements occur in their programs - a significant contributor to productivity. Second, it means that a single tool can be used for defining relations derived from the data base, whatever the purpose. The view updating rule, Rule 6, is vital for the system to support logical data independence.

Rule 7, which requires a multiple-record-at-a-time attack on insertion, update and deletion, can help save a good portion of the total cost of intersite communication in a distributed data base. If the system includes a good optimizer (an important component in relational DBMS performance), this rule can also result in substantial saving of CPU and I/O time, whether the data base is distributed or not.

Failure to support independence (Rules 8 through 11) can, and very likely will, result in skyrocketing costs in both money and time. Developing and maintaining applications programs and terminal activities will be more expensive. Managers may even be unwilling to consider changing certain business policies simply because of the anticipated program maintenance costs.

Rule 12, the nonsubver. sion rule, is crucial in pro-
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relational data bases. All too Irequently, I have seen situations in which data base administrators with nonrelational DBMS failed to control their data bases adequately; consequently, they could not maintain a state of integrity.

## Domains

Many users confuse the domain concept with the concept of attribute of a relation or column of a table. Other people (often the vendors themselves) dismiss the domain concept as "academic." My reply to them is: The atom bomb was also academic!

In fact, the domain concept is very important, practical and simple. A domain consists of the whole set of legal values that can occur in a column. The column draws its values from the domain. Each column of a relational data base has precisely one domain, but any number of columns may share a domain. There are several reasons why domains should be supported

For example, in a financial data base, there may be as many as 50 distinct columns (possibly, but not necessarily, in distinct tables) defined around the U.S. currency domain. Why repeat the definition of currency 50 times? In data bases supported by nonrelational systems, Ifrequently observe many inconsistent declarations of value type for fields that were intended to have the same type.

It is unreasonable to expect a DBMS to store all the legal values in a domain, unless there happen to be very few However, it is entirely reasonable - and very worthwhile - to insist that a DBMS should store certain values
e For each domain, a description of the type of values in that domain. This information is global since it applies to the entire database, and it should of course be reconded in the catalog

- For each column, the name of the domain from which that column draws its values. This domain name is a reference to the global definition

Of course, the domain description can include range restrictions For example, it could specify that quantities of parts in an inventory must not only be integers, they must also be non-negative

Furthermure, individual columns may include additional range restrictions where these are semantically justifiable. In this example. the quantities of very expensive parts held in the inventury may be limited to some specified maximum

One of the benefits of supporting the domain concept is that, in cases where sever al columns share a common
values is largely or even completely factored out. For example, when there are 50 distinct columns defined on U.S. currency, the data base is much easier to manage and manipulate if one avoids making 50 distinct declarations for U.S. currency.

Before the relational discipline arrived, users had to make separate declarations, and as a result, many of the 50 in the example would turn out to be incompatible with one another by acci-
dent. The factoring of decla ration that prevents these errors is achieved in Digital Equipment Corp.'s RDB, which has a concept of "global field definition." But RDB fails to support domain constraints on certain operations, such as join.

Another benefit of supporting the domain concept is that relational operators, such as joins and divides, that involve comparison of values between different columns can be constrained by
the system. A DBMS can a low data base values to be compared only when they come from the same domain and are therefore comparable from the semantic viewpoint.

Such a constraint inhibits errors caused by interactive users of terminals who choose columns to be compared in such operations as joins. The wrong answers they obtain from these errors rarely uncover the errors themselves; meanwhile.
may be made based on these wrong answers.

For various reasons, it is important to support as a qualifier in a command what I call "semantic override" the ability to have the system ignore the usual comparison constraints. Users should be able to authorize this override qualifier separately from the operator involved and should authorize it rarely, reserving it chiefly for detective work.
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Even whe the domain concept is restricted to assigning types to data. it should not be confused with the hardware-supported data type. Consider the example of a data base listing suppliers, parts and projects Suppose the hardware-supported data types of supplier serial numbers and part serial numbers are identical: each type consists of fixedlength strings of 12 characters. The system still needs to keep these two data ty pes distinct and remember which columns are defined on one and which columns are defined on the other

If it can make these distinctions, then when a request comes in to delete or archive all records containing X3 as a supplier serial number, the system can handle such a transaction correctly. The system will not delete or archive any record that contains X3 as a part serial number and that also does not contain X3 as a supplier serial number.

Today, such a data type is often called an application data type. The concept is supported in Pascal but in very few other languages that enjoy current use. The Pascal support does not, of course, include constraints on selects, unions, joins and divides.

The domain concept is basically what makes all the meaningful selects, unions, joins and divides known to the DBMS. Thus, the domain makes the data base meaningfully integrated, and it docs so without prejudicing distributability

Contrast this with CODASYL links and IMS hierarchic links. They represent the CODASYL and IMS con-


Fgure 1
cept that a link "integrates an other- the concepts of primary key and forwise unintegrated data base," but they have several unfortunate restrictions. Most importantly, they obstruct data base distribution because of the constraints and complexity their data structures introduce into decisions regarding how the data should be deployed.

A second serious drawback of links is that they are only paths. Generation of a result such as a join requires traversal of these paths by the application program. It seems su perfluous to cite other difficulties with this concept.

Many relational DBMS and languages including SQL do not support
eign key. I fail to see how these products can support the guaranteed access or the view updating rules without making the system aware of which column(s) constitute the primary key of each base table.

Furthermore, I fail to see how these products can support referential integrity or the view updating rule without offering clear support for both primary keys and foreign keys. For example, in SQL, the CREATE TABLE command should be extended to permit the user to declare which column or columns constitute the primary key and which constitute foreign keys. In addition, there
should be a new CREATE DOMAIN command in SQL

## Fidelity

Figure 1 shows fidelity to the 12 rules by IBM's DB2, Cullinet Software, Inc.'s IDMS/R and Applied Data Research, Inc.'s Datacom/DB examples chosen for their wide differences. These scores represent counts of compliance with each rule (score one for "yes" and zero for either "partial" or "no").

Actually, the information rule is so fundamental to the relational approach that a system's compliance with this rule should receive a much higher score than one. Weighting it as high as 10 would not be excessive. However, I shall avoid assigning different points for different features, just as I avoided a fractional score for partial support of a feature: It is too easy to be subjective in these matters.

DB2 scores quite well on the fidelity evaluation. Very few other DBMS score higher on the 12 rules, although some others score equally well. Both IDMS/R and Datacom/DB allow information to be represented in the order of records in storage and in repeating groups - directly violating the information rule. In the case of IDMS/R, information may also be represented in links between record types (CODASYL calls them "owner-member sets") and also in "areas."

Some vendors of nonrelational DBMS have quickly added a few relational features - in some, cases, very few features - in order to be
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## Need to recruit people for your IBM systems? You'll find them reading the Computerworld Extra! on IBM.
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As you can see. this issue will have complete appeal for computer professionals working at IBM installed sites.
To reserve space call AI DeMille, National Recruitment Sales Manager, at (800) 343-6474, or (617) 879-0700 in Massachusetts.
There is no special classified section; all recruitment ads are considered display advertising for this issue
able to claim their systems are relational, even though they may not meet simple requirements for being rated mintimally relational.

These "born-again" systems keep their lower level languages (single record-at a-time) open to users either to support compatibility with previously developed application programs or because the vendor takes the position that relational operators are applicable to query only.

In view of this, such systems fail to support the nonsubversion rule - a heavy penalty to pay for compatibility. IDMS/R and Datacom/ DB are both born-again systems, and both fail to support the nonsubversion rule for integrity.

## Features of the model

For a more detailed evaluation of DBMS, users can compare a system to the nine structural features, the 18 manipulative features and
the three integrity features
of the relational model. Each feature is defensible on practical as well as theoretical grounds.

The nine structural features are as follows:
S. 1 Relations of assorted degrees - or equivalently tables with unnumbered rows, named columns, no positional concepts and no repeating groups.
S. 2 Base tables representing the stored data. S. 3 Query tables - the
resuit of any query is anoth er table, which may be saved and later operated upon.
S. 4 View tables - virtual tables that are represented internally by one or more relational commands, not by stored data. The defining commands are executed to the extent necessary when the view is invoked.
S. 5 Snapshot tables - tables that are evaluated and stored in the data base, together with an entry in the catalog specifying the date

plus a description.
S. 6 Attributes - each column of each relational table is an attribute.
S. 7 Domain - the set of values from which one or more columns obtain their values.
S. 8 Primary key - each base table has one or more columns whose values identify each row of that table uniquely. The primary key provides the unique associative addressing property of the relational model that is implementation, software and hardware independent.
S. 9 Foreign key - any column in the data base that is on the same domain as the primary key of some base relation. The foreign key serves as an important part of the support for referential integrity without introducing links into the programmer's or user's perspective.

## Manipulative features

It is important to keep in mind that the relational model does not dictate the syntax of any DBMS language. Instead, it specifies the manipulative capability (that is, power) that a relational language should possess. At the same time, the model does not require the user to request the data base administrator to set up any special access paths, nor does it require the user to resort to iterative looping or recursion or Cartesian product.

The model also does not require the system to generate a Cartesian product as an intermediate result. In early papers this manipulative capability was expressed in two ways: algebraic and log-ic-based. The two ways were then shown to be of equal power.

This article uses the algebraic method of expressing the manipulative power, for explicative reasons.

The manipulative features are as follows:
M. 1 theta select
M. 2 project
M. 3 theta join
M. 4 outer theta join
M. 5 divide
M. 6 union
M. 7 intersection
M. 8 set difference
M. 9 outer union
M. 10 relational assignment
M. 11 theta select maybe M. 12 theta join maybe M. 13 outer theta join maybe
M. 14 divide maybe
M. 15 theta select semantic override ( $\mathrm{s} / \mathrm{o}$ )
M. 16 theta join s/o
M. 17 outer theta join s/o M. 18 divide s/o

In the list above, "theta" stands for any one of the comparators: equal, not equal, greater than, less than, greater than or equal to, less than or equal to.

The integrity features of the relational model must also be followed closely:
1.1 Entity integrity
I. 2 *Referential integrity.
1.3 User-defined irtegrity.

The integrity features cited in 1.3 are part of the comprehensive data sublanguage. They support the trigger and assertion approach to defining those integrity constraints that are specific to the particular database. By contrast, 1.1 and 1.2 apply to all relational data bases. Examples of these extensions have been published, although not fully implemented, for both SQL and QBE.

## A simple rating technique

To be mid-80s fully relational, a DBMS must fully support all 12 of the basic rules, as well as all nine structural, all 18 manipulative and

## Your choice of DBMS now may well determine. how readily your organization adapts to changes in the future.

all three integrity rules of the relational model - a total of 42 features. I use the term "mid-80s" because it is likely that there will be a few more requirements by the nineties.

To provide a simple method of rating any DBMS on its fidelity to the relational model, treat each rule or feature fully supported by that DBMS as contributing one to the overall score (otherwise the contribution is zero). Then double the total score to obtain a percentage fidelity
rating for the system.
If a DBMS were to achieve a total score of 42 out of 42 (and I believe no such DBMS presently exists), add 8 points to that score before doubling it - as a reward for true fidelity. Thus its fidelity percentage would be calculated to be 100 .

The resulting fidelity percentage is not highly accurate. In fact, if it falls between $10 \%$ and $90 \%$, I would recommend rounding it to the nearest multiple of $10 \%$ in order to avoid misrepresenting the accuracy by dis-
playing more than one significant digit.

## Evaluation against the model

By today's standards, $46 \%$ is a good, but improvable, fidelity percentage. Figure 2 shows the systems DB2, IDMS/R and Datacom/DB evaluated against all 30 features of the relational model. Often the 12 rules are by themselves adequate for comparison purposes. But this more detailed evaluation of the three systems primarily serves expository purpe' es.

Sometimes users say of a DBMS: "Why should I worry about the degree of its fidelity to the relational model? Surely it is enough for me to know about its fidelity to the ANSI SQL standard.'

Unfortunately, the ANSI standard as now proposed is quite weak. It fails to support numerous features that users really need if they are to reap all the advantages of the relational approach.

ANSI's proposed standard for relational systems functions like a convoy, which can proceed only as fast as the slowest ship. The standard is based heavily on that portion of SQL supported by several vendors.

Listing the major differences between ANSI's SQL and, as an example, the SQL implemented in IBM's DB2 shows that ANSI's SQL is even less faithful to the relational model than the vendor's SQL.

- The drar: ANSI SQL does not specify catalog tables and does not allow CREATE or GRANT statements to be included in application programs. Instead, it requires a "schema" that specifies an authorization ID and a list of definitions of tables, views and privileges.
- ANSI does not support "dynamic SQL" - SQL statements that are computed at execute time.
- The set of reserved words in ANSI is significantly smaller than that in DB2.

E In ANSI, the "Unique" attribute applies to a column or combination of columns as it should, whereas in DB2 it applies to an index (which it should not).

The ANSI version, therefore, is inadequate as a tool for evaluating DBMS products. The remarks about DB2 apply to certain other vendors products also.

My view of these ANSI items is as follows.

- Omitting catalog tables was a poor judgment; the catalog needs to be standardized. The ANSI version looks like a survivor of non-dynamic CODASYL.

E Failure to support dynamic SQL was another poor choice. This feature is needed and is used.

The smaller set of reserved words places vendors with relational DBMS products that go beyond the proposed ANSI standard in a potentially difficult situation. Several vendors find themselves in this category.

- The ANSI treatment of the "Unique" attribute is good in my opinion. An index is treated by ANSI as a purely performance-oriented tool, so there are no semantic consequences of dropping one.

My main criticism of the ANSI Level 1 and Level 2 proposed standard for relational data bases is that inadequate attention is given to some very important areas. For example. the comprehensive, dual-mode data
(as implemented) already possesses is underemphasized. The entire range of SQL implementations from the largs mainframes down to the 4 micro is not adequately addressed. Finally, ANSt ought to extend presently supported SQL to a version that fully supports the relational model. including distributed data base. At the very least. ANSI should generate a statement of direction adequate to permit vendors to extend the fidelity of their products without risking incompatibility with some future standard.

Extensions of SQL that provide this support now can be forecast in detail and with some reliability. Any standard adopted now should not make these extensions impossible or even difficult in the future

## Three buying factors

Any buyer confronted with the decision of which DBMS to acquire shouid weigh three factors heavily The first factor is the buyer's performance requirements, often expressed in terms of the number of transactions that must be executed per second. The average complexity of each transaction is also an important consideration. Only if the performance requirements are extremely severe should buyers rule out present relational DBMS products on this basis. Even then buyers should design performance tests of their own, rather than rely on vendor-designed tests or vendor-dectared strategies.

The second factor is reduced costs for developing new data bases and new application programs. Relational DBMS provide significant reduction in these costs, when cors.pared with either the CODASYL or hierarchic approaches. Fourth-generation languages are no substitute, although they may provide some additional productivity.

The third factor is protecting future investments in application programs by acquiring a DBMS with a solid theoretical foundation and reli able support for high productivity and distributability. In every case, a relational DBMS wins on factors two and three, in many cases, it can win on factor one also - in spite of all the myths about performance.

Then the question anses: Which relational DBMS? The system chosen should not only be a DBMS with a good percentage of fidelity to the

## At the very least, ANSI should generate a statement of direction to permit vendors to extend their products without risking incompatibility with some future standard.

relational model, but should be extensible at some future time. Ideally a good DBMS will be extended soon to provide $100 \%$ support without logically impairing the customer's investment in application programs.

Buyers should be cautious with vendors that make strong claims claiming the system is "post relational" (especially when no definition for this term is supplied), or claiming that the DBMS choice has no importance. In fact, your choice of DBMS now may well determine how readily your organization adapts to changes in the future.

It is time vendors realize that all the features of the relational model are interrelated and interdependent. Missing features leave large gaps in the integrity control and usability of a DBMS implementation.

There is nothing on the horizon right now that looks strong enough and practical enough to replace the relational approach. Moreover, because the relational approach relies on such a solid theoretical foundaLion, its lifetime will last much longer than the CODASYL, hierarchic or tabular approaches.

I also believe that it will be much easier for relational DBMS users to convert to whatever future approach appears to be superior, for two reasons. The relational approach insists on all information being recorded explicitly. Moreover, the approach has a close tie to first-order predicate logic - a logic on which most of mathematics is based, hence a logic which can be expected to have strength, endurance and many applications.
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