
TANOEM 
COMPUTERS 
INCORlPDI'tAT.O 

ON~ MARKET PlAZA. SUITE Ill6 • ~AR SHIEU TOWER ' SAN II1ANCISCO, CALIF. 9"'05 • en s) 111.1730 

February 20, 1980 

Mr. Robert Brilliant 
Purchasing Department 
University of California 
2405 Bowditch Street 
Berkeley , California 94720 

Dear Mr. Brilliant: 

I am pleased to respond to the University of California's Request 
for Quotation for an Integrated Pest Management (IPM) System with 
the accompanying proposal. This proposal offers the University 
a complete funct ional solution to the Category A and B require­
ments set forth by the University. 

The Tandem solution will not only address the immediate hardware 
and software requLrernents, but offers many other advantages that 
have immediate and long-term benefits to the IPM program. I 
encourage a complete review of all aspects of the Tandem solutions 
and encourage further discussion of any aspects of it . 

My thanks to those University personnel who have assisted our 
understanding of your needs. Tandem Computers looks forward to a 
mutually beneficial relationship . 

GMP:sl 
Encl . 

Sincerely, 

2: :&~' INC. 

Gary M. Patterson 
Marketing Representative 
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EXECUTIVE OVERVIEW 

The Tandem 16 Computer System proposed to the University of 
California for its Integrated Pest Management Program 
possesses specific strengths that will allow the University 
to meet its near and long-term expectations . Many of these 
capabilities are unique to Tandem, as your studies will 
undoubtedly conclude . 

Tandem has proposed an initial network of 3 nodes , each with 
its exclusive NonStopTM dual processor system . The Central 
Site node has been configured to accommodate the activities 
set forth for both the Central and District (1) systems 
proposed at that site . The University will enjoy all the 
capabilities requested in the RFQ at a significant cost 
savings over other configurations and enjoy MAny benefits only 
possible from Tandem. For the Central Site, Tandem has proposed 
two processors, each with 768K/Bytes of memory, and 600 mega­
bytes of removable disc storage . If the University so chooses, 
each processor can be dedicated to specific functions; i.e., 
development and operations. 

The remote district sites each contain a dual processor, with 
384K/Bytes of memory each and 50 megabytes of removable disc 
storage. With the appropriate communication links, the 
University will possess a complete fault tolerant system and 
enjoy true NonStopTM performance with optimum use of all 
resources. 

The flexibility of such an approach leaves the University in 
a position to manage its total computer resource to meet daily 
needs that are ever changing and also adapts to any re-emphasis 
over the long term. The University ' s investment could not be 
better protectedl Information contained in this proposal will 
add insight to Tandem's unique approach. 

The Tandem System was developed during the mid-Seventies to 
address the emerging requirements of the Eighties . The IPM 
requirements might well have represented Tandem's design 
objectives. 

A capsule look at some of these significant benefits as they 
may apply to the University is presented on the following 
pages. 
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IPM REQUIREMENT 

High System Uptime 

End User Satisfaction 

Reliabili ty 

Ease of application software 
development and modification 

Fast start-up 

TANDEM SOLUTION 

Tandem's exclusive NonStopTM, 
fault-tolerant hardware and 
software allows for continuous 
processing . which in turn 
protects critical data, increases 
end user confidence, and reduces 
many types of operational costs. 
User satisfaction is normally 
equated to system success. 

Unlike some systems,which have 
been "patched" to provide a 
"hot standby , " the T-16 utilizes 
fully and efficiently its 
multiple processors and memory 
under normal conditions . 

Use of Tandem's software, PATHWAY, 
for screen development and 
transaction processing; ENSCRIBE 
for the development and mainte­
nance of the data base; and 
GUARDIAN/EXPAND "off the shelf" 
networking with no programming 
required, will reduce the initial 
development effort significantly. 
Lesser skilled personnel can be 
used for these efforts . The net 
result will be faster development 
at a much lower initial cost, 
followed by much lower ongoing 
effort and cost . 

Today, with reduced hardware costs 
providing a rapidly improving 
price/performance ratio, every 
data processing operation must 
address the sky rocketing soft­
ware and personnel costs . This 
is best accomplished through 
their initial planning and 
comrnitlT"ent. 



IPM REQUIREMENT 

Network 

t-lOdularity 

Da ta Base 

( 

TANDEM SOLUTION 

The rPM program truly requires 
an effective Networking system . 
GUARDIAN/EXPAND will provide capa­
bility which is transparent to 
any application ; it will allow 
development and control to be 
centered anywhere designated; 
and it is off the shelf . 

In the University's initial net­
work, Tandem would recommend a 
communications line between the 
two remote districts , thereby 
completing the network and protect­
ing against node failure due to 
a specific line problem in the 
Network . The node would seek a 
secondary path to other nodes in 
the case of any problems. 

The questions of "when" and "how 
much" growth of the rPM Program 
are easily answered as needed by 
Tandem's unequalled modularity -
and with complete transparency 
to the end-user and system 
software. Incremental costs are 
very competitive; future upgrades 
can be very selective . The 
University's investment in 
hardware and software is protected . 
Staff efforts will contribute 
to new end user benefits, not 
re_systemitizing and reprogramming 
prior efforts. 

Tandem ' s fast, efficient relational 
data base is implemented simply, 
is tranSparent to any application 
code , can be migrated to any system 
at will , and is modifiable on-line 
(no costly reorganizations) . 
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IPM REQUIREMENT 

The Vendor 

TANDEM SOLUTION 

Finally, the capability, interest 
and direction of the vendor must 
be considered . Tandem offers the 
University a relationship with a 
locally based computer company. 
Tandem offers a high-level of 
expertise in its local System 
Engineering and Customer Engineer­
ing staffs . A nedicated 
Education department and Regional 
and Corporate specialists further 
assure the University the 
consultation and support necessary 
for success. 

Tandem believes the major near and long-term benefits that will be 
derived by use of Tandem hardware and software should result in 
a very competitive price performance ratio. We look forward to 
the careful analysis of all costs which will comprise such a program 
over a period of years . 
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UNIVERSITY OF CALIFORNIA 

INTEGRATED PEST MANAGEMENT 

HARDWARE AND SOFTWARE PRICING RECAP 

Categories A and B 

Category A 

Central and District 11 Systems 
at Central Site 

District 12 System 

District 13 System 

Total, Category A 

Cate2°n:: B 

Central System 

District il System 

District J2 System 

Distirct 13 System 

Total, Category B 

TOTAL, CATEGORIES A and B 

ESTIMATED FREIGHT CHARGES 

All Category A Equipment 

All Category B Equipment 

Purchase 
Price 

$262,025 

136,550 

136,550 

S535,125 

$ 59,600 

44,700 

44,700 

44,700 

S193,700 

$728,825 

9000 lbs. 

2350 lbs. 

Totals 

Monthly 
Maintenance 

$2,157 

980 

980 

$4,117 

$ 560 

420 

420 

420 

$1,820 

$5,937 

$1,050 

225 

$1,275 
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UNIVERSITY OF CALIFORNIA 

Integrated Pest Management 
Hardware Configuration 

for the Central and District Requirement at Central Site 
(Category A) 

13 ME/Sec . 

1 Software 
PROCESSOR GUARDIAN/EXPAND, PROCESSOR 

769KB COBOL, FORTRAN, 768KB 
SORT/l1ERGE, TAL, 

PATHWAY, ENSCRIBE, ENFOR"1 , 
Async 

Controller 

/ 32 Ports 

1 
( oper~tor 4 ("n" CRTs 

Progranuner and 
Console ~£ -.Pri 

Disc 
Controller 

8 Ports 

f 300 "-
ME 

('300' 
ME 

I'-.Disc/ I\"'Disc/ 

\... ./ 

Tape 
Controller 

2 Ports 

I'·t 1600 
bpi,45 

ips 

Printer 
Controller 

J 
3007 Ptr. 

i SubJect to f nal r 
Engineering 

eview b y Man ufacturin g and 

1 

2/20/80 



Hardware 

J 
PROCESSOR 

384KB 

UNIVERSITY OF CALIFORNIA 

Integrated Pest Management 
Configuration for each Remote 

(Category A) 

13 MB.LSec. 

f Software 
GUARDIAN/EXPAND, 
COBOL, FORTRAN, '7 
SORT/MERGE, TAL, 
PATHWAY, ENFORM, 

'- ENSCRIBE I 

Async 
Controller 
_ I 6 

L \ 
1 "nit CRTs 

( Operator and 
Printers Console 

Disc 
Controller 

R •• . 
/,.L... u 

" 50 
III 

Disc "-
!l! i'- .../ 
..,. , -

Tape 
Controller 

2 Ports 

1~ 1600 
bpi,4S 

ips 

District 

J 
PROCESSOR 

384KB 

Subject to final review by Manufacturing and Engineering 

2/20/80 



Qty. Model No. 

1 T16/244-3 

UNIVERSITY OF CALIFORNIA 

INTEGRATED PEST MANAGEMENT 

Hardware and Software Pricing Detail 

Central and District Requirement at Central Site 

Category A 

Hardware 

Purchase Price 

Description unit Ext . 

Monthly 
Maintenance 

Unit Ext. 

SYSTEMS PACKAGE , includes: $85.375 $85 . 375 $ 652 $ 652 

1. 2 T16/1412-1 processors, 
each with 384KB of 500ns 
MOS memory , memory map­
ping , bootstrap loader, 
interval timer, and DMA 
for all I/O . 

2. Dual dynabus redundant 
interprocessor link (13 
Me/ sec. each). 

3. 2 block multiplexed I/O 
channels . 

4. 13 slots for system 
expansion. 

5 . Systems cabinet , expansion 
space. 

6. 30 cps hard-copy console. 

7. One dual channel connec­
ted asynchronous control­
ler. 

8. One terminal patch panel. 

9 . Magnetic tape controller, 
with one 800/1600 bpi. 
45 ips tape drive. 

10. Two battery packs for 
memory backup . 



Central and District 

-2-

Monthly 
Purchase Price Maintenance 

Qty . Model No . Description Unit Ext. Unit Ext . --
2 T16/2412 Memory Module, MOS, 384KB $12 , 800 $25 ,600 $ 1 20 $ 240 

2 T16/2001 DECIMAL ARITHMETIC Package 2,000 4,000 20 40 

2 T16/2002 ENSCRIBE Microcode 1,500 3 ,000 N/C N/C 

2 T16/2003 COBOL Microcode 500 1.000 N/C N/C 

2 T16/2005 FLOATING POINT ARITHMETIC Pkg. 2,000 4,000 20 40 

2 T16/2006 FORTRAN Microcode 500 1.000 N/C N/C 

2 T16/2007 GUARDIAN/EXPAND Microcode 2 ,000 4 , 000 N/C N/C 

2 T16/2010 PATHWAY Microcode 2 ,0 00 4,000 N/C N/C 

1 T16/6202 Byte Synchronous Controller 5 , 800 5 , 800 26 26 

2 T16/6302 Async Extension Board 4 , 300 8 , 600 20 40 

1 T16/7504 Disc Patch Panel, Std. 775 775 N/C N/C 

1 T16/3105 Disc Controller 10,500 10,500 53 53 

2 T16/4104 Disc Drive, 300MB unformatted 26,500 53 , 000 189 378 

1 T16/3302 Line Printer Controller 2,800 2,800 18 18 

1 T16/5502 Line Printer , 300 1pm 11,500 11 , 500 140 140 

4 T16/6520 Terminal, 2000 characters 2 , 950 11,800 20 80 
per screen 

1 T16/7501 Terminal Patch Panel, Std. 775 775 5 5 

TOTAL HARDWARE $237,525 $1,712 



Central and District 

Qty. 

1 

1 

1 

1 

1 

1 

- 3-

Software 

One- Time 
License Fee 

Model No. Description Unit Ext. 

T16/900 7 GUARDIAN/EXPAND Operating $10 , 000 $ 10,000 
System , Ne two rk Ope ra ting 
System, includes TAL 
(Upgrade of existing 
University of California 
license) 

T16/9002 ENSCRIBE, Data Base Manager • * 
T16/9102 ENFO~I , Query/Report Writer * * 
T16/9103 PATH\~AY , Transaction Process. 8 , 500 8,500 

T16/9201 COBOL , ANSI ' 74 • * 
T16/9202 FORTRAN , ANSI ' 78 6,000 6 , 000 

TOTAL SOFTWARE 24,500 

TOTAL HARDWARE AND SOFTWARE $262 , 025 

·One-time license fee per organization not applicable _ 
fee already paid by University 

Monthly 
Main tenance 

Unit Ext. 

$ 100 $ 100 

60 60 

70 70 

85 85 

70 70 

60 60 

445 

$2,157 



UNIVERSITY OF CALIFORNIA 

INTEGRATED PEST MANAGEMENT 

Hardware Pricing Detail 

For Central System Requirement 

Category B 

Qty . Model No. Description 
Purchase 

Unit -
8 T16/6520 CRT terminal, 2000 characters per Screen $2,950 

8 T16/5508 Serial Character Printer, 
200 cps 

4,500 

(1) installation location may necessitate 
an additional charge 

-

Monthly (l 
Price Main tenance 
Ext. Unit - Ext. 

$23 , 600 $20 $160 

36 , 000 50 400 

$59,600 $560 
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Qty . Model No. 

1 Tl6/244-3 

l 

UNIVERSITY OF CALIFORNIA 

INTEGRATED PEST MANAGEMENT 

Hardware and Software Pricing Detail 

For Each Remote (2) District Requirement 

Category A 

Hardware 

Description 

SYSTEMS PACKAGE, includes: 

1. 2 T16/1412-1 processors, 
each with 384KB of 500ns 
MOS memory , memory map­
ping, bootstrap loader, 
interval timer, and DMA 
for all I/O. 

2. Dual dynabus redundant 
interprocessor link (13 
ME/sec . each). 

3. 2 block multiplexed I/O 
channels . 

4 . 13 slots for system 
expansion . 

5. Systems cabinet, expansion 
space. 

6. 30 cps hard-copy console. 

7 . One dual channel connec­
ted asynchronous control­
ler . 

8. One terminal patch panel . 

9 . Magnetic tape controller, 
with one 800/1600 bpi, 
45 ips tape drive. 

10. Two battery packs for 
memory backup. 

Purchase Price 

Unit Ext. --

$85,375 $85,375 

Monthly 
Maintenance 

Unit Ext. -
$ 652 $ 652 



Remote (2) District 

-2-

Monthly 
Purchase Price Maintenance 

Oty. Model No. Description Unit Ext. Unit Ext. --
2 T16/2001 DECIMAL ARITHMETIC Package $ 2 ,000 $ 4,000 $ 20 $ 40 

2 T16/2002 ENSCRIBE Microcode 1,500 3,000 N/C N/C 

2 T16/2003 COBOL Microcode 500 1,000 N/C N/C 

2 T16/2005 FLOATING POINT ARITHHETIC Pkg. 2 ,0 00 4 , 000 20 40 

2 T16/2006 FORTRAN Microcode 500 1,000 N/C N/C 

2 T16/2007 GUARDIAN/EXPAND l-licrocode 2,000 4,000 N/C N/C 

2 T16/2010 PATHWAY Microcode 2 ,000 4 ,000 N/C N/C 

1 T16/6202 Byte Synchronous Controller 5 ,800 5 ,800 26 26 

1 Tl6/6302 Asynchronous Extension Board 4,300 4,300 20 20 

1 T16/7504 Disc Patch Panel, Std. 775 775 N/C N/C 

1 T16/3102 Disc Controller (Single Port 4 , 800 4 , 800 22 22 
Drive) 

1 T16/4102 Disc Drive, 50MB formatted 14,500 14,500 180 180 

TOTAL HARDWARE $136,550 $980 



Remote {2} District 

- 3-

Software 

One-Time 
License Fee 

Qty. Model No. Description Unit Ext. 

1 T16/9007 GUARDIAN/EXPAND Operating 
System, Network Operating 
System, includes TAL 
(Upgrade of existing 
University of California 
license) 

1 T16/9002 ENSCRIBE, Data Base Manager 

1 T16/9102 ENFORM, Query/Report Writer 

1 T16/9103 PATHWAY, Transaction Process. 

1 T16/9201 COBOL, ANSI ' 74 

1 T16/9202 FORTRAN , ANSI '78 

**License fee charged to University of California 
only once (see Central Site); no Maintenance 
required when Remote system is not development 
system. 

TOTAL HARDWARE AND SOFTWARE 

•• •• 

•• •• 
•• •• 
** .* 

• * •• 
** •• 

$136,550 

Monthly 
Maintenance 

Unit Ext. 

•• •• 

•• .. 
•• .* 

** .* 

** ** 

** .* 

$980 
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UNIVERSITY OF CALIFORNIA 

INTEGRATED PEST MANAGEMENT 

Hardware Pricing Detail 

For Each District (3) Requirement 

Category B 

Purchase Price Maintenance(] 

Qty. Model No. Description Unit Ext . Unit Ext . 

6 T16/6520 CRT terminal I 2000 characters $2 , 950(2) $17 , 700 $20 $120 
per screen 

6 T16/5508 Serial Character Printer , 4 , 500 27 , 000 50 300 
200 cps 

$44,700 $420 -

{ll Installation location may necessitate an additional charge 

(2) A quantity discount is available for 2S or more terminals 
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OPTIONAL EQUIPMENT 

The following items are listed under "Optional" in the RFQ . 
Their cost or other disposition is indicated. Also see 
"Responses to Ques tions . " 

Item 
Requested 

Central Site 

800/1600 Tape 

2 ports and 
consoles 

District Sites 

Tandem Response 

One comes standard on each base 
system . Additional 800/1600 
bpi, 45 ips Tape Drive 
(T16/5l03) . 

Ports available on system 
configured. 
Additional terminals (T16/6520). 

Printer, 180 cps Printer, 200 cps 

FORTRAN 

BASIC 

PASCAL 

Only one license fee (see 
Central Site) 

BASIC not available at this 
time . Tandem recommends 
ENFORM. 

Tandem recommends T/TAL. 

Cost 

$8 , 000 

2,950 ea. 

4,500 ea . 

N/C 

N/C 

N/C 
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ABC-l. 

ABC-2. 

I 

ABC-3. 

ABC-4. 

RESPONSE TO SPECIFIC QUESTIONS 

A delivery time of from 60 days after receipt 
of your Purchase Order is normally possible . 

Tandem ' s basic maintenance policy contractually 
provides for a maximum response time of 8 shift 
hours . Actual experience has normally provided 
response well under the allowable time frame . 
Of course, Tandem ' s NonStopTM hardware and 
software allow the system to stay up and continue 
with critical processing during such periods . 

In conjunction with the NonStopTM capability , 
Tandem has demonstrated a very high MTBF on the 
individual components utilized . Additionally , 
all systems are pre-staged and system tested 
prior to delivery to your site. You are invited 
to review this process at Tandem's Cupertino 
facility . 

Expanded periods and types of coverage are 
also offered at slightly higher costs . 

Field service offices are currently maintained 
in San Mateo and Los Angeles . A policy of 
maintenance and repair is normally sufficient 
to remedy hardware problems. Field replacement 
will be considered if the problem warrants it . 

The product warranty is 90 days for parts and 
labor . 

Tandem Computers now enjoys over 200 customers 
with 1,000 processors installed . The following 
are five of those customers located in the Bay 
Area and the contact at each . Each employs a 
tailored hardware and software configuration 



ABC-5 . 

but are generally applicable to the requirements 
of the RFQ . Further references can be provided 
upon request. 

Customer/Contact 

University of California 

f'.lr . Bruce Benedict 
Associate Director 

Crocker National Bank 

Mr. Al Schusterman 
Mgr . , Mini Computer 

Computer Systems Design 

Mr . Paul Kruger 
President 

ops. 

Phone 

(415) 642-0494 

(415) 477 - 2278 

(415) 445-8600 

Patient Referral Services (415) 946-3899 

Mr . Terry Gilbert 
Vice President 

Quantitative Medical 
Systems 

Dr . John Sargent 
President 

(415) 654-9200 

Tandem Computers offers and supports all the 
hardware and software bid in this Proposal. 
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Using the current configuration l6-disc 
controllers, each controlling eight 300MB 
disc drives, could be configured in the 
system . This would allow approximately 
38 billion bytes of disc storage of possible 
storage . 

The magnetic tape, included in each configura­
tion, is one method of moving data and object 
files using a removable storage unit . 

However, we are proposing a three-node network 
of Tandem Computers, and data or object file 
in any node can be accessed by any other node. 
This feature of the EXPAND Network eliminates 
the need to mail data between nodes. To 
copy a file from one node to another would be 
done as follows: 

FUP COpy \ BERR .FILEl, \ RVR . FILE2 

Default baud rates are configured in the 
Sysgen. The baud rate for asynchronous ports 
can range from 110 baud to 19,200 baud, and 
each port can have a separate baud rate. The 
synchronous controller has four lines and 
the sum of the baud rates cannot exceed 160,000 
baud . 

The baud rate for any port can be changed by 
calling a system function without re-Sysgening 
the Operating System, thus providing the 
University a great deal of future flexibility. 

A Site Planning Guide is enclosed for planning 
site configurations . Tandem Computers ' Customer 
Engineers are available to help the University 
in planning all computer sites as they occur. 
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Software maintenance as it pertains to "bugs ,. 
is addressed as they Occur. The Tandem software 
to date enjoys an excellent reputation for 
"settled" software , primarily due to the pre-release 
testing and control. 

Currently, software updates and new releases are 
provided by Tandem Computers three times each year. 
A site update tape is provided for each Tandem 
customer with the software the customer has 
purchased. ~andern also provides a program called 
INSTALL that reads the site update tape, writes 
the new software to disc , and creates a new 
Operating System. The INSTALL procedure takes less 
than three hours and the INSTALL for the district 
sites could be run from the central computer system. 

Any terminal on a Tandem system can be an operator 
console. One console is provided on each basic 
configuration . System security, of course, 
provides control as desired. 

Each node of the Tandem system can be expanded to 
16 CPUs. Each processor can be expanded to 2M Bytes 
of memory. The EXPAND network can contain 255 
nodes with a maximum of 4 , 080 processors . 
Additional CPUs , memory , controllers and I/O 
devices can be added to the system without 
changing any application design or recompiling 
any programs. This is of tremendous importance 
as the University expands its service to its end 
users . 

The modularity of the system proposed is unsur­
passed . In addition , the power of each node is 
available to the others if desired. 

Tandem Computers will supply and maintain all 
software proposed in this bid. 

All programs will be able to run in any CPU in 
the EXPAND network . All nodes of the EXPAND 
network contain the same Operating System. The 
use of EXPAND makes it very easy to maintain 
programs . All nodes have the same Operating 
Systems; all nodes use the same compilers . 
The application monitor , PATHWAY, can control 
all the resources in all the nodes . 
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As stated in Question A- 9 ., any program in a 
Tandem EXPAND network system can run in any CPU 
in the network. No changes would be required 
on any programs no matter which node they were 
run on. Interprocess communication is an 
integral part of the GUARDIAN Operating System. 
When a process wants to send information to 
another process in the EXPAND network , it is 
done by simple write and read statements . 

All "future capability" items can be supplied 
today. Examples of specific items ' costs are : 

Model No. Description Cost 

T16/24l2 Memory Module , 384KB MOS $12,800 

T16/l4l2- l Processor with 384KB MOS 28 , 700 

T16/4104 Disc Drive, 300MB 26,500 

T16/5301 Card Reader, 600 cpm 4,800 

A review of the proposed configuration will 
show excess capabilities in many areas where 
the IPM program expects to increase its 
requirements. For example, the present port 
capacity of proposed systems will accommodate 
nearly all suggested expansion . 

Consequently , expansion hardware cost may be 
significantly reduced . 

Documentation is enclosed for software products 
being bid. Further detail is available upon 
request . 

Memory and processor configurations are based 
on past experiences of our senior analysts in 
designing on-line transaction systems. The 
configured system will run the GUARDIAN/EXPAND 
Operating System, PATHWAY, several Editors, 
and a few Coropiles concurrently . A system 
sizer package is available to determine precise 
system resource needs as the application 
system becomes better defined . 
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The sizer package utilizes the following data: 

1 . Transaction size 

2 . Transaction frequency 

3. Number of program modules 

4 . Disc I/Os per transaction 

5 . Data Base size and design 

6. Computational requirements per program 
module 

The future capabilities can be confirmed as the 
above data is gained . Experience suggests that 
some additional memory will be required in the 
remote district systems as the concurrent users 
increase significantly. The maximum memory 
capacity of each processor is currently 2 megabytes. 
Thus, each system as now configured with 2 
processors has a capacity of 4 megabytes. 

Tandem's modular hardware and software architecture 
allows for minimal effort and disruption as 
outlined elsewhere . 

All nodes of the proposed system contain multiple 
CPUs and all controllers are dual-ported. 
Therefore , any CPU can be disabled from the system, 
and diagnostics can be run without interrupting 
normal operations . Tandem has U. L . approval to 
fix components of the system while the rest of 
the system remains operational. Any components 
can be powered down, removed , repaired , and 
replaced without interrupting normal operations. 

Tandem does not supply any standard statistical 
packages. However, ANSI '77 FORTRAN is supplied 
and supported by Tandem. FORTRAN is a powerful 
numeric language in which statistical functions 
are easily written . Any statistical packages 
written in standard FORTRAN could be implemented 
on Tandem. 

Two software products from Tandem that may be 
of interest to the University are: 

MUMPS language interpreter - $7 , 000 
(see description under Programming Languages) 

Users ' Library - supported by Tandem Users' 
Group - $40 



B-l. The terminals bid will run at baud rates from 
110 to 19 . 2KB, and the rates are switch selectable . 

B-2 . The printer runs at a maximum of 9600 baud . 
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Tandem Computers Incorporated was founded in 1974 to design, develop, manu­
facture, market and support a unique computer system which meets the critical 
needs of the on-line transaction processing marketplace. Called the Tandem 
NonStop System, its innovative architeaure virtually eliminates the risk of system 
failures and protects the customer's data base from damage caused by electronic 
hardware malfunctions. It is also the only computer system that can be expanded 
modularly from a mid-size to a large-scale system- or expanded into a distributed 
data processing network of up to 255 geographically dispersed systems- without 
hardware or software conversions. Today, Tandem has manufacturing operations 
in twO locations in the United States and one in West Germany, and supports cus­
tomers' systems throughout North America and Europe from 41 offices. 

About this report 
As Tandem and the computer industry enter a new decade,the 
on· line transaction processing marketplace is emerging as a fast 
growing segment of a rapidly expanding IndUstry. This faci-coupled 
INith Tandem's unique poSitiQfl of leadership in this marketplace­
gives rise to many questions, About the industry. And about 
Tandem. its products and Its strategies. 

It is wilh those thoughts in mind that the forum for this year's 
Tandem annual report is constructed on questions from investment 
analysts 

Fortunately. the computer industry-by virtue ollis growing 
Importance and the vast pool d publiC funds invested in the 
lOdustry-has attracted an unusualty large body of highly qualified. 
fumime investment research analysts. 

Not all analystslhat follow the industry are represented in this 
report: to do so would be impractical because of their numbers. For 
the same reason. space limitations prOhibit the answering of all 
questions oHere<!. To preserve objectivity and best serve the need 
to communicate. questions aoout Tandem were solicited from 
researchers who do not write reports on the company for their 
hrms' Clients as well as those who do. The company IS grateful for 
the lime. effort and interest 01 the investment community in aiding 
ltIis prOject 

The reader will also find in this report a number 01 thumbnail 
case studies 01 Tandem customers. These are intended to serve as 
a sampling 01 the ways Tandem systems are used, and to act as a 
primer lor understanding the broad span of industries and 
businesses that have committed 10 on·line processing. 

NUMBER OF PROCESSORS INSTALLED 

600 f--------------------------

5001------------

400 f--------------------------

200 f---------

100 f---------

1976 1977 1978 1979 
Cumulative: Fiscal Years 





T j em alone enters the Eighties with a com· 
system strategically designed to meet the 

-al needs and economic requirements 01 
e transaction processing, whether at a 

te or within a distributed data process­
~ork. 

core of the emerging age of automation is a 
'nt of the computer marketplace known as on­
lnsaction processing. It is here that computers 
osl visible-to the businesses that operate in an 

environment, and to the customers of those 
,esses. Businesses like banks with on-line 
stations and automated teller machines. Travel 
vat Ion systems. Merchants that use on-line 

ices to provide instant authorization for credit card 
hases. Manufacturers and distributors that can 
!diately tell you the precise status of your order. 

J scores of other businesses, hundreds of other 
where the need to instantaneously and 

ntinuously access and update information is 
.coming vital. 

In thiS on-line marketplace, the computer also 
nds its most demanding environment. As more and 
lOre businesses come to rely upon on-line transaction 
#JCessing for better management control, greater 
Oductlvity and improved customer service, the need 

jr a computer that runs without interruption is 
'ssenuaL In these businesses, when the computer 
fops-or when a computer malfunction damages or 
lestroys the data base-the business stops. 

The Tandem NonStop System is the first general 
'urpose, commercial computer system designed 
,pecifically to fulfill the critical needs of on-line 

:ransaction processing. The innovative, fault-tolerant 
Tandem architecture virtually eliminates the risk of 
system failures and protects the customers' data bases 
from damage caused by electronic malfunctions. The 
system is also the only one on the market that can be 
expanded modularly-without any programming 
changes and even while the system is running-from a 
two- processor, mid-sized system up to a 16~processor, 
large~ scale system, creating a continuous range of 
models priced from approximately $150,000 to over 
S3.OOO.000. 

And, only Tandem systems can be geographically 
dispersed in a distributed data processing network 
without modifications to the hardware and without 
reprogramming-extending the benefits of uninter­
rupted operations, data integrity and modular 
expansion to large. high-volume networks. 

Tandem's many software products-all of which 
make the Tandem system easier to use and more 
productive-enable users to establish distributed data 
processing networks with much greater ease, speed 
and economy than ever before known in the industry. 

With the EXPAND network operating system, 
users can easily build a distributed data processing 
network of up to 255 geographically dispersed Tandem 
systems wijhout replacing hardware or changing 
applications software. 

ENFORM is a powerful software tool that makes it 
easier for the user's programming and non-programming 
personnel to query multiple files in a data base-in a 
spoken language-like manner-and to write reports 
quickly in the user's specified format. The benefits of 
ENFORM are compounded when used with EXPAND 
in a distributed data processing network: Data located 
anywhere in the network can be accessed from any 
terminal if the user has the required security clearance. 

PATHWAY, announced in 1979, will further reduce 
user programming costs by making it easier and faster 
to develop on-line applications. PATHWAY handles 
many of the complex terminal and control functions that 
are an inherent part of anyon-line transaction 
processing application. With PATHWAY, the user is free 
to concentrate on the applications themselves. 

Also introduced in 1979 was the Tandem 6520, a 
new display terminal that provides high reliability and 
increased productivity in the on-line transaction 
processing environment. 

As networks of dispersed Tandem systems grow, 
so will the importance of system serviceability. In 
addition to sophisticated self-diagnostic capability in 
hardware, DIAGLINK enables Tandem personnel to 
remotely diagnose a user's system via telephone link, 
anywhere in the world. 

The Tandem NonStop System today stands 
unrivaled in its ability to meet the world's growing on­
line transaction processing and distributed data 
processing needs. 
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What is Tandem's niche in (he marker, that 
is, what is the company's expertise-should 
you be regarded as a hardware manufac­
rurer or a predomioanrly software 
rompany? 

-HQUJrTi U" GeI8er.Jr.. Secllnf,es Rele~rch OIl ';I;on, 
JUnnJ'L),m:h PIN"fe Fenller & Smilh. /,/c. 

Tandem's nIChe IS sole dedication to on-line transaction 
proceSSIng, and our successes 10 dale are a resuH of our 
combined expertIse in hardware and software directed at 
satisfYing preVIously unfulfilled needs of the marketplace, 
In our focus on the on-line transaclJon user, we bring more 10 
lhe marketplace than merely hardware and software. like a 
mainframe manufacturer, we support our customer base 
WIth a large field service organizatron For each salesman we 
have two systems analysIs and two flefd service engineers. 
DUflng Ilsca11979, Tandem's field service organization 
expanded 13()%, 

Tandem's anginal contnbutlon was a state-of-the-art 
technology and architecture for maximizing multi-
procesSIng The need for multi-processors existed before 
Tandem. but the only way I( was being met was by the 
tremendously expensIVe, ineffICIent method 01 tieing together 
two or more convenllOnal computers 

Subsequenllo the Tandem productlnlroduction, we 
have conllnued 10 make lhe system more useful for 
customers by enhancIng the hardware and by developing 
addlbonat software tools that make the system easier to use 
and more productIve The effectiveness of the soflware­
and Tandem does have a reputatIon lor outstanding 
software-Is only posSIble because of the unique 
architecture 01 the hardware, 

Is Tandem's rypical rus[Qmer more inrer­
ested in N onStop capabilities, the high 
transaction rates or the networking 
possibilities? 

-/.",11 Ir/ Re)"oJdr, VitI' Prtl/ld,.nl, 
&11",.n EuhJrr. HIli R"hll,ds 

Tandem's customers are Interested In the productivity 
advantages of the on-~ne enVIronment, and recognize that 
NonStop operatIOn IS essenltaJ. Before Tandem, there were 
a number of nsks associated with committing vital aspects 
of a buSiness to on-line proceSSing Tandem has alleviated 
lhosensks 

Our customers are attracted by the Tandem advan­
tages If1 combinatIOn, but WIth varyIng degrees of emphasis 
on any gIVen feature For some, continuous system 
avallablhty IS crtllcal To others, JI 's data Integrity. For most­
thOSe users With geographIcally dispersed systems and 
dlslflbuted dala bases-networking IS obviously 
Important For vIrtually all, modular expandability holds 
great attractIOn. And, IllS unIVersally appealing to Tandem 

y .. ••• 

O ne hundred fOfty-live hospitals in two slales depend on Ihe 
Mlssouri -lIhnOis Regional Blood Program IOf some t85.oo0 pints 
01 human blood annually. and the St. LOUis-based Red Cross 
chapter now depends on ils Tandem system 10 malch supply with 
demand. The organization uses Ihe Tandem sYSlem. acqUired in 
early t 978. lor donor record keeping. to aid in recruillng donors 
and. once the donations have been made, to screen fOl' blood 
quality and verify blood type, MOSl imponantly, the on-line inven­
tory system tracks the 4,000 pinrs 01 blood kepI on hand, directs 
inter-hospilal transfers, and mOrulors Ihe supply's limited sheW lile 
Addllional applical lons including admmiSlfalive and accounllng 
systems are scl'!eOuled to come on-In"le in tile near future, 

W hen PLAN-NET. Ihe new data communications network oI lhe 
Blue Cross Assn. and Blue Shield Assn .. becomes operational in 
early t 980. all tOO regional o!fices in Ihe U.s" Canada and PuerlO 
Rico will be linked togelher by some 200 terminals interacllng With 
eight geographically dispersea Tandem syslems.ln all, lhe nel­
work will come on-line wilh 22 Tandem processors spread over 
Chicago, New York. Atianla, Tulsa, Seallie. Cleveland and Wash­
ington. D.C as a custom lurnkey syslem developed by 
Internahonal Micor Systems. Inc., a wholly-owned subSidiary 01 
Ramada Inns, PLAN·NET replaces a slower. over-taxed syslem 
that was handling SO,OOO.OOO characlers of informalion daily. One 
of the heavieslloads on the new, high-volume nelwork will be 
daily data collecl ion for all Medicare claims throughout the U,S 
Olller maJOI' Junclions include eligibihty delerminallon fOf Iran­
Slent claimanrs, and balancing accounts for the Blue Cross and 
Blue Shield Inler-Plan Bank. PLAN-NET will be on the alf 24 hours 
everyday 
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A I the Canadian operallOns of Pilkington 
Glass Industries, Ud., a subsidiary of the 
world's largest producer of flat glass, 
Tandem is the main computer. Acquired in 

I mid- t 979. Pilkington's Tandem 
system will take over all corporate 
data processrng atlhe Toronto 
head otflce and main lactory 
as additional processors are 

I 
added. One 01 the company's 
prmClpal reasons/or con- I j·~~! 
vefflng to Tandem was the 
'smooth, painless upgrade 

path to a very high·powered 
system al re/alively modest 
cost' essential to accom· 
modating the workload. 
The Tandem system will 
be "intimately linked" .","h 'lfl 
manufactuflflQ in a com· 
pany where, by necessity 
of the glass-making 

must 
II around-the-

Cur-

G 'rmes AG, one 01 EUrope's 
I principal manufacturers of te)(­
tiles and carpets WIth annual 
revenues in e)(cess of DM 600 mil­
lion. acquired its Tandem system m 
the autumn 01 1977 and has never 
e)(perienced a hardware or Operaling 
system failure. The inilial twa-processor 
Tandem went on-line in June t978 wrth com­
pletion 01 software development for an order 
processing system that now lies-in the com­
pany's Ihree lactories with some 50 termfnals 
The System siza was dOubled in Ihe summer 
0lt97910 handle increased workloads 
Glrmes is now developing applicatrons soll­
ware for a new manutactuflng data capture 
system that IS scheduled to come on-line dur­
!ng 1980. The company employs 3,500 people 
In West Germany 

J 5van!heU S prOdUcer 01 
Iragrance products wetII 

on-Ine \\ooth thetf new 
Tandem-PQWefed ware­
noose contrOl system '" 
1979 and qu.ckIy expe.-_ 

renee 8 near-Irll*1gof 
ptoduc!r.-,t~ By conver!IOQ 
to !he automated S)'Slem 
10 hI up to 4.!XX1 orders 
daily 101' Ille company's 
456 dlH6fenr prodUCIS. 
JOven has ItTIprovecl I 

Ofdel' delIVery by morethMi 
8 Week w~n oramancally I 
greal6f accuracy FlJIther 

cost saYlfIgS emanate 110m 
automated Ir6lght consoh· 
datIOn of Ine tyPICally small 
packages The system 
reteJves al orOet's, alo­
cales Inventory seIecIs 
ordefs. gene-ates the 

""-IreJghl rates, and pr,ru 
sl'wpptng labels. bills r:J 
Jao."lg pacJung ~ps. 
shlPPll'lg maB/ests and 

OI"def confrrmallOnS 
JO"van selected Tandem 

because 01 the CfllicalllT1pOl1ance 
01 contmuaJ operatJ()l1s and the 
ability to add compu~ng POWef 
Without Interrupbng sIIoppngol 
products. 

U nlike most Tandem InstaPattOnS, 
the system at the R~epoII'!I Pen DIVI­

sIOn 01 Penn Corp. IS used pnmanly 
as a batch ptOCesSing system Rttepont 

convertE!(! to Tandem., mld-t97a tD acl\.leve 
greater rellablhty easier pl'"ogramm~ lower 
costs and hlQtler perfOfmance Although 
noc dediCated to on·~ne transacllOl'l pro­
cessing the company has lound ~ e,.ays the I 
benelrts 01 laster on-tine data entry and 
qUICker errOl" detectIOn. The butlf of thewtn­
load IS Iraclung up 10 20.000 OfderS al the 
St lOUIS plant at anyg!ven tllTle. Add<tooal/y 

lhe syslem handles aM accounting, pt'odIiC-
loon plarvlIng ancfolher general dala pt'ocess!i"Ig 

The olvlslOn, one 01 the largest manufacturers of advert, Sing spet.an,es. 
selected Tandem alter a SI)(·month Compelilwe evaluatlDl'l. Pem Corp 
has annual sales of appI'"o)(lmately $30,000,000 

1 
t 
I 
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customers that they 
enjoy all of these features 
without cost premium 
while also enjoying high 
throughput rates at 
low cost. 

There are Tandem 
systems- and some very 
targe ones- that are in 
environments where 
continuous operation is 

1\176 I\lH 18111 1\179 not critical to the function 
Humt>.r 01 Cu,'omef1 of the business, but 
Ie""""',,, ~IJ'U'I I where a hardware mal-

function that damages or destroys the data base represents 
a disaster. If you are a bank dOing a multimillion-dollar 
electroniC funds transfer when your computer malfunctions 
and sends the money to the wrong place and you can't 
get it back, the Tandem data Integrity feature that prevents 
eleclronfC interference with the data base is at least 
as Important to you as the system's fault-tolerant capabilities, 

The modular expansion capability is of great interest 
because most computer centers will need additional 
capaCIty WIthin the foreseeable future, II you are in any 
buSiness thai IS adding new applications or is growing, you 
know from past experience lhat lt's going 10 cost you a lot of 
time, money, grief and disruption to your business to upgrade 
to a bigger model. The ability to easily and inexpensively add 
more modular proceSSOfs to your Tandem system without 
Changing a line of programming-WIthout even shuning 
down the wonong processors-has appeal equal to the 
NonStop and data Integrity advantages, 

Modularity has ItS Initial appeal when a customer IS 

~-

Wtteo IN! U S Treasuf)' Department's ne ..... Tandem syslem 
comeson·hne In 1981. II will makeeleclronoC funds Iransfers of 
some $100 bll~on al'll'KJalty l)elween the Treasury and more 
lhan. hUndred d,Uerent government programs In addition, the 
syslem .... .n record and mOMor the sate at u S governmenl gold 
and servlC(! grant programs such as lellers at credl l The Tandem 
syslem w,n be dedlCaled 10 lhe Treasury FinancIal Communrca­
Irons Systetn-PfevlOUsly run on a Shared compuler-!O Improve 
security and reliability. and 10 proVIde for easy add-on 01 com-
putet' power 

converting to an on-line application for the first time. Instead 
of buying in advance the capacity that will be needed when 
the syslem goes into production, the customer can buy a 
minimum-size system to use in developing the application 
software, and then later add the necessary power painlessly. 
Once into production, the system can grow and grow and 
grow- and our customers know that, and know Ihatthey've 
bought a clear path to a mainframe-size system, and know 
that they will never again have to deal with the huge costs of 
new programming, new hardware and retraining people, 

They also understand that the system's design 
inherently favors networking and that, with Tandem EXPAND 
software, the realization of a large, productive distributed data 
processing network is infinitely easier and faster, and that 
they can save millions of dollars over a network of conven­
tional systems in software and communications costs, 

Several studies and practical experience 
have shown that multi-processor architec­
cures are inherendy inefficient. Why 
shouldn't we assume that the Tandem 
NonStop approach wi ll appeal only to a 
limi ted segment of the rota I marketplace, 
(hereby placing a lid on long-term growth 
JX>tential? 

- L D_'/~ Kir! pulridt, Vict' Prt'Jidenl , Rt'lfaf'(h, 
Dean Will t'1' Re),noidJ, lIu . 

You will no doubt find on re-examination that those studies 
did not include Tandem, It is true thaI cooventional 
computers, designed to stand alone, lose efficiency in a 
muHi-processor configuration, It is also true, however, that 
the Tandem system was designed from scratch to be 
optimized for multi-processing, Tandem represents an 
entirely new architecture which is inherently efficient. 

The Tandem system bears no relationship to the 
concept of merely coupling together two or more stand­
alone computers, aside from the fact that both express a 
need for computers that do not fail. 

Unlike the typical muHi-processors of preceding 
generations, the Tandem system is not functionally redun­
dant; all elements of the system are handling the workload, 
and no one processor is merely waiting for another to fa il.This 
intentional efficiency of Tandem systems is proven out in 
competitive benchmarking- nearty always against 

uncoupled single processors- and by the resultant trans­
action rates, price-performance comparisons and by the 
hundreds of Tandem systems now in service. 

In view 01 the inherent efficiency, and conSidering 
that customers gellault-tolerance, modular growth and 
data integrity capabilities without additional cost, Tandem 
perceives the system's appeal as universal within the 
broad, rapidly growing on-line transaction marketplace, 

Tandem's participation in this marketplace is expanding at a 
rate consistent with the increased awareness in the business 
community of Tandem and of the productivity advantages of 
the on-line environment. 

7 
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Most Tandem customers have widespread 
operations and will establish networks of geo­
graphically dispersed systems. For them, 
Tandem's EXPAND sottware represents a 
major breakthrough that will save millions of 
dollars In communications and programming 
costs, and accelerate completion of distributed 
data processing networ\<s. 

Describe the s!r:Hegic importance of 
EXPAND for Tandem's movement into 
distribUloo data processing and, rel atedly, 
dara communications. When will 
EXPAND begin to have a meaningful 
impact on income? 

_/\flch,ul P DeS"IIII1, P"rtlltJr. 
RohcrUOII, C"lm,lII. SlephetIJ & Woodman 

We are extremely enthusiastic about EXPAND. Our bringing 
a dlstnbuled data processing capability to the marketplace 
that eliminates reprogramffilng and hardware changes does 
much lTIOfe than merely add another exctusive leature to 
Tandem systems. We VIeW EXPAND as being as important to 

L 

F USI NatIOnal Ba,* of 
bani(s ..... ~h assets over 
Tandem systems If! th,ee 
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42 automated lellefs.thos whe 
200 Iflgular leller Slat.ons come on-line If! early 
t980 Three tnOfe Tanoem systemS-In London. 
ParIS and Chcago-are being used IOdevelopa set 
o/ll'IIamat>Ona1 bank.'ng appkatool'ls ..... hch WI. be 
deployed wot" Tandem·s EXPAND soh ...... re In an Inter -
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Tandem and the on-tine processing user as the original 
Tandem product offering. 

Strategically, EXPAND broadens our market to the 
extent that it makes a significant contribution to our 
conlidence in our ability to sustain a high rate of growth. A 
large portion 01 our customers are developing distributed 
data processing networks to better manage and control their 
geographically dispersed operations. 

For example, one 01 our EXPAND customers-a major 
international bank-is implementing an integrated worldwide 
bank management system. Tandem computers are being 
installed at the bank's operating centers throughout the 
world, some 01 which are extremely remote. With EXPAND, 
the network of dispersed Tandem systems wi!! handle all 
communications and processing functions between 
systems. Data will be processed and stored at the 
geographic location where it originates, or, lor better 
response time, at a location where it is most used. and will be 
routinely accessed by any location as il the information was 
resident at that location. 

To support the growing base of EXPAND users, Tandem 
had 4 I marketing, lield service and training centers through­
out North America and Europe at the dose olliscal 1979. 
Additional centers wi!! be opened during t960. 

The networking capability of Tandem systems was 
strategically planned at the product's original development 
stage. II is inherent to the system architecture. The same 

B efore Chase Manhattan 
Bank went on-kne Wllh ItS 

account locator and verihcatlOf"l 
system. the bank's controller's otllce was 

manually responding to t ,500 telephone IflQUlneS 
daily. To service lhese inquiries. the bank emplOyed as 

many as l illy people 10 manually access, update and Ille t'l'.. 
fTIImon cards on 750.000 customers Wnh the new Tandem 
system. the bank Ileed half of the employees lor more produc· 
tlVe work. al1d cost saVingS paid lor ttle system Wlthm 18 months 
Whereas It previously reQUired a minute and a half to servrce 
each Inquiry. It IS now done in three or four seconds Irom any 01 
30 telminals lOcated throughout the bank 
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engineering concepts that make Tandem's fault-tolerance 
and modular expandability work also facilitate the 
networking capability and make possible the precedent­
setting proficiency of EXPAND software. This distributed 
data processing capability is a logical extension of Tandem 
system advantages in concert with the needs of the market. 

EXPAND software made immediate contribution to 
revenues upon availability and first deliveries in mid-year of 
lisca11979. What is important about EXPAND from the 
standpoint of revenues, however, is that EXPAND profoundly 
broadens the appeal 01 and demand for Tandem systems. All 
EXPAND buyers will be multiple system buyers over time. 

It appears chat one of your most signifi­
cam produCts CO date is EXPAND. your 
network ing software, What percentage of 
your customer base has needed this capa­
biliry? What percentage of your cusromer 
base five yea rs hence will need EXPAND? 
And, how much of an edge does this soft­
ware prodllCt g ive you over your potential 
competition? 

-Slt len P. N OI"k, 
A11;11t1111 Vice Prel idhll, 
HilmI Tnm "nd S"'l/1gs Brmk 

The majority of Tandem users are developing or planning 
distributed data processing networks. The reason lor this is 
that most of Tandem's customers are large organizations 
with geographically dispersed operations. The early 
reception of EXPAND is indicative of the magnitude 01 the 
demand for the capability. First EXPAND deliveries were 
made near the end of our fiscallirst half. By the end of the 
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0 1 allthe Inventory control prOblems known to mooern business. 
those of a large railroad are among the most complex To illinOIS 
Cenlral GuW Railroad- one of the larges! In the U.S. WITh nearly 
9,000 miles 01 track-one object 01 Inven!orycontrol is keeping 
some 50.000 freight cars continuously productive The task 
involves the complexities of matching car orders with availability: 
aSSigning cars by commodity /class: g.enerahng sWItch lists" to 
locate and move up to 180 cars from varymg POSitionS on up 
to 60 tracks In a yard to make up a trsln; blocking the cars m 
destination drop-ott order: waybinlng loconform to regula. 
tions and to assure blnmg 10 shippers: and then turfllng 
around and repealli'lg the process strtle other end of the 
line. ICG inaugurated ilS new waybilbng and yard manage. 
ment sySlemdUfing 1979 on a Tandam system al ItS Baton 
Rouge. lOUIsiana. yard Other leG yards W11 come on-
line WIth addlllOnal Tandem systems in 1980 and beyond 
In a program to upgrade car Inventory control in all 
oltha railroad's major yards 
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fiscal year-that is, within 
just six monlhs-15% of 
our customers had already 
ordered Ihe package. 

Inasmuch as we 
do not see a shift in the 
nature of our customer 
base in the future, it is likely 
10 rematn the case that 
most of our new customers 
will be dtstributed data 

1978 1917 1918 1919 processIng candidates, 
Number of Cu.lom.,. and EXPAND further 
ProtpeClI".. C'"lom .... T •• lfled sharpens Tandem's 

competitive edge in Ihalthe user's total costs for developing a 
distributed data processing network-whether large or small­
are dramat Ically reduced, The Tandem system is far ahead of 
the Industry in Its capacity and competitiveness as a distributed 
data processing system. We have funcltOns, features, per­
formance and cost advantages that are unmatched 

With EXPAND, there need be no host computer, as in 
other networks, that can fail and Jeopardize the dala or 
continued operation of an entire network. Each Tandem 
processor in a geographically dispersed network sustaIns its 
own dala integrity and performance mtegnty Under 
EXPAND, any Tandem processor in the network can com­
municate directly With any olher Without costly poInt-IO-point 
communlcatrons between all systems Tandem systems are 
also certified to communICate on X25 public or pnvate 
packet sWitched nelwor1<s whICh can further reduce communi­
cahons costs. And, In the event of a communications hne 
failure, EXPAND automatIcally reroutes communications and 
the network stays on the air 

AU of Tandem's product offenngs in combinatlon­
includmg EXPAND-arm us WIth a substantial lead over any 
competItor who Will have to develop hardware and software 
serially Regardless of the potentIal CompetItOr'S resources, 
that process is tIme consumIng 
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O nopposrte 
coaSts of the 
U 5 seven days 
• weel( thousands 
upon thousands at 
cre(11t card purchases 
and personal checks lIe belJ'lg Instantaneously approved via 
Tandem systems at Telecredlt. Inc , 8 natooat leader In check 
glJ8rantee and credit Clro processll'lQ serVIces Smee mld-1978 
al Florida Serv1ce Cenler. a wholly-owned subsidiary 01 Telecredll 
• Tandem sysIem has been on-line providing complete bank 
credit card servICes II'IVOlwlg some 515.000.000 11'1 purchases and 
650,000 transactions weeldy tor Master Charge and Visa DUfing 
1979, Telecredll-S.second Tar'ldem system came on-hne, and IS 

l cuHenlly SeMClng some 8,000 on-line point-of-sale terminals 
prOVIdIng nallOf'\al credl' card aulhotiZahons and check approvals 
101 many map U S banks and over 70.000 merchants 
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Tandem has a sound base of satisfied cus­
tomers: During fiscal 1979, half of all Tandem 
shipments went to previous customers. 

In Europe, ou r ma in concern is the ability 
of Tandem to cominue to g row. The deci­
s ion maki ng process in {he Europea n 
business communiry is slower than in the 
U.S., especially in accept ing a new produa 
(hat involves both a new (echnology and a 
new company. The first thing )'our 
European prospects will do is contact some 
of you r customers and ask if they are 
sa tisfied, and if they have o r are ordering 
more systems. Are they? 

-p~ G.I\ l/rJh;uu/, P"nner. 
Mmdwtd & C/f', 

We lind the European pl"ospect to be extremely thorough and 
analytICal, especially with regard to cost consciousness 
This factor has been a definite advanlage to us In Europe 
because we do very well In the cost-competillve arena We 
do not. however, lind the deCision making process any 
slower in Europe. Our European prospects contact our 
customers which, again, is advantageous to us because we 
have a broad base of salJSlled customers as evidenced by 
our unusually high rate of repeal bUSiness-over 50% dUring 
fiscal 1979-and by the lactlhat we have never had a 
system returned to us 

Virtually all Tandem customers order more capacity 
Within a year or so after their Inillal purchase lor three basic 
reasons. Rrst, the modularexpandabllrty of Tandem systems 
enables customers to install only the computer pJwef they 
will need over the shan term. With conventional systems, the 
user must project needs out over several years because 01 
the high costs of reprogramming, retraining and bringing a 
new system up. Tandem users have none 01 these costs 
when upgrading, and can add power on relatively short 
notice. 

Secondly, most new Tandem systems are used I()( new 
on-line applications which entail development 01 applica­
tions programming by the customer Typically, this is dooe on 
a minimum-size, two-processor Tandem system. and later 
the system is enlarged when II goes Into pl'"oduction. 4 

Thirdly, Ihe on-line environment is highly dynamiC. Our • 
customers are most often in growing businesses thaI , 
demand regular increases in computer power Most of our 
customers are continually developing new on-line applica-
tions. and many will be develOping distributed data process-
ing networ1l:s of geographically dispersed Tandem systems 
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E I"I'0p8's largest department stOl'& chaon. Karstadt AG or West 
Germany has 162 outlets, annual sales 01 over OM 10 011 lion. and 
I grOWIng Tandem system comm,noo to on-hne management of 
the company's OM 560 md~on lurnlture business Ksrstadl 100k 
dehery olliS '''sl Tandem system 81 company headquarlers in 
Essen.., mid· 1977 to develOp appllca tlOl'l software to servlce SIX 
SlOI'es WIth massrve furniture departments The ,nventory control 
system .,. ttl some 50 tOfITlln&IS enables clerks 10 Immediately 
'o'8r~y warehOuse slock: Wille the order. generate shlPPIIlO papers 
arxllrlYOlCe the customer A lulUl8 softwa re deVelopment WIll 
enable sales personnel 10 ma~ enlnes to allow 8 customer 10 
Customae II'Ie 'UfntlUl8 OIdered A second Tandem system was 
'nslalled III late 1978 

P roviding management ...... 11'1 constant on-lIne availability of a 
mynad 01 ope!'8hooal repol"iS and comparative analvsls on 170 
stores '" 13 diviSIOnS SPl'ead over 38 US metropolitan areas IS 
Just pelt 01 the Tandem role al the May Depaflmenl Stores 
Company headquafl8fS Cotporale otIoeers_ uSIng the easy. 
EnglISh ... ~e language 01 Tandem', EnIO(m. can atso access the 
compuler ttlfough 25 terminals fO( detailed, proouct -by-product 
metCfland!lH"lg $Iahlilel and fOl' lOph!stoeated research,ng of 
poteollal new store s,tes Although Tandem-s fault-tolerant caps­
Do l.et are no! considered by the company 10 be c ritICal to the 
Cutrent appheat,oo_ the data prOCesSIng group reasoned, "GIVen 
the choce. why Sl'IOuldn't we 0Uy a computer that keeps /Un­
nong?- May $IOft,., helKtquartefed In $ t l ou's, occupy oller 33 
"IIIIIon &qlJare reet nstlOflatly 

What percentage of Tandem's processor 
placemenrs are made to existing customers 
and what percentage to entirely new 

- Gef)rge R. &1"S(h~. 
Sr. hneSl mem ResellITh Officer. 
The Fim "'<4Iion..l1 &nk of &11011 

During fiscal 1979, Tandem delivered 389 processors 
to 118 customers (which. incidentally, is more 
processors than in all previous years combined.) Of 

thOse. over 50% went to existing customers and 
the remainder went to new customers. Our strategy 

of encouraging new customers to initially acquire 
minimum-size systems has benefits for both the 

customers and Tandem. For users-who are 
typically using new systems to initially develop soft­
ware for new applications-it is advantageous 
because they do not have to pay in advance for the 
computer capacity they will later need when the 
application goes into production, For Tandem, it is 
beneficial because we can spread our proouction 

over a wider customer base, thereby building up 
a reserve 01 cuslomers who will return to us with 

additional business. In virtually all cases, we are 
assured of additional business as long as we continue 

to serve and support a satisfied customer base. 

What do you see as the pOlemiai market 
size for Tandem's products? 

- 7"homiU J. CrollY. Vice Presidelll, 
G",rllltJ r Group, lilt. 

The market potential is equivalent to the size of the market 
for on-line transaction processing systems and networks 
made up of those systems. At present, we believe it to be a 
multi-billion dollar markel, and growing at a rate in excess of 
30% per annum. 

We view ourselves as the premier contender in this 
marketplace inasmuch as (a) we are the only company that 
is dedicated solely to on-line transaction processing. and (b) 
we alone produce a system that is designed specifically to 
fulfill what we consider to be the inherent, essential needs of 
Ihe on-line environment. These needs include conlinuous 
availability: data bases secure from electronic damage; built­
in, painless growth potential; ease of programming; ease of 
operation: low cost per transaction, and systems Ihat quickly 
and inexpensively become a distributed data processing 
network 

The uHimate, definitive size of the market-as well as its 
continued growth rate-is dependent upon the rate at which 
businesses discover the efficiency, customer service and 
profitability advantages of the on-line environment. 

As a relatively young company, our strategy has been to 
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concentrate our marketing activities on prospects that have 
identified as critical their need for Tandem's features. This 
allows us to build our base faster. In theory. all computer 
users would opt for. say. a faull-Iolerant system over one 
that fails-especially when it does not cost any more. But. 
not all users will buy from a five-year-old company, even if 
the product has immense design advantages. As Tandem 
and its reputation grow, the number of users who will buy 
from Tandem also grows. 

Oisruss the market segments where you are 
cu rrently aaive and [he potential fo r those 
segments that you see you rself partici­
pating in over the next 3-5 years. 

- /nl'ill ueb(!l'. Parmer. 
I'irrl 1\l al/h~l,m CompallY 

Tandem systems are currently being used in many indus­
tries. We are active in industries that have been quick to 
regard the fun integration of computers into their businesses 
by means of on-line transaction processing as a logical, 
competitive step forward. Organizations within those indus­
tries are converting and committing vital aspects of their 
operations to on-line transaction processing to control their 
businesses beller; to improve the 
management of capital, and to offer 
better customer service in an increas­
ingly competitive marketplace-all with 
an end objective of enhancing productiv­
ityand profitability. They are converting to 
the extent that on-line transaction pro­
cessing has emerged as a major new 
market. It is quite possible, although 
perhaps presumptuous, that the advent of 
Tandem and our on-line-specific techno-

logy-hardware :,,_<~::-"'pol" 
and soltware- I: 
will lend further 
impetus to Ihe rate of conversions. 
Much of the concern and burden associated with a 
company's decision to commit the vital aspects of its 
business to on-line automation has been obviated by the 
Tandem hardware and software. 

During fiscal t 979, systems were shipped to customers 
in 25 industries. Banks and manufacturers each accounted 
for approximately t 4% of shipments. Other major economic 
sectors that purchased Tandem systems included medical, 
service bureaus, non-bank financial institutions and national 
governments. 

As to the future, we do nOI see a dramatic shift over the 
next few years in our customer mix. We do expect to see the 
market in which we are now strongest to remain strong. And 
we anticipate increased interest in many other segments 
where we have no presence or where we have just 
scratched the surface. 
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Most analysts expect to see competition 
for you r exclusive NonScop capabiliries. 
\'(Ihat is your straregy for competing 
against escablished, name-brand 
competiwrs? 

- Jq SUI enl. Senlriries Arialysl. 
Be," SUllms & Co. 

Eventually, all computers will have a much higher standard 
of reliability. The marketplace will demand it. Continuous 
availability, however. is just one of the Tandem capabilities. 
Our prcxluct incorporates other exclusive features that are 
equally innovative and broadly appealing to users. They are, 
of course, the Tandem features of data integrity, modular 
expandability and inherent networking ease. 

Competition will lend credibility to the Tandem 
concepts. But, we do not see direct product competition on 
the immediate horizon. AU computer manufacturers talk 
about high reliability, for instance, because of its obvious 
appeal to customers. We frequently hear of reliability in terms 
of 98% and 99% which sounds impressive. 

Suppose, however, your business operates its computer 

A llhe 12SO-bed UniverSIty 01 Alberta HOspitaL an Wlil lat two­
processor Tandem system IS takmg over central registry. adrTlls­
sion.transler-(loscharge lecords and support 01 pharmacy and 
radlOlogylunclJons. As the system gro'NS dunng 1960 and 
beyond. some l ive processors Interacllng WIth over tSO termmsls­
Including terminals at al nurSIng stations-are planned to montor 
patient care services WIth a capacity tor ordering and reportll'lg all 
leSls and procedures Medlcalmstructors at the inst.tut.Orl. whICh 
IS the leading research and teaching hospital 01 Alberta. will use 
the syslem to recreate past Clrcumstances .n evaluating perfor­
mance 01 trainee slalf The system WlH also be used locontrol 
matena] managemeOl and equipment maintenance records, and 
will be expanded 10 lOCorpofale patl8nl-(lI"Iented serviceS at 
oul-pallent chnics. The hospital's service domain spans thoo­
sands 01 miles 01 northern Canada, reaching VIrtually 10 
the North Pole 

I 

I 
( 



Some 400,000 paCkaged holiday lOuIS by aillO 60 CleSl,nallOl'lS ?;;;;~~5~~ 
8IId 600 hotels ale booked on-I'ne annually by VlngresSO!' AB 
S'NI!'dIWI's Largest lOur operator and wholly-owned sub­
Sldlaryol SAS [Scanoana""an Alrhnes System,) V,n­
gressor has 28 bureaus ,n Sweden, Norway, and 
England .... 'Ih 190 term.nais COfY'IeCled VII leasee tele­
phone ~nes 10 an on-~ne Tandem system The raPIdly 
Qfo.,..,ng 10Uf operator computerized Its bustness In 
1972 andcon'l9fted to Tandem In 1978 10 o...ercome 
computer ta,tures and 10 acquue the capab,lIty 01 easy 
e~pandabo~ly 01 computer powe,'The luxury at no 
exlla COSI ot Tandem NonStop has become second 
nalufe 10 U'S It IS hard 10 lmag,ne how we I .... ed withoUII1. 
or hoWOIhers are ShM Iw'ng wllhout II Vlngressor's 
O/'51ooal two-processor syslem was expanded 10 Sll( on 1979 
to accommodate peak loads 

24 hours a day II your system lalls once a month and is 
down lor etght hours, thatlranslates Into 96 6% availability 
But. It'S also a lull SMllost, and a 101 of bUSiness lost 

FUrlher suppose that you tie that computer Into a dis­
tnbuted data proceSSIng nelwork WIth a second, identical 
98,8% availabIlity computer Now, your network IS down 
1'NICe a month; you have a failure, theoretIcally, every 15 
days Add a third system to the network and you're 011 the air 
once every ten days BUild a ten-system network and you're 
out of buslOess every third day Users are tully aware of thiS 
phenomenon Once they are conVinced In great numbers 
that the NonStop System technology really does exist. users 
'NIll demand It In the" systems Uttlmately, Tandem Will have 
competition 

No manufacturer. however, can develop such a system 
quickly There are basically IwO hurdles that have to be over­
come First, the development must progress serially No 
maner how many people and dollars you put to the task, 
many aspects 01 the development cannot be undertaken In 
parallel That takes time Secondly, II you're to build a fault­
tOlerant system. your software has to have an unusually high 
level of Integrity, and must undergo exhaustive quality 
aSSurance testing DevelopIng such sohware takes time. 
Then. haVIng accomplished those thIngS, a would-be com­
petitor wil have to catch up wrth all our other exclusive 
leal1.Xes.learn an we have learned about the on-line 
envronment dunng the past five years, and then bring all of 
115 tatent 10 bear on translalHlQ that knowledge into meaning­
ful produc!S That. too. lakes time 

Our strategy to ..... ard meeltng the eventual, dlfect com­
petllJOO IS to continue to be a movHlQ target Tandem has 
added many ul1Ique capabilities SInce the original product 
IntrOduction that are of SIgnificant benefit to users and 
effectively broaden the Tandem appeal These new capabil­
illeS an focus on the same ob,ectlve: make II easier and 
economically more lavOfable to bring an on-line system up 
and keep II running 

We Will continue to broaden the appeal of Tandem 

systems and remain a moving target for eventual 
competition by continually addressing ourselves to solving 
user problems. 

H as the onset of recess ion and price­
perfo rmance improvements by competitors 
made the sell ing of Tandem systems more 
d ifficul t? 

- RKb.lrJ II. Goers. III! estlll('m An"l;st. 
K (Imp" fillIJllti.l1 Sen·ius_ l llc. 

W hat might be (he impact of a recess ion in 
view of your market which is main ly 
new applicatio ns that wou ld be a lt first 
if user data p rocessing budgets are reduced? 

-SuplJeIi T M cC/dlall. Vice Prl'lid(HlI , 
S,I!OWOfl IJrolbcrs 

Despite price-performance improvements by others, 
Tandem systems are still highly price compefijive. We have 
had major price-performance improvements ourselves in 
each 01 the last two years. Djfficu~ as it may be to believe, 
Tandem buyers enjoy all of the unique Tandem features 
without cost premium as well as enjoying low costs per 
Iransaction-the true evaluation criterion. 

At this writing-early in our lirst quarter 01 fiscal 1980-
we have not felt the effects of the onset of a recession. illS 

possible that Tandem could benefit from the threat of a 
recession to the extent that buyers in a recession economy 
are mOfe cost conscious. Any situation where critical cost 
analysis is paramount we believe will be favorable to 
Tandem_ 

There are opposing views as to what happens to data 
processing budgets in a recession. One view is that users 
tend to cancel new projects. In thaI case. Tandem would be 

15 



~ I-------

~ I------

~ E-------

~ E-----

" E---

vulnerable because most 
of our new-customer 
orders are for new 
applications. However, 
the opposing view holds 
that inasmuch as there 
is sentiment in a reces­
sion lor cost reductions, 
products such as 
Tandem's could be 
immune from Ihe severity 

1976 19n 1918 1919 of a recession by vir1ue 
Shipment. b~ Geographic Are. of the fact that they are 
(01 mdliOnSoioSoIarst.c.tY'll"1 cost-culling, productivity 

machines. In either case, our strategies for coping with a 
recession-should it come, and should it affect Tandem­
have been addressed at length, and our contingency ptans 
are in place. 

Can you tell me if the aggressive produCt 
and pricing announcemems by IBM in 
1979 had a meaningfu l impan on incoming 
order trends or the on-l ine processing 
marker? 

- Michael P. DeS"nlJl, P"rtne,., 
Robertso", CoInllln, StepINns6 1l100ti",,,,, 

Tandem does not compete directly WIth IBM in that IBM 
products-and those of other manufacturers-do not 
have the fundional capabilit ies of Tandem's. Any 
announcement by IBM, however, does impact the market as 
a whole; IBM is a powerful market force. And, certainly in a 
general sense, Tandem does compete With IBM for capital 
equipment expenditures. Consequently, many purchase 
decisions market-wide may be temporarily frozen while 
buyers investigate Ihe new offering. Some manufacturers 
are directly and materially affected. The effect on Tandem 
was not appreciable as evidenced by our 1979 quarter-to­
quarter shipment rates and net income. 

Overall, we regard the implications of IBM's 1979 
announcements as favorable to Tandem. They dramatically 
reconfirm our belief that the pricing trend of hardware is 
downward and that of software upward, reflecting more 
realistically the value added. This trend of charging more for 
software is immensely favorable to Tandem because we 
have great value-added in our proprietary software. 

:31 'Ircx!u 
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The thrust of Tandem's commitment to the 
on-line transaction processing marketplace in 
the future will be an extension of that of the 
past: a continuing dedication to further reduce 
the user's fuJI costs per transaction. 

Isn'[ the ultimate limit of Tandem's 
marketpl ace the ability of rustomers to 

program complex o n-line applications and, 
therefore, doesn' t Tandem address narrow 
markets rather than large, broad markets ? 
Given that, what company strategies can 
be broug ht to bear coward solving that 
marker limiration? 

_f>ClI: r i..-lbe. Pirsl Vice Prelidem. 
Smith JLrl/(l)~ ' -fdm! Up/Mill & CQ. 

As discussed earlier. Tandem is addressing the broad 
market of on-line transaction processing in the stand-alone 
and distributed data processing environments. This market 
has been expanding rapidly because many businesses are 
strongly motivated by numerous economic factors to bring 
funcllOns on-line. 

The market existed before Tandem was founded. and 
the economic incentives of on-line automation have been 
compelling: Users have been willing to undertake massive 
on-line conversion programs to achieve larger economic 
obfectives. Tandem, through its many contributions, has 
significanUy lowered the total costs of on-line conversions 
and operations, and thereby expanded the on-line appeal. 

Tandem has been cognizant of the complexity of on-line 
applications programming, and in October 1979 we an­
nounced a major step forward - a new software tool called 
PATHWAY. With first deliveries in February 1980, PATHWAY 
will significantly reduce the user's task and costs in develop­
ing on-line applications software. 

For a number of reasons, we expect PATHWAY to pro­
foundly broaden the appeal of on-line transaction process­
ing and the market for Tandem systems. 

Before PATHWAY. programmers had to achieve an 
extremely high skill level before undertaking the writing of on­
line applications. Consequently, the supply of these high-level 
programmers has been relatively scarce. PATHWAY, in effect, 
dramatically increases the supply of on-line- competent 
programmers by simplifying application programming. 

PATHWAY also opens up a whole new world of 
applications that can be brought on-line much faster-by 
many months. This facto( will provide potential users with 
added impetus to convert to on-line processing, and pro­
vides Tandem with yet another competitive lead. 

And, PATHWAY drastically reduces the costs of devel­
oping on-line applicatiOns, thereby expanding the cost­
effectiveness appeal of on-line transaction processing. 

It is the continuing strategy of Tandem to endow our 
products with capabilities that make them easier to use and 
more productive. 

rl n y 

" 

" e la n 1 
tlyfl c;-r tiC ne 
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Lieberman 
Enterprises acquIred Its f,rst 
Tandem system In 1976 to enhance 
profitability by converting Irom batch proceSSIl'lg to on-
line processing, and to prOVide for conllnued growth Wl thout costly 
re-programming end Interrupllng operations In the preced'ng years 
Ihe distributor 01 phonograph records had undergone a number of 
costly ma,nlrame computer changes to keep pace Wl!h workload de­
mands of rePld growth Today, the Mlnneapohs-headquartered com. 
pany's operations are c rillcally dependenl on Tandem's NonSlop 
capability as well. Some 160 salesmen enter orders dIrectly Into the 
compuler from telephones In the field. USing hand-held acoustical 
couplers. while orders received dlreclly from customers are Simul­
taneously entered by terminal operators On a peak day. some 30.000 
orders are handled In thiS manner The Tandem system generates 
warehouse picking lists. and add'I'onally performs all aCCOUnlll'lg 
inventory status. and sales analysiS fIKlCI'OflS lleberman has sales 
of appro)(lmately 5150,000,000 annually 

Disruss (he producr evolution over the neXf 
3-5 years necessary to make the company a 
healthy, fasf-growing emiry in an increas­
ingly competit ive market. 

- 1"1/11 u eber, Parr'ler, 
First M UI/h.dtal/ Comp,"1)' 

Tandem is now a "healthy, fast-growing entity", and the 
strategy to sustain that status is one of continuing to help 
customers solve the problems of the on·line environment by 
making Tandem systems easier to use, easier to mamtain 
and f~nctionally enhanced while simultaneously reducing 
users total costs. 

For al/ users. hardware costs are becoming relatively 
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less Slgrvftcam 
when compared 
to software costs 
It fOllows, there­

fore.that anythlllg 
Tandem can do to 

reduce the users' 
labor-Intensive software costs WIN 

attract attention and bUSiness That is 
exactly what we have been doing, and 

what we will contmue 10 do, 
System seMceabllrly WIll also grow in Imparlance 10 the 

user In direct relationship 10 the growth 01 networks More 
setf-dlagnostlcs will be bUIlt Inlo hardware, and more central 
slle troubleshooting capabIlities WIll be IntrOduced 10 
facilitate more rapid Isoiallon of malfunctIons wHIM a net. 
work of systems DIAGlINK, whch enables Tandem support 
personnel to remotely diagnose users' systems, is an exam· 
pie of the trend 01 service SOphIStication. 

Tandem has no need. however, to Introduce a model 
'8" or "C"lnasmuch as the Tandem syslem IS, ill facl. a 

W 'lh automated Wagering systemsDpefat'ng at Oveo' 50 par,. 
motuel fac~,tJ6$, Delaware-based AutolOie urroted plaCed 'IS bets 
on Tande",-s NonSIOP capab toes when gOIng on-l,ne at USBf Mes 
w,th 'IS new Autotralt syslern In 1979 At Autolrak-equopped 
lacd'loBs-lne '"rstthree are at Harnsbutg area's Penn NatoOfl8i 
Race Course CIB~eland s Nofmf,eld Pal'll and M,am,'s Vb1d Ja' 
Ala'-bellors need nOI go to separate w,lldows lor dtHeren! 
denormnaloon wagers Of 10 caSh,"n wlMlng tICkets AlI"","ndows 
handle a' types 0/ bets 0/ any dollar amount and all ..... 'ndowsare 
caSn.ers The new Tandem-based system Wlth four processors at 
each track conl,nually updates odds and posts them. wtllescom­
puleflzed lockets. validates Wlnfllng tickets. and calculates payouts 
The system also prOVIdes deta'led analys's 01 every IransaclJOl"l 
al every Wllldow aulOmatrcatlydeterm,nes the states shareot 
,evenues. and generates management reports In ar'lOll'ler AUtO­
tote dIVISIon. the company Operates revenue control systems 
at a number 01 malor airport and muniCipal parlong facilities ThaI 
d,vlSIon's hrSI Tandem·poweled on·tllle syslem IS controlling re· 
venues 'rom the 28 entry-eXIt lanes at DetrOIt Metropol,tan AJrpDfI 
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family 01 systems by 
VIrtue of modular ex­
pandabillty, With a can­
tmuous range of models 
from mid-size through 
mainframe-size This 
does not imply, however, 
that we are not contin­
uously investing in 
product development to 
Improve the performance 
of our products and lower 
the cost per transaction 
to our customers, 

Given Tandem's high-perfo rmance trans­
action orientat ion and inhere nt nerworking 
capabilit ies, how does [he company see 
itself JX>Si tioned [0 participa re in the "office 
of the futu re?" 

-J"PlIrI U' «"ntdi"- I/,eor PrtJ,delll, 
B..J~~" El<hlrr: H,I/ RlChimh 

"weare tallong aboullhe offIce of lhe future as It relates to 
large orgaOlZall()(lS with mU~lple locatIOnS. Tandem is ideally 
IXlslhoned because the key to the office of the future is on­
bne computers connected together In a network It 15 not a 
different marketplace. but rather a functional extension of __ --\I 
on·~ne and dlStnbuted data processlng networks \=A~~r.r~!5:::S; The concept of the luture office. as we view It. IS one 
ci IncreaSing the efllcleOCy and producttvlty of manage-
ment by hawlQ the ability to easily access and move 
day-to-day InfOfmaltOn. This cannot be done withOut on­
hoe computers. and I( cannot be done over great dis­
tances WIthout on-hne networks 

The reallzatton af lhe office 01 the future Will 
be an evolutJonary process First one location will 
beal/lomated. then another. then another Certain 
offICe fUflCtlonS will be brought up on-tine-suCh 
as eiectrorllc mall. text prOCesSing. and various daily 
reports-and then the IndiVIdually automated Sites will be 
lied together In an on-hne network where data can be 
accessed, edited and reports sent around the world, We 
areaJready doing many of these things at Tandem. We 
send memos out over OUI' network. from California that are 
recerved at specifIC IndIVIduals' terminals at any Tandem 
office In the wOOd that IS lied mlO our network We also edit 
copy on-~ne In Caldornta that was generated at any of our 
offICeS on the netwofk. 

Once an on-hne data processing system or network. is 
rl place, there IS no hmltto the number of functions that can 
be added FunctlOflS Win amount to being only specialized 
software and, 10 some cases, specialized terminals that are 
easy to use by non-technlcallndlvtduals The network user 
has already paid for the capablhty and for the communica­
hons hnes; The Incremental costs of adding office functions 
Wlil be minimal The foundation for the office 01 the future, 
lor that user, IS here today 

P itney Bowes, a leading U.s. manufac­
turer 01 ma,ling equipment, came on-line 111 
1979 With a Tandem system which allows ir"---..,",,) customers to buy postage without taking 
their postage meters to a post ol1ice lor 

rese\tlng. Known as the Remote Meter Resetting System (RMRS~ 
th,s sefVIce is being operated Six days per week lor Pitney Bowes 
customers, and replaces a physical trip to the post office with a 90-
second on-line toll-Iree phone call. Code information is requested 
by a compuler-aC\!vated voice response, the user is issued a 
unIque reselling number, and the meter is then credIted with an 
amount 01 poslage drawn from a pre-deposited trustee bank:J 
account Pi tney Bowes has InSTalled more than 900.000 postage 
meters throughout the U,S .. Canada and Greal BritaIn, 
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Integral to Tandem' •• trategle. for the 
Eighties i. a framework for controlling high 
growth. 

In a romp:my enjoying rapid growth, it 
often happens that financial controls and 
organlzltional Structure are insufficient to 
handle [he growth. What s teps are being 
taken by Ihe company now co bui ld a long­
term growlh enterprise and avo id those 
problems? 

p#,,~h', fIrst !',U PreuJtt/t. 
.~mllh &flWJl H~rrrf Uph~m & Cn, 

As a preface. II should help 10 understand thai the manner in 
whdl Tandem IS managed IS strongly Influenced by the Intent. 
SIOCe the ncepilOO 01 Tandem. 10 build a large company. 

Tandem was not a "garage SIM-UP" The origmallong­
lange plan was developed dunng the year pnor to 
lI'lCOfpOraloo by several of the founders while on the stall of 
!he venture C8ptlal fi rm thaI provided the seed money to 
launch the company Tandem was then founded and went 
InjO operahon Irve years ago with seasoned management­
peq>Ie who have had pnor expertence With cold starts thai 
became large. successful companies. 

Our current lOng·range plan, as with the anginal one, 
takes ItIto account balanced growth of all funCtional areas of 
the company We have deSlQned control systems lor each of 
\he hmctlOOaJ areas that enViSIOn future needs These 
sysIems are computE!1'lZed-and they are on-hne. In fact, 
there IS pl'obably not another company of Tandem's size that 
uses computers In management control to the extent that we 

Intl'e eally 19708, Fred Meyer, tile largesl 
'eta ter 111 the northwest, reasoned that II wes 
caslvlg $0 many checkl thai It shOUld be.n 
l~ba'''' '"11 buslneSl Today. Fred Meyer 
Sa\ol'lgS & loan MS over a hall bdhon dollals 
Of'Idepos.l al rn·SlOI'e tacirtoes ao<l Iree· 
staflCng twanches A TanOem System went 
""-1It'lI at f red Mey~ at the OU1sel 01197910 
pi'ovoOe eOll\lolllf'ld at! dlta pux:essong lor 
the S&l's 30 aulomatlC teller Slal'OOS Ifl 
Oregon thaI hancJe lOme 5000 customer 
II'I1'lSIClI(IflS da~ Another 5000 dalty trans-
8U!OI'lS rU"l through lhe Iyfotem ..... SO 
leriTII'*' 10 manage .dmrnrSlrat,ve and lOan 
1\IlC!«)'lS In 1980, fhe gfowong Tanctem sys­
tem ", be9rn or'W'III.n 01 tna 150 regular 
lea.erlefrn.naIS lithe S&l. Ofevon locatIOnS 
The cw9na1 applICatons 1011'#t8le lor Fred 
~r was Developec:l Dy AppI.ed Commufll ­
CltoOl'JS,11'IC 01 Omaha,Netll8ska wtwch spec­
rll,l8S II1lltOQ1lms lor I,nanc.at ,nSltlut'OOS 
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do. These systems, by evolutionary process, are becoming 
more sophisticated as we grow. 

The essential ingredients in our growth plan-now as in 
the past-are to be highly profitable, hire only good people, 
make sure our customers are satisfied, and have the 
organizational framework to handle high growth. 

Financially, it is our objective to maintain a strong 
balance sheet and keep pretax margins in the 16% to 20% 
range. We do not lease our systems now and we do not 
intend to in the future. Appt'"oximately 1 0% of Tandem's 
systems are now financed by third-party lessors under full 
payoul lease arrangements. 

It is clear that our high growth rate cannot be financed 
solely by internally generated cash flow. Our options are to 
substantially slow the company's rate of growth or, within the 
seN- imposed conslraints of maintaining good profitability, to 
finance rapid growth with externally generated capital. We 
have chosen Ihe laller course- using equity to maintain a 
strong balance sheet- to rapidly build the critical mass that 
will position Tandem as a long-term growth enterprise. 

Explain the cost controls avai lable with 
your forward, marketing/support integra­
tion versus backward, production integra­
tion str:1 tegy of traditional vendors. 

- 1Ja,." F. IJm"'" Vice Prt'sident. 
Reseilr(h f)il'isKm. 
f_ Ebemadt 6 CQ~ lilt_ 

It is my understand ing that Tandem man~ 
ufaaures a smalle r percentage of its total 
hardware tha n other computer manufac~ 
curers. Will this fact allow Tandem to grow 
faste r? 

_ T bOIll"1 I!. /l 1a1lC;I/O. Sel/ior ReJeilrcb Officer. 
Citibill,lt 

Tandem does not manufacture the peripherals 
portion of the Tandem system, and has no 
immediate plans to do so. Vertical integration of 
peripherals would not improve our margins at 
present, and would take resources away from our 
end-user marketing and support efforts. Our 

concentrate resources on product 
development, marketing and support 

of our customers, and to build a sound 
base 01 satisfied customers as 
rapidly as possible while 
maintaining gocxj profitability. 
At some point in the distant fu­
ture, however, the economies of 
vertical integration could change. 

We are interested in 
optimizing peripherals for on-line 
transaction and distributed data 
processing efficiency, and are 
encouraging our OEM suppliers 
to add functional features toward 
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that end. Our new 6520 terminal. although proprietary and 
manufactured to our specifications. is produced for us by an 
OEM supplier. 

The Tandem system architecture-the modularity. 
fault-tolerance and integral diagnostics-provide us with 
significant manufacturing advantages. The system design 
allows a much more rapid completion of systems integration 
and test than in most conventional computers. 

For our customers. this shortens the leadtime between 
initial order placement and system delivery. For Tandem. the 
comparatively short systems integralion and test cycle 
means better control of inventories, more accurate manufac­
turing forecasting. and a higher degree of timely 
responsiveness to the marketplace. 

AHhough the Tandem architecture is sophisti­
cated, the modularity aspect greatly simplifies the 
manufacturing process. At the heart of each system. 
regardless of configuration, is some combination of just 17 
slandard,Tandem-designed. large-capacity printed circuit 
boards. Each modular cabinet can contain up 10 four pro­
cessors, and any size system-from two to 16 processors­
can be efficiently assembled and tested from the same 
standard boards, enabling identical software to be run on 
any size system. 

The means that Tandem can build an entire family 01 
systems-from a mid-size model through a large-scale 
system-at the same plant location, from the same standard 
modules. and at the same manufacturing station. 

B uSch-Jaeger-Elektro. the West German subsld'ary 01 BBC. 
Brown Severy Cie AG. automaled rls huge warehouse In Lueden­
sc~eid WIth a Tandem system in t 97910 SignifIcantly Improve 
shlpptn.g rates and produc tiVIty. 
The inventory conlrol 
system manages 
the distrtbution 
throughout Europe 
01 some 1.700 elec­
Ilical products 
ranging Irom small parts 
such as switches and 
power breakers 10 
all kinds 01 alectrical 
devices. The warehouse 
slocks up to t 3.000 differenl 
products. both Itn­
ished goods as well 
as parts. wilh a total 
well in e .. cess 01 
l'ooo.ooo llemS in 
STock The 
Tandem system 
automaTiCally 
processes orders 
lor t8.000 differ­
enllocations in 
The warehouse 
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M emphis 
Light Gas oS 
Walertook 
de~very 01 115 
.MI8I Tandem 
syslem. a IOUI -prO' 
cesSO! UM dur.ng t 979 w,th the mtent 01 slandardl2mg ,IS com· 
puler operations on a single manufacturer 5 syslem The UI'hly 
selecled Tandem because of lhe sYSlem's unque aMIy 10 han· 
die al 11'11nI-based luncbons whole groWIng 1010 a maJl\lrame 
conlrgurallOn The I'rsl major usage 0 1 the Tandem system IS an 
on-line, aulomaled bllhng syslem lor !he uN1ty s approxllflillte/'y 
3.500 large lOduslnal customers Dur.ng 1980. the system IS 
scheduled to take over all customer blr~ng ope.-al.aos MLG&W 
has appro" 'm&Ie/y 300.000 elecTl1C customers, 230.000 gas C\I5' 
lomers and 200,000 waler cuslomers 

What is Tandem's straregy for attracting 
and keeping people [0 achieve cominued 
high growth? 

- U'/Jltll11l S. DeolJrp ,e, Via' Prl1l1dem. 
l emmon AIIM :1Ies Corp. 

Belore diSCUSSing strategy. II is important to understand that 
Tandem is an mtereSfrng place to work. and a good place to 
work. We intend to keep II that way. We are on the leading 
edge of technology. we have a new way of looking at comput · 
ers, and we are in an exciting markel. Our high growth rate 
aHords individuals the opportunity fOf career growth at a rate 
consistent With their abilities to manage more responsibility. 
All of these things attract good people to Tandem, 

We have intentionally created a team spint by haVIng 
clear corpclfate objectives and a minimal structure. We func­
tion on individual responsibility and peer pressure-no one 
wants to let anyone else down. Everyone has well-defined 
goals and is delegated the authority to achieve those goals. 

We are willing 10 take longer 10 find the right people. and 
then we take care of them. Because we really care. Our 
salaries are competitive. as are our benefits. In addition. 
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vrtua!ly all 01 our employees are shareholders or hold stock 
ophons-we want all of our people to share In the financial 
success of Tandem. Aher lour years WIth Tandem, all North 
Amencan empk)yees are eligible for a luny-pald. six-week 
sabballCalll additIOn to regular vacation lime 

Finally. we are WIlling to admit 10 our hiring mistakes by 
\errTWl81Jng IndIVIduals who do not hve up to our high 
standards 

There are only 3. handful of companies that 
have enjoyed sustained success in the 
min icomputer or small com pUler system 
marketplace, and these include, most 
notably, broad-based, highly-integrated 
companies. There have been cons iderably 
more failures than successes o ver (he years. 
What are the potenti al pit fa lls that most 
concern Tandem? And , what are {he 
ingrediems that will make Tandem, a 
relatively recent ent ry into th is marketplace 
now mai nly populated by well-established 
compan ies. a long.term success? 

- &n, RllIe"ht rg. Sen"" VICt' Pren:ielll. 
G .~ . Grill'll""''' CQI.!"" lICn. 

Tandem otters a ContinuouS range of systems from mld·size 
Ihrough large. mainframe· size. and IS. therefore. not In 
the ·'lTlIIllCOlTlputer or small computer system mar1<etplace:· 
Oll" list of success Ingredients starts WIth this proouct 
me and an althe user benefits aSSOCiated With It as 
prEMOUs/y diSCussed In summary. thOSe benefits are unique 
rot only In themselves, but In that they are represented in a 
system thaI IS the first developed specifically 10 fullillthe 
previously unfulfilled, crllical needs of on·hne transaction 
procesSIng and distributed data processing networks. 

Tandem IS nottha first company to see a major new 
market mat the ''Well·established companies" ignored. 
Earty mlfllComputer vendors were quick to capitalize on just 
SUCh a mar1<el opportuntty Tandem was founded five years 
ago to meet the unique needs afthe emerging mar1<et for 
on.~ne transactIOn pfOcesslng systems We know that this 
market IS large, and we beheve that It IS noW among the 
fastest gOWIng segments of the computer Industry, 

eM Iong·term success formula IS based on five 
flIldamentals a strategic and superior proouct; quahty 
people. satisfied customers. sustained profitability. and 
a lramewor1< for htgh growth. We Will not allow the company 
to gCJW laster than the rate at which we can attract and 
productrvely use top talent 

INe wiR not sacnllce continued customer satisfactiOn to 
ach.ave an arbflranly established rate of growth. We will 
continue to maintain our hlQh level 01 customer support. and 
continue to invest In the development of prooucts and 
5eI'VIces that enhance the usefulness and proouctivity of 
Tandem systems, 
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Highlights of the Year 

Fiscal year ended September 30 

Revenues 
Income Before Income Taxes 
Pre-Tax Return on Revenues 
Nellncome 
Income Per Share 
Weighted Average Shares Outstanding 

Working Capital 
Total Assets 
Shareholders' Equity 

Number of Employees 

Quarterly R .. ulls (Unaudited) 

1978 

01 Q2 03 04 0, 02 

1978 1979 

524.305.000 555.974.000 
5 4.490.000· $10.104.000 

18.5% 18.1% 
5 2.153.000· $ 4.920.000 

$.60· 51.18 
3,589,974 4.178.378 

513.702.000 $27.096.000 
522.051.000 545.947.000 
515.538.000 $31 .530.000 

446 828 

1979 

03 0' 
Revenues 
Net Income 
'",orne 
PerSh(lfe 

S 3,909.000 S 5259,000 S 6,699,000 S 8,438,000 $10.398.000 $12,471,000 $14,992,000 S 18, 113,000 
1.551.000 337.000' 532,000' 574,000' 110,000 951,000 1,123.000 1295,000 

s 1\' $14' S_16' $.19 $.24 $.27 '.30 $37 

INCOME PER SHARE "o~ ______________________________ --, 

.30 ~-------------

$201----------

$10 

0' · 02· 

1978 

Q3' 04 0, 02 03 

1979 

0' 



" TO OUR SHAREHOLDERS: 

Tandem Computers, in the fjve years since its founding, 
has become a leader in the field of on-line transaction 
oriented data processing. The unique Tandem contributions 
of NonStop computing. modular expansion, data integrity 
and networking-together with a slrong dedication to the 
suppori of our customers-have enabled us to grow lIery 
rapidly and successfully along with this expanding, major 
new market We are pleased to report these results in 
fiscal 1979: 

• continued excellent growth and operating profit 
• major new product introductions which significantly 

expand our opportunities and enhance our already strong 
competitive position 

• significant enlargement of our organization with out­
standing people who are dedicated to Tandem's leadership 
role 

Tandem's revenues grew 130% in fiscal 1979 to 
555,974,000. Our pretax margins 0118.1% were within our 
objective range of 16-20%. Income after tax advanced 
129% to 54,920,000 while income per share was Sl.18, up 
from 5.60 reported on a comparable basis in fiscal 1978. 
We ended fiscal 1979 in a sound financial position-
with 56.7 million in cash, a current ratio of 32:1 and a 5% 
debt to capitalization ratio. Our public oHerings in Decem­
ber 1978 and November 1979 provided the company 
with 534,428,000, which is being used 10 finance the 
worning capital required to support our growth. With these 
resources plus our unused bank lines of credit for 
512.500.000 we believe that Tandem is in a strong and 
flexible financial position. 

Fiscal 1979 was a year in which the marketplace 
increasingly came to understand Tandem's unique 
product features, and the importance of these features to 
the successful implementation of Iheir on-line transaction 
processing applications. We have continued to build our 
end-user oriented marketing organization. AI year end 
fiscal 1979, 474 01 Tandem's 828 people were in our 
marketing and field service organization. Of these, approx­
imately 15% were salespersons, and the remainder were 
systems analysts, field service engineers and training 
and headquarters marketing personnel. who together 
provide the high level of sup~rt that is essential to ser­
vicing our customers. 

Consistent with our objective of providing a high level 
of customer support, we began decentralizing our manu­
facturing operations during the lasl year. A systems 
integration and tesl facility was opened on schedule in 
West Germany. with the objective being to bring the 
implicit high level of technical expertise of such an oper­
ation close to our users' siles. We have also commenced 
subassembly production in Watsonville, California. 

We find that computer users in general are becoming 
increaSingly sophisticated and are understanding that 
Ihe full cost of any computer system includes nol only the 

price of hardware, but also expenditures lor system soft­
ware, applications software, and maintenance of both 
hardware and software overlhe life of the system. Tandem's 
product thrust has been, and will continue to be in the 
1980's, to aHer customers the lowest full cost per transac­
tion. Products announced during fiscal t979 were illustra­
tive of this corporate focus. 

EXPAND. our network operating system, was delivered 
to 22 customers in the second half of the year. These cus­
tomers are in the process of implementing their on·line 
distributed data processing applications on Tandem sys­
tems. EN FORM, Tandem's query and report writer 
language, which enables the user to access data uSing an 
English-like language no matter where the data might be 
located in the distributed data processing networn, and to 
write reports, also enjoyed excellent initial acceptance in 
fiscal 1979. These two prooucts greatly reduce the lime and 
programming cost required for users 10 implement distri­
buted data processing networns with distributed data bases 
Other major proooct announcements over the tast year 
include PATHWAY, a software product which performs 
many of the complex tenTunal and control functions that are 
an inherent part of any on·line transaction processing appli­
cation, and the 6520 terminal. with unique design features 
Ihat provide high reliability and improved user prodUCtiVIty 
in the on-line environment. 

From a management viewpoint we beheve that high 
growth reqUires a special structure of organization, one 
where at any point in time critical corporate resources­
management, capital and control systems-are In place to 
handle volumes greatly in excess of what exists currently 
We are committed to seeing that all individuals al Tandem 
have the opportunity for job advancement and, through 
opllOn programs and the employee stock purchase plan, 
also have the opportunity to participate financially in the 
company's success. Virtually all of our employees are cur­
renlly stock or opllOn holders, 

Our success over the lasllive years reflects the Individ­
ual commitment, team eHart, and pure hard work of all 
01 our employees. We enter the 1980's in a strong posItlon­
in terms of our people. products, financial resources and 
base of satisfied customers-to take lull adVantage of the 
major market opportunity we identified five years ago. 

Sincerely yours. 

T.J Perkins 
Chairman of the Board 

DecemberS, t979 

James G TreyblQ 
President and 
Chief E xecutJlle OffICer 



TANDEM COMPUTERS INCORPORATED ANO SUBSIDIARIES 

CONSOLIDATED STATEMENT OF OPERATIONS 
From dale of incorporalion to Seplember 30. 1979 

1979 

Revenues $55.974 
Costs and Expenses: 

Cost of revenues 20.786 
Product development 4.654 
Marketing. general and administrative 20.828 
Interest, net (398) 

45.870 

Income (loss) before Income taxes and 
extraordinary credit 10,104 

Provision lor Income Taxes 5.184 

Income (loss) before extraordinary credit 4.920 
Extraordinary Credit-Tax benellt of net 
operating loss carryforwards 

Net Income (Loss) $ 4.920 

Income (Loss) Per Common Share: 
Income (loss) before extraordinary credit $ 1.18 
Extraordinary credit 

Net income (loss) $ 1.18 

Weighted average outstanding shares 4.178.378 

"From date of Incorporation. November 29. t 974 

III 

(OoHars in Thousands Excepl lor Per Share Dala) 

Year Ended September 30 

1978 1977 1976 1975· 

$24.305 $7.692 $ 581 S 

9.096 3.514 482 
2.169 1.094 979 456 
8.808 2,719 1,327 192 
(258) 36 (38) (2) 

19,815 7.363 2.150 646 

4,490 329 (2.169) (646) 
2.337 171 

2.153 158 (2.169) (646) 

t .218 167 

$ 3,371 $ 325 $(2.169) $(646) 

$ .60 $ .06 $ (4.33) $(1.49) 

.3' .06 

$ .9' $ .12 $ (4.33) $(1.49) 

3.589.974 2.679.923 530.270 440,143 
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MANAGEMENT'S DISCUSSION AND ANALYSIS OF THE 
CONSOLIDATED STATEMENT OF OPERATIONS 

Revenues 

Revenues In fiscal 1979 increased 130% 10 555.974,000 ThiS gain resuHed 
primarily from Increased shipments of systems and software 10 both new and 
existing customers and from sales 01 added prOCeSSOf$, peripherals and soH. 
ware lor exiSlJng systems, DUring fiscal 1979 the Company Shipped 389 
processors 10 118 customers 

Revenues in fiscal 1978 Increased 216% to S24.305,000 from S7.692,000 
reported in liscaI1977. ThiS gain also resuMed from a substanllal increase in 
shipmenTS of systems, processors and penpherals. During fiscal 1978 the Com­
pany shipped 176 processors 10 59 customers. 

Cost of Revenues 

To meet rapidly increaSing market demand for Tandem's products. manu­
facturing facilities were expanded durrng the year althe Company's Cupertino 
headquarters, and new plants were opened In WatsonVille. California. for sub­
assembly productIOn and Neufahrn. West Germany, fOf systems IntegratIOn and 
test. The Company's cost of revenues In flscaf 1979 Increased 129% to 
520,786.000, while cost of revenues as a percenTage of revenues remained 
essenlrally unchanged at 371 <lb. 

The cost of revenues In fiscal 1978,ocreased 159% 10 59.096.000 How­
ever, cost of revenues as a percentage of revenues declined to 37 4% from 
45.7% In fiscal 1977. pnmarrly because of per-unll prrce reductlOllS and quantlly 
discounts receIVed by the Company due 10 the substantial Increase In volume. 

Product Development 

The Company's product development eHort is dedicated to meeting the 
needs of computer users who are implementing on-hne transaction processing 
applications Expenditures on product development In frscal 1979 were 
54.654.000, up 115% over Ihe frscal 1978 level In fiscal 1978 product devel­
opment expenditures were $2.169,000, up 98% aver the prior year These 
expenditures resu~ed In many new productlnlroductions In both years and 
funded research on future products 

Product development expenditures as a percentage of revenues were 83% 
and 8.9% in fiscal 1979 and 1978. respectIVely The Company has a Iorrg-term 
objective of maintaining development expenditures at approximately 9% 
of revenues 



Marketing, General and Administrative 

The Company focuses its selling effor1s on the end-user market. where 
providing a high level of cuslomer suppor1 is essential. These support costs are 
encompassed in marketing. general and administrative expenditures. which 
Increased 136% In liscal1979 to $20.828.000. In fiscal 1978. marketing. general 
and admlnlstrallve expenditures were S8.808.000. up 224% over the prior year. In 
fiscal 1979 and 1978 such costs represenled 37.2% and 36.2% of revenues. 
respecTively This expenditure level reflects nol onty Ihe Company's end-user 
markehng orientation but also the significant geographical expansion of 
marketing operations over the last Twa years and Ihe addition of marketing 
personnel in anticipation of future growth. 

Pretax Income 

Prelax Income Increased 125% 10 $10.1 04.000 in fiscal 1979. while pretax 
margins (pretax Income as a percentage of revenues) were lB.l % compared 
wrlh 18.5% reponed In hscal1978 The decline in pretax margins in fiscal 1979 
resulted pnmanly from the reduction as a percentage of revenues in net interest 
income earned on cash equivalent mvestments. In liscal197B pretax income 
was 54.490.000. as compared to $329.000 In fiscal 1977. The pretax margin 
Improvement In flsca11978 resu~ed pnmaniy from the reduction in cost of 
revenues and product development expenditures as a percentage of revenues. 

The Company·s effecllVe tax rate declined slightty in fiscal1979to 51.3% 
from 52.0%. reported in both hscalt97B and 1977. Net income before 
extraordinary credit advanced 129% to $4.920.000 in fiscal 1979. In fiscal 197B 
and 1977 net Income before extraordinary credit was 52.153.000 and SI58.000. 
respectIVely 

Income Per Common Share 

Income per common share· Increased 97% to $1.18 in fiscal 1979. Earn­
ings· in fiscal 1978 and 1977 were $ 60 and $.06 per share. respectively. Per 
share earnings have not Increased as rapidly as net income before extraordinary 
credit because of Increased shares outstanding. The Company completed 
publiC offerings of common slock In fiscal 1979 and 1978. and these offerings 
combined With the sale of stock to employees under the employee stock 
purchase plan and option plans resulted in Increases in weighted average 
shares outstanding of t 6% and 34%. respectlVety. Proceeds from the sale of 
these additional shares have been used to finance working capital expansion, 
which was necessary 10 support the Company's growth during Ihis period. 
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VI TANDEM COMPUTERS INCORPORATED AND SUBSIDIARIES 
-,--------

CONSOLIDATED STATEMENT OF INCOME 
For the Years Ended September 30, 1979 and 1978 

(In Thousands Except lor Per Share Dala) 

Revenues (Notes 1 and 8) 
Costs and Expenses: 

Cost of revenues 
Product development 
Marketing. general and administrative 
Interest expense 
Interest income 

Income before Income taxes and extraordinary credit 
Provision for Income Taxes (Note 2) 

Income before extraordinary credit 
Extraordinary credil-Tax benefit of net operating 
loss carryforwards 

Net Income 

Income Per Common Share (Note 7) 
Income before extraordinary credit 
Extraordinary credit 

Nelincome 

The accompanying noles are an integral part of Ihis statement. 

1979 1978 

$55,974 524.305 

20.786 9,096 
4,654 2,169 

20,828 8,BOB 
84 65 

(482) (323) 

45~70 19m5 

10,104 4,490 
5,184 2.337 

4,920 2.153 

1218 

5 4,920 S 3,371 

5 1.18 5 .60 
.34 

5 1.18 5 .94 



TANDEM COMPUTERS INCORPORATED AND SUBSIDIARIES 

CONSOLIDATED BALANCE SHEETS 
September 30. 1979800 1978 

Current Assets: 
cash (N01. 4) 
Cash investments 
Accounts receivable 
Inventories (Note 1) 
Prepaid expenses 

Total current assets 

ASSETS 

Property and Equipment, at cost (Notes 1 and 3): 
Production and test eqUipment 
Computer eqUipment 
Office furniture and equipment 
Systems spares 
Leasehold Improvements 

Less-Accumulated depreciation and amortization 

LIABILITIES AND SHAREHOLDERS' INVESTMENT 

Current liabilities: 
Current matUrities of capltahzed lease obligation 
Accounls payable 
Accrued expenses 
Accrued Income laxes 

Total current habihlles 

Capitalized Lease Obligation, net of current maturities (Note 3) 
Deferred Income Taxes 
Commitments (Note 6) 

Shareholders' Investment (Note 5): 
Preferred slock-S 10 par value, authorized 2,400,000 shares: 

none outstanding 
Coomon Slock-SOS par value, authorized 10,000,000 shares; 

outstanding 3.675.981 shares In 1978 and 4.169,749 shares in 1979 
Addrllonal palCl"n capital 
Retained earnings 

Total shareholders' Investment 

Theaccompanymg notes are an Integral part ollhese balance sheets. 

VII 

(In Thousands) 

1979 1978 

$ 2,198 5 1,063 
4,560 3,384 

19,881 8,115 
11,304 6,319 

1,385 619 

39,328 19,500 

1,982 506 
2,417 1,105 

382 176 
2,141 775 
1,597 606 

8,519 3,168 
1,900 617 

6,619 2,551 

545,947 522,051 

(In Thousands) 

1979 1978 

5 375 5 203 
5,675 3,766 
1.269 953 
4,913 876 

12.232 5,798 

1,144 715 
1,041 

209 184 
25,520 14,473 

5,801 881 

31,530 15,538 

$45,947 522,051 



VIII TANDEM COMPUTERS INCORPORATED AND SUBSIDIARIES 

CONSOLIDATED STATEMENT OF SHAREHOLDERS' INVESTMENT 
For the Years Ended September 30. 1978 and 1979 

(In Thousands) 

Addi-
tional 

Preferred Stock Paid-in Common Stock 
Shares Amount Capital Shares Amount 

Balance, September 30, 
1977 2,074 $207 $ 4,987 626 S 31 

Sale of preferred stock 125 13 987 
Conversion of preferred 
stock into common stock (2,199) (220) 110 2,199 110 

Sale of common stock, net 
of related expenses 7,849 770 39 

Sate of stock under stock 
option and stock pur-
chase plans, net 306 81 4 

Income lax benefit resuH-
ing from exercises of non-
qualified stock options and 
early disposition of shares 
acquired under qualified 
stock options 234 

Net income 

Balance, September 30, 
1978 14,473 3,676 184 

Sale of common stOCk, net 
01 related expenses 10,054 420 21 

Sale 01 stock under stock 
option and stock purchase 
plans, net 758 74 4 

Income tax benefit resulting 
from exercises 01 non-
qualified stock options 
and early disposition of 
shares acquired under 
qualified stock option and 
stock purchase plans 235 

Nelincome 

Balance, September 30, 
1979 $- 525,520 4,170 $209 

The accompanying notes are an integral pan of this statement. 

Total 

I Relalned Share-
Earnings holders' 
(Deficit) Investment 

$(2.490) $ 2,735 
1,000 

7,888 

310 

234 I 3.371 3,371 

I 
881 15,538 

10,075 

762 

235 
4,920 4,920 

$5.801 $31,530 f , 



TANDEM COMPUTERS INCORPORATED AND SUBSIDIARIES 

CONSOLIDATED STATEMENT OF CHANGES IN FINANCIAL POSITION 
FOflhe Years Ended Seplember 30. 1979 and 1978 

Working Capital Provfded From (Used For): 
Nellncome before eXlraOfdinary credit 
Add back 

Depreciation and amortization 
Deferred Income taxes 

\'\Ior1<lng capital proVIded from operations 
ExlraOtdinary creejjt 
AcqUlSllfon of properly and equipment 
Net boo!< value of equipment sold or retlfed 
Increase in capitalized lease obligation. net of current maturities 
Increase In deferred Income taxes 
Sale of preferred stock 
Sale 01 common stOCk. net 
Tax benefit of slock opllonS 

NetlOCfease In working caPItal 

Working Capital Increase Represented By: 
Increase In current assets­

Gash and cash investments 
Accounts receIVable 
InventorieS 
Prepaid expenses 

Decrease (Increase) In current lIabllitles­
Notes payable to bank 
Current portIOn of capitalized lease obligation 
Accounts payable 
Accrued expenses 
Accrued Income taxes 

Nellncrease In working capital 

The accompanymg notes are an Integral part of thiS statement 

IX 

(In Thousands) 

1979 1978 

$ 4,920 S 2.153 

1.365 457 
737 

7.022 2,610 
1.218 

(5.770) (2.387) 
337 84 
429 399 
304 

1.000 
10.837 8.198 

235 234 

513.394 511 .356 

$ 2.311 $ 4.= 
11.766 5.513 

4.985 4.457 
766 527 

800 
(172) (112) 

(1.909) (2.651 ) 
(316) (644 ) 

(4.037) (872) 

$1 3.394 511 .356 



:X _______ ---.:T:A:N~D~EM=C~O=M:P::UTERS INCORPORATED AND SUBSIDIARIES _____ _ 

NOTES TO CONSOLIDATED FINANCIAL STATEMENTS 

1. Summary of Significant Accounting Policies 

Consolidation 
The consolidated linancial statements include the accounts of Tandem Computers Incorporated and ils 
wholly owned subsidiaries after elimination of intercompany accounts and transactions. Foreign exchange 
gains and losses are nol significant and are reflected in the results 01 operations. 

Revenue Recognition 
The Company generally recognizes revenues al the lime of shipment 

Inventories 
Inventories are stated al the lower of cost (first-in, first-ouI) or market and include material. labor, and manu­
facturing overhead. The components of inventory used to determine cost of revenues were: 

(In Thousands) September 30 

Purchased parts and subassemblies 
VYork-in-process and finished systems 

Income Taxes 

1977 1978 

$1.185 $4,196 
678 2.123 

1979 

$ 6207 
5,097 

$1 ,863 $6,319 $11 ,304 

The Company provides for income taxes on lotal DISC income and accounts for investment tax credits as a 
reduction of the provision for taxes on income in the year in which the related credits are realized. 

Property and Equipment 
Systems spares are depreciated using the double declining balance methocl. All other property and eqUiP­
ment are depreciated using the straight-line methocl. The estimated useful lives are: 

Procluction and test equipment 
Computer equipment 
Office furniture and equipment 
Systems spares 
Leasehold improvements 

Years 

5-10 
5 

5-10 
4 

Lease Term 

Expenditures for maintenance and repairs are charged to operations as incurred. Expenclltures for maJOI' 
betterments and renewals are capitalized and depreciated over the estimated remaining useful life of the 
asset The net gain or loss on assets retired or otherwise disposed of is credited or charged to operations and 
the asset cost and related depreciation are removed from the accounts. 

• 



2. Income Taxes 

The proviSlOO for Income taxes for the years ended September 30, 1978 and 1979 is comprised of: 

Current 
Federal 
Siale 
FOI'elgn 

Prepaid 
Federal 
State 

Deferred 
Federal 
State 
Foretgn 

The sources a (lfepald and deferred taxes were as follows: 

Prepaid 
Revenues recognized lor taxes, but nol for financial statements 
Expenses recognized lor financial statements, but nollor taxes 

Deferred 
DISC Income 
Increase In revenues deferred for foreign lax purposes 
Accelerated depreciation and other, net 

1978 1979 

5 755,000 $3,850,000 
307,000 916,000 
580,000 326,000 

1,642,000 5,092,000 

(638,000) 
(7,000) 

(645,000) 

288,000 718,000 
23,000 

384,000 19,000 

695,000 737,000 

52,337,000 55,184,000 

5 5 503,000 
142,000 

$ S 645,000 

5 304,000 5 449,000 
384,000 19,000 

7,000 269,000 

5 695,000 5 737,000 

The prOVISIOn for Income taxes differs from the amount obtained by applying the statutory Federal income 
lax rate 10 II1COme before taxes as follows 

Federal lax prOVIsion al statutory rate 
State Income taxes net 01 FederalulCome tax benefit 
Foretgn Income taxes In excess of Federal lax rate 
Investment tax credit 
01her 

1978 1979 

52,155,000 54,698,000 
172,000 486,000 
179,000 294,000 

(104,000) (216,000) 
(65,000) (78,000) 

$2,337,000 55,184,000 

XI 
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3. Capitalized Lease Obllgation 

As of September 30, 1979, the Company had leased trom a bank $1 .766.000 of equipment lor the perIOd 
through fiscal 1984 with an option to purchase the eqUIpment at the lair market value althe end oIlhe 
lease period. 

The following summarizes the future minrmum lease payments together WIth the present value 01 the 
minimum lease payments as of September 30, 1979 

Year Ending 
September 30 

1980 
1981 
1982 
1983 
1984 

Total minimum lease payments 
Less: Amount representing interest (8%) 

Present value 01 minimum lease payments 

4. Lines 01 Credit 

S 443,000 
428,000 
374,000 
300,000 
259,000 

1,804,000 
285,000 

$1 ,519,000 

In November 1979 the Company amended rls revolVIng Ime of creclll WIth a bank which provided for 
unsecured borrowings of up to $5,000.000. The line of credIt, as amended, Increases lhe amount 01 borrow­
ings available 10 $1 0,000.000 allhe bank's pnme lendrng rale and eXPIres on December 31 , 1980. The agree­
ment requires the Company to maintain certain finanCial covenants and also malnlaln a compensating 
balance of 2.5% of the commitment plus 5% of borrOWIngs in excess of 52,500,000. 

The Company has a revolving line of credit WIth another bank providing for unsecured borrOWings of up 
to 52,500,000. The line of credit eXpires April 30, 1980, prOvides for borrOwings at the bank's prime lending 
rate, and requires the company to maintain a compensating balance of 5% of the commitmenl plus 5% 01 
the credit line utilized. 

Borrowings in fiscal 1978 were outstanding from October I. 1977 to December 21 , 1977. The average 
interest rate on borrowings during this period was approximately 7.5% The average month-end borrolNlng 
was 5400,000 and the maximum borroWIng at any month end was 5500.000. There were no borrowings 
under eilher line of credil during fiscal 1979 
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5. Stock OptIon and Stock Purchase Plans 

Stock Option Plans 
The Company has three stock option plans in effect for employees. Lhder atl plans, the option price may 

not be less than 1()()% 01 the fair market value on the date of grant. Under the qualified plan, adopted in 1976, 
an ophons granled are exercisable upon the date of grant and expire five years from the date of grant or on 
May 20. 1981 . lf eartler Under the two non-qualified plans, options are exercisable upon the date of grant and 
eXpire no later than seven years from the date of grant. The non-qualified plans were adopted in 1976 and 
1979: hOwever, optionS granted under the 1979 plan (42.250 shares) become exercisable only upon approval 
Ii the shareholders at the next annual meeting, to be held in early 1 980. 

Inaddlhon, two option plans covenng a total of 4,000 shares have been adopted for two directors. Under 
these plans. options to purchase 2.000 shares are exercisable at $23.50 per share and an additional 2.000 
optionS are exercisable at $30 25 per share 

At September 30, 1979 and 1978. there were opllons for 359,700 and 90,647 shares, respectively, 
available for future grant FollOWing IS a summary of activity under the plans: 

OpIlOOS outstanding as of September 30. 1979 

Granted II'! Number Option Pnce 

FISCal Year 01 Shares Per Share Total 

1976 3,()()() 5 SO· 1.00 S 2,000 
1977 32,182 1 00· 3 SO 52,000 
1978 151 ,909 3 SO·3O 25 2,909,000 
1979 293.7SO 22SO·32.88 7,900,000 

480.841 510,863,000 

OptIOnS became exerCisable as follows 

Became 
ExerCisable 

In Fiscal Year 

1978 
1979 

Number 
01 Shares 

249,5SO 
292,900 

OptIOnS were exerosed as follows 

ExefCtSed In 
FISCal Year 

1978 
1979 

Number 
01 Shares 

83.653 
59,119 

Option Price 

Per Share Total 

S 1 .00·3025 
2250·31.00 

$ 3,408,000 
7,612,000 

5 

Option Price 

Per Share Total 

SO·1675 
SO·2875 

S 400,000 
653,000 

5 

Fair Market Value 
at Date of Grant 

Per Share Total 

.so· 1.00 5 2,000 
1.00· 3,50 52,000 
3.50·30,25 2,909,000 

22.SO·32.88 7,900,000 

$10,863,000 

Fair Market Value 
at Date Option 

Became Exercisable 

Per Share Total 

514.50·3025 5 4,441,000 
22.50·31.00 7,612,000 

Fair Market Value 
at Date Option Exercised 

Per Share Total 

S 3.SO·37.00 
23,25·36,00 

S 2,042,000 
1,676,000 

Siock Purchase Plan . 
As of SeptemlJe130. 1979 and 1978. the Company has reserved 78.223 and 96,112 shares, respec~l~ely, 

~ Coolmoo Stock for future Issuance under Its employee stock purchase plan adopted in fiscal 1978. Eligible 
employees mayelecl to purchase shares of Common Stock at 85% 01 the lower of the fair market value at the 
beginning Or end of a three-month offering penoo Durmg 1979 and 1978, the Company issued 17,889 and 
3.688 shares. respectively. of Common Stock pursuant to thiS plan. 

Proceeds from the sale of common stock under the stock optIOn plans and the stock p.urchase pl.an are 
credited to the common stock account to the extenl of par value and the remainder to addltlo.nal paid-In 
caPital No Charges or credits are reflected in the income statement With respect to stock options or stock 
purchase plans 

XIII 
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6. Commitments 

The Company leases its headquarters, operating facilities, held oH,ces and automobiles under operatmg 
lease agreements which expire through fiscal 2003 Future lease payments are as follows 

Year Ending 
September 30 

1980 
1981 
1982 
1983 
1984 

1985-89 
1990-94 
1995-99 
2000-03 

S2.223.ooo 
2.273.000 
1.675.000 
1,645,000 
1.109,000 
3.726.000 

156.000 
156,000 
125.000 

SI3.266.ooo 

Rent expenses included in the results of operations for the years ended September 30, 1978 and 1979, 
are S726,000 and $1 ,738,000, respectively 

The Company has entered Into an operating lease for 165.000 additional SQuare feel of offICe space. 
which is underconstruclion. The lease term wiU be for 15 years, beginning W1lh occupancy (approXImately 
February 1 960~ al an initial annual rental rale 01 $1 .145.000. The annual rental rale will be IfIcreased by 15% 
al the end of 5 and to years, respectively 

7. Income Per Common Share 

Net income per common share for the years ended September 30, t 978 and t 979, has been computed 
based upon the weighted average number of common and common equivalent shares outstandmg 
Common equivalent shares in t 978 and 1979 result from the assumed exercise of stock options outstanding 
which have a diJutive effect when applymg the treasury stock method Total shares used in the computation 
were 3,589,974 fOf 1978 and 4,178,378 for 1979. Fully diluted Income per share is substantially the same as 
reported income per share. 
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8. Geographic Segmenllnlormalion 
The Company deSIgns. develops. manufactures, markets and services multiple processor computer 
systems The folloWIng table sets forth mformatlon about the company's operations in different geographic 
areas f()( the years ended September 30, 1978 and 1979" 

Year Ended September 30. 1978 (In Thousands) 

Geographic Area Adjustments 
United and 
States Europe Other Eliminations Consolidated 

Revenues-
Customers 516.837 5 7,124 5 344 5 - 524.305 
Intracompany 3.904 (3.904) 

Total revenues 520.741 5 7.124 5 344 5(3.904) 524.305 

Income (loss) belore taxes and 
extraordinary credll 5 3.122 5 1.473 5 (69) 5 (36) S 4.490 

Identifiable assets 517.82 1 5 4.097 5 226 5 (93) 522.051 

Year Ended September 30, 1979 (In Thousands) 

Geographic Area Adjustments 
United and 
States Europe Other Eliminations Consolidated 

Revenues-
Customer 541 .292 513.501 $1,181 5 - 555.974 

Intracompany 8.846 102 (8.948) 

Total revenues $50.138 SI3.603 $1,181 S(8.948) $55,974 

Income (loss) before income taxes $11 ,127 S 230 $ (173) S(I.080) 510. 104 

Identi fIable assets $35.667 SI0.113 SI .319 $(1.152) $45,947 

Intracompany Iransfers are made at approximately arm's length prices. which include manufacturing 
proll1saltnbutable 10 United States operations. Identifiable assets are those assets oflhe COmpany that are 
ldenllhed WIth the operation of each geographIC area 

Revenues In 1978 Include sales 01 approxImately 52,500.000 to one customer. 

xv 



XVI 

AUDITORS' REPORT 

To Tandem Computers Incorporated" 

VI/e have examined the consolidated balance sheets of Tandem Computers Incorporated (a Callforma 
corporation) and subsidiaries as of September 30, 1979 and 1978. and the related consolidated statements 
of income. shareholders' investment and changes in financial POSillon 'Of the years then ended. Our exam· 
inalions were made in accordance WIth generally accepted audiling standards and. accordingly, Included 
such tests of the accounting records and such other audiling prOCedures as we considered necessary In 
the circumstances. 

In our opinion. the consolidated fmancial statements referred to above present lalrty the financial posI_ 
lion of Tandem Computers Incorporated and subsidianes as of September 30, 1979. and 1978. and the 
results of their operations and the changes in their financial POSItion lor the years then ended, In conforrruty 
with generally accepted accounting pmlClples applied on a conSistent baSIS. 

San Jose, California 
November 5,1979 

TANDEM STOCK PRICE 

Calendar Quarter Price 

1977 4th Duarter' 
1978 1 st Duarter 

2nd Duarter 
3rd Duarter 
4th Duarter 

1979 1st Duarter 
2nd Ouarter 
3rd Duarter 

"December 14 and therafter. 

Arthur Andersen & Co. 

High Low 

51534 513 '4 
S16~ 513 '14 
524 % $15 
$36 ' $23 
533'" $22 
529 ' $221; 
532 '4 528Y< 
535~ $26 ';' 

Tandem Computers Incorporated common slock was offered to the public on December 14, 1977 at SII .50 
~r share and thereaffer has been traded In the over-the-counter market under NASDAD symbol TNDM 
High and low closing bid prices are shown above as reported by the Natronal Ouotatlon Bureau TheSe quo­
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Execution Environment 

To best be able to understand the capabilities of the 
system and understand how "NonStop" works in a Tandem 16 
System, a brief overview of the basic hardware/software 
components will be discussed first . Once the areas of 
responsibility have been defined , then we can address 
specific questions by relating to the areals) responsible 
for that concern . The basic hardware structure of a Tandem 
16 System is comprised of a network of 2 to 16 processor 
modules interconnected by a high-speed data bus . Each 
processor module contains : 

A high-speed data bus control unit which can transfer 
data from one processor module to another at 13 mega 
bytes (Dynabus). 

A central processing unit with 32 bit micro instruc­
tions and 100 nanosecond cycle time designed to 
execute 16 bit machine instruction . 

Memory . 

I/O channel control unit which can address up to 32 
controller address with up to 8 devices per controller. 
The channel gives the controllers attached a direct 
path to memory at 4 megabytes. 

All of the controllers attached to the I/O channel are 
Tandem manufactured and are dual ported (i.e., they are 
attached to the I/O channels of two processor modules) . The 
ports of each controller are programmatically controlled, 
and only one is active at a time . In this environment 
the devices attached to a controller are accessed by one 
of a processor module pair . This allows the system to 
establish backup responsibility for device access . It also 
defines that up to 256 devices (e . g . , 32 controllers x 
8 devices) are accessible via a processor module pair. 
Anyone processor module or both may have primary responsi­
bility for the devices attached to the shared controllers . 
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The devices at t ached to t he controllers are such 
peripherals as terminals , printers , mag tape , and disc 
drives . 

The disc drives are manufactured as dual ported like 
the controllers (not by Tandem) . This allows the disc 
drives to be attached to two controllers which are being 
shared between a processor module pair . This now gives 
two paths to the device on the same I/O channel as 
well as two backup paths to the device on the other I/O 
channel . 

Using this architecture , we have established a means of 
interconnecting processor modules which, in some cases , 
share responsibility for devices attached to a common 
controller. 

The next step is to establish within each processor 
module , an operating system capable of communicating 
between processor modules over the Oynabus and with a 
set of driver processes to drive the devices attached to 
the controllers on the I/O channel of that processor 
module . These operations and many more are accomplished 
with the implementation of Tandem's Guardian Operating 
System . The basic components of the Guardian Operating 
System are: 

Kernel 
I/O Drivers (with associated protocol handlers) 
Message System 
File System 

Each of these areas will be further examined , and i n doing 
so will define the basic capab ilities of t h e Tandem 16 
System . 

Guardian Kernel : 

The primary responsibilities of the Kernel of Guardian is the 
control of the processes which run within a processor 
module (a process is a program object module set up to 
execute in a processor module) . 

Process control responsibilities include: 

lotultiprocess control for up to 256 processes within 
a single processor module . 

Priority scheduling of processes within a single 
processor module . 

Processes can be assigned user defined priorities of 
value 1 to 255 for each process . As processes are 
ready to execute , the one with the highest priority 
goes first . Many processes may have the same 
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priority . I n this situation, if more than one with the 
same priority is ready and that is the highest priority , 
they are processed in a round-robin fashion . 

Memory management for ready processes . 

The Tandem 1 6 machine uses a stack architecture . In 
the Tandem environment , a stack is a logically 
contiguous string of up to 64K words in length (128K 
bytes) . A process is composed of two such stacks: 

a non-modifiable code stack 
a private data stack 

For a total process size of l28K words t256K bytes} . 

The process, as it becomes ready for execution , does not 
get loaded totally into memory . Instead , a virtual 
memory management scheme has been implemented . This 
is accomplished by mapping the process stacks into two 
logical maps of 64 entries each . Thereby , each entry 
in the map represents lK words (2K bytes) of logically 
contiguous code or data . The logical segments can 
then be loaded as required into locations of physical 
memory called pages (2K bytes in size) when they are 
required . This implies that no more than two pages 
of physical memory is actually necessary to execute a 
processor up to 256K bytes . 

The object programs are stored and loaded from disc. 
Images of the code stack can be retrieved from here 
whenever the required page needs to be loaded . The 
data,on the other hand , is dynamic and an area on the disc 
must be set aside to store and retrieve any data genera­
ted by the process . This space is defined as the process ' 
virtual memory . 

The Tandem System philosophy is that there are no 
instructions to allow code modification ; therefore , the 
code stack is shareable between multiple processes and 
is inherently re-entrant . That is to say that many 
processes started from the same object program actually 
use the same code map . But because the data each 
process may be working with may be different , each 
process has its own private data stacK . As each process 
gets started , a physical page of memory for code and 
for data must be assigned to the logical pages 
to be worked with . If the process is very active , it 
may be that the previously used pages are still 
resident and have not been used by anothe r process ' 
execution ; and then there is no requirement to get an 
image from the disc . If t h is is not the case , the 
operating system will pick a page to load code or data 
into . From a l l of the available pages , it will pick 



II\' 

one based on a "least recently used" algorithm. This 
minimizes the need for going to disc to get copies of 
virtual memory for subsequent processes ' code or data 
pages . If the page picked is a code page, it is over­
layed with the current process ' code/data; but if the 
page holds data , it first checks to see if it had been 
modified after it had been loaded (via a "dirty bit" set 
in the page if modified when active) . If not , it is 
overlayed; otherwise, it is written to the proper 
virtual space on disc before being overlayed. 

There also exists in the system the option of forcing 
code/data to remain resident, therefore eliminating 
the need to go to disc once the page has been loaded 
into physical memory . 

The operating system also maintains a set of code and 
data maps , as well as those set up for each user process . 

The CPU in each processor module has four hardware 
registers to hold operating system maps (2) and user 
process maps (2). The operating system maps are only 
loaded once, at the time the proceSSOr module is 
loaded, but the user process maps must be loaded each 
time a process becomes ready for execution . Because 
there is only one set of registers for user process maps, 
it is impossible for one process to access another 
process' data . System data is also protected, but by 
convention, not physical limitations. To be able to 
access system data, the user process may execute pri­
vileged instructions . To be able to do this, the process 
must go through a licensing operation which is user 
controlled , therefore access to system data is not an 
inadvertent act. 

Because of the fact that the system maps and user maps 
are resident at the same time, this allows for some 
shared resources within the system . This environment 
allows user processes to share operating system code 
because they can both be resident at the same time 
without having to load another set of maps . It is also 
possible to have user written code loaded with the 
operating system code so that it can be shared by all 
user processes , thereby making user code space larger 
than 64K words . 

Guardian File System, I/O Drivers and Message System 

Within the Tandem 16 environ~ent , it is the basic 
philosophy that a user process should not have to 
concern itself with the task of working with I/O on 
a physical level . The reason for this is many fold . 

• 



This allows Tandem to control all I/O so that we 
can optimize throughput on the system . 

It removes the responsibility of the user to have 
to deal with the physical aspects of a device. 

It allows the user to deal with I/O at a logical 
level and at the same time allows physical 
locations of devices to be transparent to the 
user. 

To implement this philosophy, the File System of 
Guardian was designed . 

The file system is the user interface for all I / O 
operations to be performed from the user process . 

The types of resource available to the user is disc, 
tape , terminals , printers , and other processes. All 
of these are considered by the system to be "files . " 
Files are considered by the system to have the same 
basic capabilities. That is the ability to be logically 
opened , closed, read and written . This gives the se 
resources a degree of device independence . The 
physical location should also not be of concern to a 
user process. A process should have access ability to 
a system I/O resource no matter where it is in the 
system . To be able to implement this, it is necessary 
to define all devices to be attached to the system, 
the c ontroller and unit on the controller of that 
device . Also , because the device is accessible via 
two processor modules , which one has primary 
responsibility for that device? Because the location 
of the device may change, a logical name is also 
associated with the device . This information is then 
maintained b y the file system in each processor 
module so that it knows which processor has responsi ­
bility for a logical device . Through this vehicle of 
logical name association of physical device, the 
system maintains total geographic independence for 
user process access to any I/O resource. 

A process is also considered an I/O resource, but 
just like devices to be accessible via the file 
system , it must have a logical name . This is accom­
plished by giving the process a name when it is 
loaded into a processor module . This name, like all 
the other devices, is then maintained by the file 
system in each processor module. Therefore , for two 
processes to communicate with each other, it is as 
simple as opening the process I logical name and doing 
reads and writes . 

Files under the basic file system access are considered 
"unstructured ." This defines an I/O resource with 
no specific format to t h e data processed . The record 



sizes the system will handle in this mode is a to 
4096 bytes on any file. 

Most logical files within the system can be identified 
by assigning a logical name to a physical device, but 
the physical device for disc is the drive/pack. 
Therefore, a further qualification of a disc volume 
has been made . A fully qualified disc file is comprised 
of logical volume name . subvolume name.file name. 
Sub volume is a generic grouping of files resident on the 
same volume and the file name is a unique identifier 
within this grouping . On a logical volume, a directory 
is maintained for locating files on the volume . ~~en 
a file is created (i.e . , an entry made into a volume's 
directory), it may be defined as containing up to 
16 parts or partitions, each residing on a separate 
disc volume. The maximum total size of a disc file is 
approximately 4 billion bytes . Files may be created 
by a system utility or programatically from a process . 
For other file types there is no associated maximum file 
size. 

Although the file system is the interface to the user 
to access any system I/O resources, it does not 
actually perform the I / O itself . In the case of all 
I / O other than interprocess I/O, the actual interface 
to the resource is via a system process (I/O driver) 
designed to handle the unique characteristic of the 
resource . 

Once the file system gets a request for a user process 
to do an I/O, it looks at a logical device table 
(LOT) where it locates where the device is physically 
and the name of the system process which is responsible 
for accessing it. The file system then routes a 
message to that process via a mechanism within 
Guardian called the l>1essage System. The Message System 
delivers the I/O request to the required process which 
then performs the actual , physical I/O and returns 
a success or fail status to the file system, which 
then notifies the user process. In the case of inter­
process I/O, the Message simply routes the information 
to the other user process. The information supplied 
to the Message System for message traffic is simply the 
processor number and the process number of the process 
with which it wants to communicate. It then sends 
the message over the interprocessor bus to the 
message system in the proper processor, whicb then 
routes it to the proper process . In some cases, it 
may actually send to itself. By use of this scheme, 
it makes it independent of which processor the drivers 
or named user processes reside. This allows user 
processes, in processors not in the same processor as the 
one with primary access to a disc, to access information 
from that disc . 
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Extensions to the Basic File System 

The basic Guardian file system can be enhanced to allow 
special access capabilities in two areas . 

Enscribe 

Enscribe in an augmentation into the Guardian 
file system for disc file access. l\lith this 
addition to the file system, Tandem supports 
structured disc file, as well as unstructured , 
and the access of these files. 

Three file structures are supporte~ 

Relative File - primary access by relative 
record number 

Entry Sequence File - primary access by 
relative byte address 

Key- Sequence File - primary access by unique 
key within record 

Within all three structures, an alternate access 
is available to each record in a file by means of 
an alternate key file . Alternate key filets) 
are a key sequence file which holds the alternate 
key field of each record and the primary key to 
access the records from the data file . Any file 
structure can have up to 255 alternate keys 
associated with the records in the file . This 
gives 256 total paths maximum of processing the 
data within the file . 

Within a data pat~ records are accessed in 
ascending key sequence order starting at the first 
record based on one of three pOSitioning modes _ 

Approximate positioning: 

Start at first record whose key is equal or 
greater than search key . Processing to end 
of file . 

Generic positioning: 

Start at first record whose key is equal 
to search key . Processing to first record 
whose key is greater than search key_ 

Exact positioning : 

Search for record whose key matches the 
search key . Process that record . 



Within the relative and keyed sequenced file 
structures, records may be added, deleted or 
updated. Entry sequence file will only allow add 
and update functions. 

Record sizes for structured files are : 

Relative and Entry Sequence - variable/fixed 
to 4096 bytes 

Key Sequence - variable/fixed to 2048 bytes 

Enscribe features also include record and file 
locking facilities and a cache buffer management . 
Cache is a means by which data blocks and index 
blocks (for key sequence files only) can be held 
in memory so that records can be accessed from 
memory without requiring disc access. 

Envoy 

Envoy is also an extension to the basic Guardian 
file system I/O access capabilities . Envoy is a 
data communications line handler. The basic 
file system will support only point-to-point 
asynchronous interfaces for terminals . The 
pOint-to-point connection may be local or switched 
direct dial . The Envoy line handler process will 
support both synchronous and asynchronous inter­
face into the Tandem System in a point-to-point 
or multipoint environment . 

System Availability 

One of the primary objectives of the Tandem System is 
to establish a high degree of availability to all of 
its resources by maintaining a single fault-tolerant 
environment . That is , at least two paths to any 
resource within the system . Should the primary path 
to a resource be inaccessible , the system will auto­
matically use an alternate path . This rerouting 
is totally transparent to the user processes running 
within the system. 

Resources include such things as processor modules 
also . Therefore, a process running in a processor 
module which failed must have some facility for being 
started in another processor module without having to 
be reloaded. This capability is available through 
the facility of nonstop process pairs. 

Processes run as process pairs establish a primary 
process that actively runs in one processor module 
and a backup process that maintains itself in a backup 
state in another processor module . 



The primary process sends "checkpoints" to its backup 
process at critical points within its processing. A 
checkpoint is all or part of the primary's data stack 
and the current instruction location in the primary 
process . The backup process does nothing more than 
update his data stack with the checkpointed information. 
In the event of a failure of the primary process to be 
able to continue, for whatever reason , the backup 
process is notified and it then becomes fully active 
at the last checkpoint location of the primary process. 
This same technique is used by all the system I/O 
driver processes . The primary I/O process is located 
in the processor module which has the primary path to 
a device and the backup I/O process in the processor 
module which has the other path to the device . 
Should the primary path not be accessible (i.e., 
processor failure , channel failure, primary process 
failure, etc.), the backup process will take responsi­
bility for access to the device . The Guardian Disc 
I/O processes always checkpoint each buffer to be 
written to the disc to its backup process . If the 
primary process is not successful at performing the 
I/O, the backup process will re-execute the operation 
to the device. This guarantees the integrity of the 
disc data base. 

We can guarantee the integrity of the data base if 
the data base is accessible. If the disc was inacces­
sible for any reason, then the system availability 
is nearly zero . To account for this situation, 
Guardian supports a mirrored volume capability. 
Mirrored volumes define one logical volume as two 
physical volumes . This information is supplied to 
the system when you define all the devices and is 
maintained in the device table of the file system. 
When a logical write is issued to that logical unit . 
two physical writes occur , one to each disc volume . 
Should one device become disabled, the other will 
continue to be used for data base access . 

Once the disabled disc is reusable , a system utility 
program can be run to execute a function called 
REVIVE. This process will bring the downed device 
up to the current status of the good disc while 
still processing against the live data . The 
operation goes on concurrently with all other data 
base access until tbe volume is fully restored . 

If, in a system, a processor module was to fail, 
it would be necessary for backup responsibilities 
to be activated in other processor modules . The 
knowledge of the availability of all modules within 
a Tandem System must be monitored so that this 
backup can occur. This is accomplished by each 



processor module maintaining a table of all processor 
modules within a system. At given intervals, each 
module sends out over the Oynabus an "I'm Alive" message 
to all other modules. Each module then updates its 
table. If a module fails to report within a given time, 
each module then checks itself to see if it can receive 
messages over the bus by sending a message to itself . 
If successful, it then assumes the non-reporting module 
is down and activates system I/O processes which have 
backup responsibility within this module, notifies 
any user backup processes so they can become active, 
and also notifies user processes thSot were conununicating 
with processes in the downed module . Finally, it will 
update its device tables to find the backup processor 
modules for all devices that were being accessed by 
the downed module so that all routing of I/O request 
will go to the backup . 

Any failure of resources within the system or error 
detection by the operating system is routed to a 
special Operator process. This process will then log 
these errors optionally at a console (any console) 
in a disc file on the system disc and/or to user written 
process. 

Process Creation 

There are two means by which a process may be initiated 
into a system . The first of these is interactively 
through the use of a Tandem-supplied system interface 
program called the Command Interpreter. The Command 
Interpreter has many functions, one of which is to 
initiate the loading of object program module from 
disc . This is done through the use of the RUN command. 
To this command , the user supplies the name of the 
object file on disc and optionally other parameters 
such as which CPU to initiate the process inta logical 
name (if it is to be a system I/O resource) the priority 
that the process is to run at, and parameters which 
can be passed to the process as a startup message 
that it can read over the message system . The parameter 
string may include such things as what data file the 
program should open to process. The second means by 
which a process can be initiated is under user program 
control via an operating system call to a routine called 
NEWPROCESS. Along with the call, the user will supply 
the same parameter as he would interactively via the 
Command Interpreter . 

Backup and Restore Capabilities 

The facility for backing up and restoring of disc 
files is done via the system utilities BACKUP and 
RESTORE which can be initiated using the Command 
Interpreter program. These utilities allow for backing 



up and restoring at the logical level from disc to 
mag tape . 

A user may backup/restore: 

a complete system (i . e., all logical volumes) 
a single or multiple volumes 
a single or multiple subvolume from/to one or more 

volumes 
a single file or multiple files 
any combination of the above. 

Security System 

Security as implemented on the Tandem System is simple, 
yet powerful. It is designed in such a way so that 
users who require security can utilize all its features 
and those who do not are not hampered by it . 

To be able to have access to the system, an individual 
must become a "user . " A user is defined as someone 
who has been added to a user 10 file maintained on the 
system disc . There are four classes of users: 

Standard User 

A "standard" user is allowed to perform standard 
operations such as creating and purging disc files, 
running programs , displaying system status, etc . 
Additionally, a standard user is limited as to 
the processes it can stop or debug . 

Group Manager 

A "group manager" user is permitted to perform 
the standard operations as well as designate new 
system users . 

System Operator 

A "system operator" user is permitted to perform 
the standard operations as well as reload processor 
modules, set the system time-of-day clock , and 
alter the operating state of the interprocessor 
buses . 

Superid 

The "superid" user has total freedom to perform 
any operation in the system. This includes 
debugging privileged programs , accessing any 
file , logging on as any user without knowing 
the user l s password, adding new groups to the 
security system, running privileged programs 
which have not been "licensed . " 



A user is added to the system by either a group 
manager or the superid to belong to a user group and 
given a user name within that group . Along with the 
group name and user name is also associated a group 
number and user number within the group. 

The user group name and user name is only used to gain 
access to the system via the Command Interpreter LOGON 
command . Once logged onto the system , the user group 
number and user number are used for security purposes . 
Users can protect others from using their logon by 
associating a password with the logon 10. To further 
aid in system security, the Command Interpreter has 
a hook in it to be able to pass all LOGONS to a process 
called CMON if it is running in the system . CMON 
can cancel the LOGON if 50 desired by passing a message 
back to the Command Interpreter. 

Each file on the disc when created , either by a system 
utility or programmatically , has associated with it 
an owner . The owner is defined by group number and 
user number . Access to a file is controlled by four 
different criteria . These are read, write, purge and 
execute (this is for object program files only). At 
each of the four criteria, a security check can be 
imposed based on the fOllowing: 

Any user may perform this operation to the file . 

Only members within the same group as the owner 
may perform this operation to the file . 

Only the owner of t h e file may perform this opera­
tion to the file . 

Only the Superid may perform this operation to 
the file . 

\~en a user process is initiated on the system, the 
10 that it assumes is the 10 of the logged- on user . 
This 10 is then used for security checKs when access 
against a file is attempted . As a further security 
check , a user process can check which terminal the 
process was initiated from via an operating system 
call, and if not correct , cancel itself . This could 
allow only those persons who have access to a secured 
terminal the ability to run special programs . 

Networking Software 

The addition of a networking capability to the Tandem 
System is accomplished by the installation of the 
GUARDIAN/EXPAND operating system. Expand is actually 
a subsystem extension to the message system within 
Guardian . The routing of messages bewteen a network 
of processor mOdules was expanded to route these messages 



out of the system over communications lines to other 
systems within the multiple system network. Each system 
within the network is defined as a nOde . The Expand 
subsystem ,,,ill allow conununication with up to 255 nodes 
within the network. 

The implementation of Guardian/Expand will allow users 
of the Tandem System: 

NonStop Nodes 

The fault tolerant hardware and software of the 
Tandem 16 System eliminates the computer as a 
source of network failures . 

Note: Individual Tandem 16 systems within the 
network are called "nodes" to distinguish the 
computer system from the network system . 

Distributed System 

The Guardian/Expand NetWork makes it possible to 
configure a network of Tandem 16 fault tolerant 
computer systems so that a user of any node in the 
network can access the reSOurces of any other node 
(processors, files or physical devices) without 
regard for the physical location of the resource. 
To the user, the Guardian/ Expand Network appears 
to be one large set of computer resources rather 
than a collection of separate systems . 

Dynamic Message Routing 

The Guardian/Expand Network constantly monitors the 
communications paths . lihen a transmission fails , 
the system retries until the transmission succeeds 
or until the system determines that the communica­
tion path has been broken . When the communication 
path has been broken, the Guardian/Expand system 
automatically reroutes the message via a different 
communications path. 

Best Path Message Routing 

The Guardian/Expand system monitors the communica­
tion lines and automatically selects the best 
path. The best path is the one that takes the 
least time. The system selects the fastest rather 
than the shortest path because this optimum end­
to-end protocol can reduce communications costs . 
vllien a communications line fails , Guardian/Expand 
reroutes messages using the next fastest available 
path. When a new line is added, the system takes 
advantage of any new best paths created by the 
addition . 



Precisely Tailored Hardware 

Different nodes within a network typically have 
different computing requirements. The Tandem 16 System 
allows users to place exactly the right amount of 
computing power at each site. Even though the nodes 
within the network may range from a basic two pro­
cessor system to a sixteen processor system with 
billions of bytes of online disc storage, the systems 
retain total compatibility of data, software , and 
application programs . 

Logical Growth 

The Tandem 16 architecture allows for incremental 
hardware expansion . A user can add memory, central 
processors , or peripheral devices as computing 
requirements grow . Similarly , the Guardian/Expand 
Network allows incremental expansion. Nodes can be 
added or removed and communication path s can be 
changed , all without reconfiguring existing systems . 

Notice that the Guardian/Expand Network can 
forestall the need for hardware expansion since the 
resources of every system in the network are 
accessible . 

Data Integrity 

The Guardian/Expand Network incorporates multiple 
safeguards to ensure that message packets are 
received correctly and that data cannot be lost in 
transmission . 

Human Engineering 

Because t h e Expand Network is an extension of the 
Guardian Operating System , the user interface to 
the network is through the Guardian command 
interpreter . For example , to run t h e text editor 
program on the local system , the user enters the 
command EDIT at his terminal . To run the program 
on a remote system, the user simply enters the 
symbolic name of the remote system before the 
command : \ OHIO . EDIT . In effect, t h is command 
connects the user terminal with the remote OHIO 
system and starts the text editor program on that 
system . The only difference the user may notice in 
running on the remote system rather than the local 
system is that response time may be slightly 
longer since the communication lines cannot match 
the performance of the local processor . 

Simple Programming Interface 

The Expand Network relieves programmer s of the 
need to deal with a cumbersome telecommunication 
access method . Since programs communicate with 



each other via Guardian's message system, the 
programmer uses the same commands to communicate 
with a program in the same processor, another 
processor, or another system . 

Within each node of the Tandem network, the Expand 
subsystem controls the networking control. This is 
accomplished by basically two different processes. 

The Network Control Process maintains information 
about the network; i.e . , which is the best path from 
one node to another, statistics, etc. The best path 
information is based on best time from one node to 
another . When the network is first brought up, Control 
processes lone in each node) talk to each other over 
the network to give information about what paths are 
available. Using this information and knowing the 
line speeds on each of the paths, it determines the 
best path . This information is stored in a Network 
Routing Table (NRT) which changes only if a path goes 
down and a new route must be determined. The links 
between nodes in the system are full duplex synchronous 
lines up to 56K bps. These lines may be leased or 
dial lines point-to-point {no auto dial} . Between two 
nodes a dial backup capability may be established . 
Only one path between nodes is used even if multiple 
lines are available. If a Tandem network is established 
as a star or ring, there will always be an alternate 
path to a node. In this environment, a user can establish 
a nonstop network of nodes as the Tandem system can 
maintain between processors . To communicate between 
nodes in the network, the second network process, the 
Network Line Handler (NLH)} is used. There is one 
NLH per network line out of a node. 

The NLH communicates between nodes with packets of 
information using an X.2S like protocol to guarantee 
packet integrity . All packets will arrive at the 
destination node and be built back into a message 
using a Tandem end-to-end protocol which guarantees 
message integrity from the source node to the destina­
tion node. 

In addition to the NLH process (es) between Tandem 
nodes there is an X.2S Line Handler process available 
to route messages to terminals which may be linked 
into a common carrier X.2S packet switch service. 
This would then allow these users full network access 
just as local or remote (over asynchronous point-to­
point) terminals currently have. 

The concept of central control in the Tandem network 
does not exist; however , it is possible that some users 
may want to designate one of the systems as a control 
center for monitoring the network . To provide this 



capability, a Network Control Center program will be 
provided. The function of Network Control Center will 
provide for: 

Centralized logging of: 

Changes in network status (line ready, not 
ready, connections ... etc.) 

Changes in CPU status at remote systems . 

Centralized display of: 

All systems' CPU status. 

The time and distance between all systems. 

Individual systems' network maps. 

Individual line handler statistics. 

Probes from selected systems. 

The Network Control Center will consist of: 

An ADM-2 terminal 
The NCC program 
The network utilities at each system 
An NCC/ NCP interface 

The NCC will not address the measurement of network 
performance since this will be handled by future XRAY 
enhancements. 

System Monitoring 

System monitoring capabilities exist within a single 
Tandem System through the use of a utility package 
called XRAY. 

With the XRAY package, a user can be provided informa­
tion for doing: 

Load Balancing 
Growth Management 
On-Line Monitoring 
Application Tuning 

XRAY will provide data for resolving performance and 
usage of: 

Processors 
Data Communication Lines 
Tapes, Printers,etc. 
Terminals 
Disc and Disc File Opens 
Processes 
File Opens 
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The use of XRAY does not require any special hardware 
or display devices . 
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Program Development Facilities 

TAL (Tandem Application Language) 

The Tandem Application Language is a high level, 
Pascal like, block structured language designed for 
the easy implementation of transaction-oriented 
applications . T/TAL is similar to ALGOL, PL/l or 
COBOL in providing procedure blocks and high level 
constructs such as IF ... THEN . . . ELSE, DO . .. UNTIL, 
WHILE ... DO, FOR and CASE . Programmers can write 
self documenting programs with object code generation 
as efficient as assembler code. 

The procedure-oriented, block-structured approach 
allows a programmer to design procedure blocks for 
functional simplicity. Data can be assigned globally 
for all procedures to access or can be assigned 
locally - known only to the procedure in which it is 
declared . Local data is assigned dynamically and 
initialized each time the procedure is invoked . The 
local data feature also allows the use of recursive 
procedures . 

One procedure can call another and pass parameters 
by value or by reference . The called procedure can 
optionally return a value through its name. 

All procedure code is compiled as re-entrant, and, 
therefore , non-modifiable . This permits code to be 
shared by many different users, thereby minimizing 
the amount of memory required for multiple applications . 

T/TAL provides data types for arithmetic, string and 
logical operations . Signed integer data can be speci­
fied with 15 bits or 31 bits of precision . Fixed 
data is a scaled decimal with up to 18 digits of 
precision . String data consists of one or more 8-bit 
bytes . Logical data consists of 16-bit words . 

Data can be declared as simple, single element items 
or as arrays (multiple elements) . In addition, a 
variable can be declared as a pointer variable to 
facilitate indirect addressing . 

Type fUnctions are an integral part of TAL and provide 
the ability to convert from one data type to another . 
Type functions are also available to determine if string 
data represents ASCII NUMERIC, ALPHA or SPECIAL values . 
Special string manipulation constructs are available 
to facilitate efficient processing of transaction data . 
Included are SCAN, MOVE and COMPARE string operations. 

Data can be addressed at the bit level, if desirable . 
Operations exist in TAL to perform bit depOSit, bit 
extraction , arithmetic shifting and logical shifting . 



All I/O is performed via calls to operating system 
procedures. Procedures exist to open and close 
files, read and write data, perform control functions, 
create and purge files, lock ana unlock files,and 
perform "wait" or "nowait" I/O. Extensive error 
checking is provided by the File System and error codes 
are returned to the calling procedure for inspection. 
All of the Tandem operating system is written in TAL . 

ANSI COBOL X3.23 - 1974 

Tandem's ANSI Standard COBOL -74 utilizes all the 
capabili~ies of Tandem's Guardian Operating System and 
Enscribe Data Base Record J'lanager - software designed to 
keep the system up and running while maintaining the 
integrity of the on-line data base . Thus Tandem/COBOL 
is compatible with programs written in T/TAL, Tandem's 
high level language for transaction processing, and is 
capable of running in a multi-language environment. 

Tandem COBOL Extensions 

Several extensions have been added to Tandem/COBOL 
to permit use of Tandem's Guardian Operating System. 

NonStop Extensions 

For NonStop programming in COBOL, you include a 
"?NONSTOP" line in your source program. 
STARTBACKUP and CHECKPOINT are the verbs that 
make the program nonstop . Normally STARTBACKUP 
is called once at the beginning of the program 
to set the nonstop mode. Thereafter the 
CHECKPOINT verb is used to pass information to the 
backup process at critical points in the pro­
cessing. In a nonstop program , checkpoints will 
also occur automatically upon any OPEN or CLOSE 
executed after the backup is established . Both of 
these verbs will set the special register , 
PROGRAl'~-STATUS, to indicate the outcome of the 
checkpointing operation. 

Extensions to the standard COBOL I/O facility 

Three new verbs, LOCKFILE, UNLOCKFILE, and 
UNLOCKRECORD, have been introduced to allow 
the use of the corresponding system file and 
record locking routines. This addition allows 
separate processes to share a common data base. 
READ and REWRITE verbs have been extended to 
allow the specification of a LOCK or UNLOCK 
operation. The OPEN syntax has been extended 
to specify the file access, EXCLUSIVE , SHARED or 
PROTECTED, and to permit the SYNCDEPTH for files 
opened in the OUTPUT, 1-0 or EXTEND mode . 



,. 

, 
< 

Calling TAL Procedures 

The ENTER verb has been modified to call TAL 
procedures. This lets you access any TAL system 
external or your object library routines. These 
object library routines are assigned to the COBOL 
run unit at compile time. 

Interprocess Communications 

COBOL processes can communicate with one another 
or with processes written in other languages 
through the standard READ and \\,RITE statements . 
Communication to other processes is implemented 
using the interprocess communication facilities 
of the Guardian Operating System . 

ANSI FORTRAN X3 . 9 - 1978 

Tandem FORTRAN runs on the Tandem T16 Computer System -
the only multi-processor architecture designed for NonStop, 
transaction-oriented, data base applications. Tandem 
FORTRAN utilizes all the facilities of the Guardian 
Operating System including NonStop operation, re-entrant 
code, interprocess communications, virtual memory, and 
Enscribe data base facilities for keyed, relative , 
and sequential access, multi-key data paths, and 
concurrent record access. Tandem FORTRAN is capable 
of running in a multi-language environment . 

Tandem FORTRAN Extensions 

Several extensions have been made to FORTRAN 77 to 
enhance its operation on Tandem systems . 

NonStop Extensions 

STARTBACKUP and CHECKPOINT functions allow a 
FORTRAN program to utilize the NonStop capa­
bilities of Guardian . STARTBACKUP is called 
once at the beginning of a program to establish 
the nonstop mode . Thereafter CHECKPOINT is 
used to pass critical information to the 
backup process. Checkpoints will automatically 
occur upon any OPEN or CLOSE after the backup 
has been created. 

Structures 

Structures provide the ability to define records 
in FORTRAN . The constructs RECORD and END 
RECORD are used to define record structures . The 
Data Definition Language may also be used to 
transcribe a schema into FORTRAN RECORD structures . 
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ENSCRIBE Extensions 

Extensions have been made to the FORTRAN READ 
and \\lRITE statements to permit the full use of 
ENSCRIBE facilities. Thus it is possible 
with FORTRAN statements to access key - sequenced, 
relative, and entry-sequenced files by primary 
or up to 255 alternate keys. Provision has 
been made to allow exact, approximate or generic 
positioning into an ENSCRIBE file structure using 
FORTRAN. Concurrent record access is supported 
with LOCK mechanisms at either the record or 
file level . 

Interprocess Communications 

FORTRAN processes can communicate with one another 
or with processes written in other languages 
through the standard FORTRAN READ and NRITE 
statements . Communication to other processes is 
implemented using the interprocess communication 
facilities of the Guardian Operating System. 

Update 

Tandem's Update Program is used to combine two or mo re 
object files and build them into one new object file . 
This allows users to have "libraries" of procedures 
wh i ch can be used by several programs (this can 
reduce source program size and compilation time) . 

Text Editor 

The Tandem 16 Text Editor program - EDIT - is used for 
entering source text into the computer system and for 
adding to and modifying existing source text . The 
source text can be a T/TAL source language program , 
a SYSGEN configuration file - virtual l y a ny textual 
material desired . 

The Editor is designed to be used interactively . 
Editor commands and text are typed into an online 
t e rminal. When a command is typed in , the appropriate 
action is taken by the Editor . Text is entered into 
the system by typing in an ADD command, followed by 
the text lines. 

In a normal Editor command execution cycle, the user 
is prompted for a command on the termina~ the user 
enters a command; the Editor executes the command ; 
then the cycle repeats. 

Debug 

The Guardian Debug facility provides a tool for inter ­
actively debugging a running process . USing the debug 
facility , a programmer can designate certain program 
code locations (called breakpoints) that , when executed , 
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cause the process to enter the debug state . ~~ile 
in the debug state, the programmer can interactively 
display and modify the contents of a program's 
variables, display and modify the contents of 
process ' registers , and set other breakpoints . 

The programmer specifies a location in the code area 
that, when executed , causes the process to enter the 
debug state . The operating system replaces the 
instruction in the specified location with a call 
to the DEBUG procedure . Then when the processor fetches 
and executes the contents of that location , the DEBUG 
procedure is invoked . Before leaving the DEBUG state, 
the operating system puts the replaced instruction 
back into its original location and adjusts the program 
counter so that it is executed . (In the next 
location after the breakpoint, the operating system 
puts another call to DEBUG . This is invisible to the 
user of DEBUG . Its purpose is to put a call to DEBUG 
back into the breakpoint location . ) 

When the same program file is run in the same processor 
module, the code area is shared . Therefore, if a break­
point is specified, the first proce ss to execute the 
breakpoint location goes into the debug state (not 
necessarily the process that set the breakpoint) . 

Development Testing 

In order to test new system under development, it will 
be necessary to have multiple copies of whatever I/O 
resources are used by a production system. If the 
processes used infue system are parameterized for 
their I/O requirement (i.e., all file names passed at 
process startup dynamically) , all that is required to 
switch ove r development to production is t o pass the 
production parameters. Both development and production 
can run concurrently within the same system . 



GUARDIAN/EXPAND NETI;ORK SUBSYSTEM 

The EXPAND NonStop Network is unique because it is an extension 
of an existing network operating system . Every Tandem/16 
Computer System comprises from 2 to 16 separate central proces­
SOrs . Running in the NonStop mode requires constant 
communication among the processors. Consequently, the 
Guardian Operating System includes a sophisticated message 
handling system to control communications between processors 
and between processes (programs) running in one processor or 
running in separate processors. In effect, every Tandem/16 
System is a local network controlled by the Guardian Operating 
System . The EXPAND NonStop Network expands the scope of the 
Guardian Operating System to allow communications among as 
many as 255 Tandem/l6 systems. 

The Guardian/EXPAND Network system, combined with the unique 
architecture of the Tandem/l6 Computer System, provides network 
users with a number of features unequalled by other computer 
vendors: 

NonStop Nodes 

The fault-tolerant hardware and software of the 
Tandem/l6 System eliminates the computer as a 
source of network failures . 

Note: Individual Tandem/l6 Systems 
within the network are called "nodes" 
to distinguish the computer system from 
the network system . 

A Distributed System 

The Guardian/EXPAND Network makes it possible to 
configure a network of Tandem/l6 fault-tolerant 
computer systems so that a user of any node in 
the network can access the resources of any other 
node (processors, files , or physical devices) 
without regard for the physical location of the 
resource . To the user, the Guardian/EXPAND Network 
appears to be one large set of computer resources 
rather than a collection of separate systems . 

Dynamic Message Routing 

The Guardian/EXPAND Network constantly monitors 
the communications paths. When a transmission 
fails, the system retries until the transmission 
succeeds or until the system determines that the 
communication path has been broken . When the 
communication path has been broken, the Guardian/ 
EXPAND system automatically reroutes the message 
via a different communications path . 

/1 
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Best Path Message Routing 

The Guardian/EXPAND system monitors the 
communication lines and automatically selects 
the best path . The best path is the one that 
takes the least time . The system selects the 
fastest rather than the shortest path because 
this optimum end-to-end protocol can reduce 
communications costs. When a communications 
line fails, Guardian/EXPAND reroutes messages 
using the next fastest available path . When a 
new line is added , the system takes advantage 
of any new best paths created by the addition . 

Precisely Tailored Hardware 

Different nodes within a network typically have 
different computing requirements . The Tandem/16 
System allows users to place exactly the right 
amount of computing power at each site . Even 
though the nodes within the network may range 
from a basic two processor system to a sixteen 
processor system with billions of bytes of online 
disc storage, the systems retain total compati­
bility of data , software , and application programs. 

Logical Growth 

The Tandem/l6 architecture allows for incremental 
hardware expansion . A user can add memory , central 
processors , or peripheral devices as computing 
requirements grow . Similarly , the Guardian/EXPAND 
Network allows incremental expansion . Nodes can be 
added or removed and communication paths can be 
changed , a l l without reconfiguring existing systems . 

Notice that the Guardian/EXPAND Network can forestall 
the need for hardware expansion since the resources 
of every system in the network are accessible . 

Data Integrity 

The Guardian/EXPAND Network incorporates multiple 
safeguards to ensure that message packets are 
received correctly and that data cannot be lost in 
transmission . 

Human Engineering 

Because the EXPAND Network is an extension of the 
Guardian Operating System , the user interface to the 
network is through the Guardian Command Interpreter . 
For example , to run the text editor program on the 
local system , the user enters the command EDIT at 
hi s terminal . To run the program on a r emote system, 



the user simply enters the symbolic name of the 
remote system before the command: \OHIO EDIT. 
In effect, this command connects the user 
terminal with the remote OHIO system and starts 
the next editor program on that system . The 
only difference the user may notice in running 
on the remote system rather than the local 
system is that response time may be slightly 
longer since the communication lines cannot match 
the performance of the local processor . 

Simple Programming Interface 

The EXPAND Network relieves programmers of the 
need to deal with a cumbersome telecommunication 
access method. Since programs communicate with 
each other via Guardian ' s message system, the 
programmer uses the same commands to communicate 
with a program in the same processor, another 
processor, or another system. 

Full appreciation of the EXPAND Network System requires 
an understanding of how tightly the EXPAND Network 
System is integrated with the Guardian Operating 
System and the Tandem/l6's architecture. 

THE TANDEM/16 SYSTEM: A NETWORK IN A BOX 

The Tandem/l6 NonStop System is designed for the 
on-line, terminal and transaction, data base-oriented 
market where high availability is required . 
This requires a multiple processor system that can 
tolerate the failure of any single component, includ­
ing even a central processor unit. Figure I 
illustrates the architecture of a typical Tandem/16 
System. 
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Figure 1 . Typical Tandem/16 System 

Notice that at least two path s connect a ny two components in the 
system, and everythin g in the system , including even individual disc 
files, can be duplicated . Normally , all resources in the s ystem 
function as independent, parallel resources . However , when a 
component fails , the remaining system components automatically take 
over the workload of the failed component . A system user at a 
terminal is typically unaware of t he failure. 
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The Expand Network system extends the Guardian message system beyond 
the boundaries of a single system . The Guardian/Expand Network allows 
up to 255 separate Tandem/16 systems to be linked together . 
Conceptually, the Guardian/Expand Network system extends the Dynabus 
over miles or continents . To a user at a terminal , the entire network 
appears to be a single Tandem/16 system . (There may , of course, be a 
noticeable difference in performance since the Oynabus itself is more 
than 10,000 times faster than a typical "fast " 9600 baud private 
line . ) 

As an extension of the Guardian message system, the Expand Network 
maintains the geographic independence of resources . Any resource in 
the network can be addressed by its logical file name without regard 
for its physical location . However, a configuration option allows 
users to reserve processors for local processing requirements, thereby 
excluding those processors from the network . 

The concept of central control in the Tandem network does not exist; 
however, it is possible that some users may want to designate one of 
the systems as a control center for monitoring the network . To 
provide this capability , a Network Control Center program will be 
provided. The function of Network Control Center will provide for 

1 . Centralized logging of : 
a. changes in network status (line ready , not ready, 

connections ... etc . ) 
b. changes in CPU status at remote systems . 

2 . Centralized display of : 
a . all systems ' CPU status 
b. the time and distance between all systems 
c. individual systems ' network maps 
d . individual line handler statistics 
e. probes from selected systems . 

The Network Control Center will consist of : 

1 . An ADM-2 terminal 
2. The NCC Program 
3. The Network Utilities at each system 
4 . An NCC/NCP interface . 

The NCe will not addres s the measurement of network performance since 
this will be handled by future XRAY enhancements . 



Figure 6 . A Typical Guardian/Expand Network 
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The Guardian/Expand Network reduces communications costs 
because its automatic message forwarding eliminates the 
need for point- to-point interconnection of the network. 
Most other commercially available networks require the 
user to write special applications programs to relay 
messages from node to node . 

The Guardian Operating System is perhaps the only operating 
system designed as a network system. The multi-processor 
design of the Tandem 16 system necessarily requires an operating 
system structured as a local network-in-a-box . In effect, the 
Expand NonStop Network simply eliminates the box . 



STANDARD TANDEM 16 SOFT>1ARE INCLUDES : 

GUARDIAN OPERATING SYSTEM 

TEXT EDITOR 

TEXT FORMATTER 

FILE UTILITY PROGRAMS 

PERIPHERAL UTILITY PROGRAMS 

TAL (TRANSACTION APPLICATION LANGUAGE) 

DEBUG [INTERACTIVE DEBUG FACILITY) 

SORT 

ENVOY [DATA COMMUNICATIONS MANAGER) 

DOL (DATA DEFINITION LANGUAGE) 

COMMAND INTERPRETER 

FILE ~~AGEMENT SYSTEM 

FILE SECURITY SYSTEM 
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13:35 Processor 1 fails. messages are printed 
from both processor (land processor 2 
I10ling this foct. Effect on system users 
- none. 

15;20 

17:30 

Poriry error during' a disc read. retry 
was successful. Effect on system users 
- none. 

Processor 1 repaired and re·incorpo­
rored into the system. Effect on system 
users- none. 

19:10 Complete system power-interrupt and 
restart.. Effect on system users- none. 

• 

• 
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NDEM NonStop'" Systems 

;. of on-line computers. 
11 In earnest now and the reasons 

ur d. Dedicated, efficient and IOVJ' 
t oday's on-line computers pro­
r:medlate, positive response In all 

of appl~Uons. 
d verification. Bank deposits and 

wals. Funds transfers. Order pro­
] and Inventory conlrol. Medical 

rr: Retall sales. Emergencyservices. 
nd sports events ticketing. Hotel 

eI reservations. Communications 
Manufacturing and materials 
terns. Stock and commodity 

Ions. Off track betting systems 
·e Ioneries. The lisl of potential 
~tlons Is enormous. Wherever 
a h'gh volume of transactions re-

:J speed and accuracy. Wherever 
1I a111c61 need for immediacy 01 

'1 coupled INith reliability and 
expandability. Wherever efficient. 

tnmsaction processing is essen· 
here. Tandem's unique multiple 

Mchilecture and multiple pro­
, ware offer a nevJ and power­

And it's proven in the field. 

r. means on-demand. 
I e\ the rub. For as reliable as the 
~'omputer Is. and it Is remarkably 

TI;' nl It will on occasion fail Which can 
cause lost bUSiness, or missed schedules. 
or u,lhappy customers, or costly errors, 
or \,I;or!'e. in live data base systems. a 
crash during processing can cause untold 
damage to. or even destruction of. the 
data base. And if that's a nightmare. con· 
sider how even IAIOrse a problem Iscreep' 
ing degradation of the data base. Where 
the failures aren't apparent except to 
your customers. That is totally unac' 
ceptable. And that Is why Tandem came It into business. 

The search for alternatives. 
Until now. the only way on·line computer 
users could protect themselves against 
the POSSibility of a computer failure was 
to install a "back·up" system, typically a 

second processor strapped Inlo the syos· 
tem, ready to come on line when a failure 
occurred. It required special interfaces 
and customized software; and there was 
the penalty of syostem inflexibility, loss of 
processing power. and uncertainty as to 
the statusof transactions·In·process when 
a failure occurred. But aside from man· 
ual back·up systems. which VJE!nt rapidly 
out·of·date, and were slow, Inefficient 
and uncertain, its all there was. Until 
Tandem. 
NonStop Computing. 
Tandem has designed and bUilt the first 
multiple processor system designed from 
scratch to provide non·stop processing 
-even during a failure-VJith no pen· 
alties in the speed. capacity. throughput 
or memory utilization of the system. With 
no strapped·up interfaces and no cus· 
tomized software. and perhaps most im' 
portant. no loss of system flexibility. The 
Tandem NonStop System puts a whole 
new meaning into the concept of ex· 
pandabllity. Each individual system can 
expand from the basic tvJO·processor sys· 
tem all the way to sixteen processors. 
VJithout reprogramming. VJithoul custom' 
izing. and without one cent of penalty on 
the original investment. Even more. each 
individual system. whether minimal or 
fully expanded. can be treated as a dis· 
tinct node in an overall system network 
with up to 255 nodes. Ale capacities 
are four billion bytes per file, and there 
Is no limit on the number of files. A 
fully expanded network could support 
more than a million tenninals intercon' 
nected/located around the world. And 
while not likely. that system could have 
begun with a simple twa·processor 
system. And still be using the same 
software. 

Data Base integrity. 
Probably no one aspect of an on·line sys· 
tem causes more concern, and rightly so. 
No one in the entire data processing in· 
dustry offers any.vhere near the protec· 

tion offered by Tandem's NonStop Sys. 
tem. And that protection extends not 
only against catastrophic failures. but also 
against the far more insidious creeping 
failure. the kind which doesn't shOVl up 
as a stoppage in the computer room, 
but only as mis·billed customers. false 
inputs on a medical chart. funds trans· 
ferred to a wrong account, a major pur· 
chase of the wrong stock inventory ship· 
ped to a wrong location ... who knows 
hOVJ much damage before detection. 
Because of its unique transaction han· 
dling procedures. no transaction is ever 
lost In process nor is it ever duplicated. 
The integral redundancy of the Tandem 
system provides an unprecedented level 
of protection, not only at the transaction 
level. but at all levels of the data base. In 
almost every on·line application. this pro· 
tection is significant. In some, it is essen· 
tial. And again, there's only Tandem. 

The three keys. 
Non·stop operation. Data base integrity. 
Modular expansion. All in Tandem. And 
only from Tandem. The one and only 
answer to the opportunities and prob· 
lems of todays computer applications: 
Data Base Systems. Distributed Systems. 
Data Communications Systems. Multi· 
tenninal Systems. All of these have grown 
out of the enonnous capabilities of the 
computer itself, but as of today, only one 
company has dedicated itself to the de· 
sign and construction of efftcient,lowcost 
systems which meet their needs head·on. 
Tandem Computers. Up and running. 
NonStop. 
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Tandem IU!O processor syslem. expandable 
to jour in same robineay. expandable ro siX­
teen processors with additional robinelry 
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The ~s of NonStop Computing. 

• 

• 

software are designed 10 

continually, productively 

designed around multi­
'nt processors to provide 

operation regardless of a 
'€ in the system. 

e part of the system \.ViII 
lie the rest of the system. 

'nanee and replacement 
lies are completed with· 
Ie system down. Opera· 
lals and programs in 

una ffected by either the 
air. 

lpe:raling system soft­
rl designed and tested to 

luaus operation. Single 
lures are automatically 

antaneously. This is in 
1St to most operating sys­
Ire designed to shut the 
in a failure. rather than 

md10 i!. 

• The r~ 'hides" the independent 
n:'it he separate processors and 
mak ttl ~tem appearasan integral 
whole to the application programs. 

- The ,ystem is expandable to meet 
changing or grOWing needs without 
hardware cost penalty, and without 
having to reprogram. Instead of having 
to invest initially for an anticipated later 
need. the user can start with the exact 
amount of computing pOVJer he needs, 
and add in increments. at mini prices. 
all the way toa full 16processorsystem. 
Fully expanded, a Tandem system can 
support 2048 data communication 
lines. individual files of fourbi11ion bytes 
fully supported by the data base man­
agement system, providing continuous 
real-time operation, with one of the fin­
est packages of software available in any 
computer system. And it's aU NonStop. 
From Tandem Computers. 

• Each system, whether minimal or fully 
expanded, can be treated as a distinct 
node in a network system with up to 
255 nodes. Each node can, with proper 
security, access the entire data base as 
if it were resident in the local system, 
and there is no software penalty for 
expansion, not only within the nodes, 
but in implementing the full network of 
nodes. 

Clockwise from upper right· 

\new of back of rack showing constnlClion for 
a 3 processor system. 

Dual Indepe ndent. separately controlled in· 
terprocessor busses. 

Independent 1/0 channels connected to sep· 
orate independent ports of the I/ O controllers . 
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DYNABUS '" (Dual lndependenl InlefpfoceSSOf Bu_) 
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NonStop Hardware 

Multiple independent processors. 
In order to insure that the loss of a proc­
essor will never completely Isolate the 
peripheral devices attached to any con­
troller. each Tandem controller module 
has two independent ports whk:h allow it 
to be connected to two Tandem proces­
sor modules. In the event of a failure of 
that processor or 1"0 path. the other 
processor takes control automaUcally to 
insure that the system will always have a 
communicatiOns path to that controller. 

All processor modules are Intercon· 

• 
neeted through a unique, high-speed 
dual bus structure- Dynabus!'" 
Each Dynabus palh is fully autonomous, 
operating independently of, but simul -
taneously with. the other bus to Insure 
that two communications paths exist be· 
tween all processor modules in the 
Tandem 16 NonStop System All Dyna· 
bus interprocessor transfers are hardware 
controlled, independent of. but concur­
rent with. an nonnal I/O transfers and 
other CPU activities. Since Oynabus han­
dles interprocessor transfers at 26 mega· 
bytes/ second. this produces extremely 
IOUJ overhead interprocessor communi­
cations at speeds fast enough to slmul· 
taneously handle peak transaction and 
message loads even \Uhen the Tandem 
system is fully expanded to sixteen 
processors. 

The Tandem processors a re independ­
ently pow.nul. 
Designed to increase transaction through­
put and minimize sy.;tem overhead. the 
Tandem processors separate 1/0 proc­
essing from interprocessor communica­
tions and CPU o.vorkloads Each proces· 

• 

sor can handle up to 128 19.2K baud 
communications lines. a message han · 
dling capability miles ahead of other 
processors In their price category. The 
~PU segment of each processor Is a pipe· 
hned mlcroprogrllmmed unit designed 
spedflcally to handle business transac-

tion data applications. With a cycle time 
of 100 nanoseconds, each CPU can. for 
example. add two IS· digit numbers in 
under 2.4 microseconds. 

Time· robbing I/O ove rh e ad Is 
completely removed from the main 
processor. 
Each processor contains an independent 
microprogrammed I/O processor which 
controls the 4 megabyte/ second block 
multiplexed I/O channel. With truly large 
computer capability, each of these I/O 
channels can handle up to 32 device con­
troners. Each Tandem processor incorpo­
rates 2 megabytes of memory Into a 
powerful system capable of complete 
single·error correction and multlple·error 
detection. using semiconductor memory 
at a cycle speed of 500 nanoseconds. 
Because of the virtual memory manage· 
ment feature. applications programmers 
need not IAIOrry about many of the con· 
straints of physical memory. 

NonStop Software 
Guardian c ontrols the traffic and 
watches over the system . 
Guardian is Tandem's complete. transac· 
tion-oriented operating system. It resides 
In each processor. and has the capability 
to respond positively to a failure any· 
where in the system. With Guardian , 
there is no need for customized or special 
operating system development by the 
user. Since programs are geographically 
independent. the task of applications 
programming is vastly simplified for the 
user. Further. Guardian carries the user· 
assigned priorities for applications pro· 
grams. handles all communications 
among programs and between programs 
and the outside IAIOrld, and extends the 
capability to start program execution in 
any available processor module from 
any processor. 
Geographical independence of pro· 
grams and data is a notevJOrthy feature 
of Guardian. Programs are not only un· 
aware of which processor. or even which 

node in a netvx::lrk, is running them: they 
may well be running simultaneously on 
all processors or in multiple nodes. And 
programs can access any device in the 
system. even those not physically con­
nected to the processor(s) running the 
program. Because of this geographic in­
dependence, the Tandem NonStop sys­
tem can be expanded all the way to 
sixteen processors and beyond via the 
netvJOrk without any reprogramming. 

Multiprocessor message system. 
Guardian automatically handles all com­
munications between Tandem processor 
modules, system processes and applica­
tions programs - routing messages to the 
correct processor, verifying correct 
receipt and deciding which program 
receives the message in the destination 
processor. 
Guardian provides protection. perform­
ing comprehensive data validation on all 
transfers. It was designed to detect and 
isolate any faulty module. preventing cor­
ruption of any other module bya "mad" 
processor. Guardian has the inheren t 
ability to detect an error or point of non­
response anywhere in the system, log the 
failure and disallow access to the faulty 
module without disturbing system opera­
tion. The Guardian operating system. 
along with the system hardware architec­
ture, is the basis of Tandem's NonStop 
operation. 

Expand: global networks made easy. 
Expand extends the basic. single node 
capabilities of Guardian to a whole net­
work. Under Expand, the network can 
grow as large as 4,080 processors. each 
one capable of accessing a geographi­
cally distributed data base exactly as if it 
UJere located in its entirety in the local 
system. Each node of the network can be 
minimal or a fully expanded Tandem 
NonStop System: and there can be as 
many as 255 nodes in the network. Since 
Guardian treats all resources within the 
system, both hardware and software. as 
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files. expansion and perhaps reconfigura· 
tion of the system is accomplished VJith­
out reprogramming, even without re­
compilation. Expand also extends the 
NonStop capabilities of the single node 
to the network. Packets of data are 
passed from node to node automatically 
and are rerouted automatically if a failure 
occurs in a communication line_ 

Tandem's Transaction Application 
Language_ 
T/fAL A poo.reriul block structured lan­
guage designed for fast. nexible program­
ming_ T(fAL is self-documenting and is 
easy to read. modify and maintain. Devel­
oped by Tandem, T(fAL gives the pro­
grammer every vehicle to optimize the 
hardware polentials of its interactive. 
multi-processor environment. T/ TAL 
promotes the use of structured program­
ming principles. 

Tandem/COBOL 
The only COBOL available for mulliple 
processor systems. Tandem/ COBOL 
(ANSI 1974) utilizes all the capabilities of 
Guardian and Enscribe_ Under Guardian 
and Guardian/ Expand. Tandem / 
COBOL featu res NonStop operation: 
shared. re-entrant code: virtual memory: 
geographic independence of VA devices: 
and checkpoint/checkmonitor facilities. 
Under Enscribe, Tandem/COBOL pro­
vides key-sequenced. entry-sequenced 
and relative file structures: logk:al file size 
up to four billion bytes: up to 255 alter­
nate keys per file: and optional mirror 
data base recording. 

Tandem/ FORTRAN. 
This is the only FORTRAN available and 
optimized for multiple processor systems. 
Tandem/ FO RTRAN (ANSI 77). It utilizes 
all of our Guardian and Guardian/ 
Expand Operating System features in­
cluding NonStop operation. re-entrant 
code, interprocessor communica tions. 
virtual memory. and Enscribe data base 
record management fadlities for keyed, 
rela tive and sequential access. multi· 

keyed data paths. and concurrent record 
access. Benchmarks conSistently show 
Tandem/ FORTRAN to be exceptionally 
fast, and fully capable of running effi­
ciently in a multi-language environment 
This is comprehensive FORTRAN with a 
host of extensions utilizing and capitaliz­
ing on the special features of the Tandem 
NonStop System. 

Tandem/ MUMPS. 
Uke our COBOL and FORmAN. this is 
the only MUMPS available for a multiple 
processor system_ Tandem/ MUMPS 
both complies with and vastly exceeds 
MUMPS ANSI Standard 1977. This is 
the only MUMPS which allows concur­
rent execution of COBOL, FORTRAN 
and T/fAL It can access files created by 
other programs. and it can share global 
variables with other language systems. 
And since it operates under Guardian. 
Guardian/ Expand and Enscribe, it offers 
all ofTandem's NonStopSYSlem features 
and support. Program development is 
made remarkably easy through the use 
of the Tandem Editor incorporated into 
the T!MUMPS capability. And no one 
else offers a MUMPS package with near 
the Tandem available memory. 

Enscribe: versatile and efficient data 
base management system. providing 
high level access to and manipulation 
of records in data bases_ Operating in 
distributed fashion across multiple proc­
essors as a part of G uardian or G uardian/ 
Expand. Enscribe ensures the integrity of 
the data base in case a processor. an 1/0 
channel, disc drive or communIcation 
line fails during transaction processing. 

Enscribe protects the file structure. 
During operations, Enscribe performs 
internal checkpointing to ensure integrity 
of the file structure and ensure that no 
user data is lost. Control infonnation and 
data are maintained in two processors 
controlling a disc volume: if a failure 
occurs in one processor. Enscribe com­
pletes the operation using the alternate 

processor. And Enscribe maintains all 
indices: VJhen a new record ts added to 
the file or a key value Is changed. En­
scribe automatically updates the indices 
to the affected records. The programmer 
need never worry about assignment or 
maintenance of indices. 

Multiple fil e struct ures. 
Key·sequenced. relative or entry· 
sequenced-all under Enscribe and all 
accessible by the primary key or any of 
the 255 possible alternate k~_ Location 
of records may be byapproximate(range 
of key values). generic (parlial key 
matches) or exact key value. Enscribe 
maintains an index of all key values. pro- • 
viding rapid access and update'J.lhenever 
key values are supplied. 

Four billion bytes per me_ 
With Enscribe. Individual files may be 
partitioned in separate volumes. provkl· 
jng large system capacities and significant 
increase in throughput. Each partition 
can be under control of a separate proc· 
essor. again transparent to the program­
mer. Enscribe Includes a cache buffer 
management scheme. providing ··look 
ahead" capability to optimize I/O. By in· 
creasing memory in the cache. through· 
put can be increased and there is no need 
to modify or recompile existing applica­
tions programs_ 

Mirrors to be sure. 
Tandem is the only manufacturer which 
can provide this protection for Virtual 
Memory if a failure occurs in the System 
Disc. Tandem's MirrorCapabilitypre­
vents not only a shutdown. but prevents 
loss of any part of the operating system 
or application programs. 
Enscribe offers an optional mirrorvolume 
technique VJhereby a disc volume's data • 
can be physically recorded on two sepa. 
rate disc packs Simultaneously_ Reads 
may occur from the closest head in either 
pack. completely transparent to both the 
applications program and the user. If a 
failure occurs in one disc, all reads and 



a 
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\Mites are automatically made from the 
other. As soon as the failed disc is re­
stored. Enscribe automatically updates 
the failed device to exactly mirror the safe 
volume; this takes place concurrent with 
application updates. Again. completely 
transparent to both program and user 
and therefore access Is never lost 10 the 
data even through something as poten­
tiallycatastrophic as ill head crash. 

Locks, compression and utililies. 
Enscrbe allou.'S for both record locking 
and file locking, providing flexibility 
of both ;,:ccess and security. For key­
sequenced files. an optional set of tech 

t llXlues provides for both data and index 
compression, thereby reducing the num­
ber of head movements. A file update 
program provides for easy file creation 
and loading. 

Dala definition and manipulation . 
Under Enscrlbe . the user can use 
Tandem's DOL. Data Definition Lan­
guage, describing the data base as a 
"schema:' Since all programs use th e 
schema 10 access the data base. ill correct 
vievJ of the data is assured. It also defines 
which fields are to be used as access 
paths (keys) to retrieve records from the 
data base. Changes to data base record 
layout. additions of types of records or 
new alternate keys are accomplished 
l.I.ith automated ease 

Enform: a major Improvement in 
Queries and Repons. 
Operating under Enscribe. and therefore 
l.I.i!hin the frame.uork of Guardian and 
Guardian Expand. Tandems Enform 
has two major advantages over any other 
Query Report Writer. It operates OYer a 
dlStOOutoo data base. invisibly and with· 

• 
OUt special considerations. And. it defines 
relationships betu.'een separate records 
at the time of inquiry UJithout affecting 
the data base. File relationships are de· 
fmed by common codes. keys or fields 
and can be changed at will. Enform auto· 
ITlallc:ally takes advantage of all plimary 

and secondary keys to locate called data 
in the most e ffiCient way. And the same 
Engllsh·like la nguage is used for both 
queries and reports. which produces the 
results in a fraction of the time at a frac­
tion of the cost. Formatting includes all 
appropriate signs a nd punctuation: you 
can even build in calculation of variable 
formulas. commissions and such . The 
same data independence. file structure 
independence and geogra phical inde· 
pendence available to the interactive 
users of Enform is also directly available 
to the application programmer \n 
COBOL. FORTRAN. T(rAL 0' MUMPS. 
And of course you can change any aspect 
you Wis h -at will. Even convert into 
French, German or Spanish. It is incred­
ibly flexible. Capable. And economical. 

Envoy: multifaceted data communi­
cations system . 
Operating as an integral part of Guard­
ian, Envoy provides the interface between 
applications programs and data commu· 
nications netv.orks. Envoy supports both 
binary synchronous and asynchronous 
communications. with single or multi­
drop lines on either a local or remote 
basis. 
Data is transferred from tenninals directly 
into main memory. which means proces­
sors are not interrupted until a complete 
message has been received. Binary syn­
chronous terminal polling and character 
translation between ASCII and other 
communications codes are hardware 
executed, minimizing overhead. Asyn· 
chronous operations run at rates up to 
192K baud per line; binary synchronous 
a t rates up to 80K baud per line. 

Entry: page mode forms creation, dis· 
p lay and accesS. . 
One of the easiest'lo-use programs of lIS 
kind. Users simply design the form on the 
screen to appear as it will be used. I?e. 
limiters, field names and validi~checkl~g 
are automatically recorded In a desl~­
nated file on disc. In use, invalid data IS 

automatically checked and displayed as a 
flashing entry on the screen. Individual 
fields in any form may be accessed by 
name. This package is available for both 
Tandem's page mode terminals and IBM 
3270 terminals. 

XRAY: to balance loads and fine-tune 
applications. 
With less than 1% overhead, Tandem's 
NonStop XRAY monitors total system 
performance and resource utilization. 
You can spot overloads immediately and 
fine ·tune work distribution automatically, 
even as processing occurs. Bottlenecks 
in programs or files, processors, control­
lers or terminals, show up immediately 
on CRT display or in hard copyprintoulS 
and corrective balancing can be imple­
mented without delay. One earlyapplica­
lion of XRAY allowed enhancement of 
our own system microcode so that two 

• 
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processors could accomplish what pre· 
viously required three. 

Remote diagnostics: anywhere in the 
system. 
Tandem's DIAGLINK provides interac· 
tive analysis of what's happening any· 
where in the system, in hardware or soft· 
ware. from any terminal in the system 
(provided proper security clearances are 
handled ) or, through a modem connec· 
tion. from any Tandem Service Center. 
With this capability, oursetvice personnel 
anive at your DP center fully prepared to 
make the immediate replacement or ad· 
justment required, And of course, the 
system is up and running during this 
whole time. 

Software tools to work with. 
Under the overall supelVision of either 
Guardian/ Expand or Guardian, each 
Tandem NonStop System has available a 
complete multiple processor and control 
communications system supporting a 
host of applications languages including 
industry standard ANSI 77 FORTRAN, 
ANSI 74 COBOL and ANSI 77 MUMPS. 
With our own TjTAL, EDITOR and its 
associated galley formatter TGAL. 
SORT/ MERGE. DEBUG. EN FORM 
Query/ Report Writer and complete diag· 
nostic capabilities, the Tandem softvJare 
support system is truly impressive. And 
best of aiL it never requires modification 
as an individual system, node or the en· 
tire netl.vork expands or is modified to 
suit changing requirements. And any net· 
work node can communicate with IBM or 
any other mainframe using industry 
standard protocols. 

Expansion, Service. Maintenance and Training - All NonStop. 

We are where you are. 
And not only in the development and 
production of advanced systems incor' 
porating the three keys to success in the 
on· line environment: NonStop opera · 
tion, data base integrity and expansion 
without reprogramming penalty. 
On a more basic level. we are also where 
you are located - with full technical sup· 
port in system evaluation, installation , 
service, maintenance and training. Most 
mini·based systems started their careers 
as components of others' systems in the 
world of OEM, and as a consequence reo 
quired very little in field support. We on 
the other hand have been an end·user 
supplier since day one and have built an 

incredibly strong and substantial repre· 
sentation in the field, both within the 
United States and in our overseas mar· 
kets. Fully one half of our employees are 
directly involved in direct customer sales 
and support. service, maintenance and 
training, We have offices in every major 
computer market in the United States, 
Canada and Europe and have estab· 
lished strong representation in Mexico, 
South America and Australia. Tandem is 
there ....mere and ....men needed. 

Start with what you need. 
Tandem's NonStop System is the only 
computer system on the market which 
al~ you 10 start with only the computer t 
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power you need right n(MI, yet gl'OVJ as 
your needs grow-easily, economically 
and without modification to your pro­
grams, either systems or applications. 
Through incremental expansion all the 
way up to sixteen processors. virtually un­
hmited system 9J"CMIlh is assured Each 
additional processor module simply in­
creases the system's processing pov.oer, 
input/ output capability, and available 
memory. Allocation of processors to 
primary and secondary tasks (file editing. 
report writing. etc.) can be pre-program­
med to take place at specified times with 
no need for user inleraction. 

• 
Service during On-Une operations. 
With any system a nardware failure must 
be repaired BUI only with Tandem can 
the ~em keep right on operating. right 
through the failure and right through the 
repair too. With approval of all major 
International safety standards organiza­
tions. That's unique, Tandem's customer 
service representative can remove and 
replace any failed module In your system 
Without interrupting service. The opera· 
tors at lenninals and the programs in 
process CIre unaffected by either the fail · 
ure or replacement of the failed module. 
Without this feature. no system can truly 
be called NonStop. 

Maintenance without shut-down. 
ROutine maintenance. too. can be ac· 
complished withoul anyone using the 
system being aware of or inconvenienced 
by the process. All programs. the data 

base. and system capabillty are main ­
tained in operational status during the 
entire procedure. 

Training fo r optimal results. 
There has never been a system on the 
market like the Tandem NonStop Sys· 
tern, and it offers both opportunities and 
challenges to the people who will make it 
perform to its capabilities. Because we 
are committed to helping our customers 
get the absolute maximum from their 
Tandem investment. we maintain exten­
sive training facilities both in our Cuper­
tino headquarters and in appropriate 
field offices. There is no aspect of the 
system which doesn't come in for the 
most intense scrutiny. and some of the 
enhancemen ts o f the system over the 
years have come from customer prof~­
sionais probing the limits of its capabili· 
ties. The courses are comprehensive and 
low In cost; the return on investment Is 
immediate and the benefits are enor­
mous. 
The Tandem 16 NonStop System and 
the Tandem NonStop Nelwork-con· 
ceived for teday's and tomorrow's needs. 
designed for efficiency, built for reliability, 
and serviced without interruption. A field­
proven solution that works. 

Clockwise from upper left 

Incoming inspection al the factory. 

Mainlenance panel fadlitates on.~ine diag­
nosis and repair while the system IS up and 
running. 
Maintenance panel shown in use. 
Regularly scheduled classes are held fo., both 
programmers and customerserolceengmeers 

TANDEM COMPlJfERS. INC 
Headquarters: Cupertino. California 
(4081996-6000 
Regional Offices: New York (212) 594·2320: 
Chicago (312) 397·5200; Dallas (817) 
640·8771; Toronto (416)863-0575; Branch 
offices throughout the U.sA.. Canada and 
Europe. Disbibutors in Mexico. SouthAmerica 
and Australia. 

''Tandem:' "NonStop" and "Dynabus" are trade· 
marks and servk:e marks of Tandem Computers 
Incorporated which haw been registered in several 
states and for which Federal registration !spending. 
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A Fault-Tolerant Computing System 

James A. "'"t zman 
Tandem Comput e r s 

193 33 Vall eo Parkway 
Cupert i no, Ca l i fo rni a 9 58 14 

Co pyrig h t (e) 1 9 7 7 Tand_ Coaputers Inc. 
First Rev ision January, 1979 

Abs tract 

A. feutt- tol.r e n t comput e r a r c hi tec ture Is ex "., I"&<! t hat I s 
cOllme r clally avai l able today a nd insta lled I n many i nd us tri es . Th e 
ha rd ware 1. examined In t hi s pa pe r a nd the IIoftwa r e I s ex am i ned In a 
compa n io n pe pe r r4] . 

Int r oduction 

The IncreasJI'l9 need fo r businesses to go 
on-line Is stJ.ul"ting " requlrc~lIent for 
cost effective co.puter systells having 
continOQus "v.l1abtllty (I , ;;:) . Cert"in 
applications such as autOlllatic toll 
billing for telephone systellls lose 130ney 
e"ch .Inute the system Is do wn "nd the 
losses a r e irrecoverable . Systems 
comme rcially available today h"ve met" 
nece.s" r y requl rement 0 f mul t i process I ng 
but not the sufficient conditions for'" 
hult-toleunt COMputing. 

The greatest dollar volu~e spent on 
.ystems nee~lng these hult-tolerant 
capabilities are In the c~ercl"l 
on-line, dat" base transaction , and 
tel'Bllnal o r iented sppllcations. The design 
of the T"ndHl 16 NonStop " .ystem w"s 
directed to ward offering the cOlMlerclal 
IIIl1rket an off-the-shelf. gene rill pu r pose 
syst~ with lit Je"st a n o r de r of ",,,got tude 
better "vail~bility then existing 
oft-th_shelf syst_S without charging a 
pr .. lulI (see Appendix AI. ~hls was 
accOllllpl !shed by usl09 a top down system 
deshiln IIpproach, thus avoiding the 
shortco.lnqs of the systelllS currently 
addressing the hul t-toler&ot lII&rket. 

Except tor some very expensive special 
systells developed by the military , 
universities, and sOllIe cClDputer 
oanuhcturers Ir: !lmlted quantities, no 

c~mercla lly av a ilable .yst~S have been 
deslg-ned fo r continuous avallltblllty. Sollie 
systees such as the ones designed by RO~ 
hav e been designed fo r high MTB F by 
- ruqqedlzlnq ,- but typically cOIIIputers 
have been designed to be In a monolithic, 
single processo r envlroNnent . A.s certain 
applications demanded cont!nOQus 
avallab1l1 ty , lIIanufacture r s recoqnl zed 
that a multipr ocessor system was necessa r y 
to meet the delllands to r availability . In 
order to p r eserve previous development 
effo r t "nd compatibility , manuf"ctu r ers 
Invented a wkwa r d devices such "s rio 
ch"nnel s witches and Inter processor 
communic"tlon adapters to retrofit 
ex1stll'l9 h" r dware. The b"sic flaw In this 
effo r t is that o n ly lIultlprocesslng was 
achieved. Whlle th"t 1s necess" r y for 
continUOUSly "vall"ble systems , it is hr 
from sufficient . 

Single points of tal lu r e flourish i n these 
put a r c h itectu r es (Fig . I). A powe r 
supply hllure in the I/O bus switch or " 
single integ r ated circuit (lC) package 
hilure In any I/O controller 00 the I/O 
channel emanating from the I/O bus s witch 
wIll cause the entire system to fall . 
Other a rchitectures have used a cOOlDon 
llleoory for In~erprocessor ~ommun!cations, 
creating another single point of failure. 
Typlclllly such syst"'. h"ve not even 
appr oeched the problem of on- line 
Maintenance, reduno:l'ant cooling , or a P.:Jw'H 

,. NonStop Is a ~rl'ldlMllark of T"ndem Computers 
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Figure 1 

distribution systnl that allows for 
b r ownout conditions . tn to~"y ' s 
.. " r ketplace , ."ny o( the IIppllc:",tlons of 
["ult- tol~rant sy5te~s do not allow any 
down tl~e (or r epair. 

Expansion of a system such as the one !n 
figure 1 is prohibitively expensive . A 
three processor system . strongly connecte~ 
in a redundant hal'lion. would r equi r e 
twelve interprocessor links on the I/O 
channels; five p r ocessors would need forty 

2 

links; for n p r oce •• ors, 2n ( n- l) links are 
requi r ed . These links o ft e n consist o f 
199-209 !C packages and re qui re enti re 
clrcult boa rds priced between S6 ,eC9 and 
$19."110 each . Using the I/O chann e l in 
this .. anne r limits the I /O ca pabilIties .s 
" further un desirable side e [fee t. The 
resulting ha rd w"r. c:hanqes f o r expa n s ion , 
if unde r taken . are typically d wa rfed In 
lIlagnltude by the so f tware changes need.-d 
when appl icatlons a r e to be geog r aphically 
changed or expanded . 

• • 

• 

• 

• 
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Figure 2 

Tht. pill~r describes the Tandem 16 
archltectuu at the lowe.t level (the 
hardware). Section 1 dellIs with the 
overaU ayat_ or9anl zatlon lind packaging. 
Section 2 explains the processor ~odule 
organizilltion and Its attachment to the 
interproc ••• or communications system. 
Section 3 discusses the t/O system 
organlZilltlon . Section 4 discuss.s po_r, 
packaging, and on-line maintenance aspects 
that are not covered elsewhere In the 
paper. 
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1. Syater.'! Or9l1nlutlon 

The Tllln<iem 16 NonStop system Is orqanized 
around three baSic 8letaants : the processor 
lIIodule , du .. l-port.~ I/O controllers, oBInd 
the DC power distribution system (F'1q. 
2,3) . The processors o!IIra Interconnected by 
ill duaJ-interprocessor bus 5y5t~: the 
Dynabus; the I/O controllers are each 
connected with two independent I/O 
channels, one to each port; and the power 
distribution systHi is integr"ted with the 
Dodular packaging of the system . 
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Tandem 16 Power Distribution 

Figure ] 

The syat •• d •• lg" qo"l Is two-told: 11) to 
continue operation of the systetll through 
""Y sln9le failure, and (2) to be able to 
rep&ir that failure without affecting the 
rest of t.he ayat .. . The on-l in. 
maintenance aspects were " key factor in 
the d •• ign of the physical packaging and 
the po~r-dl.trlbutlon of the system. 

51stelll Packag Ing 

The cabinet (Fig_ 4) Is divided into 4 
.ectIOM: the upper card CII",_, the lower 
card ceq •• coolin'l, .tne! power 5lJppl1es . 
The upper card cage contains up to 4 
proce.sors, •• ch with up to 2 ~ bytes of 
Independent •• In lIIemory. The lower card 
cage contains up to 32 I/O controller 
prlntwod circuit (PC) cards, where e./lch 
controller consists of one to three PC 
c./lrds. The cooling section consists of 4 
f"ns ./Ind " plenum ch"mber th"t forces 
1_ln"r "Ir flow throU9h the card c"ges. 
The power supply section contains up to 4 
power supply modules. "ultlple cabinets 
~ay be bolted together and the syste. h"s 
the c"pabllity to accomaod"te " o"xl~um of 
16 processors. 

Each proces.or ~odule, consisting of " 
CPU, ~elllory, Dynabus control "nd I/O 
ch"nnel "re povered by "n aS50ci"ted power 
supply. rr a £./Illed module Is to be 
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replaced In this .ectlon Its associated 
power supply Is shut off, the module Is 
replaced, and the power supply Is turned 
on. [Itch card caqe slot in the I/O c./lrd 
cage is powered by tWO different power 
supplies . Each of the rio controllers Is 
::onnected via Its dual-port arr"ngetllent to 
two processors. Each of those processors 
has Its own power supply; usually, but not 
necess"rUy, those t\olQ supplies are the 
ones that po ..... r the I/O controller (Fig . 
3) . E"ch slot In the I/O c./lrd cage can be 
powered down by a corresponding switch 
disconnecting' power ire. the slot fro~ 
both supplies without affecting power to 
the r_"inder of the syst_. Therefore, If 
a power supply f"l1s, or If one is shut 
down to repair" processor, no I/O 
controllers "re "ffected. 

The du"l-power sourcing' to the I/O 
controllers was originally designed using 
reI"y switchlnq. This plan w". abandonded 
for several reasons: a) to contend with 
relay tallure .. odes Is difficult; b) the 
number of cont"ct bounces on " swl tcn-over 
is neither unl fora nor predictable lII"klng 
It difficult for the oper"tlng syst_ to 
h"ndle power-on Interrupts fre. the I/O 
controllers; "nd c) during the 
switch-over, controllers do lose power, 
and while IIIOSt controllers "re 
so ft wa re- res tot rt able, COIMI un I CI t Ion s 
controllers hlng up their communlc"tlons 

• 

• 

• 

• 
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lines. w. therefore devised a diode 
current sharinq schel!le whereby I/O 
controllers are constantly drawing current 
trOll two supplies shlultaneously. If a 
power supply ("Us. all the current tor a 
qlven controller 18 supplied by the .econd 
power supply. There Is also circuitry to 
provide tor ill controlled ramping of 
current draw on turn-on oIIInd turn-off so 
there are no instantaneous power desnancls 
trOll. given supply causiroq a potent{"l 
1II000entary dip in supply voltage. 

80th hns and power suppl Ie. oIIfl!! 

electrically connected using quick 
disconnect connectors to speed replacement 
upon failure. No tools lire required to 
replace II power supply. A. screwdriver Is 
all that I. needed to replace" ran . Both 
replacem6nts take less than 5 minutes. 
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In te rconnec t ions 

Physical interconnection is done both 
using tront e~ge connectors and 
back-planea . Comllunication within a 
proce.sor module (e.g. between the CPU and 
main menory) takes place over tour 5~ pIn 
front e~ge connectors using flat ribbon 
cable. Interprocessor communication takes 
place over the Dynabus on the back-plane 
also utilizlnq ribbon cable. The I/O 
controllers use etch trace on the 
back-plane tor communication amon9 PC 
cards of a multlcard controller. The I/O 
channels are back-plane rIbbon cabJe 
connectIons between the processo r s and the 
: /0 controllers. 

PerIpheral I/O devices are connected via 
shielded round cillble either to ill bulk-hud 
patch panel or directly to the f r ont edge 
connectors of the I/O controlle rs. It a 
patch panel 1s use~, then the r e 1s a 
connection using round cables bet ween the 
patch panel and the tront edge connectors 
of the I/O controllers . 

Power Is distributed using a OC po wer 
distribution schelle. Physically, AC Is 
brought in through a fli tering and phase 
spl1ttlnq distribution box . Pigtails 
connect the AC distribution box to one ot 
the Input connectors of a power supply. 
The OC power from the supply is routed 
through a cable harness to a laminated bus 
bar arrangement which distributes power on 
the back-planes to both processors and I/O 
controllers. 

2. Processor ~dule Or ganization 

The processor (Plg. 5) Includes a 16 bit 
CPU , main .. e .. ory, the Oynabus intertace 
control, and an I/O channel . Physically 
the CPU, I/O channel and Oynabus control 
consists of two PC boards Hi Inches by 18 
Inches, each containIng approximately 3eB 
IC package •• Schottky n[. cIrcuitry Is 
used. Up to 2 M bytes of mai n memory Is 
avaIlable utilizing core or semiconductor 
technology. Core m_ory boards hol~ J2K or 
128K 17-blt wordS end each occupy two car~ 
slots because ot the height of the core 
stack. Semiconductor memory 1s h:lplel!lented 
utlllzinq 16 pIn, 41< or 16K dynalllic RA/'IS. 
These memory boardS contain 48K and 1921( 
22-bit words per board, respectively, and 
occupy only one card slot and are 
therefore 5o, denser than core . 

The processor module Is viewed by the user 
as a 16-blt, stack-orlented processor, 
with a delland paqinq, virtual ~emory 
syst .. capable o t supporting 
III ul t 1 proq car.1I111 nq • 

The CPU 

The CPU Is a ~icroprogrammed processor 
conststlng of a bank of B reqIste r s whlch 
can be used as general purpose registers , 
as a ['IFO re<;lister stack, or for Indexln9: 

• 
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an ALU; /II shifter; two __ ory st.ack 
•• nag_.nt. registers; pr oqrillllll control 
registers 1 •• 9. proqral'l counter. 
Instruction reqister, envirol"lllent or 
status register , and" next instruct.ion 
re<;J1ster fOf Instruction pref_telllng): 
scretch pad registers available only to 
th •• 1croprogrlllMler; .lind seve r al other 
.t.cellaneaus flags and counters for the 
.1croproqrammer . 

The .. lcroprogralll Is stored In read-only 
1II •• ory and Is organized In S12-word 
sectors of J2-blt. wo r ds. The 
IIItcroinstruction hilS different fOl'1llllts for 
branching . sequential functions. and 
l_l'di.t. operand opentions. The Tandetn 
16 instruction set occupies 1024 words 
with the decimal arittwetic and the 
floating point options each occupying 
another 512 words. The address space for 
the .fcroprogrp is 0: words . 

The ~Icroprocessor has a lOB ns cycle time 
and fa a two stage plpel l ned 
.Icroprocessor, I.e., all 
microinstructions take two cycles to 
execute but one completes each cycle. In 
the first stage of the pipeline any two 
operands are selected by two source fields 
in the microinstruction for loading Into 
the "t.U Input registers. In the second 
stage of the p lpeItne the ALU performs a 
prlilitive operation on the operands placed 
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In the ALU input registers during the 
previous cycle and performs a shift 
operation on the results . In parallel, a 
IIlscellaneous operation such as a 
condition code setting or a counter 
Incre~ent can be done, the result can be 
stored in any CPU register or dispatched 
to the memory system or I/O channel, and a 
condition test made on the results. Each 
oC these parallel operations Is controlled 
by a separate control field In the 
III c ro I ns tr uc t ion . 

The basic set ot 173 .achlne instruction. 
Include. arittmetic operations ("dd, 
subtract, etc . ), loqlcal operations (and, 
or. exclusive or). bit deposit , block 
'lIultiple element) moves/colilpa r es/acens, 
procedure calls and exits. Interprocessor 
SENDs. I/O operations, and operating 
systell prl_itlves. All Instructions are 16 
bits In length. The decimal Instruction 
.et provides an additional 32 instruction. 
dealing with four-word operands while the 
tloatlng point instruction set provides an 
additional 43 instructions . 

The Interrupt system has 16 lIajor 
Interrupt levelS which Include 
Interprocessor bus data received , I/O 
transfer completion , lII_ory error, 
interval tllller. page fault, privileged 
Instruction violation, etc . 

• 

• 
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Provision 1. In"de for sev e r al events to 
cause mlcrolnterrupts . They afe entirely 
h"ndled by the CPU's microprocesso r 
without causing an Interrupt to the 
operatint;1 system . Cne event for exallple, 
15 the receipt of a 16 word plicket over 
the Dynabus. A. packet Is the prllDitlve 
unit of datil ..mIen is transferred over the 
Oynabus for interprocessor cownunlcation. 
Th. mIcroprocessor PUtS the In(~rlD .. tlon In 
" predeter1lllned "re. of lIemory and ("oe5 
not c"use .. system Interrupt until the 
entIre lIe.seq. Is recelve'd. 

The register stack Is used for lIIost 
arithmetic operations lind for 1'101<'1109 
parameters for block instructions 
(moves/comp"r •• /scans) which need the 
parameters upc!eted dynamically so that the 
instructions may be Interruptillble ilInd 
rest"rte<l. The 8-reg!ster stillck is ill 

·wuparound- stack and is not logically 
connected to the memory stillck. 

I'Ialn ",",orr 

"'aln Demory is organized in physical pages 
of IK word. of 16 bits/word. Up to 1 1'1 
words of Demory .ay be attached to ill 

processor. In the core memory systems 
there is a parity bit for single error 
detection, and In s_iconductor ._ory 
syste •• there are 6 check bits/word to 
provide single error correction and double 
error detection. Due to the relative 
reliability of the.e two technologies, we 
heve found thet semiconductor memory, 
without error correction, is .uch less 
reliable than core, and that with error 
correction, It is somewhat 1II0re reliable 
than core. Battery backup provides Short 
term non-volatility to the semiconductor 
Idemory system for utility power outage 
considerations. 

It ~Ight be noted that there "re some 
melllory systems usinq a 21 bit error 
correction scheme (5 check bits on a If; 
bit data word In.te.c! of 6). While 5 bits 
are enough to correct all single bit 
errors, It doe. not detect appro. imately 
1/) of the possible double bit error 
combinations. In these conditions, this 5 
check bit scheme will Incorrectly deduce 
that some bit (neither of the bits 
actually In error) Is Incorrect ilInd 
correctable. The scheme will then correct 
this bit (actually causing) bits to be In 
error), and deliver It to the syster.! illS 
-good- reporting a correct.ble IIU!lIIory 
error . 

"'emory Is 10qical1y divided into 4 adc'ress 
spaces (rig. 6). These are the virtu,,! 
"ddres. spaces of the o"chlne; both the 
sy.t_ "nd the user h"ve a code spillce and 
" dat" sp"ce. The code space Is 
ur.odlfi"ble "nd the data space cilln be 
viewed either illS a stack or " r"ndom 
"ccess memory, dependlnq on the "ddresslng 
mode usec'. E"ch of these vlrtu"l "ddress 
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sp"ces are 6UI: words long "dd r essee'! by ill 

16 bit virtuilll "ddress. 

The physlc"l memory "ddress Is 2e bits 
with conversion fro. the virtuilll "e'!dress 
to physlcilll "ddress accomplished thro!l9h a 
mapping scheme. Four III"PS are provided , 
one for each log Icll addresa sp"ce ; e"ch 
millp consists of 64 entries one for each 
P"ge In the virtual addresa spillce . The 
maps "re Implemented In 5e ns access 
bipolar st"tlc RAM . The II"P access and 
lIIaln lIIemory error correction 1s included 
in the see ns cycle time for semiconductor 
lae~ory systems. 

The unlDodifl"ble code area provides 
reentrant, recursive, and sha r "ble code . 
The d"t" space (Fig . 7) can be referenced 
relative to address e (qlobilll dat" or G. 
addresslnq), or rehtlve to the Ia_ory 
stillck milln~ement registers in the CPU. 

The lowest level lillngu"qe provided on the 
Tande~ 16 syst_ Is T/TAt., " high-level, 
block-struc tured, ALeOt.-llke langu"qe 
which provides structures to qet at the 
more ef[1cient ruchlne Instructions . The 
billsic proqr_ unit in T/TAt. is the 
PROCEDURE . Unlike ALeOt. , there is no outer 
block , but rather a .aln PROCEDURE. T/TAt. 
hillS the ilIbllity to decl"re certain 
varIables as qlobal . PROCEDURES cannot be 
nested in T/TAt., but" SlaPROCEOURE can be 
nested In a PROCEDURE ilInd only In a 
PROCEDURE . A SUB PROCEDURE Is limitet! In 
locilll variable access capabilities . 

The lIIemory st"ck, defined by two registers 
In the CPU, i. used for efficient linkage 
to and from procedures, parameter passinq, 
and dynamic storage "lloc"tion and 
deallocation for variables loc"l to the 
procedure • 

The t. reg Ister (t.ocal villrhbles) points to 
the l"st stack ma r ker pl"ced on the stack. 
This m"rker contllins return Information 
about the caller such as the return 
address and the previous locilltlon of the t. 
reqlster . The contents of the t. register 
are prl.arfly ch"nged by the procedure 
call and e.it instructions . 

Addressing relative to the t. r egister 
provides access to p"rameters passed to " 
procedure (t.-) "nd loc"l variables of the 
procedure (t.+). Paramete r s may be PillSSed 
either by value (using di r ect ilIdd r essing) 
or by reference (using indirect 
addresslnql . 

The 5 reqister (stack top pointer) points 
to the last element plillced on the st"ck . 
It is used for a SlaPROCEDUR£'s subloc"l 
data "rea when 5 relative addressinq (5-) 
Is used . 

There Is ill special mode of addresslnq used 
by the oper"tlnq systl!lll, called Syst_ 
Global (SG.) "ddeessing . It Is used by the 
operatinq system whlle it fa worklnq In " 
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Tandem 16 Logical Memory Address Spaces 

Figure 6 

us.r'. virtual data space (on his behalf) 
and n •• da to addre •• the systen data 
space . The .y.te~ data space contains ~any 
r.source table. and buffers and the need 
to acc ••• them quickly justifies the 
A.htenee of this addresslnq lDode. 

There ace three tllbles known to the 
operatlr'M; sYllta, the lI'IicroproqralD and the 
hardware: the system Interrupt vector 
(SIV), the 1/ 0 Control IIOC) u,ble, and 
the Bus Receive Table CBRT}. These tables 
.... 111 be eJCplalned in later sections as 
appropr late. 
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The Dynabus 

The Dynabus i. a set of two independent 
Interprocessor buses. Bus access Is 
determined by two Independent 
Interprocessor bUS controllers . Each of 
these controllers Is dual-powered, In the 
same manner as an I/O controller. The 
Dynabus controllers are very small, 
approximately 30 Ie packaqes , and are not 
associated .... Ith. nor physically a pert of 
any processor. Each bus has a t .... o byte 
data path and control lines associated 
with it . There are two sets of radial 
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conneetlona fro. each tnterprocessor bus 
controller to each processor module. They 
distribute clocks for synchronous 
trans.lss10n over the bus and for 
tran .. lsslon enable. Therefore, no flliled 
processor can independently da.inate 
DynebuB utilIzation upon faUure sInce In 
oreler to electrically transmit onto the 
bus, the bua controller must. aqree that. 
given proc •• sor has the rlqht to t.ranslllit. 
Each bus has. clock associated with it, 
runnlnq Independently of the processor 
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clocks an~ located on the assocIated bus 
controller . The c lock rate Is 158 ns on 
two to eight processor systellis. The clock 
does need to be slowed down for the lonqer 
interprocessor buses of greater than eight 
processors. Therefore each bus on small 
syste~s transfers at the rate of 13.]1'1 
bytes/second and on the larger systems at 
10'" bytes/second. Performance 
measurements have shown that under worst 
case test conditions the Dynabus Is only 
15\ utillt.ec:I In it ten processor system . 
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Tandem 16 Dynabus Interface & Control 

Fiqure 8 

Each processor In the syste~ attaches to 
both Interprocessor buses. The Dynabus 
Inte r face control section (Fiq. 8) 
consists of 3 h iqh spe..ct caches : an 
Inco-Inq queue associated with each 
Interprocessor bus , and a single outgoing 
qu.ue that can be switched to either of 
the buses. All cach.s are 16 words in 
length and all bus transfers are cache to 
cache. All co-ponents that attach to 
either of the buses are kept physically 
distinct, SO that no single co-penent 
failure can contaminat. both bus.s 
simultaneously . Also In this section are 
Clock synchronization and InterlOCk 
circuitry. All processors cOllllllunlcate In a 
point to point manner using this redundant 
direct shared bus IDSB} configu r ation (3] . 

For any given Inte r processor data 
transfer, one processor is the sender and 
the other the receiver. Before a processor 
can receive data over an Interprocessor 
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bus, the operating systell! must configu r e 
iIIn entry In a table (Fig . 9) known as the 
8us Receive Table (BRT). Each BRT ent r y 
contains the address where the Inco.lnq 
data Is to be storecl, the sequence n...,ber 
of the next packet, the processo r numbe r 
of the sender anc'! receiver, and the nUMber 
of wordS expected . To transfe r data over a 
bus , a SEND Instruction Is executed In the 
.endlng processor, which specifies the bus 
to be used, the Intended receiver, and the 
nuaber of words to be sent . The sending 
processor' 5 CPU Stays In the SEND 
instruction until the data transfer Is 
compl eted. Up to 65 , 535 words can be sent 
In a single SEND instruction. While the 
sendln~ processor Is executing the SEND 
Instruction, the Dynabu$ interface control 
lO9ic In the recelvlnq p r ocessor Is 
Storing the data away oIIccordlnq to the 
approprtao:e BRT entry . In the receiving 
processor this occurs simultaneously with 
proqrlllll execution . 

• 

• 

• 
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Bus Receive Table 

Figure 9 

The m •••• g. Is dIvided Into packets of 14 
Intol1latlon words, " .equence number word , 
and In LRC check word. The sending 
proc ••• or first tliis Its outqol~ queue 
with the •• packets, reque.ts " bus 
ttanller, and transeits upon grant of the 
bus by the interproc •• sor bus controller . 
The reclivif\9 proc •• sor fUls the Incoming 
queue a.soclated with the bus over which 
the packet ts received, and issues a 
~icrointerrupt to its own CPU. The 
~icroprocessor of the CPU checks the aRT 
entry ... tores the packet away. verifies 
the LRC check word. and updates the aRT 
entry accordingly. If the count is 
exhausted the currently e:u!cutinq pro-gram 
is interrupted. otherwfse proqralll 
execution continues. 

The BRT entrfes are four wor<'s thet 
Include I transfer count buffer eddress, 
sequence nu.ber expected lind the sencler 
.nd receIver CPU nUlllbers. The SEND 
Instruction has as p.raaeters the 
deslgn.tion of the bus to be used . the 
l ntendeet receiver. the data buffer adetress 
In the system date space, the word count 
to be trenaferred, Ind a tiMeout value . 
Error recovery action is to be taken In 
cese the transfer is not COlllpleted within 
the tl.eout Interval. These parllllleters 
are placed on the register stllck and are 
dynl~lcally updated so thllt the SEND 
instruction is interruptable on packet 
boundaries . 

There Ire several levelS cf protocol, 
beyond the scope of thIs paper. dealing 
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wi th the Interprocelsor bus that ex 1st In 
software (41. to ,lSlure that valid data ls 
transferred . The philosophy fo r the 
!lardware/software partitioning WllS to 
leave the aore esoteric decisions to the 
software , e.g . , alternate path routing, 
and error recovery procedures, with fault 
detection and reporting implemented in the 
hardware . rault detection WllS designed In 
those areas having the hiqhest anticipated 
probabIlity of error . 

The Input/Output Chlnnel 

The heart of the Tandem 16 I/O Systesn is 
the I/O channel . "II I/O Is done on a 
direct memory Iccess COMA) basis. The 
channel ls a microprQ9ralllllled , block 
mUltiplexed channel with the block size 
determined by the individual controllers. 
"11 the controllers are buffered to sOllIe 
deqree so thllt all transfers over the I/O 
chlnnel are at meeory speed (4 H Bytes/ 
Second) and never walt for mechanical 
lIIotlon since the transfers always cOllIe 
from a buffer In the controller, rather 
than fro. the actual I/O devIce . 

There exists a table fn the systelll data 
space of eech processor called the IOC 
(I/O Control) uble that contains a two 
word entry (Fig. 111 for each of the 256 
possible I/O devices attached to the I/O 
channel. These entries cont,,!n a byte 
count anet virtual address in the syste~ 
dllu space for data transfers fra. the I/O 
systelll . 
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I / O Control Table 

Figure 10 

Th. I/O channal _ove. the toe entry to 
act i ve r~l.t.r. durlnq connection of a n 
I/O controller and resto res the upd.t.~ 
valu •• t o the IOC upon disconnection . The 
I/O channel alerts the I / O controller when 
the count has b •• n exhausted and thollt 
cau ••• the controller to interrupt the 
p rocesso r . 

The channel doe. not execute channel 
proqr .... s on .any systems but it does do 
dolt. transfer In p.rallel with p r oqr_ 
execution. The e .. ory systea p r iority 
alWillYs penatts I/O accesses to be handled 
before CPU or Dynabua accesses (in an 
on-l i ne, transaction oriented enviro nment, 
it is rare that a ayat_ is not I / O 
bound). The lIIaxl.v. I /O tra nsfer is .oK 
bytes. 

l . I/O Syst .. Orqanizaion 

The I /O sys t_ had a deslqn qoal of beinq 
very effiCient in a transaction , on-line 
oriented envlronllent. This environlllent has 
constraints di ffe rent fro. those of a 
batch environllle n t. The fiqure of merit in 
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an on-line syst .. Is the numbe r o f 
transactio n s / second/dolla r th a t ca n be 
handled by the syst_. We "Iso wa nted an 
I/O systelll that h"d low ove r he"d. f"st 
tr"nsfer rates , no over r uns. and no 
interrupts to the syste. untll a loqical 
entity of work waa co.pleted (e.g ., no 
characte r by character Inte rr upts f r oe the 
tet'llinals) . The resulting design utfsfied 
these qoals by illlpl_entinq an I/O syst .. 
that was eJetr .. ely si.pIe. 

I /O controllers reconnect to the channel 
when their buffers "re stressed past a 
confl.qurable threshold, tr"nsfer data in a 
bunt .. ode until their buffer stresa Is 
'Zero ( butter Hlpty on Input ope r ations, 
fu ll on output operations) , and disconnect 
frOll'! t he ch"nnel. When the t r ansfe r 
tenllnatea the I /O controller Inte rr upts 
the processor. Controllers may inter r upt 
for other rea s ons than an exhaus t ed byte 
c ount, e.q . , a terlllin,,1 controller 
receiving an encl-of-p"'ile chll r acter from II 
p"qe /Docie tenll!nal. or I/O channel e rror 
conditIon, or a elise pack belnq /Dountecl . 

• • 
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Ownership Circuitry 

Figure 11 

Dual Port Controllers 

Th, dual-ported I/O device controllers 
provide the Interface between the Tande~ 
16 standard I/O channel and a variety of 
peripheral device. using distinct 
Intarhees . While the 1/0 controllers lire 
va.tly different, there Is II comlllonlllity 
IIIlIIonq thell thet folds them into the Tand_ 
16 NonStop architecture. 

Each controller contains two Inciependent 
I / O channel ports Irnpl_ented by IC 
packaqes which are physically separate 
fr~ each other so that no interface chip 
clln al.uitaneously cause failure of both 
porta. Each port of each controller has a 
S-blt conflqurable controller number. and 
interrupt priority aettlnq. These settlnqa 
can be different on each port . The only 
requirement Is that each port attllched to 
an I/O channel .ust be asslqned II 
controller number and prIorfty distinct 
fro. controller numbers and prlorfties of 
other ports attached to the sallie I/O 
channel. 

Each controller has a PON (power-on) 
circuit which clamps its output to qround 
whenever the controller's DC supply 
vo!teqe Is not within requlatlon . The PON 
circuit has hysteresis In It so that It 
will not oscillate I f the power should 
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hover near the lilllit of r.qulatlon . When 
the power Is within requlation . the output 
of the PON circuit is at a TTL -1 - level. 
A power-on condition causes a cont r oller 
reset and also qives an interrupt to one 
of the two processors to which It Is 
attached. The output of the PON circuit Is 
also used to enable all the I/O channel 
bus transceivers so that a controller 
beinq powered down will not cause 
Interferance on the I/O chan nelS durlnq 
the power transient . This Is possible 
because the PON circuit operates with the 
supply voltaqe as low as . 2 volts and 
special transceivers are used which 
correctly stay 1n a hlqh I.pedance state 
as lonq "s the control enable Is at a 
I09ical ."-. 

Loqically only one of the two ports of .In 
I/O controller Is active and the other 
port Is utilized only in the event of a 
polth failure to the pr1.ary port. There 111 
.In · ownershlp· bit (Flq. 11) tndlcatlnq to 
each port If It Is the prfllU'Y port or the 
alternolte. Ownership Is chanqed only by 
the operatlnq syst_ Issuing a. TAKE 
()oiNERSH[P [/0 CO ... llo1nd. Executlnq this 
spec loll comaa.nd Col uses the I/O controller 
to swap Its prlaary and alternate port 
deslqnation and to do a controller reset. 
Any attempt to use II controller which Is 
not owned by a qlven processor will result 
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In an ownership violation. If II processo r 
det.er-Ina. t.hat " given controller is 
IUllfunet l "",in'3 on it s t/O chllnnel. it Clln 
issue" DI SABLE POR. cOIIUIIllnd that 
log ically d i sconnec ts the port [rca that 
I/O contro ller. This does not affect the 
ownershlp sta t us. That way. if the problem 
Is within the port, the alternate path cilln 
be used. but if the problem Is In the 
cOmllon portion of the controller, 
ownershIp Is not forced upon the other 
processor. 

... controller Signals an Interrupt on the 
I / O channel If the channel has indicated 
an exheusted tr,,"sfer count, if the 
controller terllln.!llte. the tfansfer 
prealllturely. Of fOf attention purposes. 

When .1~ult.neous Interrupts occur on an 
I/O channel, II priority seh81118 determines 
which int.rrupt 1s handled first. Th.re 
Ire two levels of prlorlt.les, desl<;lnllted 
" rllnk O· lind -rank I". EICh rank haa up to 
16 controllers asslqned to It.. Jumper 
Wire. on each cont.roll.r det.enaln. the 
rank lind position within the rank 
lpoaitlons B to 15). The I/O channel 
issues a nnk I!I Interrupt poll cycle and 
ellch controller asslqned to rllnk 0 clln 
pillc. lin Int.errupt request, If It needs 
• ervlce, on a dedlcllted dllta bit of t.he 
I/O ch"nnel deterllined by t.he ju.'lper 
wires. If there are no controllers on rank 
• requl r inq service, the I/O channel 
lssun the Interrupt poll cycle tor rank 
1. Note, only 32 controllers c .. n be 
Isslqned to I <;lIven chlnnel lind e .. ch one 
hiS a unique r"nk lind position 
dulqnation. The hl'1hut priority 
controller is qrant.ed access to t.he 
interrupt sYSt_. Thus a r .. did polll~ 
technique allows the processor to resolve 
32 different controller priorities In just 
two poll cycles. Elich port. ot " controller 
has I separate .et ot confl'1uration 
jUllpers so t.hat " controller clln hllve 
different priorities on Its prl~IIry and 
Ilternate path. 

Controller Butfer Conslderlltlons 

In t.he "esl'1n ot the Tand_ 16 I/O syst.ell, 
" lot. of att.ent.lon WillS pllid t.o the overrun 
probilltll. While overruns are possible on 
this system, t.hey have been made" rllre 
occurrence . E.ach I / O controller hilS 3 
conflqurllble set.tlnqs: the I / O cont.roller 
nWllber, the interrupt priority, lind butfer 
st.ress threShold reconnect sett.lng. 

Eac~ I / O controller is buffered t.o sOllie 
ext.ent.. The IIsynchronous tel'1lllnal 
controller has 2 bytes of bufferlnq, while 
the disc controller has 4K bytes of 
bufferinq . Conslderlltlons of device 
t.rllnsfer rate, channel transfer rat.e, th. 
individual controller's buffer dept.h, the 
controller's reconnect. priority, and a 
given Channel's I /O c~plement can be used 
to determine tl'>e buffer ' . depth (st.ress 
threshold) at which. reconnect. request. 
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should be made to t.he channel to IIIlnllllze 
the chance of overrun. Each controller 
with slqnlficant buffering (mo r e thlln 32 
byt.es) has " confiqurllble stress 
threshold. Buffer stress Is defined as the 
number of cells full on lin Input 
operatIon. and the nUlllber of cells _pty 
on out.put operations. In gener",I, the I/O 
channel relieves stress while t.he I/O 
device qenerates 1II0re st.ress. Thererore 
the hiqher the stress. the lIIore the buffer 
needs relief from the I/O chllnnel, 
re<;IIrdless of t.he direction of dat.a 
transfer . 

Tllndem has developed II proqram which takes 
a syst_ conflqurlltlon lind det.el'1lllnes the 
approprillt.e stress threshold settlnqs 
needed to <;Iuarllntee no dllta overruns. 
Since reconnect overhead tl~e Is known. 
lind 1111 tr.ansfers on the I/O buS uk. 
place lit m~ory speed, lind t.he upper bound 
of the block lenqth Is known for each type 
of controller, it Is II det.et1llinlstic 
function as to whether or not an overrun 
Is possible. If It is i.possible to 
generat.e .. no-overrun configuration, the 
proqralll will output a JIIlnilllUlll-overrun 
t.hresho l d settings. MOSt times, however, 
It is possible t.o Iterate on the 
conflqurlltion unt.1l threshold settlnqs can 
be determined t.hat. prevent overruns . 

Olsc: Controller Considerations 

The <;Ireatest felr that In on-line syste. 
user has Is that" the dlltll base Is down " 
r51. Many of these users lire willing t.o 
pay the premlUIII of havlnq dupliclted or 
".Irrored" dlltll bases In cIIse a disc drive 
hils . To meet this requlre.ent, T .. nd .. 
provides "UtOlflllt.1c: mirroring of datil 
bases . 

'" disc volume 15 a set of d .. tll contllined 
on one spindle or one r_ovllble disc pllck. 
'" user may declare "ny of the disc volUlies 
as IIlrrored patrs .. t syst_ qeneratlon 
t.lme (Flq. 12). The system t.hen mlllnt .. lns 
t.hese pairs so they always contain 
Id.ntlcal dlltll. Thus protection Is 
achieved for a slnqle drive faUure . hch 
disc drive In the sYSt_ .ay be 
du .. l-port.ed . Each port of a d1sc drive is 
cannecte~ to lin Independent. disc 
cant.roller . Each of the disc cont r ollers 
lire also dUlll-port.ed and connected between 
two processors . '" st.rlng of up to B drive. 
14 mirrored plllrs) clln be Supported by a 
p"ir of controllers In this lIIanner. 

Note t.hat In this confl9uration there are 
lIIany paths to any qiven dlltll Ind thlt datil 
cln be retrhved r.qllrdless of IIny s1n91e 
disc drive fllilun, dIsc controller 
fa i lure, po_r supply failure, processor 
failure, or I / O chllnnel fll!lure. 

The disc controller Is bufhred for a 
maximulII len9th recard which provide. 
siverll! features 1I:lportant. In an on-line 
ayst", . For eXllmple, t.he disc controller 
I s absolut.ely im.une ta overruns. 

• 
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Thi. d18C controller uses III Flre code f61 
tOf burst error correction an~ detection. 
It can correct II bit bUrsts In the 
controller's buffer before translDisslon to 
the channel. Since overlapped seeks are 
"llo~d by the controller, when data Is to 
be read fta. " lIirrored pair it can b. 
r.~d from the drive which has its ar~ 
clo •• st to the data cylinder. This ls 
aceoapit.hed by using ·spllt seeks,- " 
SYSGEN paralleter that require. one of the 
1I1rrorect pair to only r •• d from the first 
half of the (Hac cylinders with the other 
disc responsible for the second half of 
the dlac cylinders. It Is interesting to 
note that slnc. the .ajorlty of 
tran •• ctlons 1n an on-line system are 
reads. mirrored volume. actually can 
Incr •••• performance. 

NonStop I/O Syst._ Considerat.ions 

The I/O channel int.erface con,5i.!Jt.s of a 
t.wo byt.e dat.a bus and cont.rol signals . "11 
dat.a t.ransferred over t.he bus is parlt.y 
checked In bot.h direct.ions. and errors an 
report.ed via t.he int.errupt. syste~ . " 
wat.chdOC) t.imer In t.he I/O channel det.ects 
if a non-exist.ent I/O cont.roller hlls been 
addressed. or if 1I cont.roller st.ops 
responding during an I/O sequence. 

The dat.a t.ransfer byte count. word In the 
IOC entry cont.ains four st.at.us bits 
including a prot.ect. bit. When this bit is 
set. t.o -1- only out.put. t.ransfers are 
peraitt.ed t.o this device . 

aecause I/O controllers lire connect.ed 
bet.ween t.wo independent I/O channels, It. 
is very import.ant. t.hat word count, buffer 
address, and dlrect.lon of t.ransfer are 
cont.rolled by t.he processor inst.ead of 
wlt.hin t.he controller . If t.hat. information 
were t.o be kept In the cont.roller , a 
single failure could cause bot.h processors 
t.o which It. was att.ached t.o flli!. Consider 
what. would happen if 1I byt.e count r~ist.er 
wa. locat.ed In the cont.roller an~ was 
st.uck In such a slt.uat.ion such t.hat. t.he 
count. could not decrelllent to zero on an 
input. t.ransfer. It would be possible t.o 
overwrit.e t.he buffer and cause syste~ 
t.abl •• t.o become meaningless . The error 
would propagat.e to t.he other processor 
upon discovery t.hat. the first. processor 
was no longer operat.lng. 

Ot.her error conditions that. t.he channel 
checks for are violat.ions of I/O protocol, 
attempt. to t.ransfer to absent pages (It. 
is the operat.lng syst.em's responsibllit.y 
t.o -t.ack down- t.he virt.ual pages used for 
I/O buffering), uncorrect.lIble oemory 
errors, and lIIap parit.y errors. 

4. Power, Packllglnq, On-line lIIalntenance 

The Tandelll 16 power supply has 3 sect.lons: 
a 5 volt int.erruptllble section, 1I 5 volt. 
unint.errupt.able sect.lon, and a 12-15 volt 
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Tandem 16 Disc Subsystem Organization 

Figure 12 

unint.erruptable sect.ion. The Interrupt.able 
sect.ion will stop supplying DC power when 
"C is lost while the unint.er r upt.able 
sections .... ill continue't:o supply DC power . 
The interruptable section po .... ers I/O 
cont.rollers and thllt port.ion of a 
processor which Is not related t.o lIIemory 
refresh operation. The unlnte r rupt.able 
sect.lons provide power for the lII_ory 
array ane' refresh circuitry . 11'Ie 5 volt 
sectlons are s .... ltching regulated supplies 
....hile the 12-15 volt sectton is linearly 
requlated. The uninterrupt.able sections 
have a provision for a battery attachment 
so that In case of utility power failure, 
memory contents are kept for 1.5 to 4 
hours, depending on the lImount. of memory 
att.lIched to the supply. 



The power suppiy .Jccepts AC input of 1111 
or 220 voit ~ +2e, to provide bro~out 
in.ensit iv ity: At no~i ~al line conditions. 
over 39 •• ·.e of ride throuqh is p r ovided 
by stontqe ':1Ip&cltor s . A power-fltil 
warninq .Iqnal is provided when there is 
at least S msec of requiated power 
rellleininq so that the processor can qo 
throuqh an orderly shut down. So~e users 
must r .. aln operational through utility 
po_r fltUure e nd have generetor systems 
which provide continuous AC power for the 
entire system, Including peripheral 
devices. 

The power-hil warning schelle in the 
Tandelll 16 power supply monitors cha rqe in 
the storaqe capacitors rather that 
1II0nitorinq loss of AC peaks as is 
convent ionally done . This has the 
advantaqe that the 5 msec to do a power 
shutdown sequence in the processor Is 
guaranteed even if it occurs after a 
brownout period . 

The power supply provides all other 
prudent features requl red in a CaJIputer 
syst ... such as over voltaqe end over 
current protection , and over tmperllture 
protection . 

The power-up .equenclnq on disc drives has 
been implemented with independent rather 
than daisy chained Circuits. In the daisy 
chained IIpproach, one bad sequence r 
circuit clln cause the relllalning drives in 
the chain not to sequence up after a power 
fallure. 
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Co_puter • . Fr o_ Tand_'s start in November 
of 1914 throu9h mid 1918, Mr. Katzllan held 
the post of Vice President of Enqlneerln9 
and is one of the princip.1Il a rchitects of 
the Tand.. 16 NonStop systell . 

Previously Katzman was responsible for the 
desi9n of the inteqrated I/O channel for 
the "-dehl 47eV/6 syst .. while at Amdahl 
Corp . fra- 1911 to 1914 . WhiJe at 

Further Packaqinq and On-line Maintenence 
ConslaeraEtons 

Hoduhrlty Is a key concept in the Tand .. 
16 syst ... The lIaintenance philosophy is 
to make all repair by .odule r eplac_ent 
at the user site .... Ithout makJnq the systell 
unayeilable to the user. Therefore the 
backplanes, po .... er .upplies , fans, I/O 
channels, as _11 as the PC cards are 
modular and easily replaceable. Thullb 
screws are used when they can be so that a 
IIIlnlllt1ln of tools are needed for repair. 
The packaqe Is desi9ned so that the r e Is 
easy access to all modules. 

Processors and I/O controlle r s not only 
can be repieced on-line, but added on-llne 
.... i thout systelll Interruption! f elCpa nslon 
Is phnned, all .... Ithout application 
softwa re bel nq changed . 

SUlllllary 

The contribution of the Tandelll 16 sy.tem 
lie. In the synthe.is of a systelll to 
directly add r ess the need of the NonStop 
eppllcetion .arketplace. By avoldtnj the 
·onus of cc.patibllity· to any prev ous 
syate •• an architecture could be deslqned 
frQII · .cratch- that we. · clean· and 
efficient . 

The sy.t .. qoals have been lIIet to a larqe 
degree. Systems haye been installed 
containing two to twelve processo r s. Meny 
appllcat ion prog r_s II re on- line and 
runnlnq. They recover frolll failu r es , and 
stay up continUOUSly. 

Hewlett-Packard Company froll 19/;8 to 1911 
he was one of the principal architec t s of 
the H-P Jeee compute r systea . 

Mr . Kat1:llan ho1c:'s patents on aU of the 
aboye machines. He is a lIember of the ~CM 
and IEEE . ~cadelJllcall y he holds a BSEE 
fro. Purdue University and a MSEE fro. 
Stanford University . He is a __ ber of Tau 
Seta Pt , Eta Kappa Nu. and ClIIlcron Delta 
Kappa honorary societies . He is listed ln 
the 1918-1979 edition of Who ' s who in the 
We.t. 
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APPENDIX A. 

The Tandem 16 systeftl provides its high 
",vaUab1l1ty throuqh architecture. In the 
literature 17,8J we find that avalhbillty 
ran<jes bet.w •• n 8 and 1 and Is defined as: 

where 

A _ _~~MTB~F;..~_ 
RTBF+f'lTTR 

... - Availability 

Cl) 

"TaF Mean Time Between Failure 
MTTR • l'I.a" Tille To Repair 

The availabIlity of two redundant systems 
where only one Is requIred 1s represented 
by: 

r 
I 

L 

Fiqure 13 

and the parallel syatea, ,,(PAR) , has an 
availability of 

If A - A 
1 

"(PAR) '" .... - A A 
1 2 1 2 

• A. then. 
2 

2 
"(PAR) - 2-'-" Il) 

(2) 

When subsystems In series are required for 
operation, the system 1. 
repr ••• nted by: 

Figure 14 

and the serle. systetaS, AISER), has an 
availability of 

A{SER) - " A ( ') 
1 2 

17 

Wh 11_ it t. not the intend on of the 
author to <:jive any lIIor. than t.hese basics 
of the theory of Availability . II 
comparison of ) architectures of disc 
subsystecs connected to host computers 
will serve as an exemple to demonstrate 
the order-of-m&gnitude lIore availability 
claimed for the Tandem 16 systelll. The 
three architectures will be the followinq: 

Tandell 16 Systelll 

Batch Systel'l 

P'!qur e 16 

and the typical - hu1 t-tolerant- systell 

elLR 

02<>. 

Fiqure 17 



The availability models for the three 
systems are : 

TANDEM 
T/ 16 

SYSTEM 

BATCH 
SYSTEM ---B---1 CTLR H DISC 

Fiqure 18 

ASIIUJIIloq the MTSF of ,,11 sllflihr 
components to be equal: 

CPU 
CTlR 
DISC 
SWITCH 

9,000 hours 
12,01iHl hours 

4.,0ee hours 
15,000 hours 

0210 

and the MTTR for any failure to be a 
conservative 24 hours, the "vailillbllity of 
these syatems are: 

One CPU - . 99734042fi CSI 
Penllel CPUs .999992927 (61 

One CTlR .9980"3992 171 
PareUel CTLRs - . 9999961H6 CBI 

One Disc • .994835785 (9) 
PillnUel 01 JIC s • .999964.4.29 00 ) 

0" 910'1 tch • . 998402556 (11) 

Tandell 16 - ( . 999992927)( . 999996016) 
(.999964229) (12) 

- .999953172 113} 

8i11 tch Syste!!l • (. 9973494 26) ( . 998093992) 
(.994035785) fl4) 

- .989413982 (IS) 

-f-t- Systelll • ( . 999992927) (.998402556) 
( • 999960l1'i) I • 999964 2 29) (1 6) 

• .998355883 (17) 

Solvlnq (1) for MTBF we qet 

MT8F. MTTR fA) 
1-0\ 

(18) 

Aqein assuminq MTTR - 24 hours , the MTBF 
for the above systems are: 

Tandell 16 

512,491!1 
·21,353 
• 58 . 4 

Batch System -t-t- systHl 

2,243 

• 93 
• 0 . 25 

14,573 

'" • 1. 66 

hours 
dillYs 
years 

18 

The Tand_ 16 iIIrchitecture provides ~5 
tillies the MTBF of the typicilll 
-tillult-tolerant- systelll architecture and 
233 times that ot the typical batch 
system. In this iIInalysls it was assumed 
that dual controllers and dual ported 
discs were used, and that the two volumes 
~ere kept identical in each system but the 
batch system. 

Tand_ hes completed extensive computer 
.. odel1nq of architectures. Elaplrlcal 
observations have substantiated our 
lIodeilnq data end product clallll: the 
Tandetn 16 architecture does , In fact , 
provide an order-of-lIIaqnitude more 
availability than any past comlllercially 
avaU"ble systems . The results seen here 
In this appendix, however, would not be 
observed normally on any of the systems 
lIIentloned. There are assumptions lIIade 
which meke these calculations un r ealistic: 
all faults iIIre not independant as assulrled , 
faults do qo undedected for lonq periods 
ot tillie, and so torth. Whet this exercise 
does prove Is that this architecture does 
provide a vehicle for orde r-of lIuaqnitude 
illiprovement in availabilIty which is 
"pirically observable . 
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INTRODUCTION 

TANDCM HARDWARE 

The Tandem 16 System represents a major departure from 
existing computer architecture . For the first time , a 
complete system has been designed to meet the growing demand 
for on-line transaction processing systems with failure 
tolerance capabilities . The basic design philosophy of the 
Tandem 16 Com uter S stern is that no sin Ie module failure 
w~ll stop or contaminate the system. Using stan ard Tandem 
hardware and software modules, the user may build a system 
to match necessary requirements exactly, both in throughput 
and reliability . No special or custom designed hardware or 
software is necessary . Equally important, the Tandem 16 
System can grow to meet increasing demands with no change in 
operating system, applications software , or existing hardware . 
This growth is possible even without loss of the system during 
e xpansion. 

One Tandem 16 processor module is a powerful computer . The 
Tandem 16 Computer System consists of two to sixteen pro­
cessor modules. Processor modules are interfaced to one 
another by means of the two interprocessor buses . A processor 
module may interface to I/O devices by means of its input/ 
output channel . 

Each processor module contains the fUnctions that normally 
comprise a complete computer system : central processing 
unit , memory and input/output channel . Therefore , each pro­
cessor module is capable of operating independently of , and 
simultaneous with , all other processor modules in the system. 

The interprocessor buses (which are always under control of 
the Tandem Operating System - GUARDIAN) are used to transfer 
data between the memories of processor modules . 

Data is transferred between an input/output device (i.e ., discs, 
terminals, line printers , etc.) and a processor module by 
means of an input/output channel . Each processor module has 
one I/O channel that is capable of communicating with up to 
256 I/O devices. I/O devices are interfaced to I/O channels 
by dual-port controllers . Each dual-port controller is 
connected to the I/O channels of any two processor modules . 
Therefore , each I/O device can be controlled by either of two 
processor modules . (In actual practice, an I/O device is 
controlled exclusively by one processor module until a failure 
occurs such that the processor module can no longer communi­
cate with the I/O device . If such a failure occurs, the other 
processor module takes control of the I/O device.) 

D -> -U .. 

~ 
o 
~ 
m 
c 
o 
2 
~ w 
n 
• 



"--

• 
• NonStop TM Multi-Processor Systems for On-line 

Transection-Orien ted Applications 

• Autonomous/Dual DYNABUS™ fOf Inter-
Processor Communications (13 Mega Bytes/second 
each) 

• Fast (800 or 500 nSec) Core or Semiconductor 
Memory with Virtual Memory Control and 
Automatic/Dynamic Program Allocation 

• High-Speed Redundant Dual-Port I/O Channels 
with Dedicated Microprocessed Interrupt Ind 
Block-Multiplued DMA (2.5 Dr 4.0 Mega 
ByteslSecond) 

• Versatile Sysam Applications Support with 
Tandem/Guardian and TandemfTranslclion 
Applicltions language (TfTAl) 

• 100 os cycle time Processors 

SYSTEM CONFIGURATIONS 
The Tan~m NonStop 'vllems hUulu-a,.cs on the .rverw 

.,de 01 Ihl$ !)Iv-I '" pK .... "'d 'Speel,ltV tor cmoal on-hne 
, •• n$Kuon-ofl'tllltd .pQI~1I0n' where high r,li.billty .nd 
low-program OI/t,hud '" _1'111.1. AU rylt,rm 1,"II"ctu., 
Pl'CICIUOf1, WIth T.ndllm', un,CI\I' DVNABUS for h,gh-sQIICI 
inllf.proc:euor cornmun,allom .• nd ,itdundant ctu"'1JOn flO 
chan .... 11 lor input/output "sili,ncy. Each il'ld]""dual 
prOCH5Of modul, COntl'l'Il tWO mlc,oprogr,mmtd proces· 
Ion ON dtd,at,d 10 p.ogr.ml 'l'Id ona cltdoeated 10 
,"pul/outpul COl'lI'oI .nd dill 1,.",1"1, In ,Odit,ol'l, tach 
uI'III.1 PflX:IUOt' prov,des Po_' F.illAulo Reslln. '" 
Il'Itel'V8l T,~. Ha,Owa', Mulllply/O,,,,,de, DMA, DynamIC 
Memory Mapping. Virtu.1 Memory coollol, .nd. BOO11i1'top 
LoaOtl. 

TANDEM 

TM NonStop STANDARD 

PACKAGED SYSTEMS 

TANDEM T16/212·1 SYSTEM 
The T'ndem Tl61212·1 System c:onllfU of • dll.1 

proc:eu.or ClKk ... uli"l,n" oo,t: memory modules Each of 
lhe lWO prOCt:1$Oll conl.,nl 1921<. bytes 01 800 n.nosecond 
cor, mtlmory .... th panty. The mtlmory ...... r>gICf In 641<. 
byl' modules (321<. wo,ds 01 17 bns eac:h), The T16l212·1 
mey bI IIlily 'KPll'ldad ,n thl h,ld 10 4481<. bytn of 
memory on .ach proc:enor. The T'61212,1 1/0 SVn.m 
prov,,," h''*' spe,d du.l.port 1/0 Chlnn,h WIth block· 
muh,pl'Ked DMA, The dill lite of each 110 Chin .... ' n 2.5 
M8Yln/MCond. The I¥.tllm abo .... 1 pro""dn '4 "'KIll'll ,Iou 
for 'Kpan"on 01 1/0 Cc:!ntroll'B. 

TANDEM T16/244-1 SYSTEM 
The T,ndlm TI6J244-1 System con,"U of I dUll 

J)foceuor pack.1IIt ulito:in; IIoImoc:ol'lOuctO' (MOSI memory 
modU'H_ Each 01 the lWO proceslOl"' COI'IIIl" 1921<. byln 01 
500 "'_COI'IO semICOnductor memory _Ih ",or delt'Ctoon 
.nd cor,ect,on. The memory ',I".nged,n 961<. by" I'I'IOdIIIe$ 
(48K WOlds 01 22 bou deh. 1610' dltI, 6 lor ERCC). The 
Tl6J244-1 mIy .nolv bI 'lIP1nct.d '1'1 thl lreld 10 conll,n 
tWO Iddiuot\ll pr~ for a 10111 of lou' prOCfttOB Ind 
.ach proc:euor /'MY bllllpanded to 5121<. bylt'lol ...... mory. 
B.ttery bKkup If. .... pPlled IS I nlodi,d f.llu" on 
semIConductor "*'-Y. The T161244-1 1/0 SY5"m DloyiDIJ 
h,gh weed dull·port I/O Channefs wilh block multIpleXed 
OMA. The diu 1.1t: 01 lleto 1/0 Channel n 4 0 
M8ytH/MCOnd. The SYlltm Cabonel p,ovi<*;14 "'KIIl'lt Iiou 
lor ,xpln500n of 1/0 Cc:!ntroUen. 

SUBSYSTEM CONFIGURATIONS 

All T,ndem packaged ..,.lIe"" Ire wpponed w,th a WIde 
wleclOon 01 PII"phlr'" 5ubsYI1emi 10 mell the h • ...-y 
demands 01 d, .... ,5;f,ed Ipplocauonl and hlgh·volume dll' ...... 

O •• c SUb'iysl' .... - Becaullol di5C 'aqu;'emenu .rt hIghly 
IpploUlIon OtPllndeflt thl UWI will add d,5C controll ... and 
dfl,," II ~. The u .. ' can ctoOOle from I wiOt v""IV 01 
dt5C controll," and dro ..... includ,ng 10MB. 50M8 Ind 
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The following system modules may be added to TANDEM packaged systems. The modules may also 
be combined to configure systems other than the standard packaged systems if desired. 

t;"RODUCT 
'\ . . 

DESCRIPTION 
NUMBER 

SEMICONDUCTOR MEMORY PROCESSORS -
Tl611403 Genllal Purpose P,oee'UOt con'BIfOO of: T_ 121 pipeli ,lIld mic'opi'ocenor, . one ior P'OV'.mI.nd on. fo, 110. 

Comp!n, OMA only 110 5.,.st.m 14.0M byl" /W!ci . V,nu.1 Memory cont.ol. Memory m.ppln~ .nd prOIe-c:tion for up 
10 512K bYIe. of m'ln m.mory. H •• dw .... MPY/OIV. Powef.fail ' .ulo-t".JUln. Bootnr.p Lo-a.r. InttII'VIII Tim..,. 
[;001101 P,nel. Dual UU"P'OCfllOf tnft,. n.rd_'I. PrOVI.lOn lor UP 10 32 110 ~"1fofl.rJ.. 122 in5lfUellDn1 
includ,no 1\""0 rn.nopul."on .rw;t double word •• 'thmellC. 961( by, •• (481( WOld,) 01 nmic:onduclDf memory 
"T1IOQIfd as 22 bl1 WGrch 11 6 d.l. bin .nd 6 Ino. detection/corr.etlon biu) .11 "ngl. bit "'orl ,It cor'Kled end #III 
doubl. brt "'0", , •• Oe1K1ed. Memory cvel. 11m. of 500 nMel. B.nery B,ckup 10' l,micondUC:uw memOf\'. 

CORE MEMORY PROCESSORS -' . -
T161\102 S ........ T l 611 4 02 W1 th t h. Io/lo"";na ,.c'pI,on,; 11 Cor. memory leycl. ',me 800 nt.l'C5i 11 uloid on pl_ of 

SRmICOnduc10r memory. Co •• memory ulil,'tJ one .,. .. ty bll pcr lWO b YI.I. 21 The I/O ch,nntlspHd" .educed 10 
2.5 MtlJ'bV les/)lc, memory CAplClIV 11641< b\·,e.(321< words!. 

MEMORY MODULE S 

11612102 Cor. M.mary module. con,ms 01 .641< boll. memory pl ..... with. , .. d IMX.SJ lime 01 500 nl .nd, cycl. lime of 
800 N.. Th, modul, i, ,",n",d. 321< wordlol 17 b,u 116d," bill one P'rllY bid up 10 7 of th. modules m.,. be 
c:onuolilid by e"ntl' plOCtuor. 

11612402 Sem,conduclo, memory modul •. eonl',l1 of 64K byt, memory modul. wim • eycl, lOme 01 500 nseQ. The modul" 
" .... ngee! II 321( WO'OI 01 22 bib, 16 del. b.u .nd 6 "'01' detec1ion/CO"ec1lon bin The module ..... bln 
dtllC'lIon .nd COl,ect.on 01 ell lin .. bit '''00 end detecl.on 01 , II doubl, b,t erron. . Up 10 8 ot th, .. modu!" m.,. 
be connO/I.d bV e "ngl, o,ounOl. 

116/2403 Semiconducto, ml:mory module. con".u 01 961< by" memory modul' with, eyer" limll 01 500 nwa.. Th" modul. 
.. ,,, ..... ,,d II 4BK wonk 01 22 biu. 16 du. biu .nd 6 ."or detection/co"eelion biu.. Thl mod ... 1t .n.bI., 
dellC'l'on ..... d conKt.on ot _I lingle bot " .. on and deltCllon 01 ,II daubh, btl e"on... Up 10 S 01 tht .. mod ... I".......,. 
be eOl\uoll.d bv .,.nal. Pt'oc:euor. -

TERMINAL SUBSYSTEMS 

T161.6202 Syneh.onous Cont.oIl.. . du .. C+>",<>t'I conntctf'd end m-v be PD\IYI!red hom e.thft- p.OCtft,O, 10 which it 11 
COl\f\llCled Win cont rol from 1 104 IVnc.Nonov, communlC.lllon Iona •• ith" point·t O·POlnt or multidrop. A , ingle 

. - 10 ..... can run UP t o 56K bPl. Tn. 19t'1",,1I dell ,.,~ lo •• n lovr' r.n". c,8nnot ,,,ceed 160K bps.. The controller 
pertOlrru .11 cha.acter "ensl'I'on (ASCII or EBCDICI. Block Check O1 • .-.ct" ",n' .. llon •• nd .utopolllng. lnduo.s 
loo~k tHl modul~. down~,n. lolld,n" etplbihty. 

T1616301 Asynch.onou, ConuDlI'r, du.1 Ch.,f'IIt! COIV1ICl.ct end m.v bit pgwared f,om ei',,-, oroc:eaor 10 whOc:h il is 
conntC'led Wil l control uo ~ twO lann,ntl h_ ,,01herh .. d-_r.ct or mocItm connected. L ...... 50...:1 iI 
prog ... tnn"I8b1e trom 50 to 19.21< bp... Ac.commodInn up 10 1_ ,,,,,,ns,on' ba. T 16/6302). Indude"llOClP-b-=k 1M 
ceble. 

T1616302 AlVnchronOln e,.."n .. on Boerd. pro..;6n .dditlo .... contlol for 1 IS erync.h.onous lina. SPIed 01 .ach lin. i, 
p.og.-.,rnmebl. from 50 10 19.21< bPi. E.ec:h line can be he,d_i.ed or modem COfVlte1..d. P __ equ~tl: T16/6301, 

n6l6001 Co,nel" Subvl1~. consina ot: , . Oull chln .... 1 connected con1lDller.'T,6/6301 wittlll} PO" tor. eonsole deYiQ; 
2. 0 .. 111 T1616604 30 t"P', 132 cDlumn ha,d-copy con.ol •• C/l conntCftd.. - . -

11616603 Term,n.'. H"d Copy, 30 CPS. 132 columns. indudots 25' cable, RS232 interteee. 

T1616604 Termin.!. l'I ... d eo.". ........ T16/6603 eatePl. 20rriA cu".nt 1000 Inltrtac:e. -
nlS/64O' Termin". CRT. chlorllCl" mode. 24 I,"" III: 80 chtncten. 50eed aWitdl _llIClabi . 11~19.2K bps. IOCII or mocIam 

.nechment. Inc!ucla 25' c.bl • • RS231 interlxoc. ' . 
n6l6402 T_mintl. CAT. charK'" mod., 24 "~90c.h.-.r;:ta,s.;"Rln'cbw"ch "t.cu.bla 1 10-1 9.21< bol. lneludn 25' cable. 

lOrnA cvr,anllooo ,nt.nlCl!. 

T1616S11 Termn". CAT. character or ~ mod,. loc.tI ed,llng end fu nct,OI\ k'VI.24 Ion", x 80 c.h1fK'1'n.. pt"011'C1ed., 
unprOtec1ad. Iulilhalt brogtil '''wne. b/,nic.,nll. speoecl 5W1tch sel.ctebill 110·19.2K bpi. 25' ceble. AS232 ,meriMlt. 
locel 01' modem .nachman\, 

T16/66 12 Term,n". CAT. chertet .. or PI9' mode. IOCII .dOl,ng.nd lunctlon ktVl, 24 Ion .. x 80 ch"'c:t'n.. p.Oll'Ct.d,. 
u t)j)'Oltct.d. lull/hall bright. ,,, ........ bI,nking.speed switch .. 1K1lb1e11~19.2K bpl, 25' ceble, 20mA cu, .. nl 1009 
inllrfaocot. 

n6/0552 Tl'I'minel, CRT, YmI. T1616S11 ,,,ceot UIft PoUing Proloc:01lOf" Multid,op Communoc:eltom lInes.. 

DISC SU8SYSTEMS 

T1613102 Dow: Controller {Smell Oltal. duel chllnnel (.:Of'I .... cted. c,n be ~ .. d ftom either pt'otorUOl'. CAn eontrol 1 10. 
dnvn I_v m,x 01 T16/.'01 o.T16/.,021. each with wo.'" connect.on h ignel & M. c:able tor uc:h d""*I. u .... 
231 •• _ding techn0QU8. 
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TANDEM 
COMMUNICATION CONTROLLERS 

SYNCHRONOUS CONTROLLER 

FEATURES 

• Supports four lines per controller with speeds up 
to 56K Bps per line 

• Full or Half Duplex synchronous operation 

• Automatic Generation and Detection of Block 
Check Characters with support for VRC, l RC and 
CRC16 Modes of Operation 

• Automatic Code Translation to ASC II & EBCDIC 

• Automatic Polling Capability provided by the 
Controller for Multipoint Environments 

• DMA Access to Main Memory 
• Supports Transpa rency and Auto-insertion of 

" 0 LE" and " SYN" characters 

• Supports BelHype 201 , 203. 208 and 209 
modems 

INTRODUCTION 

The T16/6201 Synchronous Communications 
Adapter, utilizing microprogrammed technology, pro­
vides a high speed, intelligent interface for synchro­
nous communications environments. When used with 
Tandem's ENVOY Data Communication Manager a 
powerful, yet flexible data communications system 
can be designed with a minimum of effort. 

All input/output is directly between main memory 
and the controller. CPU processing is interrupted only 
when a transler 01 a message completes or a line error 
condition is encountered. 

The controller generates and appends check char· 
acter inlormatlon upon transmission and performs 
error checking upon reception. 

The controller automatically recognizes the trans· 
mission of transparent text. II the control sequence 
[DlE·STX1 is encountered at the beginning of a 
message transler. the controller enters the transparent 
text mode. In this mode, the controller will insert a 
control [OLE) character in front of a data [DlEI 
character when transmitting. Conversely, wnen receiv· 
ing transparent text, the controller will delete a 
control [OLE) character in Iront a data ID LEI 
character. The controller remains in the transparent 
text mode until an IETBI. IE TXI. or IEOT) control 
sequence is encountered. 

The controller's internal character code. as far as 
detecting control character sequences is concerned, is 
ASCII. The controller has the capability to translate 

ASCII code to EBCD IC code upon transmission af"ld 
to translate EBCD IC code to ASCII code upon 
receptioo. Because of this capability, application 
processes need deal only with the ASC II character .. ,. 

The polling of multipoint stations is, for the most 
pan, handled by the controller. ENVOY formats a 
polling list Ion behalf of the application process) for 
the controller to use to poll the multipoint tributary 
stations. ENVOY then commands the controller to 
begin polling. CPU processing is interrupted only 
when a polled station responds. 

The controller has the capability to recognize if a 
line is being polled or selected. For each line, the 
controller stores the first byte of the station's polling 
address and the first byte of the station's selection 
address. Only when the line is polled or selected and 
the corresponding poll or select byte matches is CPU 
processing interrupted. 

OPERATION 

Each line can be configured dynamically for 

• Translate Enable 

• Transparent Text Capability 

• Full or Half Duplex Operation 

• Polling Address 

• Selection Address 

In addition, instructions are available to; 

• Answer/Hang Up the Phone 
Sets or Clears the modem control signal Data 
Terminal Ready IOTA). 

• Initiate Write 
Initiates a Write operation 

• Initialize Read Control 
Sets up a Read Operation which will follow an 
automatic line turnaround 

• Initiate Read 
Initiates a Read operation 

• Terminate Read 
Terminates a Read Continuous operation 

• StOP Polling 
Terminates auto potling for a line and 
interrupts 
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ASYNCHRONOUS CONTROL LE R 

FEATURES 

• 2 to 32 asynchronous lines per controller with line 
speeds from 50 to 19.2K Bps 

• Point-to· Point or Multipoint Modes of Operation 

• OMA Access to Main Memory on all I/O Ttansfm 

• EIA (RS232) or Current loop Interfaces 

• Modem support for Bell·type 103 and 202 
(including reverse channel) 

• Each line indivi dually programmable with respect 
to; 
• Baud Rate. 

• Character Size. 

• Computer Parity Generation. 

• Computer Parity Checking. 

• Connection Type. 

• Enable/disable Checking for Signal Characters. 

• Half-Duplex Modem Turn-around Character(s). 

• Read Completion on ETX Character. 

• Default Transfer Mode. 

• Conversational Mode Line Termination 
Character. 

• Conversational Mode Automatic Linefeed on 
Input. 

• Conversational Mode Backspace Type. 

• Conversational Mode Carriage Return/ line 
Feed Delay. 

• Conyersational Mode Forms Control Delay. 

• Page Mode Page Termination Character. 

• Page Mode Psuedo·Polling Trigger Character. 

INTROOUCTION 

The T16/6301 /6302 Asynchronous Controller 
provides a flexible interface for all types of asynchro­
nous communications. For point·te-point applica­
tions the standard GUARD IAN I/O Subsystem will 
support any RS232 or Current Loop Terminal by 
merely configuring the line in SYSG EN. Standard I/O 

calls (READ. WAITE, WR ITE READ) provide access 
to the terminal. For multipoint applications ENVOY 
provides the ability to interface polling terminals such 
as Tandem's T16/6552 CRT Polling Terminal or TI's 
TINET Data Entry Pads. The Asynchronous Con· 
troller is sufficiently fast to support 32 lines all 
running at 19.2K Bps. 

Both conversational and page mode terminals are 
supported. Conversational terminals can specify, as a 
SYSGEN parameter. the characters wnich will be 

interpreted as line termination, line cancel, backspace 
and end-oHile. Page mode terminals can specify, as a 
SYSGEN parameter, the characters wnich will be 

interpreted as Page Termination and Pseudo-poll 
Triggers. 

OPERATION 

Instructions are available to; 

• Initiate a Read 

• Initiate a Write 

• Initiate a Write Read 
Writes data to a terminal. then waits for data to 
be read back from terminal 

• Setmode 
Sets or clears 
• single spacing 
• auto linefeed 
• conversation/ page mode 
• signal characters 
• parity checking 
• bfeak ovvnership 
• access mode 
• read termination on ETX 
• read termination on Signal character 

• Control 
Used for form control and modem connect/ 
disconnect 

TANDEM COMPUTERS, INC . • 19333 Vallee Parkway . Cupertino, Calif. 95014 • (408) 996-6000 
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• Field Proven Disc: Drives for Transaction.oriented 
Systems 

• Hig h Capacity 

• High Performa nce 

• Dual -Ported Disc Drives for Data Integrity 

• Reliable Servo Track POSitioning for Accuracy 

• Intelligent, microprogrammed Disc: Controller 

• Compact, Stand-alone Packaging 

SUBSYSTEM CONFIGURATION 

The Tandem Dual·port Disc Subsystem provides 
high capacity. high performance. high availability and 
high data Integrity 'Of on·line, transaction-oriented 
systems. When used on the Tandem NonStop ftm) 
Compuler System these disc subsystems provide the 
most cost effective solution for transaction-oriented 
applications where data integrity is of paramount 
importance. 

The Model T16/3105 DIsc Controller provides a 
high degree 0' flexibility and expandability. The disc 
controller is actually an intelligent, "backend" disc 
processor capable of supporting up to eight disc 
drives per controller. Because the controller is micro­
programmed a wide variety of disc technologies and 
data base functions can be supported. 

The T1 6/J l 05 Disc Controller connects to two (2) 
I/O channels simultaneously and may be powered 
from either processor in the event of a single 
processor failure. Thus, high availability is insured to 
the controller. 

TANDEM 
DUAL-PORT 

DISC SUBSYSTEMS 

The T16/4103, T1 6/4104 and T16/4105 Disc 
Dnves provide high capacity and performance 
through the use of new diSC technofogles. In addition 
high availability and data integrity are prOVided 
through dual ·pan connections. Each disc drive can 
connect to two (2) controllers simultaneously. 

T16/JI05 OISC CONTROLLER 

The T16/Jl05 DISC Controller is used to interlace 
up to eight disc drives consisting of any mix of 
T16/4 103, T1 6/41 04 or T1 6/4 105 Disc Drives. The 
controller provides high availability to the dnves 
through its dual·channel connection pioneered by 
Tandem in Its other controllers. 

Significant features of the controller include: 

(1) Dual·channel connection 

(2) 4K RAM Buffer for buffering logical records 

(3) DUll recording or the ability to transfer the 
buffer to one or more disc un its without 
having to r6<trlnsml( on the I/O bus 

(4) Support for dUll-access disc drives 

(5) Read without I/O transfer which allows one 

diSC to be COPied to another Without involv­
ing the I/O bus 

The disc controller can be configured so that two 
controllers are connected to the same disc unit. Up to 
eigh t drives can be daisy-chained on one controller. 
With the dual ·ported disc Option daisy·chain failures 
will not cause a loss of the data base, a loss of data 
base Integrity, or I loss of an access path to the data 
base. 
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/ T16/410J, 4104 AND 4105 DISC DRIV ES 

The T16 /4103. 4104 and 4105 Ife stand-alone 
disc drives using the latest in disc technologies to 
provide hi!#l capacity and performance. 

The T16/4103 uses 3330 technology to provide a 
storage capacity of 160M bytes per pack (formatted). 
Performance data includes an average access time of 
28 ms, average latency of 8.35 ms, and a data transfer 
rate of BOOK bytes/second. Data is recorded on an 
eleven-high pack. Servo tracking insures accuracy of 
track following. 
The T16/4104 uses SMD technology to provide a 
storage capacity of 240M bytes per pack (formatted). 
Performance data includes an average access time of 
28 ms, average latency of 8.35 mi, and a data transfer 
rate of 1.2M bytes/second. Data is recorded on an 
ellNen-high pack. Servo tracking insures accuracy of 
track following. 

SPECIFICATIONS 

RECORDING CAPACITY 
Capacity (Unformatted) 
Capacity (Formatted) 
Recording Mode 
Recording Density 
Tracks per Surface 
Tracks per Inch 
Data Surfaces 
Servo Surfaces 

T16/4103 

200M Bytes 
160M Bytes 
MFM 
4040 BPI 
808 + 7 alt 
384 
19 

The T16/4105 uses SMD technology to provide a 
storage capacity of 64M bytes per pack (formatted). 

Performance data includes an average access time of 
30 ms, average latency of 8.35 ms, and a data transfer 
rate of 1.2M bytes/second. Data is recorded on a 
fille·high pack. Servo tracking insures accuracy of 
track following. 

Each of the drives has an option of being 
dual·ported, the ability to connect to two (2) 
T16/3105 Disc Controllers simultaneously. If a disc 
controller or the daisy-chain should fail, the other 
cootroller connection will insure access to the data 
base. 

Each drive uses a linear DC motor (voice coil) for 
accurate and hi{fl speed seeking. Reliable TIL and 
ECL cirwits are used throu{flout. 

T16/4104 T16/4105 

300M Bytes 80M Bytes 
240M Bytes 64M Bytes 
MFM MFM 
6060 BPI 603B BPI 
808+7alt 808+ 15alt 
384 384 
19 5 

PROCESSING SPEED 
Data T ransler Rate 
Spindle Speed 
latency (average) 

BOOK Bytes/Sec 
3600 RPM 

1.2M Bytes/Sec 
3600 RPM 

1.2M ByteslSec 
3600 RPM 

ACCESS SPEEDS 
Minimum (ooe uack ) 
Average 
Maximum 

DISC PACKS 
(all packs must be 
flag free) 

PHYSICAL 
Dimensions (0 x W x H) 
Weight 

ELECTRICAL 
Voltage 

Ph"" 
Operating Amps 

ENVIRONMENTAL 
Temperature (operating) 
Humidity (operating) 
Heat Dissipation 

8.35 ms 

10ms 
28 ms 
55 ms 

3M 936/ 1 I 
CDC 9882 
Memorex Mark XI 
Dysan 

34x19x38 
4651bs 

208V, 60 Hz 
220/240V, 50 Hz 
Th, .. 

6.4 

60-90 F 
20- so,,; 
5800 BTU""'r 

8.35 ms 8.35 ms 

10 ms 6 m, 
28 ms 30ms 
55 ms 55ms 

Dysan (300MB ) CDC 9877 

34x 19x38 34xI9x34 
4651bs 2431bs 

208V, 60 Hz 120V. 60 Hz 
220/240V, 50 Hz 220/240V, 50 Hz 
Three Single 
6.4 B.2 

60-90 F 59-90 F 
20- so,,; 20- so,,; 
5800 BTU""'r 1800 BTU""' r 
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• Tough, Service-Engineered Disc Drives for Critical 
NonStop TM Real Time Transaction-Oriented 
Applications 

• low·Cost High Performance Medium· to High· 
Capacity (10 to 50 Megabytes) Disc Drives 
with Proven Dependability, System Versatility 
and Modular Maintainability 

• Economical High -Speed Reliability with Ad · 
vanced Hybrid and CMOS Technology 

• Fast Data Transfer Rate (312K Bytes/Second) 
for Efficient and Economical Data Processing 

• Wide Choice of Optional Features to Facilitate 
NonStop TM System Configuration or Expansion 
in the Field . 

SUBSYSTEM CONFIGURATION 

The Tandem DIsc Subsystems .....ere particularly 
selected to provide low-cost, high reliability, high 
data capacity, fast data transfer and easy as well as 
economical maintainability. All these parameterl are 
crucial to the exacting requirements of a non-stop 
transaction·oriented environment. 

A standard DISC Subsystem consists of a Disc 
Controller and one or more Moving Head Disc Drives. 
The Controller features two independent I/O Channel 
ports and may be powered from either system 
processor in the event of a single processor failure. In 
addition, a disc failure cannot corrupt the system 
processor's memory since the address and cOlint 
words are held in the I/O processor - not the disc 
controller. 

TANDEM 
SINGLE - PORT 

DISC SUBSYSTEMS 

The Model T16/4 101 is a 10MB capacity drive 
using moving heads while the Model T16/4102 is a 
50MB capacity drive using moving heads. The Model 
T16/3 101 Disc Controller can accommodate 1 to 4 
disc drives in any mix of T16/4101 and T16/4102 
Disc Drive configurations. Each drive connected to 
the controller has its own signal and data cable. No 
daisy cham is used. 

MODEL T16/4101 DISC DRIVE 

Th e T16/4101 Disc Drive is a low·cost, 
medium capacity (lOM Byte) disc drive featuring 
a 3 12KB transfer rate, high-speed random-access 
and pedestal·mounted cartridge disc drive. The 

unit is comprised of one fixed platter of 5MB and one 
remollable top-loading platter of 5MB with allerage 
seek and latency times of 35 and 12.5 milliseconds, 
respectively. This rugged unit also features: a service· 
oriented modular design which eliminates all field 
adjustments, and an automatic cleaning system which 
purges and cleans the disc area to reduce costly 
preventive maintenance. 

MODEL T16/4102 DISC DRIVE 

The Model T16/4102 DISC Drille 15 a 
moderately-priced, higfl-c:apacity (5OM Bytes) disc 
drive ideally suited for large data bases. This 
high-performance unit is a random·access, 
pedestal-mounted disc pack drille and is directly 
I/O interchangeable with the Model T16/4 101 
cartridge disc drive (described above) when the 
Model T16/3102 Controller is installed. The unit 
uses COC R 9873 Disk Packs, or equillalent, fO( 
the storage and retrieval of data. Each removable 
pack contains 11 discs. Average seek time is 35 ms. 
Average latency is 12.5 ms. The transfer rate is 
312KB. 
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SPECIFI CATI ONS 

MODEl 
PARAMETER 

4101 4102 

RECORDING CAPACITY 

C8paclty (Ma){imum Mll9ilby tes, Forrnenedl 10MB SOMB 

Recording Mode Double Freq. Double Freq. 

Recording Density (BPI - Nominal) 2200 2200 

Tracks Per Surface (Maximum) 408 4.6 

PROCESSING SPEED 

Dala Transfer Rale (K Bytes/Second) 312 312 

Spindle Speed (R PM) 2400 2400 

ACCESS TIME !Direct Seek) 

Full Stroke (Milliseconds) 60 7. 

Average IMiliiseoondsl 35 35 

One-Track IMilhr.eoondsl 7 I. 
DISC CARTRIDGE/ PACK 

Number 01 D,sG 1 1\ 

1Mble Surface,; 2 2. 

Peck Type 5440equiv. 231 4-2 equiv. 

MOOEL 

PARAME TE R 
4101 4102 

RECORDING HEADS 4 2. 

PHYSICAL: 

Dimensions IL x W x H Inches) 29·3 /4 x 18·1/2 It 34 32·1/2 x 27·112 It. 38 

Weight (Pounds) 252 71\0 

ELECTRICAL: 

Voltege 1 2 
50 11.0 50 11.0 

Frequency (Hz) Disc 60 11.0 6011.0 

Power R.ling (Operating AMPS) 4.6 5 .• 

Po_ Rating (Surge AMPS) 9.2 22 .• 

ENVIRONMENTAL: 

Opef~ling Temp&r8lure r F) 60 - 90 60 - 90 
Operlling Humidily (Non·Condensing) 10 -~ 10 -80'.4 

Non·Operaling Temper8lu re rF) -30 10 1&1 -3010150 

Non-Operating Humidity (Non-<:Ondensingl 5 - 95% 5 - 95% 

Notes CD 
o 

Integr.' 100 _ 250 VAC! 10% lit SO or 60 Hz (Stllndardl, ,ingle phue o r two phMe. 

208 VAC i 10'1' at 60 Hz Of 220 VAC i 1 0% 8t SO Hz (Sl8ndlrd). 200, 230. 240, or 
2SO VAC i 1 0% 81 SO or 60 Hz (Optionall. three phlSll. 
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• Economical Medium to High-Speed (300 to 1500 
Ipm) Fiel d-Proven Performance 

• Wide Selection of Vertical and Horizontal Form 
Formats 

• Versatile ASC II or OCR Compatible Character 
Sets (64 or 96 Characters in 132 columns) 

• Rugged Solid-State Reliabi lity and Easy 
Modularized Maintainability wit h Self·Contained 
Service Aids 

SUBSYSTEM CONFIGURATION 

The Tandem Uneprinter Subsystems were 
Hpecially selected to offer the user a wide choice In 

price/performance trade-ofts to meet individual 
transactIOn-oriented applicatIon needs. The standard 
subsystems COOSlst of one Of more Series T16/5500 
lineprinters and I Model T1613302 lineprinter 
Controller. The controller incorporates Tandem's 
NonStop TM feature of two independent 1/0 ports. In 
the event of a single processor failure, the controller 
automatically switches over to the second processor. 
In addition, • Uneprinter failure cannOl corrupt I 

processor since the critical control parameters are 
held in the I/O processor - not the Lineprinter 
Controller. 

The Tandem Lineprinter Subsystems were human­
engineered to provide easy on· line non· stop main­
tenance and elCpandability in the field. The rugged 

TANDEM 

LINEPRINTER 
SUBSYSTEMS 

modularity concept employed ensures that these 
subsystems perfOfm their function with a minimum 
of preventive and/Of corrective maintenance 
downtime. 

MODE L T16/5502 LINEPRINTER 

The Model T16 /5502 Lineprinter is a 
medium-priced, low-speed 1300 Ipm) drum unit 
featuring I 12-channel Vertical Format Unit 
(VFU). The VFU utiljzes IBM·compatibie carriage 
,apes. The unit provides 132 columns of either 
64 or 96 loptionll, ASCII characters with I 

spacing of 10 charlCten/inch horizontally and 6 
or 8 lines/inch vertically. Optionally. the Unit 
features OCR charlCter set with appropriate 
fonts. For service and maintenance. an optional 
self-test code generator is also available. This unit 
accepts up to &part fanfold edge-punched forms 
4 to 16.75 inches wide. 

MODEL T16/550l LINEPRINTER 

The Model T16/5503 Lineprinter is a low­
priced, medium speed 1600 Ipml drum unit 
incorporating the same features as the Model 
T16/5502 described above. The minimum printing 
rite is maintained at 436 lpm even when the 
optional 96 character set is incorporated. 
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MODel T16/5504 LINEPR INTER 

The Model T16/5504 Lineprinter is a 
moderatelv-priced, medium-speed (900 Ipm) drum 
unit identical to the Model T16/ 5502 described 
above. This rugged, compact unit also accepts up 
to 6-part forms. 

MODel T1 6/5505 LI NEPRINTER 

The Model T16/S505 lineprinter is a high­
perfOfmance, high-speed (1500 Ipm) train unit 
ideallv suited for high-volume on-line transaction­
oriented applications where speed and reliability are 
critical. The unit incorporates all the features of the 
Model T16/5502 and, in addition, provides .. powered 
paper stacker. This uni t also handles up to 6-part 
fanfold edge-punched forms 4 to 16.75 inches wide. 

OPTIONS 

MODEL 

DESCR IPTION , .. , , .. , , ... , .. , 
ASCII 96-dla'K'ff Set YES YES YES YES 

OCR Cn.<8Cl!'r Set YES YES YES YES 

Veng F",""" Un,t!'tIFUJ YES YES YES YES 

EI.PM<! T,,.. Mflef YES YES YES YES 

$el1.Tfl! FfIlU" YES YES YES YES 

Sl'"~ EI,m,~'''' YES YES YES YES 

PO'de<t.-! Moun' STO STO STO STO 

Notn: <D 

SPEC I FICA nONS 

MODEL 
PARAMETER , .. , "'" "'" 5505 

PHYSICAL: 
0,..-,,,,,,, U. "W" HI 26.33,,41> 26.33,,45 36,,33,, 45 24.48,,46 
W •• ghl )POI.IndIo) '" '" '" ''''' 

ELECTRICAL; 
Voh. IS •• Ph_ VAe) , , , 230% 10'11. 

Fr.~nc:v !Hd 
50! 2.0 60! 2.0 eo 1 2.0 60 1 3.0 
50.! 2.0 50%20 50 1 2.0 50 1 3.0 

P_ Ru"", CW.tu) '" ... '" <3 KW 

ENVIRONMENTAL.; 
Temge,."". (el 10- 37 10- 37 10- 37 10- 43 
Hu ..... (hly JNon-Condfns.,ngJ 30 - "'" 30-"" 30-'" 10 -~ 

PRINTING; 
T,~ "'- 0,,,,,,, D~ 0,_ 
Sond 164 o..acttr SI1lpm) '" '" 

.,. 
"'" SPHd (96 o-act .. Set Ipm) '" ". '" ",. 

CDlurn .... (Sland .. o;I) '" '" '" '" HonlDnul SpICIf'Og 

lo..aC1eu/tnchl " " " " V.IIU 5pK"" 
Il'nnflnd>1 ~, '" ~, '" P_ Wodthl [lnchftl "·16.7S .. _ 1671> .. - 16.15 .. - 16 75 

TRAP\I$MtSSION: 
Cock ISI.r>d¥dl ASC" ASC" ASCII ASCII 

NOle: CD lelO. 115. l~:1OO, 2'001 240' I !)';. 

TANDEM COMPUTERS, INC . • 20605 Valley Green Dr. - Cupertino, Calif. 95014 • (408) 255-4800 
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• Flexible and reliable NonStop(tml Magnetic Tape 
Controllers 

• 800 bpi NRZI andlor 1600 bpi PE Magnetic Tape 
Orives 

• 45 ips or 125 ips Mignetic Tape Orives 

• 9 track recording, IBM Ind ANSI compatible 

• Ease of servicea bility 

SUBSYSTEM CONFIGURATION 

The Tandem Magnetic Tape Subsystem 
provides reliability and performance for Non­
Stop transaction-oriented systems requIring 
magnetic tape capability. A basic Magnetic 
Tape Subsystem consists of a NonStop 
magnetic tape controller and one or more 
magnetic tape drives. Two controllers are 
available - the T16/3201 Magnetic Tape 
Controller handles 800 bpi NRZI formats and 
the T16/3202 Magnetic Tape Controller 
handles both 800 bpi NRZI and 1600 bpi 
Phase Encoded (PEl formalS. 

80th controllers are dual-ported. Each 
connects to two I/ O channels simultaneously 
so that in the event of a single failure 
(processor, power supply or 110 channel) the 
other port can maintain a data and control 
path to the magnetic tape drives. 

TANDEM 
MAGNETIC TAPE 

SUBSYSTEMS 

Each controller can contro l one or two 
drives. 

Three tape drives are available. They can be 
configured in 800 or 1600 bpi, NRZI or PE 
recording formats, and have tape speeds of 45 
or 125 ips. 

The drives were designed to provide ease of 
maintenance. All major service functions can 
be performed from the front door opening. 

MOOEl T16/5101 MAGNETIC TAPE ORIVE 

The Model T16 /5101 Magnetic Tape Drive 
is a moderately priced, medium speed direct 
drive unit. Tape speed is 45 ips using 800 bpi 
N RZI recording formats. The effective data 
rate is 36K B. 

The drive uses 9 track recording and is 
compatible with IBM and ANSI standards. 
The drive uses standard 1/2" tape and can 
accommooate reels up to 10.5 inches in 
diameter using standard IB M hubs. 

Da ta integrity is maintained by the use of 
VRC, LRC and CRCC checking. 

MOOEL T16/5103 MAGNETIC TAPE DRIVE 

The Model T16/5103 Magnetic Tape Drive 
is a moderately priced, medium speed direct 
drive unit. Tape speed is 45 ips. Recording 
mode is dual·density using either 1600 bpi 
Phase Encoded (PEl recording formats or 800 
bpi NRZI recording formats. The effect ive 
data rate is 72KB or 36KB depending on the 
operator-settable switch. 
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The drive uses 9 track recording and is 
compatible with IBM and ANSI standards. 
The drive uses standard 1/2" tape and can 
accommodate reels up to 10.5 inches in 
diameter using standard' BM hubs. 

Data integrity is maintained by the use of 
VRC, LAC and CRCe checking, 

MOOEL T16/5104 MAGNETIC TAPE ORIVE 

The Model T 16/5104 Magnetic Tape Drive 
is a moderately priced. high speed vacuum 
column unit. Tape speed is 125 ips. Recording 
mode is dual -density using either 1600 bpi 
Phase Encoded (PE) recording formats or 800 
bpi N RZI recording formats. The effective 
data rate is 200KB or 100KB depending on 
the operator-settable switch. 

The drive uses 9 track recording and is 
compatible with I BM and ANSI standards. 
The drive uses standard 1/2" tape and can 
accommodate reels up to 10.5 inches in 
diameter using standard IBM hubs. 

Data integrity is maintained by the use of 
VRC, LRC and CRCC checking 

SPECIFICATIO NS 

Characterist ics 5101 

Tape Speed (ips) 45 
Recording Densi ty (bpi) 800 

Transfer Rate (cps) 36KB 
Recording Format 9-track 

NRZI 

Tape Aeels 1/2" 
std IBM hub 

Rewind Time (i ps) 300 

Transport Tension Arm 

Checking LAC, 
VAC, 
CACC 

MOOEL T16/3101 MAGNETICTAPE 
CONTROLLER 

The Model T 16/3101 Magnetic Tape Con­
troller provides the ability to attach up to twO 
NRZI tape drives. Connections are starred 
rather than daisy·chained to insure maximum 
utilization. The controller allows each drive to 
operate at 800 bpi using NRZI recording 
formats as specified in ANSI X3.22-1973. The 
controller allows tape speeds of 45, 75 or 125 
ips. The controller conforms to IBM standards 
for 9 track digital recording. 

MOOEL T16/3102 MAGNETIC TAPE 
CONTROLLER 

The Model T16/3102 Magnetic Tape Con­
troller provides the ability to attach up to two 
N RZI and/or PE tape drives. Connections are 
starred rather than daisy-chained to insure 
maximum utilization. The controller allows 
each drive to operate at 800 bpi using NRZI 
recording formats as specified in ANSI 
X3.22-1973 and/or 1600 bpi using Phase 
Encoded recording formats as specified in 
ANSI X3.39-1973. The controller allows tape 
speeds of 45. 75 or 125 ips. The controller 
conforms to I BM standards for 9 track digital 
recording. 

5103 5104 

45 125 
800/ 1600 800/ 1600 
36n 2KB 1QOI200KB 
9-track 9-track 

NAZI/PE NAZI/PE 

1/2" 1/2" 
std IBM hubs std IBM hubs 

300 375 

Tension Arm Vacuum Column 

LAC. LRC, 
VAC. VRC. 
CRCC CACC 
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TANDEM 
UNIVERSAL INTERFACE 

FEATURES 

• Provi des 8/16 1ioe parallel interface 

• Operates half-duplex, bi- directi onal at up to 4 
MBvtes/sec 

• Uses both TTL and Differential logic 

• Contains dual-channel connected logic for 
fault-tolerant operati ons 

INTRODUCTION 

The T16/3401 Universal In terface (UI) 
provides the ability to interface custom 
equipment to the T16 Computer System. The 
UI is capable of attaching two devices that 
have 8 or 16 line parallel data interfaces to 
the Tandem 16 Computer. The Universal 
Interface (U I) provides a device data path that 
is buffered (16 words deep), bi-directional, 
and capable of operating in half-duplex mode 
at a sustained data transfer rate of up to 4 
Mbyte per second (depending on the channel 
configuration). It interfaces to one device 
over positive or ground true TTL lines for 
short distances (up to 25 h) and to the 
second device over differential lines for longer 
distances (up to 500 h). The data path 
between either or both of the two devices and 
the UI can be either one byte (8 bits) or one 
word (16 bits) wide. 

Configuration of the UI is accomplished by 
software and by configuration jumpers in the 
connector hood. 

DATA PATH 

The UI can be used to interface both input 
and output devices requiring a data path 
width of either one byte (8 bits) or one word 
(16 bits) in half·duplex mode. Data is 
transferred between the UI and the channel in 
bursts consisting of several words. For input 
or output devices that operate in word mode, 
the UI passes data words directly to and from 
the device on the DATA 0: 15 interface lines 
(Figure 1). For output devices that operate 
in byte mode, the UI disassembles data words 
from the channel and transfers data bytes to 
the device. For input devices that operate in 
byte mode, the UI assembles data bytes from 
the device and transfers data words to the 
channel. I n byte mode, data is transferred to 
and from the device on the DAT A 8: 15 
interface l ines (Figure 1). The width of t he 

device data path is program controlled, such 
that a device with a one byte wide data path 
can have additional control signals sent to it 
on the remaining eight data lines. For 
example, some terminals have a one byte data 
path but require 12 bits for cursor addressing. 

DATA TRANSFER 

Data transferred between the UI and a 
device may be strobed in a handshake 
sequence or pulsed without a handshake. In 
Handshake Mode, the device response can 
either lead or follow the UI data strobe. In 
Pulse Mode, the UI data strobe is used to 
pulse data to the device on write operations 
with no response from the device, while for 
read operations, the device response is used to 
pulse data to the UI with no response from 
the UI. 

DATA PARITY 

Odd parity is generated and checked for 
each data word that is transferred between 
the channel and the UI. The parity that exists 
between the UI and each device is defined by 
configuration jumpers in the connector hood. 
The jumpers select odd, even or no parity. 

DATA TRANSFER TERMINATION 

A data transfer sequence between a device 
and the lID channel is initiated with an ErO 
instruction executed by the CPU program. 
When a specified number of bytes have been 
transferred, the sequence is terminated in one 
of three ways: 1) by the 1/0 channel, 2) by 
the device, or 3) by the UI. 

UI STROBES 

The UI is capable of transmitting up to six 
strobe signals to a device, one of which is the 
Data Strobe. The other five strobes can be 
transmitted individually or in combinations 
under program control. 

Two strobe signals are provided that can be 
pulsed before and after data transfer. The 
"before" strobe (Strobe 4) is 1 J.1s in duration 
and the "after" strobe (Strobe 5) is 10 IlS in 
duration. 
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Two strobe signals (Strobe 2 and Strobe 3) 
can be held active during the entire data 
transfer. 

One strobe signal (Strobe 1) can be gated 
during data transfer by an external trigger 
from the device. 

I n a ground-true TTL interface, Strobes 1 
through 5 can be wired together in the 
connector hood in any combination to "or" 
their respective functions. 

UI STATUS 

Device status is presented to the Ulan 
eight (8). interface lines, STATUS 8: 15. These 
signal lines can be jumpered to the STATRES 
0:8 pins in the connector hood to form the 
desi red status results. 

Controller (UI) and device status words are 
transferred to the CPU program in the CPU's 
register stack in response to EIO, 110 and 
HIIO instructions. 

UI DEVICE ADDRESSING 

All devices attached to a processor I/O 
channel are assigned unique Physical Unit 
Addresses. The Physical Unit Address is 8 bits 
in length and consists of a 5 bit Controller 
Number and a 3 bit Unit Number. The 
Controller Number is defined by switches on 
the UI board; Unit Number 0 is the device 
attached to the TTL interface and Unit 
Number 1 is the device attached to the 
differential interface. 

UI COMMANDS 

Commands are issued to the UI by 
executing EIO (Execute Input/Output) 
instructions in the CPU program. The UI 
command set is comprised of the following 
commands: 

- SENSE 
- TAKE OWNERSHIP 
- DISABLE PORT 

- SET COUNT 
- READ 
- WRITE 

K OATA 0:1 5, P ) 
DATA STROBE 

STROBE 1 

STROBE2 

STROBE 3 

STROBE 4 

STROBE 5 

UI DEVICE 

K STATUS 8:15 

I 
< STATRES 0:8 

RESPONSE IN 

EXT TRIG IN 

CON lOOP OUT 

CON lOOP IN 

Figure 1. UI/Device Interface 
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The Tandem 6520 block mode terminal represents a 
significant advance In state-o'-the art technology. De­
signed specifically for us. In the on-line transaction 
environment, the 6520 underscores Tandem's commlt­
manllo making transaction processing easIer and more 
reliable. 

Ths Tandem 6520 features include: 
• MEMORY PARITYfordatalnlegrity 
• MULTIPLE DISPLAY PAGES for high data throughput 

and reduced line utilization 
• FULL COMPLEMENT OF VIDEO AND DATA 

AnAIBUTES, EDITING AND PROGRAM FUNCTION 
KEYS tor ease of operation 

• CONVERSATIONAL AND BLOCK MODES 
• SYNCHRONOUS AND ASYNCHRONOUS PROTOCOLS 

for simplified communications 
• POINT TO POINT AND MULTIPOINT AT SPEEDS UP TO 

19.2 K BPS for Increased flexibility In data transmissions 
• RS-232 AND CURRENT lOOP for ease in 

communication Interlace. 

IncraaS9d Dstel. --
Tandem~ commitment to data integrity has now been ex· 
tended 10 the 6520 termmal through Ihe use of panty on all 
display memory. No olher terminal configuration can as rell· 
ably transmit to and receive data from the hosl processor. 
monitOring It for accuracy. Nor can otMer terminals provide as 
much assurance as the 6520 thai the dala displayed on the 
screen IS the dala actually receIVed by the termmal. 

The Tandem 6520 provides immediate feedback 10 Ihe oper­
atQ( if a memory panty error occurs, by displaying an error 
message on Ihe 25th Ime of the screen. It also terminates any 
110 IransactlOn in process to prevent contammallon of the data 
base 

t-:i h ..,,,ta Thr u_hput 
The Tandem 6520 has an impressive multiple display pagmg 
faci~ty which significantly enhances throughput - a critical 
factor in the on·line transaction enVlfonmenl. 

While interacting wilh an operator on a screen d isplay. the 
6520 terminal can be transmitting from, or receiving Into. any 
one 01 the five 1920 character pages allhe same hme. 

The multiple display pagrng feature gives Ihe hosl processor 
the option 01 writing 10. or reading from, any page of the 6520 
termmal allIs dlscretlCWl. 

¥8~@)§~ 
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2aseofOpere ion 
The Tandem 6520 provides a lull complement of video and 
data attributes for ease of operation. Video anributes Include 
reverse Video, bfinklng, non·dlsplay. underscore and two pr0-
grammable brightness levels. A 25th dlsptay line is provided for 
status Informahon. 

Oala attributes Include protected and unprotected fields, 
alpha/numenc or atphanumenc only fields, Upshifted fietds, 
modIfied field indicatIOn and auto-tab disable fields. 

The 6520 provides an Impressive array of editing and functIon 
controls for easeol use. local and remote editing functIOns are 
an Integral part of the lermlnal design, conlinUing Tandem'S 
commitmenllO fully dlslributed processmg. 

Editing keys include: cursor up. down, left. right, home and 
return. Screen control keys inctude erase character/line/ field/ 
page. character/ line msert and delete, setlclear labs. for· 
wardlback tabulation, roll up and down, next/prevIOus page 
and numenc key pad 

There are 16 function keys. providing 32 user·programmable 
funChons, for greater flekibihty in defining applicatIon depen· 
dent func1lons. 

. 
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The Tandem 6520 allows a high degree of flexibility in the ways 
it may be utilized by Tandem 16 systems. allowing increased 
ease 01 configuratIOn and ell:pansion, a very Important factor In 
the on-bne transaction oriented environment. 

Conversahonal mode allONS the terminal 10 interac1 With the 
host processor on 8 character-al-B'IIn'le baSIs' Display mem­
ory IS organized as 120 Hnes by 40 or 60 charac1ers wide. 24 
hnes of which are displayable at a lime. The screen may be 
rolled up or down teVlew 811120 lines. 

Block mode operation allows the lerminallo transmit and re­
ceived blocks 01 characters. Display memory is referenced as 
five pages 01 1920 characters or 10 pages of 960 characters. 
Raids may be designated as PROTECTED, which will not 
allow entry mto those frelds from the keyboard. Through the 
use of the READ MODIFIED command, only fields which have 
been mocilfied from the keyboard will be transmitted by the 
terminal. 

Tandem software subsystems - including the VS Block Mode 
EdItor, the EXPAND Network Monitor, and the PATHWAY 
Transaction ProcessIng System - will take lull advantage of 
the block mode capabilitIes 01 the 652 0 terminal. 

Synchronous operahon allows attachment of the 6520 10 the 
Tandem TI616202 Byte SynChronous Controller In block mode 
via a hall Of lull duplex RS-232 communlcahon Imk. The 6520 
IS connected mul1lpolnt WIth one to 63 Tandem 6520 termmals 
on the same communIcatIon link. 

Asynchronous operation allows attachment of the 6520 10 the 
Tandem TI6I6303 or 6304 Asynchronous Communications 
Controller vIa a half Of lull duplex RS-232 commuOlcahon link 
ei ther point to POlOt 10 conversatIonal or block modes. or mul­
tIpoint 10 block mode. The 6520 may also be connected 10 the 
6303 or 6304 controller via a 20 ma current loop link in point to 
pomt conversatIonal Of block modes. 

Both synchronous and asynchronous communications pro­
tocols allow the 6520 10 operate at nine different speeds be­
tween 110 and 19.2 K BPS. 

Tandem also oilers the 6524 termmal which has the same im· 
pressive leatures as the 6 520, plus the printer port option. 

Specifications 

DISPLAY FEATURES 

Physical 
12 Inch dlagonal screen 
2,000 characters per screen 
25 ~nes x 40180 characters per screen 
7x9 or 14x9 dot matrix character generatlOl'l 

Memory 
1 panty bit per byte 
120 hnes x 40180 characters in conversational mode 
5110 pages x 19201960 characcers in block mocle 

Video Attributes 
Reverse video 
2 brightness levels 
Blinking 
Underscore 
Non·display 
Blinking underscore/reverse video cursor 
AddressableJreadable cursor 

Data Attributes 
Protected/unprotected fields 
Modified dala tag/partial screen transmit 
AiphalNumencJAlphanumeric only fields 
Upshifted fields 
Auto-lab dlsabled fields 

KEYBOARD FEATURES 

Style 
Typewriter 
32 program lunction keys 
10 key pad 
Repealtng keys 
Audible alarm 

Editing Functions 
Roll up/down 
SetJclear tabs 
ForwardJreverse tabutahon 
Character/line Insen and delete 
LineJpage erase 
Upldown 1efIJright/hOme/rmurn cursor controls 
Previous,. next page 

COMMUNICATION FEATURES 

Conversational Mode 
Block Mode 
ASCII code 
SynchronousJAsynchronous protocols 
HalUfull duplex 
Pomt 10 poinVmultlpoint 
AS·232120ma current loop 
SpeedS of 110, 150, 300, 1200, 1800, 2400, 4800, 

9600, 19,200 bps 

ENVIRONMENTAL FEATURES 

Ph ysIcal 
13Y x 17.0- x 22.0~ (HxWxl ) 
40tbs. 

Electrical 
1ODn20 V/IC, 60 HZ, 2 Amps 
220/240 VPC, SO HZ, 1 Amp 

TemperaturelHumid lty 
40F 10 95F (SC to 35C) 
roo,.. 10 80",. relative humidity (non-coodensing) 

Mounting 
Tabletop 

TA NDEM COMPUTERS INCORPORATED, 19333 Vallco Parkway, Cupertino, CA 95014. Toll Free (BOO) 538-9360 or 
(40B) 996·6000 in California. Offices throughout the Uniled States. Canada, Europe and the United Kingdom. DIstributors in 
Auslralla, Finland, Mexico and Venezuela_ 
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• Hig h Performance Terminals for NonStophm) 
Transaction- Oriented Applications 

• Select from Key board/Pri nte r, CRTs or ReCf!ive­
Only Printer 

• Asy nchronous RS2l2 or 20mA Current Loop 
Interfaces 

• CRT Speeds to 19.2K bps 
• Serial Printers Speeds to 200 cps 

• Field Proven Reliability 

SUBSY STEM CONFIGURATIONS 

The Tandem Terminal Subsystems offer 
the user a wide selection of operational 
benefits to maximize the Non·Stop features 
of the system and minimize program develop­
ment overhead. All terminals meet or exceed 
ANSI, E I A and ECMA standards in addition 
to being UL certified. A wide range of options 
are also offered to meet the individual needs 
of a customized or diversified application. 

A basic Terminal Subsystem consists of a 
Multiplexer, a System Console and up to 16 
additional terminal lines. The MUltiplexer is 
comprised of a Model T16/6301 Asynchro­
nous Controller and one or two Model 
T16/6302 Asynchronous Extension Inter­
faces. The dual -port Controller handles up to 
32 independent communication lines for 
modem or direct-wire connection compatible 
with single- or multi-drop terminals. One line 
is dedicated to the hard- or soft-copy system 
console. Each Asynchronous Extension pro­
vides an interface for up to 15 additional 
terminal lines. 

MODELS Tl6/66DJ·66D4 KEYBOARD/PRINTER 
TERMINALS 

The Models T1 6/6603 and T 16/6604 
terminals provide hard-copy output combined 

TANDEM 

TERMINAL SUBSYSTEMS 

with keyboard input at a low cost. Both 
models offer a 59 charac ter keyboard , 30 
characters per second print ing using a 5 X 7 
dot matrix, 132 characters per line and the 
ability to print all 96 ASCI I characters while 
transmitting 128 ASCI I characters. Each 
model is suitable for operator logging, error 
message logging, and operator input to the 
Tandem system. 

Both models are identical in every respect 
except interfacing. The Model T1 6/6603 uses 
an EIA RS232 interface while the T1 6/6604 
uses a 20 rnA current loop interface permit· 
ting hard-wired operation up to 1500 feet 
away. 

MODELS Tl6/6401 ·64D2 CRT TERM INALS 
The Models T1 6/6401 and T1 6/6402 CRT 

Terminals provide the performance and 
rel iabiti ty of cathode ray tubes at less cost 
than keyboard/printer terminals. Both models 
incorporate a compact 12 inch CRT which 
displays 24 lines by 80 characters, or 1920 
characters per screen. The standard keyboard 
provides 59 keys for ease of data entry. Upper 
Case/ Lower Case may be chosen as an option . 
Transmission rates are switch selectable from 
75 to 19,200 bps. Thus display ra tes up to 
1920 characters per second are attainable_ 

Both models are identical in every respect 
except interfacing. The Model T 16/6401 uses 
an EIA RS232 interface while the T1 6/6402 
uses a 20mA current loop interface permitting 
hard-wired operation up to 1500 feet away. 

MODELS T16 /6S11 ·6S12 PAGE·MODE CRT 
TERMINALS 

The Models T1 6/65 11 and T1 6/651 2 CRT 
Terminals provide increased capab ility over 
the T 16/6401-6402 CAT Terminals by the 
use of page-mode display screens and added 
keyboard functions. Both models incorporate 
a compact 12 inch CAT which displays 24 
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/ lines by 80 characters, or 1920 characters per 
screen. The standard screen provides the 
ability to define protected and data entry 
fields for page-mode operation. The standard 
keyboard provides 68 keys for ease of data 
entry. In addition to the standard keys a 
ten-key pad, 16 function keys, edit function 
keys, and cursor control keys are provided. 
Upper Case/ Lower Case is switch selectable. 
Transmission rate for both models is 9600 
bps. Thus display rates up to 960 characters 
per second are attainable. 

Both models are identical in every respect 
excep t interfacing. The Model T16/6511 uses 
an EtA RS232 interface whi le the T16/6512 
uses a 20mA current loop interface perm itting 
hard-wired operation up to 1500 feet away. 

MODEL 5508 SERIAL PRINTER 
The Model T16/5508 Serial Printer pro­

vides high performance seria l printing at a 
modest cost Using a 9-wire ballistic head, the 
T 16/5508 generates 7 X 9 dot matrix char­
acters at speeds of 200 characters per second. 
Printing is bi ·directional to provide maximum 
throughput for NonStop applications. Both 
upper and lower case characters can be 
printed. A versatile electronic VFU provides 
flexible forms control. 

The T16/5508 uses a 20mA current loop 
interface. No specia l line printer interface is 
required since a current loop port on the 
Asynchronous Mul ti plexer can be used. The 
T16/5508 can be hard-wired up to 1500 feet 
from the Tandem system. 

SPECIFICATIONS 

Device Type 

PRINT/DISPlAY/ KYBD 
Type 
Character Gen 

(Dot Matrix) 
Columns 
Lines 
Character Display 
Horizontal Spacing 
Diagonal Display 
VFU 
Keyboard 
Printing 
Print Speed 

Transmission 
Cod. 
Connection 

RS232 
20mA CL 

Line Speed (bps) 

Mounting 

Electrical 
Voltage 

Operating Amps 

Physical 
Dimensions 

(LxWxH) 
Weight (lbs) 

Environmental 
Temperature 
Humidity 

T16/6603-6604 

KYBD/PTA 

Impact 

5X7 
132 
n/. 
n/. 
10 
n/. 
no 

59 keys 
Unidi rectional 

30 cps 

ASCII 

6603 
6604 

300 

Pedestal 

110V, 60Hz 
220V, 50Hz 

3.1 

24x28x34 

120 

5O-104F 

10-90% 

T16/6401 ·6402 

CRT 

CRT 

5X7 
80 
24 

1920 
n/. 
12" 
n/. 

59 keys 
n/. 

1920 cps 

ASCII 

6401 
6402 

75 to 19.2K 

Table- top 

110V, 60Hz 
230V, 50Hz 

0.8 

2Ox16x13 

32 

41·122F 
5-95% 

T16/6511·6512 

CRT 

CRT 

5X9 
80 
24 

1920 
n/. 
12" 
n/. 

116 keys 
n/. 

960 cps 

ASCII 

6511 
6512 
9600 

Table-top 

110V, 60Hz 
230V, 50Hz 

2.0 

24x21x13 

50 

41·122F 

5-95% 

T1615508 

AID PTA 

Impact 

7X9 
132 
n/. 
n/. 
10 
n/. 
y" 
n/. 

Bidirectional 
200 cps 

~ ASCII 

n/. 

V" 
9600 

Table-Top 

110V, 60Hz 
220V, 50Hz 

4.0 

16x23x13 

45 

39-95F 
2(}'90% 

TANDEM COMPUTERS, INC. _ 19333 Vallco Parkway - Cupertino, CA 95014 - (408199&6000 
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GUARDIAN OPERATING SYSTEM SOFT1'lARE 

Overseeing Tandem 16 System operation is the Tandem 16 
Guardian Operating System . Guardian provides the multi­
processing (parallel processing in separate processor 
modules), multiprogramming (interleaved processing in one 
processor module), and NonStop capabilities of the Tandem 16 
Computer System. 

In a typical system, master copies of the Guardian Operating 
System, configured for the specific application, are kept in a 
"system" area on a disc volume . Critical and frequently used 
parts of Guardian are resident in each processor module ' s 
memory . As such . the system's capabilities are maintained 
even if a module fails . Non-critical or less frequently used 
parts of Guardian are virtual and are brought into a processor 
module ' s memory from disc only when needed . 

Several functions of Guardian are transparent to application 
programs. These include : 

The preparation of a program for execution in virtual 
memory when a request is made to run a program . 

The capability for processes to communicate with 
each other regardless of the processor module where 
they are executing . 

Providing the virtual memory function by automaticallY 
bringing absent memory pages in from disc when needed . 

Scheduling processor module time among multiple 
processes according to their application-assigned 
priorities (a "process" is an executing program). 

Guardian provides an additional and extremely important function . 
Concurrent with application program execution, Guardian 
continually checks the integrity of the system . This is 
accomplished as follows : Guardian in each processor module , 
at a predefined interval, transmits "I'm alive" messages to 
Guardian in every processor module (this interval is 
typically one second) . Following this transmission, Guardian 
in each processor module checks for receipt of an "I ' m alive" 
message from every other processor module. If Guardian in 
one processor module finds that a message has not been received 
from another processor module , it first verifies that it can 
transmit a message to its own processor module; if it can, it 
assumes that the non- transmitting processor module is inopera ­
tive; if it can't , it takes action to insure that its own 
module does not impair the operation of other processor modules. 
In either case, Guardian then informs system processes and 
interested application processes of the failure . 



An impor tant service provi ded by Guardian is file manage­
ment . File management is the means by which application 
programs perform input /output operations in the Tandem 16 
computer system . A "file " can be all or a portion of a 
disc pack , a non- disc device such as a terminal or line 
printer , a process (i . e . , running program) , or the operator 
console. Files are identified by symbolic "file names ." 
This frees the programmer from needing to know the physical 
addresses of I/O devices and permits addition and recon­
figuration of input/output devices without the need to 
rewrite or recompile programs. 

File management operations are performed by calling proce­
dures that are part of the operating system . All files are 
accessed through this same set of procedures, thereby providing 
a single, uniform access method . Additionally , the file 
management procedures are designed so as to eliminate the 
peculiarities of various devices . 

An application program "sees " operating system services as 
a set of "library" procedures . The library procedures have 
names such as "READ , " "'''RITE ,'' "OPEN , " etc . To request 
an operating system service (e . g ., input) , a call to the 
appropriate operating system procedure is written in the 
application program (e . g ., "READ") . (The operating system 
library procedures exist in the System Code area and therefore 
are shared by all processes . ) 

Another Guardian feature is "mirrored " disc volumes. A 
"mirrored" disc volume consists of a pair of physically 
independent disc devices. The purpose of a mirror volume 
is to insure that the information on a disc volume (i.e ., 
operating system , programs , virtual - swapping-area , and 
application data) will be available even if one of the disc 
drives fail . When a write is made to a mirror volume , 
Guardian records the data to be written on the packs of 
both disc devices . As a result , both disc packs contain 
identical information . If one of the disc devices becomes 
inoperable, Guardian performs all reads and writes to t h e other 
operable disc volume. The operation of a mirror volume is 
entirely transparent to both application programs and system 
users . 

Process control is another important service provided by 
Guardian. Through the process control functions , an appli­
cation process can run and stop processes in any processor 
module in the system and can monitor the operation of any 
processor module or any process running in the system . If a 
module fails or a process stops, or if a failed module becomes 
operable, Guardian will notify the application process . Process 
control functions are invoked by making call to operating system 
procedures . 



All Tandem System programs and operating system proceDures 
are designed to operate with standard character-moce 
terminals, with or without communications mociems. No 
special programming ~s required . Tandem also provides the 
ENVOY Data Communications Manager as part of its standard 
operating system. ENVOY supplies data communications 
services for asynchronous and binary synchronous communi ­
cations networks in both point - to-point and multipoint 
networks. For remote job entry with batch data transmission, 
the Tandem EXCHANGE system can be used by an operator or 
programmatically . Tne EXCHANGE system is an extremely 
flexible 2780/3780 emulator software package that has 
capability beyond the classical IBM prODuct. 
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SECURITY 

The Guardian Security System is designed to fulfill three 
objectives: 

1. Prevent inadvertent destruction of files through 
purging or overwriting. 

2 . Prevent unauthorized access to sensitive data files by 
programmers or operations personnel . 

3. Prevent unauthorized interference with executing pro­
grams (processes) . 

Additionally, the Guardian Security System is designed so as 
not to interfere with application design in systems where 
security is not desired. 

Additional security may be provided by the application 
program. Some examples of application program security checks 
are : 

Limitation of Capability at a Terminal 

It is not necessary to have a Guardian Command Interpreter 
executing at an application terminal . Therefore, the 
application program has control over what the terminal 
operator sees. The application program can limit the 
functions that the terminal operator can perform . 

Physical Security 

Programs which alter or produce reports of sensitive data 
may include routines which check the terminal from which 
they are run. This allows the application to restrict 
the running of the program to a specific terminal which 
is physically secure (e . g., in a locked office for which 
there is only one key). 

Special Devices 

These include authorization terminals such as badge 
readers, fingerprint readers, etc. 

Individuals that have access to the system are called "users . " 
In general , there are four classes of system users : 

• 



~------------------------~~~--~--~~======~~--~~------

I 

Standard User 

A "standard" user is allowed to perform standard 
operations such as creating and purging disc files , 
running programs, displaying system status , etc. 
Additionally, a standard user is limited as to the 
processes it can stop o r debug . 

Group Manaqer 

A "group manager " user is permitted to perform the 
standard operations as well as designate new system 
users . 

System Operator 

A "system operator" user is permitted to perform 
the standard operations as well as reload processor 
modules, set the system time-of-day clock, and alter 
the operating state of the interprocessor buses . 

Superid 

The "superid" user has total freedom to perform 
any operation in the system . This includes debugging 
privileged programs , accessing any file, logging on 
as any user without knowing the user's password, 
adding new groups to the security system, running 
privileged programs which have not been "licensed . " 

Additionally , for systems where security is not desired, all 
standard users can be defined as "null" users. In a system 
such as this, all users have equal access to all files in the 
system. However , such a system must still have a "superid " 
user and perhaps a "system operator " user so that their 
related functions can be performed. Another alternative is 
to have all users access the system as the "superid . " 

Before a user can access the system , the user must "log on ." 
Log on is accomplished by supplying an application-predefined 
user name to the system by means of the Command Interpreter 
LOGON Command . The user name supplied to LOGON is of the form 

(group name) (user name> 

(group name) identifies an individual as 
a member of a group le . g., a department) . 

(user name) identifies the individual 
within the group . 
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GUARDIAN/EXPAND NET\vORi; SUBSYSTEl>: 

The E):PAND NonStop J\etworJ: is unl.quE: because it ~s an extension 
of an existing network operating system. Every Tanoem/16 
Computer System comprises from 2 to 16 separate central proces­
SOrs . Running in the NonStop mode requires Constant 
communication among the processors . Consequently , the 
Guardian Operating System includes a sophisticated message 
handling system to control communications between processors 
and bet~een processes (programs) running in one processor or 
running in separate processors. In effect, every Tandem/l6 
System is a local network controlled by the Guardian Operating 
System. The EXPAND NonStop Network expands the scope of the 
Guardian Operating System to allo .... , corrununications amon9 as 
many as 255 Tandem/16 systems. 

The Guardian/EXPAND Network system, combined with the unique 
architecture of the Tanoem/16 Computer System, provides network 
users with a number of features unequalled by other computer 
vendors: 

NonS1:op Nodes 

The fault-tolerant hardware and soft~are 0: the 
Tandem/l6 System eliminates the compute::- as a 
source o~ network failures . 

Note : Inoi vidual 'Iandem/16 Systems 
wi thin the network are called "nodes n 

to distinguish the computer system from 
the network system . 

A Distributed System 

The Guardian/EXPAND Network makes it possible to 
configure a network of Tandem/l6 fault - tolerant 
computer systems so that a user of any node in 
the network can access the resources of any other 
node (processors, files , or physical devices) 
without regard for the physical location of the 
resource . To the user, the Guardian/EXPAND Network 
appears to be one large set of corr.puter resources 
rather than a collection of separate systems . 

Dynamic Message Routing 

The Guardian/EXPAND Network const:antly monitors 
the conununications paths . \\l1en a transmission 
fails, the system retries until the transmission 
succeeds or until the system determines that the 
communication oath has been broken. h~en the 
communication oath has been broken , the Guardian/ 
EXPAND system ~utomatically reroutes the message 
via a different communications path. 



Best Path !1essage Routing 

The Guardian/EXPAND system monitors the 
communica't.ion lines anc autorr;a't.ically selec't.s 
the bes t path . The best path is the one 'that 
takes the least time . The svstem selects the 
fastest rather than the shortest oath because 
this optimum end- to- end orotocol can r educe 
comrnunica tions costs . \,;nen a communica tions 
line fails , Guardian/EXPAND reroutes messages 
using the next fastest available path. \\nen a 
new line is added , the systerr takes advantage 
of any ne~ best paths created by the addition . 

Precisely Tailored Har6~are 

Different nodes within a netwo=k typically have 
different computing requirements . The Tandem/l6 
System allows users to place exact l y the right 
amount of computing power at each site . Even 
though the nodes wi thin the network may range 
frore a basic two processor system to a sixteen 
processor system \\'i th billions o! bytes of online 
disc s't.orage, the systems retain total compati ­
bili't.Y of data, soft~are , and application programs . 

L09ical Growth 

The Tandem/l6 archi't.ecture allows for incremental 
hardware expansion . A user can add memory , central 
processors , or peripheral devices as computing 
requirements grow . Similarly , the Guardian/EXPAND 
Network allo ..... 's incremental expansion . Nodes can be 
added or removed and communication paths can be 
changed , all without reconfiguring existing systems . 

Notice that the Guardian/EXPAND Network can forestall 
the need for hardware expansion since the resources 
of every system i n the network are accessib le . 

Data Integrity 

Tne Guardian/EXPAND Network incorporates multiple 
safeguards to ensure that message packets are 
received correctly and that data cannot be lost in 
transmission . 

Human Engineering 

Because the EXPAND Network is an extension of the 
Guardian Operating System, the user interface to the 
network is through the Guard~an Co~~and Interpreter . 
For example , to run the text editor program on the 
local svstem , the user enters the command EDIT at 
his terma nal . To run the program on a remote system , 



'I 
the user simply enters the symbolic name of the 
remote system before the commanc: \OHIO EDIT. 
In effect, this command conneCC5 the user 
terminal with the remote OHIO system and starts 
the nex t editor program on that system . The 
only difference the user may notice in running 
on the remote system rather than the local 
system is that response time may be slightly 
longer since the communication lines cannot match 
the performance of the local processor . 

Simple Programming Interface 

The EXPAND Network relieves programmers of the 
need to deal with a cumbersome telecommunication 
access method. Since programs communicate with 
each other via Guardian ' s message system , the 
programmer uses the same commands to communicate 
with a program in the same processor , another 
processor , or another system . 

Full appreciation of the EXPAND Network System requires 
an understanding of how tightly the EXPAND Network 
System is integrated with the Guardian Operating 
System and the Tandem/16's architecture . 

-
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GUARDIAN OPERATING SYSTEM 

FEATURES 

• Fail-Safe GUARDIAN Operating System for Con­
tinuous Non-Stop TM Running of Tnnsaction­
Oriented Applications 

• Multiprogramming/Multiprocessing Virtual 
Memory Management System to Support Hi;' 
Tilnsaction Rates from Numerous High-Speed 
Terminals 

• Redundant File Management System with SVm­
bolic File Aecess. File Security, File and Record 
locking, Concurrent Input/Output and Disc 
Volume Interchangeability without 
Reprogramming 

• Fail·Safe Message System with Checkpointing for 
Fault·ToIerant Prognms, Process Control to Estab­
lish, Change. Suspend or Delete Processes, and 
Automatic Resource Allocation and Memory 
Mapping 

• Fail-Safe Utility Procedures for Automatic Data 
Conversion, Time and Date Logging. and Calling 
the Debug Facility 

• Efficient High·Level TranSICtion Application 
lan.guage (TAL) Compiler for Easy Implementa­
tion of Application Programs 

• Interactive Command Interpreter (C DMINT). Tut 
File Editor (EDIT). Object File Editor (UPDATE). 
and Debugger (DEBUG) for Fast and Economical 
Program Development 

• Dn·Line Program·Concurrent Diagnostics for 
System Security and Program Integrity. 

INTRODUCTION 

The GUARDIAN Operating System is a 
true multi ·processor, multi·programming fault 
tolerant operating system. GUARDIAN has 
been specifically architectured so that applica­
tions can be defined and implemented to run 
continuously (even during hardware failures) . 
Many of the responsibilities normally handled 

by applications programmers with other 
systems are taken care of automatically by 
GUARDIAN: 

• The virtual memory scheme incorporated 
into GUARDIAN enables programmers to 
concentrate fully on the intended applica­
tion. Programs or portions of programs are 
swapped between memory and disc auto­
matically. This swapping is invisible to the 
applications program. 

• The multiprogramming, multiprocessing 
features of GUARDIAN permit programs 
to be written without regard for other 
programs running in the system. 

• Programmers can write programs that com­
municate with input/output devices and 
other programs without actually knowing 
to which processors these devices are con­
nected or in which processors other pro­
grams are located. 

• The hardware aspect of input/output trans· 
fers is transparent to application program· 
mers. I nterrupts and system dependent 
error conditions are handled automatically. 

• Transfers over the interprocessor bus 
(DYNABUS)TM are handled automatically. 
The bus operation is completely inviSible to 
application programmers. 

• For application dependent error recovery 
routines, the system provides an error 
number that specifically describes any 
errors encountered during an input/output 
operation. 

The Fail-Safe features of GUARDIAN 
make it uniquely suited for the fast develop­
ment, easy expandability, and reliable opera­
tion of on-line transaction·oriented applica­
tions. With other systems. these functions 
were the responsibility of the application 
programmer. 
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VIRTUAL MEMORY MANAGEMENT 

Within each processor the operating system is 
responsible for IlIoc.tlon of execution time to mul· 
tiple programs on I priority basis, allocation of buffer 
space and control blocks, pfOcess synchronization; 
fault and trap handling, and mterval clock main­
tenance. In addition, GUARDIAN isolates the appli­
alllOn from phYSical memOf)' constraints by 
providmg an e llte!ent IIlrtu,l memory management 
sy5lem. Paging hardware 15 provided in the form of 
four 128K byte memory maps (user code user data 
system code and system dalal . All code is both mar' 
able by multiple ptograms and non modifiable, two 
features which reduce overlay and swappmg oYer 
he.d, In additIon, hardware IS used to record fre 
quency of access to alt memOf'V pages and modifica­
tIOn of data pages, thus providing a low overhead 
method of deter mining the correct page to be 

replaced 

FilE SYSTEM 
PrCWlded as part of GUARDIAN, the File Mana!}ll' 

IS a fleXible, easy-to use d .. vlce Independent interface 
It allows an application pt'ogram to communicate 
With diSC hies, MHUII I/O dh'ices conversational pq 
mode and multidrop terminals, and other application 
programs ,II through one standard set of routines. 
TM File Manager allows pt'ogram execution to con· 
tinue concurrent With execution of the file request 
In fact, the Inpu t/output may be taking place In a 
different processor module. 

The File Manager also Includes a number of fea· 
tUles unique to the NonSrop environment When a 
procenor or I/O port f,lIs, the File Manager auto· 
mltlcally reroutes subsequent requests to a back·up 
procenor module, In addition, Ihrough a very effi· 
cient program to· program communica tion mechan 
ism, the F.le Manager provides the applicalion with a 
simple method of keeping backup programs in­
formed 01 current operations so that a smooth Iransi 
tlon may be made. 

Fil. AcceJl For 110 de"YlceS normally de(ilcated 
to a single process, such as Terminals or line Printers, 
the deVice IS aSSigned a symbolic name. The program· 
mer need not know the physical address of the 
device. ThIS prCWldeS a simple means to add andlor 
reconfigure 110 deviceS Without reprogramming the 
application. In the case of diSC devices, a file name 
represents a user· specified portion of the disc storage 
space. The File Manager makes no distinction 
between sequential .nd random access to a disc file. 
A file pCllnter !relallve byte address) determines 
where a data transfer IS to begin. The lile pointer is 
normally automatically Incremen ted for sequential 
iiCCt"SS but may also be set explici tly for random 
access. An access mode specifies the operations to be 

performed on a file : 

• Read/Write (Def.ult Mode) 

• Read Only 

• Wri te Only 

File Procedures - To implement file operations, 
calls are made to tile management procedures. All 
files are accessed through the same set of procedures 
which provides a single uniform access method. These 
procedures include: 

• CREATE a new file 

• OPEN a file for access 

• READ data from a file 

• WRITE data to a file 

• WRITE READ write/read data to/from a file 

• READUPOATE read data from a file for sub· 
sequent update 

• WRITEUPDATE write updated data to a file 

• CLOS E a file to access 

• PUR GE a file from a disc 

Numerous other procedures are provided for device· 
dependent operations. 

File Security - The versatile File Manager provides 
the ability to limit file access to an individual, a group 
of individuals, or an individual within a group. This 
limitation IS PlISSword protected. Four types of fil e 
operations (read, write, execute and purge) may be 
separately limited to either the individual (owner) 
who created the fil e the owner's group, or any indio 
vidual within the group. A program uses an exclusion 
mode to limit file access. The exclusion modes are: 

• Shared Access (Default Mode) 

• Exclusi. e AccelS 

• Protected Access 

File locking is provided so that cooperative applica­
tion programs may share file operations as a disc file . 
Also, disc volumes may be removed and replaced 
Without reprogramming the application and without 

loss of file security. 

MESSAGE MANAGEMENT SYSTEM 
The GUARDIAN message system handles all 

communications between Tandem 16 processor 
modules, system processes and application programs. 
It frees the user 01 the responsibility of routing meso 
sages to the correct processor, verifying that it got 
there correctly, and deciding which program is to 
receive It in the dest ination processor. A program 
need not be aware of which of the 16 Tandem pro· 
cessors will ultimately run It. In fact, the same pro· 
gram may be executing simultaneously on all pro­
cessors. In addition, a program may access any device 
on the system, even if the device is not physically 
connected to the processor in which the program is 
running This allows the system to be expanded with­
out reprogramming the application. 

. ~ 
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Process Control - A process is the execution of a 
program under control of the GUARDIAN Operating 
System. Process control procedures are used to inter­
actively call processes. These processes are: 

• NEWPROCESS - create a new process (run a 
program) 

• DELAY - suspend the calling process for a speci­
fied interval of time 

• PRIORITY - change the process execution 
priority 

• STOP _. delete a process with 8 normal indication 

• ABEND - delete a process with an aooormal 
indication 

For example, to have a process delete itself and close 
its files, the procedure CALL STOP is used. 

System Messages - GUARDIAN sends messages 
directly to application processes to inform the appli­
cation of certain system conditions. Some of these 
messages are: 

• Processor Module Failed 

• ProceSl Stopped Execution 

• Processor Module Reloaded 

Certain critical error conditions prevent normal exe­
cution of a process. These errors cause traps to 
GUARDIAN Trap Handlers. 

Checkpointing - Fail·safe, non'stop operating 
environments require one or more primary/backup 
process pairs. The primary process executes in one 
Pf'ocessor while the backup process monitors in 
another processor. With this type structure, the back­
up process is kept informed of the primary's execu· 
tion state of the primary process via periodic check­
point messages sent to the backup process. Each 
process in a process pair has the same set of files 
open. This ensures that the backup process has 
immediate access to the files in the event of a primary 
processor's failure. GUARDIAN provides several 
procedures to aid in the development of fault· tolerant 
programs: 

• CHECK OPEN -
is called by a primary process to open a file in its 
backup process 

• CHECKPDINT-
is called by a primary process to checkpoint its 
current state to its backup process 

• CHECKMONITOR -
is called by a backup process to monitor its pri· 
mary and take appropriate action in the event of 
the primary's failure 

• CHECKSWITCH-
is called by a primary process to switch control to 
its backup process 

• CHECKCLOSE-
is called by a primary process to close a file in its 
backup process 

COMMANO INTERPRETER (COMINT) 
Tandem's COMINT is a high·level man-machine 

interface which allows the user to converse with the 
system. The user may obtain or alter the current 
operational status of the system; create, verify and 
purge disc files; and run programs (both Tandem­
supplied and application programs). Normally, the 
user initially executes COMINT on a system console. 
From this point on, COMINT may be specified to be 
run on any other terminals connected to the system. 

PROGRAM OEVELOPMENT AIOS 
Included as part of the standard software provided 

with every Tandem 16 system is a comprehensive set 
of program development tools. These programs, 
which run under control of the Command Inter· 
preter, allow the user to develop application programs 
with a minimum of effort. Included are a high ·level 
compiler, a source file editor, object file editor and 
interactive debugging facility. 

Transaction Application Language (T/TAL) 
Tandem's Transaction Application Language is a 
high·level, block structured language designed for the 
easy implementation of transaction·oriented applica· 
tions. T/TAL provides many high level constructs, 
including IF THEN, FOR, DO UNT IL, WHILE and 
CASE. It allows the programmer to write self·docu· 
menting programs and eliminates the time consuming 
errors inherent in assembly language programming. 
Special string manipulation operations are included to 
facilitate fast processing of transaction data; among 
them are MOVE, COMPARE and SCAN strings. While 
providing all these flexible features. T/TAL does not 
sacrifice execution efficiency. A highly optimized 
compiler, it produces object programs as efficient as 
those written in an assembly language. 

Edit - The Text Editor is a very flexible, inter­
active text file editor that can be used to prepare 
both program source files and documentation. EDIT 
can be run from either conversational or page-mode 
terminals, and provides an additional Interface to 
allow it to be driven by other programs. 

Update - The Object File Editor allows the user 
to make changes to previously compiled programs. In 
addition, the output of multiple compilations can be 
combined through the facilities of UPDATE. 

Debug - An interactive program debugging facility 
supported by GUARD IAN enables the user to test 
application programs. It provides program break­
points, tracing of variables, and access to all of the 
code and data of the program, all from an interactive 
terminal. 

TANDEM COMPUTERS, INC . • 20605 Valley Green Dr. - Cupertino, Calif. 95014 • (408) 255-4800 
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TANDEM 

Guardian/Expand 
The Expand extention to the Guardian operating system 

extends the concept of fault·tolerant computing to net· 
works of geographically distributed computer systems. 

A network of Tandem 16's, running under the Guardian/ 
Expand operating system, features 

• exceptional reliability 

• ease of programming 

• X.25 compatibility 

Reliability 
The reliability of a network of Tandem 16's derives 
from the basic architecture of the Tandem 16 itself. 

• The hardware of the Tandem 16 is immune to the 
failure of any single component. Therefore a network 
of Tandem 16'5 is built with nodes that are designed 
to stay up 

• The Expand software, as well as application programs, 
runs NonStop (TMI, providing immunity to a processor 
failure 

• Expand best p8th routing, which always chooses the 
fastest path between nodes, allows the con· 
figuration of fault tolerant networks 

• The Guardian/ Enscribe fail·safe database record 
manager protects your distributed database 

o 

c 

Ease of Use 

E 

A F.ult To lerant 
Computer Network 

11"1 the event o f a 
failure of P<lth AC. 
the Network Control 
Process au tomat· 
icall y rerou tes 
messages f rom A 
to C via ABC. 

A network of Tandem 16's is not much more complicated 
than a single Tandem 16, because the Tandem 16 is 
aheady a "network" of processors. 

The Guardian operating system allows the Tandem 16 
to be viewed as a set of inter-communicating processes 
distributed over several processors. Each process communi­
cates with others without regard for where the othen are 
running. 

The expand extension generalizes this point of view to 
a set of processes distributed over a network. Thus, no 
special programming is necessary; most programs that run 
on a Tandem 16 will run on a network of Tandem 16's, 
because an application's environment looks the same 
whether it's running in a network or in a single Tandem 16 
system. 

• Networks of Tandem 16's are simple to configure; more· 
over, once a network is configured, nodes can be added 
or removed without the need for re-configuration. 

• 

• 
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X.25 Compatibility 
( 

The reliability and simplicity of II network of Tandem 

A network of Tandem 16's can be interfaced to other 16's derive from basic Tandem 16 architecture 

hardware via a public X.25 packet network. 
Network of 

Components of Expand Tandem 16 Tandem 16', 

Expand consisls of the followin~ components: reliability: fault tolerant each node of the 

hardware and network is designed 
• Tandem's End to End protocol ensures data integrity software to stay up 

not just from node to node, but from sender to 
receiver. simplicity: The Guardian The Guardian/ Expand 

• The Network Control Process runs at each node. Its 
operating sys- operating system lets 

responsibilities include: 
tern lets programs communi-

programs cate without regard 

establishment of communication paths to other communicate for their location in 

nod" without regard the network 

maintenance of routing information and deter- for their location 

mination of the best path to other nodes in the system 

logging of network status 

• A Network Line Handler manages one full ·duplex 
communication line of one X.25 virtual circuit, and 
implements the End to End protocol. 

The Network Control Process and Line Handlers run 
NonStop: i.e .. they are unaffected by a processor failure. ( 
• The Network Utilities include programs used to monitor 

the network. The Utilities allow you to trace the path 
of data throu!tl the network. monitor network events 
!such as line connections ), display network-related 
statistics, and determine the status of individual 
processors throughout the network_ 

TANDEM C 
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ABSTRACT 

The Tande./16 compute, sy.t~ 1s an attempt at providing a 
general-pur po'" Multiple-computer system which is at l •• st one 
order of magnitude more reliable than conventional comaercial 
otterings. Through software abstractions. aultiple-computer 
structure, d.,lreble tor tailure tolerance, te transtormed into 
something approaching a .yamatric multiproce.aor, d •• irable tor 
proqr.~inq ••••• Section 1 ot this paper provide. an overview of 
the hardware structure. In s.ction 2 ara found the d •• ign qoals tor 
the ope,atinq system. -Guardian-, Section l provide. a bottom-up 
vi.w ot Cuardian. The us.r-lev.l inte rface 1. th.n discu.aed i n 
section 4. S.ction 5 prov ides an introduction to the .echanism u.ed 
to provide tailur. tolerance at the application lev.l and to 
application structuring. Fin.lly, •• ction 6 contain. a f.w coesent. 
on .y.t~ r.liability and i=plem.ntation. 

1. IHTRO~UCTION 

1.1 Backqround 

On-line computer processinq ha. become a 
way of llt. tor many busine.se.. As th.y 
make the transition from manual or batch 
m.thods to on-11n. systems, they become 
lncc.asinqly vulner able to computer 
tailures. Whereas in a batch system the 
dir.ct costs of • f.ilure miqht simply be 
incre.s~ ove r tim. tor the operat ions 
statf. I: fallure of an on-line systo!!a 
c •• ult. in immediate business losse •• 

1.2 Sy.t.m Ov.rview 

':'he ':'an~em/ 16 f l,21 ",u desiqned to 
provlde I: .ystem for on-line appl icatlons 
that ",ould be s:.qnificantly :aore rel iable 
than currently available commercial 
computer .ystem.. Th. hardware structure 
con.ists ot multipl e proces.or :aodul.a 
int.rconnected by redundant in terproc.s.or 

bu.... A PMS {ll d.finition of the 
hardware is found in Fiqure 1. 

tach proce •• or ha. It. o~ pow.r supply, 
mellory, .nd I /O channel and it connected 
to all oth.r processor. by redundant 
int.rproc.s.or buses. Each I/O controller 
is redundantly pow.red and connected to 
two ditter.nt I / O chann.l.. A. a result, 
any i nterprocee.or bus failure does not 
afhct the ability of a processor to 
co .. unicate ",ith any o ther processor. ~e 
failure of an I/O channel or ot a 
?roces.or does not cause the lo.s of an 
I/ O device. Ltke",ise, thll tailure of a 
module (procesaor o r I /O controll.r) does 
not disable any oth.r module or disable 
any inter-module communication. Finally. 
c.rtain I/O devices sucn as disc drive. 
lIay be connected to tve different I/O 
controllers. and disc drive. may in turn 
be duplicat.d such that the failure of ~n 
I/O controller or disc drive will not 
result in loss of data • 

• ~NOnSt op· 1s a trade~.rk of Tandem Co-puters Inc. 
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Hardwa re Structure 
Pigute 1 

The systen is not a true multiproces.or 
{4 1, but tathet a "multiple computer " 
system. The ~ultiple ccmputer approach Is 
preferable for several teason.. Firat, 
aince no module ia shared by the entire 
system. it incr eases the system's te11a­
bllity. Second, a multipl e co~putet 
system does not require the complex 
hard wate needed to handle multiple access 
paths to a cOlllmon memo ry. In SIIIaller 
systellls. th e COSt of .uch a multiported 
Memory 11 undesirabl e; and in larger 
systems. performance suffers becauae of 
memory acceaa interference. 

On-l in e repa ir 1a aa necessary as 
reliability i n a.auring ayste. 
availability. The modular atructure of 
the Tandem/ 16 systea al lows processors, 
I / O. cont rollers, or buses to be repaired 
Or replaced while the rest of the syatem 
continues to operate. Onc e repaired, they 
lII ay then be r e inteqrated into the system. 

The system structure allows II wide range 
of syst~m Sl:es to be supported. As Qany 
3S SlXteen processors, each with up to 
S12k byt es of me~ory , !IIay be connected 
into one syStem . Each processor ~ ay also 
~ave up to 256 I/O devices ~onnected to 
It . T~is provides for tremendous qrowth 
of applicatlon progr4lll1 and processinq 
loads w it~Out t~e requirement that the 
application be reimple~ented on a 13rqer 
system w ~th a different architecture . 

Final ly. the system is meant to provlde a 
qeneral solutlon to the p r obl e~ ot 
providing a failure-tolerant, on- line 
enVlronment suitaole for co~ercial use . 
~s such , : he system suppo rts conventional 
i)Coqram.minq Idnqu,)qes .lind peripherals .lind 
is oriented toward providlnq large numbers 
of tltrmlndls w~th access to lacqe data 
bases. 
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2. SYSTEM DESIGN GOALS 

2.1 Int~rated Ha rdware/ Software Design 

The Tand .. / 16 ayatem was designed to solve 
a specific problem. This problem was not 
stated in teras ol hardware and software 
requirements, but rather in terms of 
system requirements . The hardware and 
soltware des iq ns then proceeded in tandem 
to provide a unified solution. The 
hardware design concerned itself wi th the 
contentl of each module, their inter­
connections to the common buses. and erro ~ 
detection and correction within module. 
and on the comaunication paths . The 
soltware delign wa s given the problem ol 
control I that is, selection ol which 
modulea to use and which buaes to use to 
cOllllllunicate with thelll. Furthemore, as 
errors are detected. it was the respons ­
ibility of the software to co n trol 
recovery act io ns. 

2.2 Operating System DeSign Goals 

The first and foremolt goal of the 
operating SyStltlll, Guard ian, was to pr ovide 
a failure-tol erant system. T~is trans ­
lated lnto the followi ng design -ax i oms·: 

the operatinq system should be able 
to rlma i n operational alter any 
single detected module or bus 
failure 

the operating system should allow 
any :IIodule or bus to be repaired 
on-l ine ~nd then re i ntegrated into 
the systelll . 
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- the operating syste~ should b. 
implemented in a reliable mannec. 
Incceased reliability provided by 
the hardware architecture must not 
be negated by soltware problema. 

A second set of requirements came from the 
great number. and SiZ8. of hardware 
configurations that are possible: 

- the operating system _hould support 
all possible hard .... are config­
urations. [anqfng frolll a t .... o­
processor, discle •• system through 
a sixteen-processor system .... ith 
billions of bytes of disc .torage. 

the operating syst •• should hide 
the physical configuration al much 
.s possible such that applications 
could be written to run on a great 
variety of .ystem configuration •• 

3. OPERATING SYSTEM STRUCTURE 

To satisfy these requirements, the 
operatinq system wal designed to have the 
appearance of a true multiprocessor at the 
use r level. The delign of the syste~ was 
strongly influenced by Oijkstra's work on 
the ·THE- sys tem 15), and Brinch Hansen's 
implementation of an operating system 
nucleus for a single-proceslor system (61 . 
The primary abstractions are processes, 
which do work. and ~eslages, which allow 
Interprocesl communication. 

3.1 Processes 

At the lowest level of the system is the 
basic hardware as earlier described. It 
provides the capability for redundant 
modules, i. e. I/O controllers. I /O 
devices, and procellor ~odules consisting 
of a ~aocessor, ~e.:llory. and a power 
supply. These redundant modules are in 
tu rn interconnected by redundant bUlel. 
Error detectlon is provided on all 
co~~unication ?ath. and error correction 
1. pr ovlded wlthin each processor's 
memo ry. The hardware does not concern 
ltlelf with the selection of communication 
paths or the assignmltnt of tasks to 
specific modules . 

The first abstraction provided is that of 
the procelS. ,ach processor module may 
have one o r more processes [es1dlng 1n it. 
A process is 1n1tially cruted in a 
spec1f1c processor and may not execute i n 
anot~er processor. Eac~ process has an 
execut.ion pr10rity aSSigned to it.. 
Processor time is allocated on a strict 
priority basis to the highest priority 
ready process. 

Process syncnroniution ?c lmitlV~S include 
·countlng semaphorls· and process local 
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-event - flagl. Se.lphore operations are 
performed via the functions PStM and VSEM. 
corresponding to Oijkstra'i P and V 
operations. Semaphorl' may only be uled 
for synchronization between prcClsse. 
within thlt same procel.or. They are 
typically used to contro.l acc .. s to 
resourcel luch a. resident memory buffer., 
message contrOl blocks. and I /O 
contrOllerl. 

When certain low-level actions such .II 
device interrupts, processor power-on, 
message completion or message arrival 
occur. they result in -event- flags being 
set for the appropriate process. A 
process may ~ait for one or more events to 
occur via the function WAIT. The proce.s 
is activated IS soon a. the first. WAITed 
for event occurs. Event.s are signaled via 
the function AWAKE. Event signals ace 
queued using a ·wake up waiting- Qechanism 
so that they are not lost if the event is 
signaled when the process is not. waiting 
on it. Like semaphores. event signals may 
not be passed between proce.sors. Event 
fl~s are predefined for eight different 
events and may not be redefined. 

Uhen a process blocks itself to wdt for 
some event to occur or for a semaphore to 
be allocated to it, it lDay specifiy a 
=.uimum tillle to block. It the time limit 
expires and the event has not occurred or 
the resource has not been obtained, then 
the process will continue execut.ion but an 
error condition will be returned to it. 
This tic.out allows ·watch dog- timers to 
be easily placed on device interruptS or 
on resource allocatior.s where a failure 
may occur. 

Each process in the system has a unique 
identlfier or ·procesaid- in the forlll: 
<cpu "procels P. which allows it to be 
referenced on a system-wide basis. This 
leads to the next abstraction. the message 
syst.em, which prOVides a processor­
independent, failure-tolerant method for 
1nterprocess cor.sunication. 

). 2 Messages 

The meslage system provides five primit iv e 
operat.ions which can be illustrated in the 
context of a process ~aking a requelt to 
lome server procesl, Figure 2. The 
process' request for ser·.1ice will send a 
oessage to the appropriate server process 
'Ii " the procedure LINK. The llIessage will 
consist of parameters denoting the type of 
request and any needed data. The meslage 
wlll be queued for the server process, 
setting an event flag, and then the 
requestor process ~ay COnt1nue executing. 

When the server process wlshes to check 
for any .e.sages, it calls LISTEN. LISTE~ 
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returns the ftrst me.saqe queued or an 
indication that no ~e.s'ge8 are queu~. 
The server proc.s. will then obtain a copy 
of the requestor'. data by calling the 
procedure R£AOLINK. 

Next. the server procesa will proce •• the 
eequest. The leatul of the operation and 
any reSUlt will then be returned by the 
WRITELINK procedure. which will signal the 
requestor proc ••• via another event flag. 
F'1naUy, the reque.tor pecc ... "'111 
complete its end of the tran.action by 
call1ng BREAKLINk. 

A communications protocol "'a' defin.d for 
the interprocessor bus.. that would 
tolerate any slngl. bu. error durinq the 
executlon of any ~ess.ge system primltive. 
This desiqn aasures thae a communicaeions 
fulure will Occur it and only it" the 
sender oe receiver peocesses or their 
processors fail. Any bus errors which 
occur during a messaga system operation 
wlll be automatically corrected in a 
~annee transparent to the communlcatinq 
processes and logged on the system 
con~ole. The Interprocessoe buses aee noe 
used for cOC'JDunication batween proceeses 
l~ the sa~e processor. which can be done 
!astee in memory. Howevee. t~e proce.ses 
involved in the messaqe transfer are 
unaole to detect this difference. 

The ~essage system is designed such that 
resoueces needed for message transmisl10n 
(control blocks) are Obtained at the start 
of IS message teansfer request . Once ~INX 
has been successfully completed. bot~ 
peocesses are assured that sufficient 
rast)urces are in hand to be able to 
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complate the mas.aqe tran.fer. Purth.r ­
aoea. a process may r •• eeve control blocks 
to quarantee that it will alvays be able 
to send m.ssaqes to proce.s • request that 
it pick. up from its e •••• ge queue. Such 
eesource control. a.sure that deadlocks 
can be prevent.d in compl.x produce r l 
consumer interactions. if the proqrammer 
correctly analyzes and anticipates poten­
tial de adlocks within th e application . 

3. 3 Process-pa ir. 

With tha impl.mentation of proce •••• and 
mess age s . the syet .. 1s no longer seen a s 
separate modula.. In.taad. the sy.t •• can 
be vieved as a set of processes ",hich may 
interact via message. in any arbitraey 
tunnae. as shown in Figure 3. 

By defining messages as the only lagit­
imate me thod for proce •• -to-process 
interaction, interproces. communication t. 
not limited by the multiple-compute r 
orqanization of the system . The syst.m 
then starts to take on the appearance ot a 
true multiprocessor. Processor boundaries 
have been blurr~. but I / O devic •• ara 
still not accessible to all processes. 

System-w ide access to I/O d. v ices is 
provid~ by the =.chanis= ot · proce •• -
pa ies ·, An I/O process-pair conststs ot 
two coope ratln9 proc.s.es loca ted in two 
diffe r ent proc •• sors that control a 
particul ar I/O device . One ot the 
p r ocesses will be con.ideced the ·prillary· 
and one will be considered the ·backup· , 
The pr imary process handles request. sent 
to it and controls the I / O device. When a 
request foe an ope eation such as a fila 
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open or c10'. occur •• the primary viII 
send this intor~ation to the backup 
process via the me •• sg_ ayatea. The •• 
'checkpoints- asaure that the backup 
process viII have all information needed 
to take ova, control of the device 1n the 
event of an I / O channel error or a tailure 
o! the primary proces.' proce"Or. A 
procesa-pair tor a redundantlY-recorded 
disc: volums is illustrated 1n Figure 4. 

Becaus. of the distributed nature of the 
systelD. i t is not po •• ible to provide a 
block of "driver" code that could be 
called directly to acc ••• the device. 
While potentially 1II0re efticient. luen an 
approach would preclude access to every 
device in the system by every proce •• in 
tha systelll. 

~e I/O proce's - pair and a.sociated I/O 
devlcefs' are known by a logical d.vice 
nUlle suc~ as -$OISCl- or by a logical 
device number rather than by the proce •• id 
of either process . I /O device names arl 
mapped to the appropriate peoces.es via 
t~e logical d.vicI tablot (LOT) in every 
proces.or, vhich supplies two processids 
for each device. A ~e •• age request mlda 
on the basis of a device name or number 
results in the mes.lge being sent to the 
first process in the tlble. H the 
~es.age cannot be sent or if the message 
is sent to the b.ckup process, an et tor 
lndication will be returned. The 
processid entr in in the LOT vill then be 
rev.rsed and the lIIes.age resent. Note two 
things: Hrst. the error recovery can be 
done 1" an automatic lIIanner: and second, 
the requestor is not concerned vith vhat 
process actually hlndled the request. 
Error recovery cannot alvays be done 
automatically. For example, t~e ?t illlolCY 
process of a pair controlling a line 
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print., fail. while handling a reque.t to 
print a lina on a check. The application 
proce •• would prefer to .ee the process 
tailure a. an .rror rather than have the 
requ.st auto.atically rltried, which might 
r.sult in tWO ch.cks b.ing printld. 

The two primitive •• proc ••••• and 
mes.age., blur the boundari •• betveen 
proc ••• ors and provide a lailuce-tolerant 
m.thod tor int.rproce •• comsunication. By 
defining a •• thod of grouping proc •••• s 
(p roce.s-pairs" a mechani.m for unitor. 
access to an I/O device or oth.r 
.y.tem-vide r.source ia provided. Thi. 
acce •• mathod is independ.nt of the 
function. p.rtorm~ within the proces •••• 
th.ir locations. or their impl .. ent.tions. 
Within the proc ••• -pair. the m.,sage 
syste. i. u.ed to checkpoint .tate chang •• 
.0 that the b.ckup proce •• may take ov.r 
in the ev.nt at a tailur.. Thi. check­
point ~.ch.nlsm is in turn independ.nt ot 
all other processes and M •••• g •• in the 
systelll. 

The system .tructure can b. s~mariz.d as 
tollovs. Cuardian is con.tructed at 
proc ••••• vhich comaunicate using 
m.ssages. Fault tol.rance i. provided by 
duplication of co~ponents in both the 
hardware and t~e softw.re. Acc.ss to I / O 
devic •• 1s provided by proce's-pair. 
con.isting of a primary process and a 
backup proc ••• . The prim.ry process IIIUSt 
ch.ckpoint state information to the backup 
proce •• so that the backup lII.y take over 
on • failur.. a.que.ts to the •• device. 
are rout.d using the loqical d.vice name 
or number so that the r.quest is alvays 
rout.d to the curr.nt primary proc •••• 
Th. r.sult is I set of primitives and 
~rotocols which allow r.covery and 
conrinued processinq in spit. of bu., 



processor, I/O controller, Or I/O d.vic. 
failur.s. run" I.rao,. , these prillitiv •• 
provide acce.s to all syst.m resource. 
~[OIII .very proceu in the syst.lI. 

).4 Sys t r. Proc •• ses 

The n.~t step 1n structuring the sy.tem 
come. 1n a.slgnln9 func tions to proce •• e •• 
A. previously aho\fft. I/O device. are 
controlled by proce.s-pairs, Another 
process-p~lr known a. t~. -operator- i. 
pr.sent i n the sy.tem . This pair is 
re.ponsible for fOClutting and printing 
.rro r m •• sages on the sy~tem consol •• 
Here is an example of vhere Guardian has 
nOt follow.d a st rict level structure. 
The op. rator Makes r.que.ts to a terminal 
process to print the m.s.age., yet the 
t.rminal proceaa vi ahes to send me.sa9 •• 
to the oper.tor to r.port I / O ch.nn.l 
errors. An infinite cycle is prev.nt.cl by 
h.vin9 the t.rminal process not send 
m •••• 9.s for .rror. on the operator 
termin.l .nd having I /O proce •• es never 
vait for me.sag. coapletions vhen s.nding 
.rror. to the operator. While it may be 
preferable to prevent cycles of any type 
1n .ystea design, they ha ve been alloved 
in Guardian vhen it can be shown that they 
viII ter.inate. The abil ity to reserve 
lIe •• ag e control blocks assure. that no 
cycle viI I be blocked because of re.ourc. 
problem • . 

tach proce •• or ha. a ·systea 1I0nitor ­
pr oce •• vhich handle. such function. a. 
proc ••• creation and deletion, .etting 
time of day. and proceuor failure and 
r.load cleanup operation •• 

A memory managem.nt process 1s also 
re.ident in each processor . This proc ••• 
i. respon.ible for allocating a page of 
phYSical memory and then sending me •• ages 
to the appropriate disc process.s to do 
the actual di.c I /O. Pages are brouqht in 
on a demand basts and pages to ove r lay are 
selected on a ~l e ast eecently used- b. sis 
over the entire lIIelory of the processor. 

~he choice of relatively unsophisticated 
algorithms for scheduling and lIemo r y 
~anaqelllent was a result of the fact that 
the system va. not int.nded to be a 
qeneeal-purpos. ttaeshare system. Rath. r , 
it was to o. a Iystem which SUPFOrted 
~ultiple pr oc.sses and t e r~inals in an 
extremely flexible ~anner. 

1.5 Application Proce •• Interface 

Abov. the proc.ss and cOlNllunication 
.tructure there exists a library of 
procedure. vhich an used to access sys t.1I 
re.ources. These proced ures run in the 
c~ll i nq proc.ss' environment and ~ay or 
may not send m.s.aqes to other proce.ses 
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in the .y.tea. Por .... ple, the file 
.y.tell proc.dur •• do nOt do the .ctual I/O 
operations. In.tead, they check the 
caller'. par.aeter., .nd if all is in 
order •••••• ge i. sent to the appropriate 
I/O proce"-pair. Like wis., proc ••• 
creation 1. seen a. a procedure call to 
NEWPROC!SS, vhich do •• nothing but check 
the caller'. parameters .nd then send a 
lIe •• age to the system monitor process in 
the proce •• or vhere the proce.s i. to be 
created. On the other hand, a procedure 
such as TIM£ vhich return. the current 
time ot day doe. not s.nd any •• s.age •• 
In either case, the access to systell 
r.aource. appears 'imply as procedure 
calls, effectively hiding the pr oce •• 
.tructure. mea.age system, hardvare 
organization, and a •• ociated failure 
recov.ry lI.ch.ni •••• 

l.5 Initialization and Proce.sor Reload 

Sy.t .. initialization starts vith on. 
proce.sor b.ing cold loaded from some di.c 
on the .y.te.. The load file contains a 
meaory illag. ot the operating system 
re.ident cod. and data. vith all sy.tem 
proce •••• in axistence and at their 
initial .tata.. The Iystem monitor 
proce •• then creates a coamand interpreter 
proc •••• 

Guardian aay be brought up even though a 
proce •• or or peripheral device is down. 
This is pos.ibl. becau.e operating sy.t •• 
disc Imaqe ••• y be kept on .ultipl. di.c 
drives, I/O controll.rs lIIay be acce •• ed by 
tve dift.rent proces.ors, and the terminal 
that has the initial command int.rpreter 
on it is selected by using the proc.ssor'. 
svitch regi.ter . 

After a cold load, the sy.tem logically 
con.l.t. of one proces.or and any pe r iph­
erals at t ached to it . More proc.ssors and 
peripher als lIIay be added to the system via 
the comm and int.rprete r com.and: 

:R£LOAD 1,$DISC 

This command viII read the disc imaqe for 
prOCeSsor I from the disc $DISC and send 
it ov.r .ither interproce.sor bus to 
processor 1. Once it i3 loaded . all 
proce •••• residinq in other processors 1n 
the systell vIll be notified that processor 
1 1s up. 

Thi. command is also used to reload a 
proce •• or aftar it has been repaired. 
Guardian does not differentiate betveen an 
initiai load of a proces.or and a later 
r.lold. In each case. resources are b.inq 
loq iCllly added to the system and 
proce.ses must be notified so that they 
may lII.ke use of them . 
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The previous example of a reload messa9. 
beinq sent to all processes is an &Xampl. 
of how functions are split in GUArdian. A 
mechanism is provided tor informing a 
process of a system status chanqe. It may 
then take some unspecified action 
(including doinq nothing). Similarly, a 
system power-on silllply sets the PON event 
ilaq foc all processes. The oper4tinq 
system kernel must only insure that the 
prOcess structure and me.s·,. system are 
correctly saved and reatoc .. J. P:. i. then 
the responsibility of individua. proce •••• 
to do such thinqa a. [einitialize their 
I/O controllers. 

3.7 Ope,atinq System Error Detection 

eesides the hardware-provided slnql. error 
detection and correction on memory, and 
single error detection on the Inter­
proc.ssor and I/O bu •••• additional 
sottware .rror ch.ck. are provided. Th. 
tirst ot th •• e is the detection ot a down 
processor. Ev.ry s.cond, each proces.or 
in the sy.te~ .ends a 'pecial -I'm alivs­
me.saqe over each bus to all proce.sors in 
the syst.~. Every two .econds, each 
proce.sor checks to .ee that it has 
received one ot these messaqes trom .ach 
proces.or. It a .IIIes.aqe has not been 
received, then it a.sumes that that 
proc.ssor is down. 

Additionally, the operating systs~ make. 
check. on the correctness ot data 
structures .uch as linked li.ts when 
operations are done on them. Any 
proce.sor detectinq such an error will 
halt. 

All I/O interrupts are bracketed by 3 
·watch doq- timer .uch that the system 
will not hang up it an I /O operation does 
not complete with the expected interrupt. 
It an I / O bus error occurs then the backup 
proce.s will take over control ot the 
device u.inq the .econd I / O bus. 

A. previously noted. the Interprocessor 
~u. protocol i. desiqned to correct single 
bUI error.. In addition to t!'lis, exten­
sive checks are ~ade on the control 
intormation received over the buses to 
'Jerity that it is conlistent with the 
.tate ot the receivinq proc •• sor. 

Power-tail/au tomatic restart to provided 
within each proce.sor. A power-tailure i. 
detected independently by each proce.sor 
module and a. a re.ult is not a systea­
wlde, synchronous event. The system wa. 
de.igned to recover trom either a complete 
system ~w.r-fail. or a transient which 
will cause .ome ot the processors to 
~ower-tail and then immedi3tely restart. 
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4. USER-LEVEL SYSTEM INTERFACE 

Tools are provided tor interactive proqraa 
develop •• nt usinq COBOL or a block­
structured implementation lapguaqe, T/ TAL. 
A tile syst .. with facilities comparable 
to or exceeding tho.e ottered by other 
-midi- cocputer systems allow. access to 
disc til •• and other I/O devices. Process 
creation, intercommunication. and 
eheckpointing primitives are also 
illlphmented • 

The application process level tacilitie. 
and the intSfactive proqram development 
~ool. have been heavily influenced by the 
!:1P )000 C71 .Ind by UNIX 1B1. 

4.1 Int.ractive Syste .. Ace." 

G.ner.ll-purpo •• , interactive access to the 
system is provided by the command inter­
pr.ter. COMINT, siailar in Many ways to 
the Sh.ll ot UNIX. Normally a command 
interpreter is run interactively trom a 
terainal, but co •• ands may be read tro. 
any type of file. The command int.rpreter 
is •• en by the op.rating sy.tea as simply 
another type of application proce ••• 

Commands are r.ad trOll the teraind, 
prompted by a colon ( -:- ): 

It the cOlDand is recognized, it wUl b. 
directly .zecuted. A command ot this type 
is: 

: LOGON SOr'IWARE. JOEL 

which i. u.ed to gain acce .. to the 
systelD. It the co_and is not recognized, 
then a process will be created using the 
program tile -SSYSTEM.SYSTEH.command- and 
tne arqulD.nu tor the COlMland will be sent 
to this new proc.... The command inter­
preter will then su.pend itself until a 
~e.s.q. 1. received indicatinq that the 
proce •• hAS stopped. It this process 
cannot b. created, th.n an error .essage 
is printed. For .xaaple, the text editor 
is acc •••• d by typing EDIT followed by any 
co_and strinq: 

: EDIT PILE 

This will re.ult in a proce •• beinq 
created udnq the proqru fUe SSYST~. 
SYSTEM.EDIT and the command strinq, 
-fILE-. beinq s.nt to it. Also a part ot 
this co ... nd strinq 1lI •• sage are the names 
ot the files that are being used tor input 
and output by the command interpreter. 
Th.se are then used by the process tor its 
input and OUtput. It the previous COlDmand 
was typed at a terllinal , the input and 



output tUes YO'll d ". the device nam. at 
the tlellin.l. Alt.- ,tJ.ve nam.s tor the 
input .nd output [ill' may be 'p'ci[ied . 
Poe uatlple' 

.rOIT l IN .. OHrtANOSI 

will cee.tl An .d.toe proce ••• nd PI I. it 
the tile n~'e · COMMANDS· to e the input 
tile and the teeaind'l tUe n .... the 
dehult. to r the output tU.. Pin.lly, 
the proce •• or to 1.1 •• and the pr i ority .t 
which to run the peace • • may .1.0 b • 
• p.ciHe-dI 

IE DIT I PRI 100, CPU 31 

't'hia wil l ceelte an editor proc ••• in 
peoce •• oe t hr • • with a priority at 100. 

Add i tion.l tea t uee. al lo w multiple 
peocl.s.s to b •• t . rtld troll one cOIIII.nd 
i nt erpee t er . nd el low the prlvioualy typed 
command linl to b. ed i ted. 

4.2 Prog ramming Lanq uage. 

Com pilers have b.en i.~le3. n t ed tor two 
1an9uage. , f/TAL. and ANSI 74 COBOL. 
T/ TAL i •• block- .truc t ur ed impl.­
.ent.tion l.nqu.g.. It. c apab i l i ties arl 
• illi1 ar to tho.e otte r ed by C on UNIX or 
SPL on the HP]OOO. All Tand .. l ottwael i. 
writte n in T/TAL • •• re 1I0.t uSlr 
. pplic.t ion • • 

Code ge ner ated by either compiler .ay be 
shaeed by multiple peace •••• i n the .... 
peoces.oe. Bo th coapi llr. qeneratl an 
obj.ct t ile wh ich . ay be i mmediately run 
without any in t erv.n i nq l i nk edit 
operation. However , t he obj.ct tile also 
con t a i nl .nough i ntormation so that an 
obj lct editor, UPDATE. ~.y combine the 
obj.c ts produc.d by s everal compilation. 
or ae l .ct iv.ly replace procedures in an 
obj ec t tile. 

4.3 To oh 

Program d.vel opment tool. include an 
interac t i ve t ext ed i tor, ob j ect fUe 
ed i tor, t lxt fo rllattet, and i nteractive 
debugger . A se rlIn glnee a tion proqram and 
acc • • s eoutinl s .re Frov id ed to facilitate 
appl ica tion i nteract ion wi th page lIod. CRT 
ter3inlls. Fi l l ut ili t i es exi.t which 
.llow tUe backup and resto re. file 
copying and dump inq, and i n i tial load i nq 
at k.y - . equ enced files . A per i ph.ral 
ut ili t y is pr ovid.d to do such operations 
as disc to rmltt i ng. di sc track sparinq, 
and mount i nq or demount i nq disc volu.el. 

4.4 Proce ss Creat ion and Deletion 

Proce.se. a ee created by the COMmand 
i nterpeet.r or by an application process 
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cdl to tn. peocedure NtwPROCESS. 
P.ram.t.rs .upplied Includ. t he name at 
thl til. holding the object cod. tor the 
proce •• , the procl'sor numb.r to u •• , and 
the priority .t which to run the peoc •••• 
The pse .. et.rs wil l b. checked and then 
.ent to the Iy.t.m . onitor proce •• 1n the 
appropriate peoc ••• or . The .y.tea monitor 
will th.n ce.at. the proc ••• Ind return. 
·creationid· idlntitying thl nev proce.' 
to the clilinq peoc... . PArt at this 
vIlue i. the peoc.s.id pr.v i ously detin.d, 
and tbe re.t 1s the value at the proces.oe 
clock at the ti.e at proce •• celation . 
The c lock i. klpt a •• 48 bit value which 
i. the numb.r ot 10 •• int.rvIl. since 12 
•••• on o.ceaber 31, 1975, which as.ur •• 
that creationid'. will be unique over the 
lite at the .y.t ••• 

Proc ••••• Ir. not grouped in cla •• ic.l 
Ance.try tr.... No proc ••• i. con.id.red 
s ubslrvi.nt to Any other proce •• on the 
ba.is ot plrentaq.. Two procl •• e., one 
cr.ated by the other . wi ll be treated a. 
Iqual. by the .yate.. When a procls" A, 
c r.at •• anoth.r Froc •••• B, no record at & 
is attached to A. The only record k.pt 11 
in proc ••• & whlre the cre"t i onid at A i, 
laved. Thi. crlationid i. known a. B's 
· .0.". Wh.n procl •• 8 .tops, proces, A 1 • 
sent • stop .es.age i ndicating that 
pr oce.1 8 no l onger ex i .t.. A proc ••• • • 
. oa i. tl.xibl. Ind a proces, may adopt 
anothle proc.... ror IK&1Iple, (Pigur. 51. 
proce'. A crlat • • peace •• B. Proce •• B In 
t urn create. " cooperlting proc •••• C. 
Sinc. C wou l d li ke to know it B stops. C 
will adopt B. 

A proc •••• "y .top itselt oe so •• other 
proc". by calling STOP. Proce .. deletion 
i. aqain a function at the .y.tell .onitor 
peoc.... Rlsourc •• will be e.le"sed and" 
.top .e ••• q, will be sent to the pr oce •• ' 
110". It the mOIl proc.ss does not exist. 
then no .... sag. will be s.nt. 

4.5 Application Proces.-pairs 

The proc •• s-pair concept introduced 
earlier is a powerful method tor making 
some resource ava i lable to all proce,se' 
in the .ystem in a tault-tol erant manner. 
I t i. extended to the application 
process •• as tallows . When a process 1s 
creat.d via N[WPROC ESS. I process-paie 
name may be suppl i ed. The creat i on id 
returned foe this peocess consists of the 
peoce •• id and the process name rather thIn 
t he proc ••• or clock value. Fo r .xample, 
(Fiqure iS l . proclss A wi shes to create a 
procl" with the naml ·SSPOOL-. Once B 
has been created. any process in the 
system .ay se nd a message to that peace •• 
via the name ·SSPOOL-. 
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A CREATES B: 
B CREATES C 
C "AfX)PTS" B: 

A __ 

A-­
A 

-- B 
B- ­
B··--

"'" C "'" -_0 C 

Flexible Proc ••• Relationships 
Piqure 5 

A - ANCESTCR SSPOOl 

SA AlCESTCR IB 

Applicat ion Proce.s-pairs 
F igur. 6 

Procea. B may now wish to c r ea te a peocesa 
a' in another proce •• or to be its backup. 
S would then call N~PROCESS . supplying: 
the name ~ SSPOOL·. Pcocesa B will keep S' 
updated vi. checkpoints so that S ' may 
become the primary it B fails. a and 8' 
each wish to raceive an indication it the 
other proc ••• is deleted. Theretoc., B 
and B' '01111 be automatically set to be 
each other's moas. 

When the laa, proclss with the name 
·SSPOOL- is dllllleted. process A will be 
~.nt a message. Procesa A is known a. the 
·anceatoc- by the tact that this proces. 
w •• the one which created the first 
peocess by the "'11118 of -SSPOOL-. Procea. 
A i n turn :uy be a nallled proce ••• in which 
case A'S name will be sent the termination 
message. This allows a process·pair. "S A" 
consisting ot processes A and A', to 
create a ~amed process, "S8" consisting ot 
B and optionally B', and guarantee that it 
will be sent I ~essage when the process 
name S8 no longer exists. This will occu r 
even if the ~rocess whi ch first created S8 
no longer exists. 

~.6 file System 

Th. Guardi an tile systelll prOVides a 
uniform method tor access to disc tiles. 
unit record devices. and processes. All 
file. are named : disc files have names 
such as "SOISCl.SUB\oO[..PIL£" and unit 
record deVices and processes have names 
such 103 -SLp·, Access by nallle allows any 
process runnlnq in any ~rocessor to access 
any file in the system. Olfection to the 
appropriate process of the process - palr is 

handled by the tile syat •• in a mann.r 
tran.par.nt to the requesting proce ••• 

Fil •• ot all type. are opened by calling I 

CALL OPEH{tU.n .... tll.nu ••• •• } 

The calling process suppli.s the tile 
na... S.curity wUl be checked and then a 
tile nu.ber will be returned to the 
calling proces.. This til. numb.r i. then 
used tor all furthur acc.ss •• to the tile. 
A tile may be opened for ·wa it" or "no­
wait" Icce.s. It ·wa i t" access i s chosen, 
the proc ... will be susp.nded until the 
requested operation on the tile haa been 
COllple ted. On the other hand. it the 
"no·wait" Icces. is r.quested then once 
the opera t ion has been initiated. the 
requ.sting process lIIay continue 
processing . 

4.7 Disc FUes 

Each disc tile is composed ot between one 
and sixt •• n partitions. Each partidon 
resides on a sp.citic disc volume and i s 
in turn COlllPOSed ot up to sixteen extents. 
Each extent is one or ~ore contiguous disc 
pages ot 2048 bytes each. Ois;c files 
COIII.S In lIevera! types. The first is 
"unst r uc t ur.d". si.Uar to UNIX . where the 
fU. is treated as a contiguous set of 
bytes. A current file pointer is kept 
which is the byte addrl •• ot the beginning 
ot the nlxt transter, After each teed or 
writl oper a tion: 

CALL R£ADCfil.nu~.buff. r .cnt.transfe t cnt} 
CALL WRIT£(tilenum . butter,cnt.t ra nsfe rcnt) 
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the file pointer is incre~ented by the 
nUlllber of bytes tranlfetred. The file 
pointer may be 1II0ved explicitly by: 

C.\LL POSITION I filenulII. f Uepos i t ion) 

The second type of tile is a ·relative­
record" fUe. The fUe consists of fixed 
or variable-size records and may be 
randomly accessed. Rather tHan 
positioning to an arbitrary byte in the 
file, the proce.' politions to the start 
of a specific record. If the process 
read. leu than the record size. then the 
flle pointer advanci' to the start of the 
next record. 

The third type of file is "entry­
sequenced". Records written to this tUe 
lIIay be of varying lengths and are always 
appended to the end of the file. This 
type ot file 1s normally used as a log 
file. 

The final type of disc file is "key­
sequenced". A tile of this type may have 
a unique prilllary key and up to 255 
alternate klYs. Entry-sequenced and 
relative-record files !IIay also have 
alternate keys. Each ~ey may be up to 255 
bytes long. Acce •• to this file lIIay be 
done on any key ulinq the procedure: 

CALL KEYPOSITIONI!ilenum.key,keytag, 
"eylen, poe 1 tionmode) 

Th. para=eter "key tag" identifies which 
key is being used. The pointer "key· 
designates the value of the ~ey which is 
"klylen" by tel long. The" pos 1 t ionmode" 
describes what type of access is to be 
made to the file, The first type of 
access is "approximate", USing this. 
successive reads to the file will return 
all records whOle key values are greater 
than or equal to the "key" for "keylen", 
The second type of posltioning is 
"generic·, Here. successive reads will 
return all records whose key value is 
equal to "key· for ·keylen·. The final 
type of positioning is ·exact·. 
Successive ceads will return all records 
whose keys are "keylen" long and equal to 
.. key" . 

riles or lndividual records may be locked 
~y: 

CALL LOCKFIL£ IfilenWII) 
CALL LOCKRECORDI filenUIII) 

Recocd locking and unlocking may be 
combined ~ith the actual I/O operation 
desired for increased effic:'ency: 

CALL RE.\DUPDA~ELOCK(fil~num ••• , l 
CALL WRITEUPDA':'EUtIL~CK I f i I o!nulII •.•• ) 

The distributed nature of the systelll doea 
not allow efficient detection of deadlocks 
caused by file locking. As a result. this 
type ot checking is not done. A lock 
request on a file that has been opened 
with "no-wait- accesa will allow the 
application to do other processing if the 
cequeated file is not immediately 
available. A process lIIay use this 
mechanism to aasure that it will not wait 
indefinitely in the case of a deadlock. 

4.8 Disc I/O 

The dilc pcoce.ses in each processor share 
an area of lIIain memory called the "disc 
cache". Each block read from the disc il 
placed in this acea. Space ia reused on a 
weighted "least recently used- basis. 
Thus. such itellls as index blocks foc key 
sequenced filel ace kept available in 
lIIemory so that succelsive accesses do not 
require that they be reread, 

A logical disc volume, ·SOISC1·, may be 
recorded onto tva different disc drives 
usi"9 two different I/O controllecs. This 
second, or ·mirroc" volume provides a 
transparent duplication of data which 
protects a data base agaInst loss via • 
failed dilc drive or controller. All fUe 
writes are performed on both disc drlves 
and file reads .ay be done from either 
drive. When a falled dcive has been 
repaired, it lIay be -revived" while the 
application continues accesse. and updates 
to files on that logical device. 

4.9 Device I/O 

I/O operations are done to unit record 
devicls in a similar manner to disc file 
acces.ea. Here, Guardian doea not support 
a record-structured. device-independent 
mode of access and as a cesult opecations 
such aa unblocking tape records must be 
done by the application program. While 
this lack of device-independent I/O can be 
considered a liabl1ity in some applica­
tions. it aiiowl easy addition of new 
typea of I/O devices to the system without 
requiei"9 changes to the file system and 
allowS deVice-dependent control by the 
application pcogralll . 

Read and write operations are done in an 
identical lIIanner for all files. Oevice­
dependent operations such as skipping on 
vertical foro. channels on a line peinter 
lIay be done by: 

CALL CONTaOLCfilenum,controll.pacameter) 

Enabling or disabling terlllinal pacity 
checking or other such access options are 
done by: 

CALL SETMOO£Cfilenum.aodetype •••• ) 
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Guardian provide! an extremely general 
purpose inter (.ace to asynchronous RS-2l2 
or current loop devices . The file system 
anJ asynchronous terminal process provide 
'" read after write operation: 

CALL WRIT£R£AO{fllenum,buffe c,writecnt. 
readcnt,countreadl 

whiCh 041101018 a character sequence to be 
output to a device followed immediately by 
a read from the device. This allows the 
character sequence which causes a CRT 
tecrun",l to translllit to be sent to it. 
The 1 ine wi 11 then be turned around and 
the terminal's butter read into the 
processor . Since this write/read turn­
around is done in the device controller, 
no data is lost because the read could not 
be s tarted soon enough. 

Normally. operetinq systems wish to 
enforce certain terminal characte ristics 
such as i nse rtinq a carriage eeturn and 
linefeed after each line weitten Or lnter ~ 
p reting certain Characters on input for 
such operations as line and character 
delece . :.Ihile Guardi.an provides suc~ 
faciliciu , they IUY be disabled at the 
tir.le ':he system is configured or after che 
file is opened . Other charaCteristics 
such as type of connection, character 
Slze, parity , speed, and character echoing 
are completely conflgurable . This allows 
arbitrary character sequences to be input 
3nd output without any interpretation or 
character editing being done by the 
opecating system. 

Com~unication soft .... are is also provided to 
handle mul ti-point asynchronous terminals. 
Point~to-point and multi-point Bisync 
soft .... are is dlso provided. Rather than 
attempclng to emulate speci fic devices, 
ttle appl icacl0n program is allo .... ed to 
speclfy ':he I1 ne control used. 

4. 10 [nterpr ocess [/0 

~ach process in the system may have 
::\essages from other ? r ocesses queued foc 
1:. Access to this message queue 11 
proO/iced viol the f ile "SR£CEIVE". A cud 
on thls fl1e .... ll1 return the firSt 
::le~sage. A ?rocess ~ay check to see if 
any ~essages are queued and then contlnue 
proceSSing lf none are present. A ?rocess 
:nay .lSceCtaln t!le identlty of the sending 
process 'JU t he procedure: 

CALL LASTRECEIvtlsenderl 

~!ll S re t urns the -creat iOnld- of the 
sending process . It \S supplIed by the 
operating system and thus may not be 
forged by the s endlng process . A process 
'01'111 receive i ndicatiOn of such events as 
a peocess belng stopped ... ,aocessor 

failir.g or being eeloaded, or the break 
key being pressed on " terminal that this 
process has open in the form of messages 
rud frolll this HI •• 

A process may open anothee peoce.s as " 
·file-. Once op.ned, the prOcess may u.e 
the file system procedures WRITE, 
WRITEREAD. SET~OOE, and CONTROL to send 
mes.ages to that process. The rece iving 
peocess .... ill read theae requests from its 
·SR£CEIVE- tile. It .... ill then process 
them and possibly return an error 
indication to the sending process. This 
allows the ·server- proc •• s to simulate 
some arbitrary device. Using these tools, 
an output spoole r or a process which could 
allow access to labeled magnetic tapes 
.... ritten on sOllie other system can be 
construct&d. The requesting process 
believes that it is communicating with a 
device. and the server process is "ble to 
simulate that device without requiring 
special pcivUeg&d "hooks· in t.he Hle 
system. 

5. APPLICATION PROGRAMS 

5.1 Applicat.ion Peogram Checkpointing 

Application process-pairs are used to 
prOVide some serVice on a failure~tolerant 
basis. Requests are processed by the 
primary process and results ace returned 
to the reque.tor proc.... On a failure of 
the primar y peocess, the backup must be 
able to continue offeclng this service. 
Thi. requ ires that any state chang •• in 
the primary process b. sent (checkpointed l 
to the backup peocess . lihUe such 
checkpoints could be sent on an 
instructiOn~by~instruction basis, this is 
cleacly not feasible because of the 
overhe4Cl involved. Instead. a process 
need only checkpoint lts state .... hen it \S 
about to ma ke a non~cetryable request to 
ano ther process. 

Foe e.r:ample. at urne T1. when the primary 
?roceas and ltS backup are in the same 
state. the pcim.ry process sta rts some 
opecation . Later. at t i me 12, when it is 
ready to write t!le result to a disc file. 
it wtll checkpolnt changes ~ade since time 
Tl to its backup. The processes "'lll then 
aqain be in t~e same state. If t!le 
prl,mary ;lrocess failed ac any ?Olnt before 
12, the backup process could cestart at 
the last checkpolnt. made at Tl . The 
selectlon of states to checkpoint is 
analogous to deflninq restart points foe 
Jobs in a batch processing system . In a 
batch env ironmen t. these checkpoints are 
saved 1n a dlSC file; 11'1 pr ocess ~9airs 
they ace saved in a backup pr ocess. 

Guardian provldes system functions for 
checkpointing peocess state information 
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batwaan processes of a process-pair. The 
first t ypa o f i um checkpolnted is 
por t ions o f t ha process' data space. This 
in c ludes gl obal data and/o r the current 
s tack, hold1 nq procedure raturn addresse., 
pr oced ure l oc al var i ablel, and procedure 
pa r ame t ers. Conlider the following 
pr og r~ segment, wr i tten i n T/~AL, whale 
pur pose is to ou tput to a terminal the 
fi rst 100 i tems of an array, ~buffec": 

FOR i :. 1 TO 100 DO 
BEGI~ 
CALL WRITE ( terlllinal ,buffer (iI, 1te.lan), 
END; 

Th1s operation could be lIIade tailure­
tolerant by twO cal l i to the CHECKPOINT 
procedure. The tirst checkpoint copies 
the entire buffer to the backup proce ••• 
This need only ba done once a. the data 1. 
not changed by later processing. The 
second checkpo int, be fore each wr i te, 
s avea the current procesl state, including 
t he var i able "1 ". Th i s allowa the backup 
process to take over the operation, 
d up l 1c at i ng at most one line o f outPUt. 

CALL CHECKPOINT ( ,butter OJ ,buftershe) ; 
FOR i: - 1 TO 100 00 

BEGIN 
CALL CHECKPOINT (a ta c kba s e) ; 
CALL WRITE (outti le, bufter ( iI, itellhn ) ; 
END ; 

Whan the pr i mary process fa i ls. the backup 
wl ll t a ke over at the last cheCkpoint. 
The nex t log i cal extension to the original 
segm.nt woul d be if t he process were 
copying t he one hundred values to be 
OU tput from lome disc fUe: 

FOR i :- I TO 100 00 
BECIN 
CALL READ ( infile,buffer,itellllen ) ; 
CALL WRITE !outfile,bufter,itellllen), 
END; 

ACTION 

In this case, not only would the process' 
data apacI contents need to be check­
pointed .s before, but so would the 
currenc file po i nters for the i nput and 
oucput tIle.. This Insures that they are 
corrsctly .et when the backup process 
tskes over . In order for file pointers to 
be checkpointed, both processes of the 
process - plir IIIUSt have the files open. 
Special functions are provided which allow 
the primary proce.s to cause a file to be 
opened or closed by the backup proce.s: 

CALL CHECWPEN (til ename, • •• J 
CALL CHECKCLOSE(filename •••• ) 

In the sample prograa. CHECKOPEN would be 
called tollowinq the call to OPEN when the 
prilllary procesS .tarted. The progr~ 
seg~ent would now look likel 

CALL CHeCIPOINT(,butterlll.buffersize)1 
FOR 1 :- 1 TO 100 00 

BEGIN 
CALL CHECKPOINT(stackbase"infile" 

outfUe) ; 
CALL READ(infile,buffer,itemlen); 
CALL WRITE(outfile,butfer.itemlen), 
END, 

If a failure occurred after the read but 
before the write, the backup would take 
over and repeat the read using the same 
file po i nter as was used by the primary. 
In both of these examples, a failure 
fo llowing the wdte but preceding the next 
checkpoint co uld relult in a record being 
wrl.tten twice. Th i s would cause no 
problem if the record was being written to 
some absolute position in the file; 
however, an erroc would occur when wciting 
to a kly- .. quenced disc file. In this 
cas., the pr imacy would successfully writ. 
the record to the file, but its backup 
process would get a · duplicate key· Irror 
when repeat i ng the write. This problefll is 
solved by having Guardian automatically 

SEOUENCE 
PRIMARY 

VALUES 
BACKUP 

AFTER 
DISC 

ACTION: 
PROCESS 

CHECKPOINT ( stackbase, ,infile, ,0utfUe 
sequence I of pClmary sent to backup 

o o o 

CALL WRITE ! outfile. bufter. iteJIhn ) 
sequance "s 1:I&c.:h. operacion is done, 
sequence ,'s advanced 

•• • PRIMARY PRCC ~SS FAILS, BACKUP TAKES OVER ••• 

CALL WRJT~ ( out f 11e, bu! fer, i te.len , 
sequence ,'5 f!on't lIIatch, operation is not done. 
backup ' s sequ ence , i s advanc ed 

1 

File Systeo Sequence Nu.be r s 
Figure 1 
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generate ~n optional sequence numbe r for 
disc file writes. 

A part of the in!or~ a tion copied to the 
bac~up process when a file is checkpointed 
is the sequence number for the next wr ite 
to the file. When a writ.e is done to a 
file that has been opened with thiS 
option. the sequence number passed by the 
!lle system is compared wlth the copy held 
by the disc process. If it is the sall1e. 
then the oper~tion is done and the statue 
(eero r Indic~tion and Uilinster count) is 
returned to the appllc~tlon prOcess and a 
copy is saved by the disc process. On the 
other hand. it sequence numbe r s do not 
agree. then no operation is done and a 
copy at the prevIous operation's status is 
returned. Using the previous example, the 
use of tile sequence numbers 1s Shown in 
Figure 7. 

When a process-pair has a file open, any 
records locked In the tile will be 
conSidered locked by the process-pair. 
When the primary fails, the backup lI1ay 
finish file modifications with locks still 
in effect. preserving t.he integrity ot the 
data base. 

While t.he primary process operates. the 
backup process receives the checkpoint 
Information via a call to the procedu r e 
CH£CKMON1TOR. When the primary process 
sends a checkpoint message via a call to 
CHECKPOINT. this procedure moves 
checApOlnted portions of the primary 
procesa' data space into the backup's dat.a 
space and saves the latest file 
bformat.ion. It a message is directed to 
the backup process and the primary process 
stlll exist.s . It is rejected wlth a 
~ownersnlp~ error which informs the sender 
that the messa~e is to be sent to the 
other membe r of the process - palr. 
finally. wnen the pti:llary process falls, 
CHECK110NITOR \'/ill transter control to :he 
co r rect restart ~oine . 

The Tandem im?lementation of COBOL 
prov ides a su!dl~r c!acll;pointing faCility. 
In each case, checkpointlng 15 not an 
oSut omatic operation . Careful attentlon 
during the ~ppliCation deslgn ?hase will 
result in fewer checll;points and will Yield 
a chec~po int scheme that c~n be analyzed 
tor cortect~s.. Consideration must ~lso 
be ~iven to now the application wlll 
recover from failures occuring wnlle oS 
write operation is 1n p r o~ress to non-disc 
devlces. Recovery when acceSSing a CRT 
:er:llinal could be automatically done by 
rewrl.ting the .ntlfe screen . Recove r y 
whtle printing checks On a line ?rinter 
would require SOI:le :IIanu.11 inter'/ention and 
operator interact.ion with the application 
pr oc; ram. 
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5.1 App l ica t.ion St r ucturing 

The pr ocess, process- pair , and inter ­
process communicat.ion pr imitives ot 
Gua rdian provlde extremely general tools 
for applica t ion structuring . For example, 
consider an inquiry applicat.ion such as 
hotel reservat.ions. Requests calle 1n frolll 
various types of terminalS for reSIH ­
vaeions, cancellations, and hotel regis ­
tration. Othu requests come in for items 
such as man a~ement reports showing the 
number of r00/l8 available at. some hotel on 
some date . The application could be 
structured as follows . 

Process- pa irs will be defined fo r each 
ty~ of terminal t.o handle actual terminal 
1/0 (including any required line prot.ocol 
and character conversion) and initial 
request verification. Each proc~ss-pair 
will be designed to handle some number of 
terminals. When a valid request has been 
received from a terminal, the terminal 
procesl-pair will route t.he lIIessage to the 
appropr late serve, process-paie. 

Each server process - pair will be assigned 
a certain part of t.he application. In 
some cases, multiple copies ot a server 
program will be run to allow :!Iultiple 
requests to be processed in parallel. 

There are several advantages to this 
approach. Pirst, the handling of 
terllllnals and processlMq of requests have 
been cleanly separated. New types ot 
terminals can be added by Simply adding a 
type of terminal control process-pair. 
New types of request.s can be handled by 
addlng another type of server proce.s ­
pair. Likewise, software modificat.ions 
and testing can be done on a modular 
b,uis . Finally. nowhere 1n this structur. 
is there any requlrement for a specitic 
number of processors in the system or for 
the relatlVe locations of processes. As 
the system load or the application 
chan~es, the number of processors. amount 
of mellory, or phYSical location ot 
processes may be changed Wlthout 
dis~urbln9 the appl ication' s lnternal 
structure. 

6. SOPTWARE RELIABILIT¥ 

When design of the operatlnq system was 
started. we hoped to eliminate as ~uch as 
poSSible the archet.ypal system crash . 
7hat is. once or t .... ice a day. or week, the 
system crashes in a non-repeatable 
fashion. Our e~perience on an in - house 
syst.e:!I used pnmar ily foc soft.ware 
development and manual writing shows that. 
.... e have achieved that goal. Our ing a 
th r ee - month perlod in the summer of 1977. 
a processor faded because ot a sottw~re 



proble~ on twO occa.ions ; In each ca •• , 
the "roolel1l IoI ,U found at that time and the 
failure could be repe~ted by running a 
?artlcular pro~ram. 

1 propose the following expl anatlon o( 
thu rellabllity. Plrst. the syste:ll was 
very car~fully structured and alucn tiQe 
wu spent in initially specit'ylng 
primitives. As experience was gained in 
trying to apply these primitives at higher 
levels. problelD. were !ound . This 
resulted in design chan~e8 at lower levels 
rather than "kludges" at a highe r level . 
Implementation lola' also forced to stay 
within the designed structures because of 
the distributed nature of the hardware. 
If a problem could not be solved using 
processes interacting V1a tlIes8ages. then 
it could not be "kludged" by turning off 
Interrupts and changinq some !laq in 
memory . Given a sinqle processor system. 
there is a very ItrOn<;! temptation to lolve 
difficult problem. in this manner. 

Second. as the operatinq system and 
hardware were developed at the s~e time. 
another vendor'S system was used to 
prOVide interactive text editinq, aero .. 
T/ TAL compiler, a Tandem/16 processor 
simulator, and a downloader for the 
!andem/ 16 prototypes. I~plementation and 
checkout were not impeded by unreliable 
prototypes and al .acr! level o ~ the system 
was implement.d, it could be extensively 
checked. These tools allowed initial 
implementation and checkout of all 
functions of the system through the l evel 
of the command interpreter . The wisdOM of 
thiS approach can best be shown by the 
fact that when the first prototype 
processors were made available to the 
operat1nq systems qroup, all operatin~ 
system functions which ran on the 
sUllulator ran on the prototypes . 

Third. debuqqinq tools were built into the 
operatinq system from the sta r:. A. 10101-
level lnteractive debugqet was implemented 
WhlCh allowed br.akpoints to be set at any 
level of the operating system. tncluding 
interrupt handlers. Once thlS low - level 
debugger is entered in one processoe, 
clockS 1n all other processcrs in the 
system ,HII stopped so that they 101111 not 
decide that the !irst ~rocessoe is down. 
',.ohen t!le !irst processor cont1nues, so 
·.nU tr.e rest of the system. A full 
~alntenance panel only had to be used to 
track problems that managed to destroy the 
low-level debugger. Consistency checks 
were also coded i.nto low-level cOlltines. 
tor exa.':Iple, before an element is lnsected 
in a douDly-lln~ed list. the list li~ks of 
t::e element that the new element is being 
lnser:ed behlnd are verified. These 
c~ecks have proved to be ~xtremely 
v~luaole in tracklng problems or when 

iillp1ementinq new featurea in the Ityatem. 
Even when ext.naive changes are b.ing made 
to the Iystem, it has the property that it 
will stop at one of these consistency 
checks ve ry soon after something has gone 
wrong, allowing the probl~~ to be rapidly 
found. 

Pourth, fOClul testine; was carried out at 
all levels of the system ae th.y were 
implement.d. A third peelton, whoa. only 
job wea teating, was added to the Initi.d 
project well before completion. By 
teeting not just the e.ternal specifi­
cation. of the system but also the 
undeclying system primitives, it was 
assured that all system functions at all 
levels could be checked. 

finally, the primary desie;n goal of the 
entire system was reliability. When the 
system design qoals are clearly defined 
and under stood by all involved, they can 
control implementation on a daily basis. 
Implied goals on the other hand arll often 
forgotten when seemingly small decisions 
are mad •• 

7. CONC LUS IONS 

The innovative aapects of Gua rd ian lIe not 
1n any nev concepts introduced, but rather 
in the synthesis of pre-existing ideas. 
Of particular note are the low-level 
abstractions, process and message. By 
ultlng th ••• , all pr oc.lsor bounda ries can 
be hidden frOlll both the appl icatlon 
programl and mo.t of the operating system. 
Th ••• initial ab.tractions are the kllY to 
the system's'ability to tolerate failures. 
They aho provide the cont'1guration 
independence thllt is necessary in order 
for the system and applications to run 
over a wide range of system si:es. 

Gu ard ian provides the application 
programmer with extremely general 
approaches to procesll structuring, 
lntllrproces. communication , and failure 
tolerance. Much has been said about 
structuring programs using multiple 
communtcating processes, but few operating 
systems are able to support such 
structures . 

finally. the duiqn goals of the system 
have been met to a la rge de~ree. Systems, 
with between two and ten processors, have 
been installed and .lre runnln<;l on-line 
appl1catlOns. They are recovering from 
failures and failures 4re belng repaired 
on-l lne. 

s . A.C~NOwLEDGeHENTS 

An operatlng sySteM is the work of many 
people. In particular I would like to 
acknowledqe the contributions of Cennls 
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generate ~n optional sequence number for 
disc file writes. 

A part of the in!ormation copied to the 
bac~up process when a tile is checkpointed 
is the sequence nu:nber for the next .... rite 
to the file. When a write is done to a 
fIle that has been opened .... ith this 
optIOn, the sequence number passed by the 
file system is compared Wlen the copy held 
by the disc process. If it is the Sildle, 
then the operation is done and the status 
(e rror IndiColitlOn and t(lInster count) is 
returned to the applicolitlon procesl and a 
copy IS saved by the dlSC process. On the 
other hand, l! sequence numbers do not 
agree, then no operation is done and a 
copy of the preVIOUS operation's status Is 
returned. USIng the previous .)Cuple. the 
use of flle sequence numbers Is shown in 
Flgure 7. 

When a process-pair has a file open, any 
records locked in the Hie will be 
consldered locked by the process-pair. 
When the primary fall., the backup may 
finish file modifications with locks still 
in effect, preserving the integcity of the 
data base . 

Whlle the primary process operat.s, the 
backup proc.ss reC.lves the ch.ckpoint 
lnformatlOn via a call to the proc.dure 
CHECKMONITOR. When the primary process 
sends a checkpoint message via a call to 
CtlECKPOINT, this procedUre moves 
checkpOlnted port10ns of the primary 
process' data space into the backup's data 
space and saves the latest file 
I.:'1format.l0n. If a message is directed to 
the backup proc.ss and the pri~ary process 
soli exist.s, It 1s reject~ w1th a 
~ownersnlp· er~or which Informs the send.r 
that the message i. to be sent to the 
other member of the process - pair. 
f'ln411y. when the pCllllary process fads, 
CHECK~ONITOR Will transfer control to !h. 
correct restart ~oint. 

The Tandem Implementation of COBOL 
provides a SHAlhr checkpolnting facility. 
In each case. checkpOlntlng 15 not an 
automatic operation. Careful attentlon 
during the appllCatlOn design phase wi ll 
result in fewer checkpOints and Will ,aid 
a checkpoint scheme that can be analy:ed 
for coneC1:l'T'f!ss. Consideration mU$1: also 
be given to how 1:he application Will 
reco ... er from failures occur ing Wh ile a 
write oper.tion IS In progress to non-disc 
de"'lces. Reco ... ery when acc.sSlng a CRT 
ter~in.l could b. autom.1:ically done by 
rewriting the entire screen. Recovery 
while printing checks on • line printe r 
would ~equire 50l:le manual inteC'lention and 
operator interaC1:l0n with the applicatlOn 
program. 
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5.1 Applic.tion Structuring 

Th. process, process-pair, .nd inter­
process communication primitives of 
Guard1an pro ... ide extremely gen.ral tools 
tor application struc1:uring. For exampl., 
consider an inquiry applic.tion such as 
hotel reser .... tions . Requests cOl'lle in from 
v.rlOU' types of t.rminals for reler­
vationa , cancell.tions, and hotel reg ls-
1:ration. Other requests come 1n for items 
such as man.gement reports showing the 
number of rooma a .... ilabl. at some hotel on 
some date. The application could be 
structured •• followa. 

Proceas-p. irl will be defined for .ach 
type of term.inal to handle actual t.rminal 
I/O (including any requir.d line protocol 
and character con .... rsion) and initial 
request ... e r iflc.t.ion. EACh proc~ss-pair 
wll1 be deligned to handle sOl'lle number of 
termin.ls . When a valid requ.st has been 
rec.i ... ed frOID • terminal. the t.rminal 
process-pair will route the mess.ge to the 
appropriate .er ... er process-pair. 

Each server procees-pair will be assigned 
a certa in part of the application . In 
some c •• es, multiple coples of • ser ... er 
program will be run to allow Clultiple 
requests to be proces •• d in p.rallel. 

Ther •• re se ... eral adv.ntages to this 
.pproach. First, the handling of 
termin.ls and processlng of requests h.v. 
been cleanly separated . New types of 
te rminal. can be added by simply .dding .. 
type of terminal control proce.s-pair. 
New 1:ypes of requests can be handled by 
.dding anoth.r type of ser ... er procese­
pair. Likewise, softw.re modifications 
and t.sting c.n be done on a modular 
basis. Flnally, nowhere in this structur. 
is there any requlCement foe a specific 
numb.r ot ~rOcessors in the Iystem or for 
the relatl ... e locatl0ns of peocesse.. Aa 
the system lo.d or the appl kation 
ch.ngea. the number of processors, amount 
of memory. or phYSical location of 
processes ~ay be changed Without 
distu rbing the application'S internal 
structure. 

6. SOFr~ARE RELIABILITY 

When design of the oper.tlng system was 
started, we hoped to eliminate as much •• 
posslble the archetypal system crash. 
-:"!"Iat 1s. once or twice a day, or week. the 
system crashes in a non-repeatable 
fashion . Our experience on an in - house 
syste u.ed primarily for softw.re 
de .... lopment and m.nual writing shows that 
... ·e ha ... e achie ... ed that goal. During. 
three-month period in the summer of 1977. 
a processor talled because of a sottw~re 



problem on two occasions: In each ca.l, 
the problem waS found at that time and the 
tallure could be cepeolted by running a 
pactlcular program . 

I propos. the followinq e.:pl anation of 
this reliability . First. the syste;u. "as 
yery carefully structured and much tl~e 
wu spent in initially specifYlnq 
primitiyes. As experience wal gained in 
tryinq to apply thllle primitiYes at higher 
leyels. proble:u were found. This 
resulted tn de.ign chanq ea at lowec leyels 
rather than "kludqes" at a hiqher leYel. 
Implementation wal also forced to stay 
within the desiqned structures because of 
the distributed nature of the hardware. 
If a problem could not be solved usinq 
processes inte ractinq Yla messaqes. then 
it could not be "kludqed" by turninq of! 
interrupts and chanqinq some fhq in 
memory. elYen a single processor system, 
there is a yery stronq temptat ion to 101Ye 
difficult problems 1n this manner. 

Second. as the op.rating system and 
hardware were deyeloped at the same time. 
another yendor' s systf!!!l was used to 
proYide intuacti ... e text editing, a cron 
T/ TAL compiler, a Tandem/16 processor 
simulator, and a downloader for the 
~andem / 16 prototypes. I~plementation and 
checkout were not impeded by unreliable 
prototypes and a •• ach llyel of the system 
was imple:!lented, it could be e.tensi ... . ly 
checked. These tools allowed initial 
implementation and checkout of all 
functions ot the system through the l .... el 
of the command interpreter. The wisdom of 
this approach can best be shown by the 
fact that when the first prototype 
processors were made a ... ailable to the 
oper~tlng systems group, all operating 
syste~ functlons which ran on the 
slmulator ran on the pr ototypes. 

Third, debugging tools were built into the 
operating system from the st.HL /It low­
level lnteractiye debugger was implemented 
whlCh allowed brlakpolnts to be set at any 
level of the oper .. ting system , lncludinq 
lnterrupt handlers . Once thlS low - level 
debugger is entered 1n one processor, 
clocl(s i.n all other processccs in the 
system .. re StOpped so that they wi ll not 
dec1de t~at the !lcst ~rocessor lS down . 
• ... hen the !irst processor COntlnues. so 
·.1111 tr.e rest of the system . A full 
~a1ntenance ?anel only had to be used to 
tracl( problems that managed to destroy the 
low-level debugger. Consistency checl(s 
were also coded lnto low- level routines. 
for e.at:lple, before an element 1s 1nserted 
in a douDly - lin~ed list. the l15t li~l(s of 
t~e element that the new element is being 
lnserted Dehlnd are verified. These 
c~ecks ha ... e proved to be ~xtrelllely 
v~luaole 1n tracking problems o r when 

implelllinting new features in the systelll. 
Even when extenSlve changes are being made 
to the system, it has the property that it 
will stop at one of these consistency 
checks Yery soon after something has gone 
wrong, allowing the probl~~ to be rapidly 
found. 

Fourth, foraal teltin9 was carr lad out at 
all !eyals ot tha syltelll ss they we,e 
impl emented . A third person, whOI. only 
job wu tutinljl, was added to the initial 
project well before completion. Sy 
testing not Just the e.t.rnal specifi ­
cation. of the syatem but .. Iso the 
underlying system pri:!litives, it was 
assured that all system functions at all 
levels could be checked. 

Finally, the primary design goal of the 
entire system was reliability. When the 
system design goals are clearly defined 
and understood by all involved, they can 
control implementation on a daily basis. 
Implied goals on the other hand .Ira often 
forgotten when seemingly small decisions 
.sre ;nad •• 

7. CONCLUS IONS 

The innovative .. spects of Guardian lie not 
in any new concepts introduced, but rathar 
1n the synthesis of pre-existing ideas. 
Of particular note ara the low-level 
abstractions, process and mes •• ge. By 
using th.sl, all proce.sor boundar!e. csn 
be hidden frOil both the appl icat ion 
program. and 1II0st of the operating system. 
"rhe •• initial abstractions are the key to 
the system's "ab ility to tolerate failures. 
They 01110 provide the configUration 
indep.ndence that 15 necessary in order 
for the system and applications to run 
ove r a wide range of s~'stelll sizes. 

Guardian provides the appli cation 
programme r with extremely general 
dPproaches to proce.s structuring, 
interproces. communication, and failure 
tolerance. Much has been said about 
structuring proCjrams using multiple 
communicating processes, but few operating 
systems are able to support such 
structures. 

Flnally. the design 90.115 of the system 
have been iIlet to a large degree. Systems, 
with between twO and ten processors, ha ... e 
been installed and are runnlng on-line 
appl icatl0ns. They are recover ing frolll 
failures and failure.5 are being repaired 
on-line. 

8. ~C~NOWLEOCEHENTS 

An ope r~tl nq syste~ is the worl( of ~Any 
people. tn particular I would like to 
acknowledqe the contributions of Cennls 
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McEvoy. Cave Hinders, Jerry Held. and 
Robert. Shaw in it. desiqn, implementation, 
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TANDEM 
SORT 

FEATURES 

• Three modes of operation 

• Convemtional 
• Via command fi les 
• Programmatic 

• Record Input and Output 

• FromlTo an External File 
• FromlTo a User Application Program 

• Support for multiple file types 

• Unstructured files 
• ENSeRI BE structured files 
• EDIT files 

• SORT keys may be ; 
• Ascending or descending 
• STRING or INTEGER 
• Multiple key fields per sort 

• SORT Output can be; 

• Complete record 
• Record Sequence Numbers 
• Keys only 

INTROOUCTION 

The Tandem SORT program reorders a set 
of records according to the values of sort key 
fields defined within the records. SORT may 
be driven by a set of commands 
conversationally, or by a text file containing 
the commands, or it may be called from your 
program. 

Records may be passed to SO RT from a 
file, or sent one by one through procedure 
ca lls from your program. Similarly. the sorted 
set of records may be written to a file, or 
your program may call a procedure to retrieve 
the records, one per call. 

Actual sorting runs as a separate process 
from the host program. Standard interface 
procedures are present in the Sort Command 
I nterpreter program or called from your 
program, which handle process creation. 
control. and communication. 

CONVERSATIONAL MOOE 

For this mode simply type, 

:SORT 

and wait for the prompt "<". Six commands 
are allo'NE!d: 

FROM - names the file of 
unsorted records and 
describes the records; 

TO - names the file for the 
sorted records and selects 
output options; 

ASCENDING -
DESCENDING 

describe the location and 
attributes of the sorting 
keys within the records; 

RUN - starts the actual sort. 

EXIT - exits from the Sort 
Command Interpreter. 

Example: 

:SORT lOUT Slpl 
< FROM insort,RECORD 56 
< TO outsort 
<ASC 6: 121NTEGER 
< RUN 
< EXIT 
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COMMAND FILE MODE 

For this mode, use ED IT to put your sort 
commands, one to a line, in a command f ile 

:SORTI / IN < command lile» 

L OUT < list Ii Ie> ) II 

SORT reads the commands from <command 
file> . When a A UN command is found. and 
the previous commands describe a valid sort, 
SORT begins. Once the SORT completes, 
< command file> is read for more commands. 
End-of-file on < command file> terminates 
SORT. 

Example: 

:SORT/ IN mylile,OUT Sip/ 

Contents of "myfile"; 

FROM datain 
TO dataout 
ASC 1:3INTEGER 
DESC 10:16STRING 
RUN 
ASC 88:89 
FROM names 
DESC 22:35 
TO sortout 
RUN 

PROGRAM SORTS 

There are four ways to use SORT 
in your program, 

1. SORT Input from External File 
SORT Output to External File 

2. SORT Input from External File 
SORT Output to Program, one record at 
a time 

3. SORT Input from Program 
SORT Output to External File 

4. SORT Input from Program 
SORT Output to Program, one record at 
a time. 

Five SORT I nterface Procedures are 
provided. 

SORTSTART - Initiate a sort. 

SORTSEND Send input record to 
SORT 

SORTRECEIVE - Retrieve a sorted record 

SORT FINISH 

SORTERRQR 

Complete the sort 

Format a SORT error 
message 

GENERAL METHOD OF OPERATIO N 

Two things determine how the sort 
functions internally: 

- the amount of data to be sorted, 

- the amount of memory you give. 

If the amount of data is small enough, the 
data is sorted within memory. 

I n most large sorts, the memory is in­
sufficient to sort all the data at once, so 
SORT splits the input data into sorted pieces 
it can handle, and puts them in a scratch file. 
Each piece is referred to as a run since the 
records in each one "run" in sequence. 

When there is more than one run formed 
from the initial data, the sorted output is 
produced by merging the runs together. This 
method of sorting is known as "Replacement! 
Selection" . 

TANDEM COMPUTERS, INC . • 19333 Vallco Parkway . Cupertino, Calif. 95014 • (408) 996-6000 
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• SPOOLER runs NonStophm) 

• User can supply own Print Processes 

• SPOOLCOM allows operator inspection andlor 
alteration of job parameters 

• Routing structure permiU individual or broadcast 
locations 

• SPOOLER library procedures allow blocking and 
compression 

• Multiple files can be spooled from one application 

• SPOOLER parameters can be specified 
programmatically 

• Forms Alignment 

INTRODUCTION 

The Tandem SPOOLER provides a means 
of storing application output in holding areas 
for later retrieval. Output may be passed to 
other processes or printed on one or more 
devices. 

The SPOOLER is actually many processes 
working in unison to provide spooling facili· 
ties. These processes include SPOOLER 
Supervisor, SPOOLER Collectors, Print 
Processes, and SPOOLCOM. 

SPOOLER Supervisor functions as the 
SPOOLE R monitor and communicates with 
the other SPOOLER processes to determine 
which tasks to perform or schedule. 
SPOOLER Control is actually a server process 
interfacing with 1) SPOOLCOM, 2) appli· 
cations calling SPOOLERCOMMAND or 
SPOOLERSTATUS procedures, 3) SPOOLER 
Collection Processes, and 4) SPOOL Print 
Processes. 

TANDEM 
SPOOLER 

Print Processes retrieve spooled data and 
print it The Tandem supplied print processes 
are capable of handling multiple jobs and 
devices. Users may supply their own Print 
Processes. 

SPOOLCOM is an operator/user interface 
with the SPOOLER subsystem. It can be run 
interactively on a terminal or can be passed 
commands from an application process. 
SPOOLCOM performs such functions as 
downing a device or ordering extra copies of a 
report. 

APPLICATION PROCESS INTERFACE 

At the simplest level an application process 
can open the SPOOLER one or more times to 
perform spooled output. The standard file 
management procedures WRITE, CONTROL, 
and SETMODE are used. 

The application may also use the 
SPOOLER library procedures to implement 
more advanced features of the SPOOLER. 
The library procedures are: 

SPOOLSTART 
- start a job and specify spooling 

attributes 

SPOOLWRITE 
- write a print line 

SPOOLENO 
- end the spool job 

SPOOLCONTROL 
- control functions 

SPOOLSETMOOE 
- setmode functions 

SPOOLER Collectors accept output from Through SPOOLSTAAT the application can 
application processes and store it on disc. specify location, form name, priority of print· 
There can be one or more SPOOLER ing, number of copies, report name, and hold 
Collectors. before/after printing. 

,'-------------------------------------// 
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SPOOlCOM 

SPOOLCOM is used to initiate and con­
trol the operation of the spooling system by 
accepting commands interactively from an 
operator at a terminal or programmatical ly 
from a user application process. SPOO LCOM 
commands include: 

DEV 
- controls devfees 

JOB 
- control jobs 

PRINT 
- control Print Processes 

CO LLECT 
- control collection processes 

LOC 
- set up and modify desti nation 

structure 

SPOOLER 
- control the Spooling System 

HELP 
- list SPOOLCOM Commands 

EXIT 
- terminate SPOOLCOM 

SPOOLERCOMMAND 
- issue a control command 

SPOOLERSTATUS 
- retrieve status information 

SPOOLER REQU EST 
- Request information for a specif ic job 

necessary to start prin t ing. 

FC 
- f ix command 

COMMENT 

USER-WRITTEN PRINT PROCESSES 

The Print Process library procedures allow 
user-written processes for devices not sup­
ported by SPOOLE R or the retrieval of 
spooled data by an application process. The 
procedures are: 

PRI NTI NIT 
- Initialize communicat ion with the 

SPOO LER control process 

PR INTCOM PLETE 
- Accepts messages from the SPOO LER 

control process 

PR INTREADCOMMAND 
- Interprets control messages from the 

control process 

PRINTSTART 
- Initialize data required to print a job 

PRINTREAD 
- Read a line of spooled data 

PRINTINFO 
- Obtain information on an active job 

PRI NTSTATUS 
- In form SPOOLER control process of 

an event such as end of file or error on 
the device. 

SPOOLER 
SUI'ERVISOR 

"""''" COLLECTOR 

APPlICATION 

.,," 

SI'OOLER 
!'RINT 

",OCESS 

PRINTER 
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FEATURES 

• Supports 2780 and 3780 Emulation 

• Batch input from any media 
• term inal 
• magnetic tape 
• disc 
• card reader 
• another process 

• Batch output to any media 
• term inal 
• magnetic tape 
• disc 
• line printer 
• another process 

• Three Modes of Operation 
• Conversational 
• Command File 
• Programmatic 

• Fil e transfer ability between Tandem Systems 

• NonStop Operation Optional 

INTRODUCTION 

EXCHANGE is a Tandem Subsystem designed to 
allow a Tandem System to emulate the functions of a 
2780 or 3780 remote batch workstatiOfl. Input and 
output can be from/ to any media supported by the 
Tandem System including disc, magnetic tape. 
terminals. card readers, tine printers, and other 
processes. Commands to define the input. list and 
punch files. and characteristics about the connectioo 
can be accepted conversationally from a terminal, 
from a Command File, or programmatically from 
another process. 

General capabilities of EXCHANGE inctude trans­
mitting and receiving in ASCII or EBCD IC, accepting 
horizontal tab codes, accepting vertical forms control 
codes, transmi tt ing or receiving EBCDrc transparent 

TANDEM 

EXCHANGE REMOTE 

JOB ENTRY 

SUBSYSTEM 

data, short record truncation, blank field com­
pression, transmitling and receiving blocked data link 
messages, and generation of WACK and TTD control 
codes when temporarily unable to transmit or receive. 

Another useful feature is the ability to transfer 
files between two workstations_ An EXC HANGE 
subsystem on one Tandem can perform remote file 
transfers to another Tandem which is also running the 
EXCHANGE subsystem. 

EXCHANGE. at the user option. may be run in II 

NonStop mode. 

EXCHANGE STRUCTURE 

EXCHANGE is composed of two program 
modules; a Server Process and a Command 
Interpreter. 

The Server has all data link handling responsibility 
and responds to requests to send or accept data 
to/ from a remote system. The Server is typically run 
in conjunction with the Commarn;:l Interpreter but 
can be caUed directly from an application process. 
Send and receive data and initial connection param­
eters are passed to the Server. The Server handles all 
message assembly/disassembly, blank compressionl 
decompression, horizontal tab expansion, record 
truncation, and character set translation. The Server 
accepts and delivel'1 data on a record·by-record basis. 

The Command Interpreter provides a conversa­
tional interface to the operator. Commands are 
entered to control the connection type, specify the 
receive file names and parameters, and identify the 
files to be sen t. 
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EXCHANGE COMMAND INTERPRETER 

The EXCHANGE Command Interpreter allows the 
user 10 send or receive files by entering commands at 
a terminal or through a command file. Commands 
which can be entered are: 

CONNECT - defines remote terminal connection 

SEND - defines file to be sent 

RECEIVE - defines the receiving file 

ABORT - stops any transfer in progress 

DISCONNECT - ends connect ion to host 

EXIT - exits from EXCHANGE Command 

Inlerprtlter 

STATUS - displays line status and sta tistics 

PROGRAMMATIC INTERFACE 

A user process may di rectly interface to the 
EXCHANGE Server. The required steps in the appli­
cation process are: 

1. Open an interprocess file to the Server. 

2. Establish the receive fi le character set via 
SETMOOE. 

3. Establish a data li nk to the remote system Ilia 
SETMODE. 

At th is point the application may send/receive 
records Ilia simple READ/WR IT E type statements. 
Data link message formatting is handled by the 
Serller, and compressed blanks and embedded hori· 
lontal tabs are expanded. 

COMMAND INTERPRETER INTERFACE 

INTER 
PROCESS COMM 

EXCHANGE LINK EXCHANGE 
LINK 

COMMAND 
SERVER 

HOST 
INTERPRETER 

PROGRAMMATIC INTERFACE 

INTERPROCESS COMM 

USER LINK EXCHANGE LINK 
HOST 

PROCESS SERVER 

NONSTOP FEATURES 

The EXCHANGE Server can be made to run Non­
Stop. In the NonStop mode of operation EXCHANGE 
will: 

1. Maintain a connection between the User, the 
EXCHANGE Command Interpreter, the EX­
CHANGE Server, and the Communication Data 
Link. 

2. Maintain a major state; connected, disconnected, 

connecting. 

In the NonStop mode of operation each process 
checkpoints all major state changes. This implies 
that: 

1. Connected or disconnected status is maintained 
after a failure of either process. 

2 Connection attempts are retried if a failure 
occurs during a connect. 

3. 11 a failure occurs in either process SEND and 
RECEIVE commands are aborted, but the 
communication link is main tained. 
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;:: TANDEM XRAY 

• Diverse applications include Mi x Balancing, 
Growth Management, Online Monitoring and 
Application Tuning 

• Provi des data usa ble for resolving a variety of 
performance issues 

• Does not require any special hardware or display 
devices 

• Includes 2 programs: XAAYCOM for measure­
ment control, and XAAYSCAN for data reduction 
and analysis 

• Self-measuring capa bility shows the exact amount 
of perturbation X RA V's measurements are causing 
in the system 

INTRODUCTION 

XRAY is a tool for monitoring the per­
formance of a TANDEM/ 16 computer 
system. The applications of XRAY span the 
following areas: 

Mix Balancing - the distribution of appli­
cations across system hardware so as to 
eliminate bottlenecks. 

Growth Management - the long·term 
appraisal of system component usage for 
planning, budgeting, and control purposes. 

On Line Monitoring permlttmg 
immediate detection of performance difficul· 
ties and providing continuous feedback on 
system usage. 

Application Tuning - highlighting where 
the application program should be re­
structured to increase transaction throughput. 

The data provided by XRAYSCAN in the 
form of time plots and reports can be used to 
resolve a variety of performance issues, for 
example : 

• The usage of the system components (i.e., 
cps, memories, discs, communication 
lines) can be monitored on a long-term 
basis, permitting an orderly management of 
growth. 

PERFORMANCE MONITOR 
FOR TANDEM/16 

COMPUTER SYSTEM 

• Programs can be distributed among the 
processors for the most effective use of cpu 
and memory resources. 

• Data base files can be distributed among 
the system's disc volumes to avoid bottle­
necking at a single spindle. 

• Programs responsible for excessive cpu, 
message, or virtual memory activity can be 
pinpointed. 

• Data base files can be restructured for 
speedy access, and the optimum disc cache 
size can be determined. 

• Response times can be tracked to provide 
an objecti ve measure of system 
performance. 

ADDITIONAL EQUIPMENT 

XRAY witl run on a minimum 
TANDEM/ 16 with the GUARDIAN Version 
C operating system and firmware. XRAY does 
not require ENSCR IBE OR ENVOY, but is 
fully integrated with both so that all data base 
and data communications activity can be 
measured or monitored. XRAY does not 
require any special hardware or display de­
vices: it can be operated from any asynchro· 
nous, point-to-point terminal with a line 
width of at least 80 characters. 

PROGRAMS 

The program XAAYCOM is used to control 
measurements. Data is collected in a disc file. 
System performance is analyzed by running 
the program XAAYSCAN against the 
collected data; thus XRAYSCAN is used for 
data reduction and analysis . 

Online performance monitoring is achieved 
by simply running XRAYSCAN against the 
currently active disc file. Any item or set of 
items in the measurement can be plotted on a 
terminal, as they are observed. 
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An important feature of XRAY is that it 
can measure itself, indicating exactly how 
much the system was perturbed by the 
measurements. This is possible because X RAY 
allows measurement of individual processes 
on the system. When measurements are being 
taken, XRAYCOM installs a data collection 
process, called the RECORDER, in each 
processor. XRAY can be directed to measure 
each RECORDER, letting the user know 
exactly how much overhead XRAY entails. 
(Typically, this is less than 1% of the 
processor's workload during the time of the 
measurement). 

XAAVCOM has five commands: 

DATA designates the disc file in which the 
RECORDERs store measurement 
data 

CONF specifies a configuration file, which 
I ists the system components to be 
measured 

GO starts the measurement and speci· 
fies the time interval at which the 
RECORDERs write measurement 
data to the data file 

EXIT exit from XRAVCOM. The form 
"EXIT!" stops the measurement 

LIGHTS displays processor utilization on the 
cpu panel lights 

A typical sequence of commands used to 
start a measurement would be: 

XRAYCOM 
+ CONF xrayconf 
+ DATA xraydata 
+ GO 10 
+ EXIT 

Any of the commands can be issued at any 
time during a measurement, permitting the 
measurement configuration, the data file, and 
the time interval to be changed. 

The items to be measured can be extended 
beyond basic device utilizations by configur­
ing particular sets of files and programs for 
measurement. The configuration is placed in a 
EDIT·type file for input to XRAYCOM. A 
typical configuration file looks like this: 

PROGRAMS: SYSPROCS 
SSYSTEM.SYSTEM .• 
SDEVE LOP.T ESTPROG .• 

FILES: SORDERS.·.· 
SADM IN.BUDGET.· 

EXAMINING THE COLLECTED DATA 

The program XRAYSCAN is used for 
exploring and filtering the data in an XRAY 
data file. Any particular part of the data file 
can be selected for examination with the 
WI NDOW command. Then, sets of the 
measured entities can be chosen for perusal 
with the entity selection commands. 

Report 
Command 

CPU 
LINE 
DEVICE 
TERMINAL 
DISC 
PROCESS 
FILE 

Measured Entities Reported 

processors 
data communication lines 
tapes, printers, etc. 
terminals 
discs, and disc file opens 
processes 
file opens 

For each of the above report commands, a 
set of items is displayed. The items depend on 
the nature of the component being reported 
on. As an example, the items associated with 
the CPU report command include CPU BUSY, 
SWAP RATE, DISC RATE, CHIT RATE, 
SEND RATE, CPU OLEN, DISP RATE, 
TRAN RATE and RESP TIME. 

The XRAY report can be restricted to 
entities having values in particular ranges. For 
example, the command 

+PROCESS 1, I F CPU BUSY > 1.5 

restricts the report to those processes in cpu 1 
which have used 1.5% of the cpu or more 
during the portion of the measurement being 
examined. 

The current report can be displayed with 
the entities sorted on any item. This is done 
by naming the item in a BY clause: 

+FILE SORDERS.·.·,BY FILE RATE 

The files accessed on SORDERS during the 
WINDOW will be displayed, in order of most 
active file to least active. 

Many reports and plots will routinely be 
printed on a hard copy printer. At a CRT, a 
hard copy of the last report or plot can be 
made with the copy command. 

The ability to plot any item over time is an 
integral function of XRAY. Plots are used to 
find exception conditions, detect counter 
overflows, and associate correlated counters. 
I t is simple to generate a plot, and a user may 
elect to plot any set of items on the same set 
of axes. 
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PATHNAY TRANSACTION PROCESSING SYSTEM 

The PATHWAY Transaction Processing System combines a set of 
special Terminal Control Processes, a new screen formatting 
language , a user- controlled application monitor, and an 
interactive screen definition facility to provide for Tandem 
users' significant reductions in programming requirements 
and simplicity in development requirements for on-line 
transaction processing applications. 

PATHWAY takes full advantage of Tandem's fault-tolerant 
capabilities to assure data integrity and continuous 
availability . 

Other features include : 

the ability to access multiple applications 
from the same terminal 

the capability to perform on-line addition, 
modification or deletion of transaction types, 
screen definitions, applications and terminals 

Until now, a programmer typically has had to spend a large 
portion of development time addressing terminal characteristics. 
PATHWAY software provides the necessary procedures, programs, 
and structures to relieve him of these tasks, thereby increasing 
productivity and also making on-line application development 
more accessible to a broader base of programmers. On-line 
applications become as easy to write as batch applications, 
opening up on-line transaction processing to a whole new world 
of users and applications . 

Simplifying application design and programming even further, 
PATHWAY divides terminal control and file manipulation into 
separate programs, which means the user needs only be concerned 
with "single-threaded processing . " The Tandem supplied software 
performs all necessary data checking and format validation. 

With the PATHWAY system, all terminal oriented functions are 
isolated within the terminal control processes (TCPs) supplied 
by Tandem. Although a single TCP can control multiple 
terminals, each terminal is logically independent of the others, 
even to the extent of maintaining distinct data areas and 
control information. 



Terminal handling programs in a PATHWAY system need only 
be written once for any single terminal type . They are 
defined by the user in Screen COBOL, a new, high- level 
language similar in form to COBOL. 

With Screen COBOL, the user defines the screen formats, 
input and output data mapping , data validation, message 
routing and other functions, which are interpreted by the 
TCP through an intermediate code file . A Screen COBOL 
program may be executed multiple times to support multiple 
terminals of the same type. 

The PATHWAY system also includes an application monitor 
program which supervises and controls all working processes . 
The application monitor, which is a multi-terminal control 
program which allows for load sharing, is the very first 
program to be executed, and is responsible for initiating the 
rest of the system. It permits the user to selectively start, 
stop, and alter the operation of processes and terminals, 
and request a report on the status of processes or error 
conditions. 

An interactive screen definition facility in the PATHWAY 
system supports on- line design and modification of screen 
formats directly at the terminal. This feature maximizes 
flexibility and further reduces the time required to bring on­
line applications into production. 

For ease of design and programming flexibility, user applica ­
tion programs can be written in COBOL , FORTRAN , MUMPS or 
T/TAL (Tandem/Transaction Application Language). PATHWAY 
supports terminals of several different types , including the 
new Tandem 6520 and 6524 multi-block display terminals . 



NonStopT. TRANSACTION PROCESSING SYSTEM 

PATHWAY software gives users the only transaction proc· 
esslng system capable of NonStop'" operation, assuring 
data integrity and continuous availability. Specifically de­
Signed to take full advantage of unique multiprocessing 
capabilities of the TANDEM 16 computer, PATHWAY soft­
ware eases the task of developing applications for the on­
line transaction processing environment. 

With the PATHWAY system, programmers no longer need 
to be concerned about terminal characteristics when writ­
Ing applications programs. TANDEM supplies all the pro­
grams, procedures and application structures necessary 
to get user-wrinen applications up and running in less 
t ime. 

PATHWAY software features; 
• The only NonStop lhmsactlon Processing System 

assuring continuous availability and data Integrity 
• Impressive software development tools designed to 

s ignificantly reduce the cost of applications 
development 

• Application structures that ease the task of designing 
and maintaining programs 

• Increased t ransaction throughput by utl1lzing the full 
advantages ot the unique fault·tolerant multiprocessl ng 
capabilities of TANDEM 

• True distributed processing through the TANDEM 
EXPAND Network, allowing applications to run In any 
CPU In any system, regardless otthe physical location 
otterminals and data 

• Access to multiple applications from the same terminal 
for increased flexibility 

• All the necessary terminal handl ing software al lowing 
the user to concentrate on application design 

• On-line addition, modification or deletion of t ransaction 
types, screen characteristics, applications and 
terminals. 

NonStop Transaction 
Processing System 
Designed to simplify the way TANDEM 16 users develop on­
line transaction processing applications, the PATHWAY sys­
tem is an important addition to the total TANDEM product line. 
PATHWAY software is a key development tool which assists in 
bringing up new applications faster and easier. 

The PATHWAY software package supplies all the procedures, 
programs and application structures necessary to allow users 
to write Single-threaded application program modules. Fur­
thermore, the user-wrinen application modules can be 
designed without concern for terminal characteristics and 
communications protocols. 

TANDEM's PATHWAY software furnishes all the major com­
ponents necessary to implement a NonStop Transaction Proc· 
essing System: a terminal control process, a COBOl: like 
screen language, an application monitor, and an interactive 
screen definition facility. 

An Impressive Terminal 
Control Process 
All terminal oriented functions are isolated into TANDEM 
supplied Terminal Control Processes (TCPs). Each TCP inter­
aets with one or more terminals, providing each terminal with a 

'center of contror where the overall processing flow 01 that 
terminal is supported. 

The TCP performs four major application functions: terminal 
interface (multi- terminal I/O handler), field validation (data 
consistency checks), data mapping (data conversion and for­
matting). and transaction control (application scheduling and 
transaction flow). 

Although a single TCP can control multiple terminals, each 
terminal is logically independent of the others. The TCP main­
taIns distinct data areas and control information for each ter­
minal, and several terminals may be performing the same or 
different application functions at anyone time. The TCP auto­
matically allocates the use of shared resources. 

Users of PATHWAY software may run multiple r cPs for better 
distribution of available resources. In addition, users may start 
and stop TCPs on-line in response to changes in the trans­
action environment. 

A Powerful, COBOL·Uke Screen 
Formatting Language 
The handling of each terminal is defined by the user in a high· 
level language known as Screen COBOl. With Screen 
COBOL (a subset of ANSI '74 COBOL with extensions op­
timized for screen handling). the user defines the screen for­
mats, input and output data mapping, data validation and con­
sistency checks, transaction routing and overall application 
control of the PATHWAY system. The Screen COBOL com­
piler produces an intermediate code file, which is executed by 
the Terminal Control Process. 

A Screen COBOL program may be simple, defining one or two 
screen formats and handling a single application . Or, it may in­
crease in complexity, defining many screen formats and han­
dling many transaction types. However, a Screen COBOL pro­
gram is wrinen once for a single terminal type and may be exe­
cuted multiple times to support multiple terminals of the same 
type 



A User-Controlled 
Application Monitor 
Overall control of the PATHWAY system Is carried out by the 
Application Monitor. a TANDEM-supplied program which is 
used to supervise and control all the working processes in the 
transaction processing system. 

The Application Monitor is a multi-terminal control process 
which manages load sharing to eliminate bottlenecks. The 
Application Monitor perlorms on-line addition, modification or 
deletion 01 transaction types, screen fannats and terminals ­
all under user control . 

The Application Monitor is lhe IIrst program that is run to bring 
up the transaction processing system. From that point, the Ap­
plication Monitor controls the start-up of all other working 
processes of the system. The user lirst defines the Application 
Monitor parameters, characteristics of the lerminals, terminal 
control processes, and user-written application processes of 
the system. The user can then start, stop, and alter the opera­
tion of the processes and devices. The Application Monitor re­
ports error condit ions in the system, and can display on com­
mand the status of the various system components. 

Interactive 
Screen Builder 
The PATHWAY Transaction Processing System Includes an 
Interactive screen builder facility that allows for the design 01 
screen formats directly on the terminal screen. The screen 
builder program then generates the appropriate Screen 
COBOL source statements that describe the screen format. 
The new screen description may then be added to an existing 
Screen COBOL program - to add an extension to an existing 
application or to become the basis for a new Screen COBOL 
program. 

The screen builder witt also take an existing Screen COBOL 
screen description, display the screen, and allow the designer 
to make modifications directly at the terminal. This procedure 
allows the designer and the ultimate terminal user 10 prepare 
screens together, and further reduces Ihe time required to 
bring an on-line application into production. 

Writing Applications with 
PATHWAY Software 
The PATHWAY system makes the task of writing on-line 
applications as simple as writing batch programs. Under con­
trot of the Screen COBOL program, the TCP passes a trans­
action record to a user·written application program which deals 
with the record very straightforwardly. II receives the record, 
processes it in a single· threaded manner (making accesses to 
the ENSCAIBE data base as required) and replies to the TCP. 
The application program then waits forlhe next request. 

The transaction record sent to the application has already 
passed the data validation checks, and is independent of the 
type of terminal thai Originated the transaction. The applica­
tions can therefore handle several terminal types. 

For ease of design and programming flexibility, these user ap· 
ptications may be written in COBOL FORTRAN, MUMPS or 
T/TAL (TANDEMlTransaction Application language.) 

The PATHWAY Transaction Processing System allows multi­
ple copies of an application to be run for higher throughput. In 
addition, PATHWAY software contains facilities 10 dynamically 
start and stop application modules in response to changes In 
the transaction environment. 

PATHWAY software also allows many different application 
programs to be present in the same system -even accessible 
Irom the same terminal- allowing a highly modular approach 
to apptication design and providing phased, on-line applica· 
tion development. 

TANDEM's PATHWAY Transaction Processing System can 
support terminals 01 several different types including the 
TANDEM 6520 mutti-page disptay terminal and 3270-
compatible terminals. 

The goal of the PATHWAY software is to simplify the design 
and programming 01 applications used in on-line transaction 
processing environments, where predefined transactions orig­
inate at terminals to access and update the data base. The 
PATHWAY system eases the burden 01 developing these 
applications on a TANDEM computer by providing complete 
terminal handling and application monitoring software. 

TANDEM COMPUTERS INCORPORATED, 19333 Vallco Parkway, Cupertino, CA95014. Toll Free (600) 538·9360or 
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TANDEM 

ENTRY SCREEN FORMATTER 

FEATURES 
• Interactive Page-Mode Form Creation on Video 

Display Terminal for Non-Stop Transaction­
Oriented Applications 

• Efficient and Economical Forms Creation with 
Automatic or Manual Cu rsor Positioning, Field 
Delimiters. Automatic Validity Checking, and 
Easy Transfer to Disc Files 

• Fast and Error-Free Forms Display with 
Automatic Data Entry Validity Checking 

• Individual Field Access with l ength and Validity 
Check Attributes for User-Defi ned Error Checking 

• Tan dem-Supplied SCREEN Program to Creare 
New or Modify Old Forms and to Insert Multi ple 
Forms in a Single Disc File 

INTROOUCTION 
The ENTRY Screen Formatter provides a simple 

easy-to-use method of creating and displaying user­
defined forms on an interactive page mode video 
terminal. Extensive validity and error checking is 
accomplished via the Tandem·supplied ENTRY 
procedures. When an error has been made in the 
creation or data entry processes, a flashing cursor is 
positioned over the field in error and an error message 
is printed to specifically flag the error. 

Entry essentially performs four tasks: 

• Creates Forms 

• Programmatically Displays Forms 

• Programmatically Accesses Individual Fields 

• Tests Forms Independent of Application Program 

In addition, ENTRY provides the facilities to: modify 
Of update old forms, insert multiple forms in a single 
disc file, and provide length and field validity check· 
ing attributes for user·defined error checking. 

FORMS CREATION 
Forms creation is performed on a page mode ter· 

minal. The user simply designs the form on the screen 
as it is to appear when used. Fields on the form where 
terminal operator entries are to be made are indicated 
by delimiters. Once the form image is created the 
user specifies a field name and validity checking 
attribute for each field. When completed the form 
image is written to a designated file on disc. 

FORMS OISPLAY 
Forms display, forms read and field checking are 

all performed by application programs through calls 
to ENTRY procedures. When a form is displayed on a 
terminal, the operator fills in the fields on the form 
and presses a function key to transmit the fields into 
the computer where ENTRY performs the validity 
check on each field . If a field contains invalid data. 
the form can be programmatically redisplayed with 
the invalid entry flashing on the screen. 

FIELO ACCESS 
Individual fields in a form may be referenced by 

an application program. A field is referenced by the 
name assigned when the form was defined. Addi· 
tionally each field has a length attribute and a valid· 
ity checking attribute for user·defined error checking. 

SCREEN PROGRAM PROCEOURES 
ENTRY provides the following procedures to aid 

terminal I/O with forms created by the SCREEN 
program: 

• EXPANo "SCREE N -
initializes the applications I/O buffer with the 
control and data characters required to output a 
screen to the terminal 

• REAo"SCREEN-
fills the applications I/O buffer with the control 
sequence required to input the operator entry 
fields from a screen 

• CHECK"SCREEN-
moves the operator entry fields from the applica· 
tions I/O buffer into the correct fields and does 
the required validity checking 

• BlINK"SCREEN-
fills the applications I/O buffer with the control 
sequence required to tum the "blinking" on Of off 
for a specific operator entry field 

• POSITION "SCREEN -
fills the applications I/O buffer with the control 
sequence required to position the cursor over a 
specific operator entry field 

• FL"SCREEN-
is used to compute the actual length of the field 
inpu t by the operator 
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ERROR MESSAGES 
When a user makes an error during form creation 

and testing the error is flagged as follows: the flash­
ing cursor is automatically positioned over the field in 
error and an error message is displayed on the bottom 
line of the screen. The user may then correct the field 
in error and strike any function key to send the cor­
rected form back to the computer. Some typical error 
messages are: 

• ILLEGAL FIELD NAME: the field name was not 
an alphanumeric string of 8 or fewer characters, 
starting with an alphabetic character 

• ILLEGAL ATTRIBUTE: the checking attribute is 
either missing or not a legal integer value 

• NOT ENOUGH FIELDS DEFINED. the user did 
not provide enough field names 

• FIELD NOT TERMINATED: the operator entry 
field does not have a terminating delimiter or is 
greater than 255 characters in length 

_ TOO MANY FIELDS DEfiNED the user pro· 
vided too many field names or attempted to define 
more than 255 fields 

Example: Creating a Screen format ... ACCOUIIT 

PLIASI 'ILL 1M ftC POt..t.(WltIG III'O.,...,TIOli. IP 'OUI DAn 0011 NOr 
CQII'I.ITIL' PILL IN ftl IPACI PlOYlDID I'OU cn un ftl Tn .. , YO Gn 
YO Till IIUT ITe". 

1.UT 11 ..... 1 [ 
PlIIIT ILMI, II .I.[ 
Inln ADDHI, [ 
cln [ 
ITATI [ 
U. coo. [ 
Act'OOlIT _n. 
IMITIAt.. D1_IT MIO..-T UM_.UJ II 

1'0""" ftl DATA '1.&o\S' npc ru.::TIOII In '1. Ir fIIITA " I ... _ ftl 
ITIII MILL 'I liT ILIIIlIlIIO UlD UI 11_ "UIlAGI IIiLL A ........ AT ftl 
ID'I"I'OII or ftl seu ... '1,.1.\11 ~ ftl flllTA Alitl U·I,,"I. A 
coaucr, COIlPU'TID ~ "ILL n I"DICATID " A IIUi.AGI. nrc 'UIICTI(MI 
In Ii TO IlI'I'VP TO "I "uti. 

IIoU, All _tHOt en«, fI.ld, ••• d.U...., .. ,,,. [ ••• J. All oth .. 
d.u 'I .. t p.ot..,te4 on tho .e ...... 

Example: Assignment of Field Names & Checking Attributes 

....... I 
'IBT I 
nun I 
cln I 
STATI 1 
lIP 1 
ACC'I' ) 
IM,'I""t.. I 
"sc 0 

(_ •• Afty Ch ... et ... Volld 
(--- Any Chot.cUrI Volld 
(_ •• Any C",tOCU" Volld 
( ___ An, Ch ... cu .. Volld 
<_ •• Alphob .. lc 0.0ly 
<--- II_.lc 0.01, 
r--- ,," ... Ic 0.01, 
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Example : Coding the Entry Procedurel 

I Inhl,lI .. th. '/0 ,.rr., .. lth k'H" 'o"ot 
I<ItTCIff " lI'AIID·SCIUII(fPOlIIOf'DI" .. vr,U,II, 
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1P ('I'nll nG11I ,., 

t "",n II1aUn9 II.ld Of( 
I<ItTCIff " .t..ln·SCUIII (,roaoooPlll,SCUPI , .. u.nl, 1'OtlIIO"",'IISC," , 
CALL WIITIlCIT,.ur'U,d1"C1IT,CIff), 
IP ( TIIIII 'ICIII ••• 

t ".p.o" • DuHe, for ".,lInq • k'HI 
WrrfClff ,_ aDD·SCUU(fPOaooo.III,nurn.), 
CALL W.ITIUAtllCIT •• urU',IfItlCIff, I'OIIIOPIlI'IC*U' ,CIff] , 
Ir ( TIP! ,Ecn 

I ,.,fo .. V.lIdlt, C"",Uf\9 on o,e.nor Inu, 'hld. 
DO ••. 1JIIT1t.. CnC.·ICU9UPOItOQ'U,SC.UII,SlUI'PI.,O,U·CU), 

t ~:.,o~ _'!!'!".~ '."'''''''.'''''' l'OtlIIO.u·"IIG, 11, 
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Abstract 

This paper presents information for the individual responsible for designing 
a transaction oriented system. It covers the major design considerations that 
should be taken into account. The paper is divided into the following topics: 

i. introduction 

1. Introduction 

II. A Transaction Processing System Mode l 

III. System Control 

IV. Implementation Considerations 

V . TANDEM's Transaction Processing System 

One of the important points in any design, and the most important in a transaction environ­
ment, is that the system as a whole should be viewed as a ··SERVICE". In any service 
organization the first goal is to find a service that people need. The second goal is to offer a 
service that people can depend on. and the third goal is to respond to the changing demands of 
those who use the service. If all three goals are not established from the beginning the success of 

NOTE: TANDEM, GUARDIAN. EXPAND, NonStop, and PATHWAY are trademarks of Tandem Computers 
Incorporated. 



the service may be negligible. The one goal most neglected an the past h.s been retpOnciln& to 
cha nge. The combination of user needs, building a reliable system, and the abihty to react to 
change quickly are explored in this paper. The antent of this paper is to offer a better under. 
standing of transaction processing and suggest generalcuidehne. for succeufullmplementahon. 
in the future , by examining these three points. 

The first design consideration must be to fulfill a user defined need. This need or service IS 

referred to as a "USER FUNCTION". Once a function is offered. a user lalOs confidence In the 
service based on reliability and the system's responsiveness to change as the need. of the 
business change. This ability to change and evolve is referred to as "REACTION TIME". The 
following design conside rations have a direct impact on reaction time. 

INSTALLABILITY .. 

A system can succeed only if it can be installed in a reasonable amount of time. Ease of 
installation also applies to any major enha nceme nts or user functions. 

FLEXIBILITY .. 

Determines how well the system reacts to change. If a syste m is designed properly with change 10 

mind, changes can be applied quickly. Reaction time is reduced significantly. 

EXPANDABILITY .. 

Allows the system to accommodate new users and new functions. Afte r a syste m 's initial success, 
two events typically occur: 

1. More users want to use the system. A well-designed system must incorporate the ability to 
handle an increase in the number of users. 

2. New functions are requested. The ability to handle new user functio ns without affecting the 
current user functions must also be considered. 

MAINTAINABILITY: 

The ability to correct problems and "tune" a running application. Too often, this consideration is 
overlooked in the original design. The problems that occur not only affect the existing functions 
but future functions as well. If significant resources are required to maintain existing functions, 
the ability to provide changes and enhancements is reduced. The total reaction time increases 
and the probability of overall success decreases. 

RELIABILITY .. 

To ensure "service" to the user, the system must be reliable, The best implementations fail if the 
user cannot access his system. In addition to being constantly available, the system must ensure 
the integrity of its data base. 

Note: Performance considerations are important; however, the above mentioned considerations 
should not be sacrificed for efficiency. The key to performance is through a good design. 
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II. A Transaction Processing System Model 

Figure 1 shows the components of a typical transaction oriented system. A video display unit 
provides the human interface to the system. The remainder of the diagram describes the 
software components of a computer system including a Data Base stored on 8 direct access 
device external to the computer. Notice that the flow of control in this diagram is bi-directional. 
Notice also that operator request may not need the services of all five components. For example. 
if an operator enters non-numeric data into an entry field defined as numeric data only, the 
terminal I/O and the field validation routines are the only two components exercised. The 
request for 8 new function might involve the display of a new fonnat. In this case four 
components are exercised: terminal 110, field validation, data mapping, and transaction control. 

This diagram is used as the foundation for the design of a transaction oriented system. The 
components describe the functional activities that are common to all transaction oriented 
applications. A brief definition of each component follows the diagram. 

\ 

HUMAN INTERFACE 
TO THE SYSTEM 
VIA A TERMINAL 

TERMINAL 
INTERFACE 

\ 
FIELD 

VALIDATION 

\ 
DATA 

MAPPING 

\ 
TRANSACTION 

CONTROL 

\ 
DATA BASE 

SERVICE 

\ 
\ 

DATA 
BASE 

(TERMINAL LlO 
HANDLER) 

(DATA CONSISTENCY 
CHECKS) 

(DATA CONVERSION AND 
FORMATTING) 

(APPLICATION AND 
TRANSACTION FLOW) 

(ACCESs/UPDATE 
~ OF THE DATA BASE) 

AGURE 1. TRANSACTION PROCESSING SYSTEM MODEL 
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Major Program Components 

1. Terminal Interface 

The terminal interface is responsible for the following general functions: 

• All physical terminal I/O 

• Control of device-dependent characteristics 

Because the physical 1/ 0 to various terminal types often invo lves different protocols, it is 
advantageous to isolate the code that actually communicates with te rminals into o ne place. This 
approach enhances the capability to test and install new terminal types. isolate and fix problems, 
and easily take advantage of new features that may become available on existing terminal types. 

The data transmitted by the physical 110 also requires diffe re nt ha ndling by different terminal 
types, e.g., the codes to delimit a field may differ. 

2. Field Validation 

The field validation facility is responsible for data consistency o n a field-by-field level. 
Normally these edits are defined when the screen format is built. 

Field validations should be applied as close to the actual operator as possible. Notificatio n of a 
problem with a data field entered should be timely, and its impact on the running system should 
be kept to a minimum. 

The mechanism by which field edits are defined should be independent of physica l terminal 
type. There should be one consistent way to define a field as numeric data only, a field that must 
be entered, or a range of acceptable values for a particular field. By separating the type of edit 
from the physical mechanism of applying the edits, which are defined at the terminal interface, 
terminal types can be added to the system without altering the logical view of entry fields and 
their associated edits. 

3. Data MappinA 

This facility is responsible for the conversion and formatting of data from an external to an 
internal representation and back again. By developing application tasks which refer to the data 
in its internal form the external characteristics of a system may change without affecting existing 
applications. 

Data mapping is the key to writing terminal independent applications which process requests 
with no concern as to how that request was actually constructed. Therefore , whether requests are 
stored in a batch file on disc or entered through a video display should have no bearing on the 
application design below this point. 

The data mapping facility should be at the symbolic field name level. This allows the ordering of 
fields to change on a particular screen display; however, the order in which the fields appear in 
the logical request will remain the same. 
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4. Transaction Control 

This facility is responsible for the overall application flow. It is analogous to the top level 
implementation of a structured program which: 

• Initiates all logical terminal I/O; 

• Interprets and validates the request received from the data mapping facility; 

• If Data Base access is required to service the request, the appropriate data along with the 
proper control information is passed to the appropriate Data Base routine; and 

• Interprets and validates the Data Base routine replies. 

The main function of transaction control is application flow, along with the routing of requests to 
one or more Data Base routines. It is a relatively small portion of actual application code; 
however, it is the heart of any application. The major benefits of this approach are: 

• Since the actual amount of code necessary to control anyone function is relatively small, it 
is a simple task to add and change user functions; 

• Since the approach is structured in a modular fashion, new functions can be integrated and 
tested easily as part of the whole application; and 

• Application flow and control can be tested as a separate piece of the total application and 
therefore have little or no impact on the Data Base services. 

5. Data Base Service 

This facility is responsible for all activity on a Data Base. This is normally a very important 
application function because it alters the state of the Data Base. 

A Data Base service routine should be written using the simplest approach possible. The most 
straightforward and simple approach contains the following components: 

• Get a request from a transaction control facility: 

This is the point of entry for a Data Base service. Getting a request from the transaction 
control facility is similar to reading a record from a disc file, 

• Access the Data Base: 

The request may be for a read, write, update. delete or any combination of the four. The 
specified requests are applied against the Data Base. 

• Build a reply based on the results of the Data Base access: 

The reply could contain actual data from the Data Base, control information describing any 
error condition that occurred, or any combination of the two. 

• Reply to the transaction control facility: 

This is the exit point of the Data Base service. Replying to the transaction control facility is 
similar to writing a record to a disc file. 

Moreover. each Data Base service should process requests uniformly from one or more user 
functions. By doing so the Data Base service will be independent of any particular user function, 
and the service can be viewed as a general utility, accessible by any user function. This 
eliminates redundant code and simplifies the implementation of new user functions requiring 
Data Base services already established. 
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The Data Base service must be written in a context free environment. The D ata Base service 
should not be responsible for the retention of data between requests. Once a request is received, 
the Data Base service should be able to process the complete request and then forget about it. 
This approach simplifies the code significantly and creates an environment that is easy to 

understand and maintain. 

One critical part of any transaction oriented system is input validation. There are three major 

types of input validation: 

TYPE OF VALIDATION EXAMPLE 

I£®OQJ ---------~ NUMERIC 
MUST FILL. 
RANGE 100 THRU 1" 

r.[ R~E~Q[i!U~E~S~T}I---------;~~ INTER·FlELD RELATIONSHIPS l! (IF PAYMENT.METHOD _ "CASH" THE AMOUNT 
ENCLOSED MUST BE > 0) 

(IF cm WAS ENTERED STATE AND ZIP CODE MUST 
ALSO BE ENTERED) 

[ID~A~T~A~B~A~S~E~I----------;~~ DOES ACCOUNT 1112345 EXIST IN THE DATA BASE? 

DOES THIS SALES TRANSACTION IN THE AMOUNT 
1245.00 FOR ACCOUNT II 12345 EXCEED THE 
ESTABUSHED CREDIT UMrr? 

Figure 2 shows each level of edit within the transaction processing system model. 

TERMINAL 
INTERFACE 

\ 

FIELD VALIDATION !lFIELOIVALIDATlON) 

\ 
OAT A MAPPING 

\ 
TRANSACTION dREQUESll VALlDATION ) 

CONTROL 

DATA BASE f-- !lOATA BASEIVALIDATION) 
SERVICE 

FIGURE 2. EDIT LEVELS 
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At this point the model is defined. The following illustrations show the use of the model in an 
application environment. 

The internal components of the transaction processing system model can be grouped into the 
following categories: 

Request oriented: 
Components 1 through 4 have the combined responsibility for gathering, interpreting and 
responding to requests. F rom this point on the combination of components 1 through 4 will be 
referred to as the "REQUESTOR" portion of our model. 

Service oriented: 
Component 5, the Data Base services, a re written as general utility functions accessible by any 
user function within a REQUESTOR. The Data Base se rvices will be referred to as 
"SERVERS". 

Figure 3 shows the REQUESTOR/SERVER relationships: 

HUMAN INTERFACE TO THE SYSTEM 

... THIS IS WHERE THE ACTUAL REQUEST 
ORIGINATES .... 

SERVER 

TERMINAL INTERFACE 

FIELD VALIDATION 

DATA MAPPING 

TRANSACTION CONTROL 

q LI_"D.::A.:.T A:o...::B:::A",S:::E..:S"E::.R"V"IC"E,--, 

DATA 
BASE 

FIGURE 3. REOUESTOR/SERVER RELATIONSHIPS 
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Figure 4 illustrates an order entry application with three basic functions: credit checking a 
customer, adding a new order, and updating an existing o rde r. 

* 
ORDER 
ENTRY 

REQUEST 

~.L 

REQUESTOR 

ORDER ENTRY 
REQUESTOR 

SERVERS 

CREDIT CHECK 

ADD 
NEW ORDER 

UPDATE ORDER 

fIGURE 4. OROER ENTRY APPLICATION 

)._...,. __ -jCORPORATE 
DATA 
BASE 

This example illustrates a terminal operator building an order entry request and sending it to the 
system. It also shows the relationship established between the requestor, who is responsible for 
the overall application control, and the Data Base servers, which are responsible for all Data 
Base activity. The system is partitioned into small modular components that are easy to define , 
write, debug and enhance. Because of its modularity, the system is extremely easy to maintain. 
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Figure 5 shows the relationships established between multiple applications running under the 
control of one transaction processing system. 

REQUESTORS 

CUSTOMER CUSTOMER 
ENTRY 

REQUEST 
ENTRY 

REQUESTOR 

*~ 
ORDER 

ORDER ENTRY ENTRY 

REQUEST REQUESTOR 

FIGURE S. MULTIPLE APPLICATIONS IN A SINGLE SYSTEM 

The above example illustra tes the following points: 

SERVERS 

D-
ADO NEW 

CUSTOMER 

UPDATE A 
CUSTOMER 

ADO NEW 
ORDER 

UPDATE 
O RDER 

CORPORATE 
DATA 
BASE 

• Multiple application requestors can exist within a transaction processing system. 

• Each tenninal operator should have access to the number of application requestors needed. 

• Data Base Servers may be sha red among requestor applications. 
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III. System Control 

Taking advantage of modular design techniques improves the overall quality of the system. 
However, as the components of a system are divided into smaller, more manageable segments, 
the problem of overall control becomes increasingly difficult. 

The solution to this problem is to create a command center that has a gJobal view of the entire 
application and, therefore, can create, delete and monitor the total application environment. 
Tbis facility will be referred to as the APPLICATION MONITOR. Figure 6 illustrates the 
application monitor's view of the system: 

r-----/-1iRIEQUESTORS 

ORDER 
ENTRY 

REQUESTOR 

SERVERS 

UPDATE A 
CUSTOMER 

CREOIT CHECK )~I--t----H"~ 
L:J 

, , , 
APPLICATION 

MONITOR 

FIGURE 6. SYSTeM CONTROLLED BY APPUCATION MONITOR 
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The transaction processing system model established previously can be viewed in the following 

way: 

TRANSACTION PROCESSING SYSTEM 

APPLICATION 

REQUESTOR 1 

SERVER 1 
SERVER 2 

· APPLICATION · 0 
REQUESTOR 2 

SERVER 5 A · T · 
USER · A 

TERMINAL · · B · · A 

· · S · · E · SERVER n 

APPLICATION 
REQUESTOR n 

FIGURE 7. TRANS .... CTION PROCESSING SYSTEM OVERVIEW 

The application monitor's view of a transaction processing system is a nalogous to the view a 
system operator might have at his console. The system operator controls the hardware environ­
ment a nd the application monitor controls the applicatio n environment. 

The application monitor should maintain control over the following functions within a transaction 

processing system: 

• Overall Transaction Processing System 

• Each Application REQUESTOR 

• Each Data Base SERVER 

• Each Operator TERMINAL 
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IV. Implementation Considerations 

Once the system is designed , its timely implementation , plus its ability to change 85 the needs 
of the business change, will be the deciding factors that determine its ultima te success or failure. 
Each system may be composed of ma ny applications a nd each application will require the 
following components: 

APPLICATION 

• TERMINAL INTERFACE 

• FIELD VALIDATION 

R 
(ONE COMPONENT OF THE SCREEN DEFINITION) 

COMPONENTS OF A SCREEN OfFINITION: E .. INFORMATIONAL DATA FOA PROMPTS (PROTECTED) a 2. DATA ENTRY FIELDS (UNPROTECTED) 
U , INITIAL ENTRY FIELD VALUES 

E 4 ENTRY FIELD 'lAUDATION speCIFICATIONS 

S 
T • DATA MAPPING (TO AND FROM THE SCREENS AND MEMORY) 
0 
R • TRANSACTION CONTROL WHICH IS RESPONSIBLE FOR: 

, INITIATING AltlOGICAl TERMINAL LO 
2 INTERPRETING ANO VALIDATING REOUESTS , ROUTING REOUESTS TO THE PROPER SERVER 
4 INTERPRETING AND VALIDATING REPLIES FROM THE SERVER 

• DATA BASE SERVICE WHICH IS REPONSIBLE FOR: 
, ACCEPTING AND INTERPRETING REOUESTOR MESSAGES 

SERVER(S) 2 ANY DATA BASE ACTIVITY 
(READ. WRITE. REWRITE OR DELETE) 

3 BUILDING A REPLY BASED ON THE SUCCESS OR FAILURE OF THE DATA 
BASE ACTIVITY 

4. REPLYING TO A REQUESTOR 

FIGURE 8. FUNCTIONS OF REQUESTORS VERSUS SERVERS WITHIN AN APPLICATION 

Requestor Procedures 

Because the requestor provides the logic that communicates with the end user, it must be the 
most fl exible component of the system. A means of designing, changing and deleting screen 
formats is essential. Internal record formats produced throu gh data mapping should be kept and 
maintained in a data definition library similar to those libra ries associated with record' definitions 
on a D ata B ase Management System. The actual transaction control might be written in a 
procedural la nguage that is easy to use but fl exible enough to handle total a pplication flow. 

All the above facilities should be maintained in a library accessible a t run time. This allows 
smooth integration of each function within a requesto r. It also allows modular expansion of 
functions within an a pplicatio n with little or no impact on current running functions. 
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This approach to implementing an a pplication requestor ensures the reaction time necessary to 
effectively handle user d emand. Moreove r, it allows the system to expand in small, well. 
controlled increme nts, thus increasing the integrity of the overall system. 

Server Procedures 

T he back·end component of any a pplication is the Data Base server. Back·end functions must 
be handled with care, for they maintain the most critica l aspect of any application, the Data 
Base. One of the p rincipa l advantages of this design concept is that it greatly simplifies the 
implementa tion. Se rve r procedures ca n be designed and tested in the familia r - read a record, 
update the Da ta Base and Write a reply - fasion. Input transactions ca n be read from a disc fil e 
or magnetic tape. T est Da ta Bases ca n be created for the purposes of testing, and se rve r 
procedure testing can take place independent of the ove ra ll application implementation. 

The following diagram illustrates the two step integra tion of any Data Base serve r: 

DATA BASE SERVER DEVELOPMENT AND IMPLEMENTATION 

STEP ONE - TEST THE DATA STEP TWO - INTEGRATE THE 
BASE SERVER IN DATA BASE 
A TOTALLY SERVER IN THE 
BATCH LIVE 
ENVIRONMENT ENVIRONMENT 

BATCH OPERATOR 
REQUEST TERMINAL 

FILE I 
REQUESTOR 

I 
SERVER SERVER 

• • TEST CORPORATE 
DATA BASE DATA BASE 

FIGURE 9. INSTALUNG A DATA BASE SERVER 

The integration of both R E QUESTORS and SERVERS into the live system should be hand led 
via the APPLICATION M ONITOR. The application monitor should be able to logically sta rt 
and stop any component with in the system. 
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v. The TANDEM Transaction Processing System 

TANDEM offen a total environment for transaction processing. The GUARDIAN OPERAT. 
ING SYSTEM was specifically designed with NonStop transaction processing in mind. The 
FILE SYSTEM within Guardian allows separately running processes (in the same CPU, 
different CPUs within a single system or different systems with 8n EXPAND network) to 
communicate with each other at a simple READIWRITE level. Guardian allows one logical 
computer system to incorporate up to 16 processors. The EXPAND network alJows the intercon­
nection of as many as 255 logical systems within a network and still maintains the simple 
READIWRITE level communications between application processes. With this as a base, 
TANDEM has introduced a new product called PATHWAY. PATHWAY allows a user to take 
advantage of the unique TANDEM architecture, and it significantly reduces the time necessary 
to develop a transaction processing system. The functions enclosed within the inner box are 
addressed by the PATHWAY product. 

HUMAN INTERFACE 
TO THE SYSTEM 

:l VIA A TERMINAL 

_\ 

TERMINAL (TERMINAL 
INTERFACE 110 HANDLER 

\ 
FIELD (DATA CONSISTENCY 

VALIDATION CHECKS) 

J, 
DATA (DATA CONVERSION AND 

MAPPING FORMATTING) 

\ 
TRANSACTION (APPLICATION AND 

CONTROL TRANSACTION FLOW) 

DATA BASE ~ (ACCESS/UPDATE 
SERVICE OF THE DATA BASE) 

-'. 
...i 

DATA 
BASE 

FIGURE 10. THE PATHWAY SYSTEM WITHIN THE TRANSACTlON PROCESSING SYSTEM MOOEl 
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PATHWAY Product Overview 

The goal of the PATHWAY product is to simplify the design and development of transaction 
oriented applications. The PATHWAY product addresses four of the major components neces­
sary to implement a transaction oriented application. 

1. Terminal Interface (MUlti-terminal I/O handler ) 

2. Field Validation ( Data consistency checks ) 

J. Data Mapping ( Data conversion & formatting ) 

4. Transaction Control (Application & transaction flow ) 

The fifth component (Data Base Served can be implemented using any of the TANDEM 
standard languages - COBOL, FORTRAN, TAL, or MUMPS. 

The PATHWAY product has the following components: 

• Interactive Screen Builder 

Allows the user to build screens interactively at a terminal. 

• Screen COBOL compiler 

A COBOL-like terminal oriented language. The compiler creates and maintains a pseudocode 
library accessed by the Terminal Control Process at run time. 

• Terminal Control Process 

Interprets the pseudo code·Iibrary created by the Screen COBOL compiler and performs the 
four major application functions mentioned above in a NONSTOP environment. 

• Application Monitor 

Responsible for creating, monitoring and altering the application run time environment. 

• AMCOM - Application Monitor Command Language 

The mechanism by which an operator may communicate with an active Application Monitor. 

If we assume a successful installation of a transaction oriented system, we now must deal with 
EXPANDABILITY. By using the unique TANDEM architecture, an application can be written 
and then expand smoothly as the demands placed on the system increase. Most successful 
systems first expand because of an increase in the number of users who need to use it. Figure 11 
shows the addition of new users and interjects a new question: "Do I run more than one copy of 
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t he total application o r do the users share the application?" F igure 11 shows users sharing the 
application. It should be noted that T ANDE M 's terminal control process, a part of PAT HWAY, 
ha ndles all the multi-tasking between more tha n one terminal of the same type. In F igure II , 
notice that the application remains unchanged even though the number of users increases. 

REQUESTOR 

ORDER ENTRY 
REQUESTOR 

SERVERS 

CREDIT CHECK 

ADD 
NEW ORDER 

UPDATE ORDER 

FIGURE 11. ADDING USERS TO PATHWAY SYSTEM 

r---~~--1CORPORATE 
DATA 
BASE 

In a successful a pplication, the addition of users can degrade system performance. At that point, 
most systems go through e ither a major change or a rewrite. The unique TANDEM approach 
offe rs a n a lte rnative. 

T o a llevia te the problem of increased user load , the system must be able to distribute the 
application into more than one physical process. This is the key to expandability. 

The description of t he syste m to this point views the system as one self-contained a pplication. 
However, a ll expansion limitations can be e liminated if one logical application can comprise 
multiple physical processes o r running programs. This leaves the o rigina l design of the system 
unchanged, but increases system throughput by expanding the modula rity of the application 
beyond the physical bounda ries of a single program un it. 
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The following diagrams illustrate the various ways of functionally distributing the application to 

a llow for expansion: 

• T erminal operators can be connected to multiple requestors running the same application. 

• Multiple copies of the same server can be created to increase throughput. 

• Sha ring a se rver between more than one application requestor. 

REOUESTORS SERVERS 

• ~ ~ 
~ ORDER ENTRY CREDIT CHECK · ~ REOUESTOR 

~~ l 
ADD NEW CORPORATE 

ORDER DATA BASE 

*~ UPDATE ORDER 

• 
~ 

FIGURE 12. SYSTEM EXPANSION BY ADDING REQUESTOR 

Notice that the users are distributed between two requestors and that the requestors share the 
server functions. Therefore, the total number of servers remains constant even though the 

system includes multiple requestors. 
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Another expansion problem is caused by increased demand on any one server. This problem can 
be overcome by duplicating a particular server to create what is known as a "SERVER CLASS". 
For example, if the majority of user demand on the system is to run credit checks. using a single 
server for credit checlcing could create a bottleneck a nd impact the total applicaton. This 
bottleneck can be eliminated by creating another copy of the credi t check server and distributing 
the requests between the two copies. Figure 13 illustrates a server class: 

REQUESTORS 

ORDER ENTRY -'--,,--1 
REOUESTOR r 

SERVERS 

.J} 
SERVER 
CLASS 

CREDIT 
CHECK 

CREDIT 
CHECK 

ADO 
NEW ORDER 

ORDER ENTRY )<oe---'-----o .. 1 UPDATE ORDER REQUESTOR : ) .... f--.J 

AGURE 13. SERVER CLASSES 
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Figure 14 illustrates the addition or a new application. Notice that even though there a re two 
unique applications, the requestors can still share servers or server classes. 

REQUESTORS 

CUSTOMER 
ENTRY 

EQUESTOR 

SERVERS 

ADO NEW 
CUSTOMER 

UPDATE A 
CUSTOMER 

SERVER 
CLASS 

CREDI 
CHECK 

CREDIT 
CHECK 

ADD 
NEW ORDER 

ORDER ENTRY ).J--+{ UPDATE ORDER\ .. - , I 
REQUESTOR 

FIGURE 14. ADDING A NEW APPUCATlOH REOUESTOR 

CORPORATE 
DATA BASE 

Figure 14 shows that both the order entry and customer entry applications need to be able to 
check credit. The credit check server class is therefore shared by both applications, yet each 
application also has its own private servers to fu lfill the individual requirements of a particular 

application. 
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One of the major reasons for distributing an application into mUltiple processes was for expanda­
bility. Figure 15 illustrates the distribution of application functions within a local TANDEM 
system. Terminals, Requestors and Servers may be distributed among multiple CPU's, 
maximizing parallel operations and increasing throughput. It should be clear that when demand 
forces the system to grow that no design changes will be necessary. 

1-

CPU 0 

REQUESTOR SERVER 1 
A 

~ERVER2 

CPU 1 
-

REQUESTOR SERVER 3 
B 

-
CPU 2 

-"C:ERVER4 

o ISTRIBUTED - Terminals 
Requestors 

...., 
Servers CORPORATE 
Data Files over physical volumes DATA 

with II II BASE 
NO DESIGN CHANGES 

AGURE IS. DfSTR1BUTED LOAD BALANCING ON A LOCAL TANDeM SYSTEM 
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The next step in distributing application fu nctions is over a network. The mechanism for 
communicatinl between processes within the TANDEM environment is consistent ( Read I 
Write). Therefore. distnbutmg application functions over 8 TANDEM network using EX· 

PAND does not impact the original design. Figure 16 illustrates the distribution of application 

functions over a simple EXPAND network. 

* 
* 
* • 

• 
• 
• • • • 

REOUESTOR 
A 

NEW YORK SYSTEM 

COMMUNICATION 
LINE 

REQUESTOR }oI-'--.( 
B 

CHICAGO SYSTEM 

DATA 
BASE 

SERVER 1 

LOCAL 
NEW YORK 
FILES 

• • 
• 
• 
• 
• 
• 

LOCAL 
CHICAGO 
FILES 

SERVER 3 

TRUE DISTRIBUTED APPLICATIONS with [I NO DESIGN CHANGES] 

AGURE 16. DISTRIBUTED LOAD BALANCING ON A SIMPLE EXPAND NETWORK 
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In summary TANDEM offers a total solution to transaction processing: 

RELIABILITY, 

NonStop transaction processing assures continuous system availability and data integrity 

INSTALLABILlTY, 

PATHWAY offers a quick and easy way of developing transaction oriented applications. which 
significantly reduces the cost of applications development. 

FLEXIBILITY, 

PATHWAY offers the ability to make on- line additions, modifications, or deletions of transac­
tion types, screen characteristics, applications, and terminals. 

EXPANDABILlTY, 

The combination of the GUARDIAN Operating system and the EXPAND network offers true 
distributed processing, which allows applications to run in any processor in any system without 
regard for the physical location of terminals or the data base. 

MAINTAINABILITY: 

Because of the structured approach taken by the PATHWAY product, modules may be written 
and implemented in small, single threaded, and easy to understand components, Therefore , the 
maintenance task will be kept to a minimum, 

, 
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DATA MANAGEMENT SOFTWARE 

The Enscribe Data Base Record l'-1anager provides high level 
access to , and manipulation of, records in a data base. 
Enscribe operates as an integral part of the Guardian 
Operating System in a distributed fashion across multiple 
processors. As such, Enscribe ensures the integrity of the 
application's data in the event that a processor module, I/O 
channel, or disc drive fails. 

All data transfers between an application process and an 
Enscribe disc file are done in terms of logical records . 
The placement of and access to records in a disc file is 
determined by the file structure (a file ' s structure is 
specified at file creation time) . 

For all file structures, the maximum length of a logical 
record (i.e., the maximum number of bytes that can be 
inserted in a single operation) is specified for each file 
at file creation time . The actual number of bytes comprising 
a logical record can be variable (up to the specified record 
length); the minimum number of bytes that can be inserted 
depends on the file structure. 

Each record has a length attribute. The length attribute 
is a count of the number of bytes inserted when the record was 
written. A record's length is returned when the record is 
read. 

Key-Sequenced File Structure 

Records are stored in ascending sequence according 
to the value of a field within each record called 
the "primary key field . " The primary key field is 
designated when a key-sequenced file is created 
and may be any set of contiguous bytes within the 
data record. Physical and logical record lengths can 
be variable; a record occupies only the amount of 
space specified for it when inserted into the file . 

Relative File Structure 

Records are stored in a position relative to the 
beginning of the file according to a record number 
supplied by the application progra~. A record 
number is an ordinal value and corresponds directly 
to a physical record position in a file . Each 
physical record position in a relative file occupies 
a fixed amount of space (although logical record 
lengths may be variable) . 



Entry- Sequenced File Structure 

Records are appended to the end of an entry­
sequenced file in the order in which they are 
presented to the system . Once added to a file , 
a record's contents may be updated but the 
record 's size may not be changed and the record 
may not be deleted (although an appl ication pro­
gram may use a field within the record to indicate 
that it has been logically deleted) . Physical and 
logical record lengths can be variable; a record 
occupies only the amount of space specified for it 
when inserted into the file. 

Each record in a file is uniquely identified among other 
records in that file by the value of its primary key . For 
key-sequenced files , the primary key is a byte field within 
a record; for relative files , the primary key is a "record 
number"; for entry-sequenced files, the primary key is a 
"record address . " Records in a file are physically ordered 
by ascending value of the primary key. 

One or more byte fields within a record may be designated 
"alternate keys ." Any Enscribe file structure may have up 
to 255 alternate key fields . Values in alternate key fields 
need not be unique. Several associated records of the same 
type may be located by their entries in an alternate key 
field . Each key in an Enscribe file provides a separate 
access path through records in that file . Records in an 
access path are logically ordered by ascending access path 
key values . 

A subset of records in a designated acces s path can be 
described by a "positioning mode" and a key value . The 
positioning modes are : "approximate , " "generic," or "exact." 
Approximate means that the subset is comprised of all records 
whose access path key value is equal to or greater than the 
supplied key value; generic means that the subset is comprised 
of all records whose access path key value matches a supplied 
partial value; exact means that the subset is comprised of 
only those records whose access path key value matches the 
supplied key value exactly. 

Relational access among files in a data base is accomplished 
by obtaining a value from a field in a record in one file, then 
using that value to locate a record in another file . 

Sequential Access Buffering Option 

For a program that sequential ly reads a file , the 
access time to individual records can be greatly 
reduced by means of the Sequential Access Buffering 
Option (this option, if desired, is specified at 
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file open). Basically, this option allows the 
record deblocking buffer to be located in the 
application process ' s data area (rather than in a 
system I/O process). This buffer is then used by 
Enscribe to deblock the file's records . The 
advantage to this buffering is that it eliminates 
the request to the system I/O process to retrieve 
each record in a block (instead , a request retrieves 
an entire block of records) . This option is allowed 
only if the file is opened by the requesting process 
with protected or exclusive access . 

Automatic Maintenance of All Keys 

When a new record is added to a file or a value in an 
alternate key field is changed, Enscribe automatically 
updates the indices to the record (the value of a 
record's primary key cannot be changed) . This opera­
tion is entirely transparent to the application 
program . 

If more key fields are later added to a file, but 
existing fields in that file are not relocated, 
existing programs that access the file need not be 
rewritten or recompiled. 

Data and Index Compression 

For key-sequenced files, an optional data compression 
technique permits storing more data in a given disc 
area, thereby reducing the number of head reposition­
ings . 

Similarly, an optional index compression technique 
is provided for key indices to data records . 

Both data and index compression may be specified 
for a file when the file is created . 

Multiple- Volume (Partitioned) Files 

At file creation time , a file can be designated 
to reside entirely on a single volume or may be 
partitioned to reside on separate volumes . Up to 
sixteen partitions are permitted; each partition 
can have up to sixteen extents. 

In addition to providing a maximum file size of 
approximately four billion bytes , the use of 
multi-volume files provides for simultaneous 
access to a file ' s records: 
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Cache 

If the file resides on seeking volumes 
connected to the same control device , 
seeking (disc head repositioning) can be 
occurring on all volumes simultaneously. 

If each file resides on a volume that is 
connected to a different control device, 
several data transfers (as well as seeks) 
with the file can occur concurrently. 

If each volume's control device is 
connected to a different proce ssor module , 
simultaneous processing of the file ' s data 
can occur, as well as simultaneous seeking 
and data transfers . 

The "Cache" is an area of main memory , whose si ze 
is specified at system generation time , that is 
reserved for buffering blocks read from disc . 

'~en a request is made to read a record from disc, 
Enscribe first checks the Cache for the block 
that contains the record. If the block containing 
the record is already in the cache , the record is 
transferred from the Cache to the application 
process. If the Cache does not contain the block, 
the block is read from the disc into the Cache, 
then the requested record is transferred to the 
application process . 

If no space is available in the Cache when a block 
must be read in , a weighted , least-recently-used 
algorithm (LRU) determines which block to overlay . 
The purpose of the LRU is to , whenever possible , 
keep the most recently referenced blocks in main 
memory. (For key- sequenced files , this weighting 
favors index blocks . ) 

When a request is made to write a record to disc, 
the block in the Cache that contains the record 
is modified then immediately written to disc lif the 
block to be modified is not in the Cache, it is 
first read from the disc) . However, the modified 
block remains in the Cache until it is needed for 
overlay . 
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Support for data base record formats is provided by Tandem 's 
Data Definition Language . The purpose of the Data Definition 
Language is twofold : Fi r st , to provide a uniform method of 
describing record formats , regardless of the programming 
language which will be used to access the record; second, to 
provide a global (i . e ., system-wide) definition of record 
formats so that all programs will have a consistent defini­
tion of a given record format . 

Record formats are described by means of a " schema ." The 
schema is written using the Tandem-supplied EDIT program, 
then compiled by the Tandem-supplied SCHEMA program. The 
output of the SCHEMA compiler is a file which contains 
record definitions in a form compatible with a designated 
programming language (i.e. , T/TAL or COBOL) . Additionally, 
the SCHEMA compiler will provide a file which contains FUP 
commands for creating the files described by the record 
formats . 

ENFORM 

The Query-Report Writer (ENFORM) provides the user with a 
capability to perform queries upon a data base composed of 
one or more structured or unstructured files. The data 
retrieved can be qualified by an arbitrary boolean condition, 
and can span several files , which are conceptually " linked" 
by an equality condition on fields in their respective records. 
The retrieved information can be used to produce one or more 
reports or saved in a file specified by the user . Reporting 
options enable the user to sort and summarize retrieved data 
items; to evaluate standard or user-defined aggregate functions, 
over all records or by break in sort key value ; to specify 
actions to be taken at breaks; and to control report format 
specifications , including titles , headings, spacing, and data 
formatting . 

The general syntax for selecting items to be listed is: 

LIST (target-list) <qualification- clause) 

The target-list is composed of the names of data base items 
required in a particular query or report . Each item in the 
list may have associated with it one or more attributes which 
specify such things as its heading, display- format and type . 

The optional qualification-clause contains one or more instruc­
tions on how to select items for the target- list . 

ENFORM is a powerful English-like relational query/report 
language easi l y used by non-programming personnel where 
key words may be easily redefined i n a different language 
(German , French , Spanish) . It automatically develops the 
most efficient strategy to extract data from your data base 
and produces reports at a fraction of the programming cost 
and time of a conventional language. 
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Tandem's Form Creation and Access Utility offers an easy way 
to make application- defined forms displayed on a Tandem 
Tl6/65ll or Tl6/65l2 page mode terminal, and a simple method 
of accessing the fields within the forms. 

The use of the utility is separated into three parts : 

Form Creation 

Designing a form becomes a simple task with 
Tandem's SCREEN program and a page mode 
terminal . You arrange the fields on the 
screen and delimit the places where data 
entries are made. Once you are satisfied 
with the form, SCREEN asks for a field name , 
data attribute, and optionally, a default 
value for each field. Once the form is 
written in a file, you may test it with 
SCRNTEST , which means you can test the 
efficiency and completeness of your form 
before the application program is ready . 

Forms Display 

Calls to the ENTRY procedures display a form 
and read input data from it. The narne of the form 
to be displayed is passed to the procedure, 
EXPAND~SCREEN, which fills the application pro­
gram ' s I/O buffer with control characters 
and screen fields. Then a call to a file manage­
ment procedure writes the buffer to the terminal . 

After entries are made at the terminal, READASCREEN 
is called to fill the application program's I/O 
buffer with the terminal control sequence, then 
WRITEREAD , a file management procedure , transfers 
the screen data to the program . CHECK~SCREEN 
is called to check the data entries. Incorrect 
entries may be redisplayed, one at a time , with 
the blinking feature to make them stand out . 

In all cases , the application program is 
responsible for doing the actual I/O through 
Tandem ' s file system, while the ENTRY procedures 
create buffers and process input buffers . This 
means you have full use of the file system 
features, plus ease of communication with the 
page mode terminal . 

'--- --



Field Access 

Each field of a form has a name, length and 
data attribute associated with it . Using 
the naming conventions of SCREEN, a program 
has access to all three . For example, if 
your form "CARD" has a field "NAME," then 
your application program would reference 
it as "CARD"NAME," its length as "CARD 
NAME .... LEN" and its data attribute as "CARD"NAME 
CHK." 



TANDEM 
ENSCRIBE™ 

FEATURES 

• Fail Safe File and Record Management for Non· 
Stop ™ Transaction-Oriented Applications 

• Multiple Disc File Organizations (Key-Sequenced, 
Relative and Entry-Sequenced) with Exact, 
Generic or Approximate Multi-Key Access to AU 
Records 

• Automatic Management and Maintenance of Multi· 
Volume Files 

• Mirror Volumes to Provide Fail-Safe Data Base 
Protection 

• Data and Index Compression for Key·Sequenced 
Files to Optimize Disc Storage Space 

• Main Memory Cache Buffering to Increase and 
Enhance Throughput 

• Separate or Simultaneous Record and/or File lock 
to Facilitate and Expedite Concurrent Record 
Act:ess and Provide System Security 
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• Full Complement of Interactive High-Level 
Utilities to Reduce Applications Programming 
Overhead and Costs Figure 1. Multi·Volume File Configuration 
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INTRODUCTION TO ENSCRIBE 

The unique and evolutionary ENSCRIBE 
software package extends Tandem's Non-Stop 
concept of hardware and operating system 
failure immunity to fail-safe file and record 
management. Since ENSCRIBE operates as an 
integral part of the GUARDIAN Operating 
System across multiple processors, data base 
integrity is ensured in the event of a Proces­
sor, 110 Controller or Disc Drive failure. 
ENSCRIBE brings many advanced features 
not found even in traditional midi- and 
large-scale computer systems into the mini­
computer price range. 

DATA BASE INTEGRITY 

When a conventional processor or disc drive 
fails, it is most often necessary to reconstruct 
the data base from archival tapes or manual 
records to ensure the integrity of the data 
base. Conversely. in a Tandem T16 system, 
when a processor fails, all file management 
functions are automatically transferred to an 
alternate processor. Optionally, ENSCRIBE 
manages a data base using the mirror principle 
illustrated in Figure 1. In this mode, data is 
written onto two disc volumes 
simultaneously. When a disc fails, all file 
management functions are automatically 
transferred to the mirror disc volume. Upon 
restoration of the failed disc, ENSCRIBE 
copies the data back onto the failed disc. This 
copying operation is done concurrent with 
requests to read or update data and is entirely 
transparent to both the application 
programmer and user. 

MULTI·VOLUME FILES 

A file may reside entirely on a single 
volume or may be partitioned to reside on 
several volumes. With system expansion to 
sixteen processors, and assuming that each 
volume is mirrored, the maximum size for 
each multi-volume file is nearly four billion 
bytes. And each partition of a multi-volume 
file is under the control of a separate 
processor. 

FILE ORGANIZATIONS 

ENSCRIBE provides a variety of file organ­
izations for the applications programmer: 

• Key-Sequenced (I ndexed) 

• Relative 

• Entry-Sequenced 

The programmer need not be burdened with 
structuring the file. He simply chooses the file 
organization best suited to a panicular appli· 
cation and ENSCRIBE automaticall y struc­
tures the file. This allows a programmer t o 
create, access and maintain data files with 
efficiency and economy. Moreover, sino 
records are logically positioned, randolT 
records may be accessed sequential!\ 
ENSCRIBE also provides Multi·Key Access 
data records. Location of records in a Key 
Sequenced file may be by approxi mat 
generic or exact key value. ENSCRIBE ma n 
tains an index of key values which providf 
rapid access to data records. When a nt 
record is added to a file, or when a key va lu 
has been changed, ENSCRIBE automaticall 
updates the index including all secondat 
keys. This operation is entirely transparent 
the application program. 

DATA AND INDEX COMPRESSION 
For key·sequenced files, an optional dat 

compression technique may be used to pac 
more data into a panicular disc ap 
Similarly, an optional index compression 
provided for key indices. 

MAIN MEMORY CACHE BUFFER 

ENSCRIBE provides a Cache Buffer whic l 
resides in main memory. The purpose of thf 
cache is, whenever possible, to keep the mos 
recently accessed blocks in main memor­
speeding up access. System transaction rat e­
may, therefore, be increased by simply alia 
cating more memory to the cache. The cache 
resides in a separate area from the operati ng 
system and application programs. 

RECORD AND FILE LOCKING 

ENSCRIBE provides both record and fil e 
locking for system security. Record locking 
provides a greater degree of concurrent access 
to a file. A file lock request must wait for the 
record to be unlocked before it is granted. 

SUMMARY 

ENSCRIBE is complemented by Tandem's 
Data Definition Language (DO L) for data 
base management. ENSCRIBE may be used 
alone for those applications which do not 
require centralized data base administration, 
or in conjunction with DOL to provide full 
data base access. Thus, the user is provided 
with an economical growth path from file 
management to NonStop data base access. 
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ENSC RI BE FACILITIES 

GEN ERAL SERVICES 
E NSCRI BE provides file and record 

ma nagl ment services for the Tandem 
GUA R AN Operating System. These ser-
vices interfaced to the application 
progr it TITAL or COBOL. 

E I BE fac ilities may be used sepa-
ratel nandling file and record manage-
men1 or alternatively. may be used as 
an ',n to Tandem's Data Definition 
Lan DOL); a schema for centra lized 
datil nanagement. Once a file organiza-
t ion If!en established. programs may 
stor leve and/or modify logical data 
reeo fhout concern for fi le struc ture. 
E N~ facilities provide all necessary 
acce Itrol, da ta buffering, blockin g.! 
debl nd file structure maintenance. 

FIL E ECORO STR UCTURE SERVICES 

E E offers the application pro-
grar choice of three file organizations: 
Ke, :ed (Indexed), Relative, or Entry· 
Seq In addition, both fixed-length and 
var gth record formats are supported 
unl ~C RI B E. A major advantage of 
fill reco rds is high performance 
d Ol access. Variable-length records 
o pt o rage space on the disc. Both the 
fi lt tion and record format must be 
spl: fi le definition time. 

K luenced (Indexed) Files - In key· 
sequ file o rganizations, records are 
storb n ascend ing orde r according to the 
val ut> i~ned a primary key field within the 
record . The pri ma ry key fie ld may be defined 
as any contiguous set of bytes within the 
record. For exam ple , a customer's name in an 
invoice file may be defined as the primary 
key. All reco rds in an indexed file are 
variable-length. Primary keys must be unique. 
Up to 255 secondary keys can be specified. 

Relative Files - Records are stored in a 
relative fil e according to their re lative position 
within the file . The primary key for a relative 
file is the record number. These record 
numbers are ordinal values. Each record in a 
relative file is a fixed-length record. Relative 
files can have secondary keys. 

Entry-Sequenced Fi les - In an entry­
sequenced file, records are stored according to 
the sequential order in which they are pre­
sented to the system. These records may be 
either fixed or variable length - but once 
entered, the record's size may not be changed. 
The primary key for an entry·sequenced file is 
the record's logical address. Entry-sequenced 
files can have alternate keys. 

Multi-Keyed Records - Under ENSCRIBE, 
a single file may have up to 255 alternate key 
fi elds, and the values contained in these 
alternate keys need not be unique. Thus, each 
file may have a primary key and alternate 
keys. These key fields are used to construct a 
secondary key index. Th is scheme is 
commonly called Multi· Indexing. The user 
need only specify the key va lues to access 
records. Moreover, ENSCRIBE automatically 
keeps all indices up-to-date during record 
updates and record insertions. 

Multi -Indexing - Indexing provides the 
greatest flexibility in accessing records. 
Records may be accessed randomly by speci­
fying a key or keys, or sequentia lly by 
consecutively accessing the records in the 
collated order of an index. Since mu ltipl e key 
fields can be defined, multiple indices allows 
an indexed f ile to appear as sequential. 
Moreover, ENSCR IBE provides three index ing 
options: 

• Exact Key Match 

• Approximate Key Match 

• Generic Key Match 

Exact key match means that the reco rd 's key 
field must exactly match the specified key. 
Approximate match means that the record 
key may be equal or greater than the sea rch 
key. This allows a user program to access 
records without knowing the exact key. 
Ge neric key match means that only the initial 
portion (partial key) of a key need be 
specified (such as the prefix to a part number 
in a vendor's record) . 

Cache Buffering - Transparent to the 
application program, ENSC RIBE transfe rs 
one or more physical data blocks to main 
memory. Records within these blocks are 
then made avail able to the program. The 
purpose of this cache buffering is to keep the 
most recently accessed blocks in main 
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memory. Thus, index blocks for a Key­
Sequenced File are likely to remain in the 
cache. ENSCRIBE automatically ensures that 
enough buffer space is available via overlaying 
the least recently accessed blocks, and also 
ensures that extraneous physical accesses are 
avoided. 

FILE AND RECORD OPERATIONS 

At program execution time, the user pro­
gram may issue requests for various 
ENSCRIBE services. These services fall into 
t\vo categories: file operations and record 
operations. Figure 2 illustrates a few of the 
available operations. 

File Operations - File operations may be 
categorized as fo llows: 

• Defin i ti on of an ENSCRIBE file 
organization. 

• Opening of an existing ENSCRIBE file for 
processing. 

• Closing of an ENSCAIBE file and termina­
tion of processing on that file. 

• Examination of the attribute information 
stored within an ENSCRIBE file. 

• Extension of the allocated space in an 
ENSCRIBE file. 

Record Operations - Record operations 
may be summarized as follows: 

• Read a record. 

• Find a record. 

• I nsert a record. 

• Update an ex isting record. 

• Delete a record . 
• Lock/Unlock a record . 

tNT .f11en .. e[O,l1l ,- eSSYSTEM USE R riLE 
. pria"keyI0:2) ,- [5 , 0 , 1024 ) , 
. bufferIO, U ); 

HIT file" nUlibe r , r ead"cnt, wrt"cnt , cnt"read, cnt-wrt ; 

STR ING tey[0:5) ; 

LITERAL pria"e z t • S. 
file - code - 888, 
sec"ext • 2, 
file-type· 3, 
rec"len • 100, 
blk"len • 10001 

I Cr eate a new keyed file 
CALL CREATE(f!le"naae. 

pr la"ext , • 
fil!"Code, 
HC ext , 
file"type, 
rec" l en , 
blk"l en , 
pr l a-key) ; 

J I nsert a new record into a keyed file 
CALL WRITE(file" nuabe r ,buffe r ,wr t"cnt , cnt"Wrt)1 

J r ind a r ecord by key value 
CALL KEYPOSI TIONlfile nUllber,keY)1 

1 Read a record froa • file 
CALL RtAO (f i Ie -nUliber, buffer, read- cnt, cnt - read) , 

1 Update a record 
CALL RE ADUPDATE(file"nu.ber,buffer,read-cnt,cnt-read); 

Update the record in buffer 

CALL WRITEUPDAT£(file- nu.ber,buffer, vtt-cnt,cnt- vrt): 

J Delete a record f r oa a file 
CALL WRITtUPDAT£(file-nuabe r ,buffer.O,cnt"wrt)1 

1 Lock a record 
CALL LOCr;REC(file"nuaber); 

Next Recor d Read v iii be Locked 

Figure 2. File and Record Management Examples 
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TANDEM 
ENVOyTM 

DATA COMMUNICATIONS MANAGER 
FEATURES 
• Fail-Safe Data Communications Manager for 

NOfloStop TM Transaction-Oriented Applications 

• Multiple Communications Protocols 

• IBM Binary Synchronous (SSC) 
• AOM·2 Asynchronous 
• TINET Asynchronous 
• Burroughs Synchronous 

• Multiple Line Types (Data Links) 

• Point-to-Point (SSe only) 
• Centralized Multipoint Supervisor 
• Centralized Multipoint Tributary 

• Trace Facility, line Usage & Error Statistics, 
On-line Testing 

• Support for Auto Call Facility 

• Support for Multiple Modem Types 

• Bell type 1 OJ, 202 Asynchronous 
• Bell type 201, 208 Synchronous 

• Simplified Applications Programming with Calls to 
GUARDIAN Operating System Procedures 

INTROOUCTION 

The ENVOY Data Communications Mana­
ger provides an efficient, easy-to-use interface 
between transaction-oriented application pro­
grams and the telecommunications network_ 
And since ENVOY is under control of the 
GUARDIAN Operating System, it has the 
same inherent fail-safe features of all other 
Tandem systems software. As such, ENVOY 
ensures that data communications are main­
tained even in the event of a processor or I/O 
channel failure. ENVOY provides all the 
control necessary for switched or leased 
point-to-point and leased multi-point telecom­
munication networks. An automatic calling 
option allows unattended stations on 
switched networks to communicate and 
exchange data without operator intervention. 
The ENVOY Data Communications Manager 
supports Synchronous transmission at speeds 
up to 56K Bps and Asynchronous transmis­
sion at speeds up to 19.2K Bps. 

POINT·TO·POINT OATA LINK 

EN VOY supports a Binary Synchronous 
point-to-point data link over either a switched 

or leased (non-switched) lines. I n the switched 
network mode, each of two stations has a 
unique telephone number. The originating 
station dials the answering (remote) station 
and establishes a connection. After the con­
nection has been established, system security 
messages may be interchanged to ensure the 
integrity of the two stations. Information 
interchange may then proceed. Once the 
interchange has been completed, the calling 
stati on automaticall y disconnects. The 
answering station detects the disconnection 
and then it also automaticall y disconnects. In 
the leased (non-switched) mode, the two 
stations are permanently connected (no 
number is required), but the data exchange 
sequence is the same as that described above 
for switched lines. 

MUlTIPOINT OATA LINK 

A multipoint data link consists of two or 
more stations communicating over a leased 
(non-switched) line. With this type of data 
link, one station is designated the supervisor 
and controls all communications over the 
link. All other stations are designated tribu­
taries. In a centralized multipoint link, com­
munications can occur only between the 
supervisor and a tributary (tributary-to­
tributary communication is not al lowed). 
Each tributary station in a multipoint link is 
identified by a polling address and a selection 
address. 

To solicit data transfers from the tributary 
stations, the supervisor station periodically 
polls each tributary station in the multipoint 
link by transmitting each tributary's polling 
address. When a tributary that has data to 
send is polled, further polling of the data link 
stops. At this point, the tributary responds by 
transmitting its data to the supervising 
station. 

To transfer data to a tributary station, the 
supervisor station first selects the desired 
tributary station by transmitting the tribu­
tary's selection address. For selection to 
occur, the tributary station must be monitor­
ing the line and be willing to accept the 
forthcoming data. Following se lection, the 
supervisor station transmits the data to the 
tributary station. 
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ENVOY PROCEOUR ES 

ENVOY functions are implemented via 
making calls to the GUA RD IAN Operating 
System's File Management Procedures. These 
procedures are as fol lows: 

• The OPEN Procedure is used to gain access 
to a data communications line. 

• The DEFINELIST Procedure is used by 
application processes operating as a mu lti­
point supervisory or t ri bu tary station. For 
a superv isory stat ion, DEFINEUST speci­
fies the po lling address and se lection 
address of each station. For a t ributary 
station, DEFINELIST specifies the polling 
add ress(s) and selection add ress(s) that 
ident ify the tributary when the multi-point 
line is polled. 

• The WRITE Procedure is used to transmit 
data to a remote station. 

• The READ Procedure is used to accept 
data from a remote station. 

• The WRITE READ Procedure is used to 
transmit data to a remote station and then 
await a reply. 

• The HAL TPOLL Procedure is used by a 
station operat ing as a multipoint supervisor 
to stop continuous polling of all stations on 
a line. 

• The CHANGELIST Procedure is used by 
application processes operating as a 
multipoint supervisory or tributary station. 
For a supervisory station. CHANGELIST is 
used to enable/disable polling of a 
particular statior1. Additionally. 
CHANGELtST is used to restore polling of 
non-responding units. 

• The CLOSE Procedure is used to terminate 
access to a line. 

TRACE FACILITY 

ENVOY provides an aid in checkout of 
communications applications with t he Trace 
Facility. The Trace Facility works with all 
line types except auto call units. 

Trace Facility records line "events" in a 
Trace Table. Each Trace Table entry provides; 

• Sequence Number 

• Controller and Line Nu mber 

• Line State 

• Event 

• Miscellaneous Information 

• Timestamp 

LINE STATISTICS 

line statistics are maintained by ENVOY 
for each line from the time a line is opened until 
the tine is closed. The statistics are printed on 
the operator console when a predetermined 
error threshold is exceeded. when a path 
switch occurs, or when the line is closed. 

ON·lINE TESTING 

ENVQYTST (Envoy Test) is used to verify 
the operation of the data commu nications 
process and the synchronous controller 
operating as the fo llowing line types: 

• Point-to-point non-swi tched primary 

• Point-to-point non-switched secondary 

• Point-to-point switched primary 

• Point·to·point switched secondary 

• Multipoint supervisor 

• Multipoint tributary 

TANDEM COMPUTERS, INC. _ 19333 Vallco Parkway _ Cupertino. Calif. 95014 - (4081996-6000 
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TANDEM 

Enform -Query/Report 
Writing Language 

Features 
Query 
• Powerful English-like relational query language easily 

used by non-programming personnel 

• Retrieves data from multiple files which may be related 
in ways not anticipated during database design 

• Used with Expand, allows queries on a distributed 
database 

• Automatically develops the most efficient strategy to 
extract data from your database 

• Keywords may be easily redefined to a different language, 
such as German, Spanish or French 

• Uses Tandem's DOL statements to define database 

Report 
• Produces reports at a fraction of the programming cost 

and time of conllentionallanguages, such as COBOL 

• Reporting options allow sorting and summarizing of 
retrieved data as well as evaluation of built·in or user· 
defined functions 

• Automatically spaces information on a page and 
supplies headings 

• Accumulates information with your own formula, such 
as calculating commissions for sales people 

• Formats numbers with commas, decimal point, currency 
sign 

• Can be used from TAL, COBOL or FORTRAN programs 
to replace tedious reporHormatting coding 

EN FORM will make a difference in the time and energy 
required to extract a report from your database because 
you don't have to write a program, or be a programmer, 
to use it, ENFOAM automatically writes the information 
gathered into rows and columns with headings and page 
numbers, If you want something different from the auto· 
matic settings, you may override them, 

Enform Queries 
Gathering the data from your database is done with the 
query portion of ENFOAM. If your database was designed 
with specific relationships in mind, then you can take full 
advantage of them with ENFOAM, However, what if you 
want the files related in a different manner, a manner not 
originally planned into the database?ENFOAM handles 
this with no trouble; just tell it how you want the files 
related through a LINK statement. 

Furthermore, ENFOAM automatically selects an 
efficient method of searching for the data you requested, 
It uses existing keys and alternate keys to speed up the 
search (and cut down the cost of producing the report), 

Defining the Database 
The only task you must do before using ENFOAM is 
define the database records with Tandem's Data Definition 
Language (DOL): 

RECORD order, 
05 order-number; 
05 customer; 
05 part-number; 
05 QuantItY; 

RECORD pam. 
05 pan-number; 
05 cost; 
05 part ..... me; 
05 $tock .. mount; 

PIC "9(41", 
PIC "X(351". 
PIC "9151". 
PIC "999", 

PIC "9(5)", 
PIC "9(5) Vgg", 
PIC "X(30I". 
PIC "9(4)", 



Ease of Use 
ENFORM 's statements and commands look like English 
words. For example: 

OPEN order, parts 
LINK order to parts VIA part-number; 
LIST BY order-number, 

customer, part-number, quantity, 
(quantity' cost) HEADING "TOTAL COST", 
subtotal; 

Keywords don't have to look like English - they may 
resemble any language you prefer. such as German or 
Spanish, by redefining them. 

Entering the Statements 
You can use ENFORM interactively by typing in the 
statements, one at a time, or put the commands into 
a file for later execution. You can save the "compiled" 
output from an ENFORM session so the ENFORM 
statements don't halle to be checked and processed each 
time the report is created. 

Choosing the Report Dati 
Criteria for selecting the data you want is defined with 
a WHERE statement : 

OPEN parts 
LIST part-number, part·name 

WHERE stock·amount lESS THAN 5 
AND part·number GREATER THAN 250; 

Enform Reports 
ENFORM's report phase automates many of the formatting 
details most reports require, such as centering titles and 
headings, spacing columns of data, underlining headings, 
skipping to a new page, writing headings. Special keywords 
further enhance these report duties, such as totaling, sub­
totaling, centering data, overriding headings, formatting 
numbers with commas, periods or currency sign. 

Accumulation Operltions 
Common accumulation operations - percentage, cumulative 

TANDEM 

sum, sum, average, count, maximum, minimum - are built 
into ENFORM: 

LIST BY part-number 
MIN (cost) 
MAX (cost) 

WHERE part-number EQUAL TO 5000 THRU 5999; 

If you have an accumulation scheme not satisfied by these 
operations, you can build an expression to meet your needs. 

Sample Report 

10/04/78 - 10:39:35 AM 
ORDER DETAIL REPORT OCT 04TH 1978 

ORDER· PART· 
NUM8ER NUMBER COST QUANTITY TOTAL-COST 

35 244 87,000.00 1 87,000.00 
2001 1,500.00 2 3,000.00 
2403 9,600.00 4 38,400.00 
3103 10,500.00 2 21,000.00 
3302 2,800.00 1 2,800.00 
4103 24,500.00 2 49,000.00 
6301 2,900.00 1 2,900.00 
6302 4,300.00 2 8,600.00 

212,700.00 

TO: FRESNO STATE BANK FRESNO, CALIFORNIA 
ORDER·DATE : 03/03/78 DELIVERY·DATE: 08/ 10/78 

38 244 
2402 
3102 
.,02 
5502 
6201 
6302 
6'(12 

87,000.00 I ~ 

7,500.00 3 
4,800.00 1 

14,500.00 I 
11,500.00 I 

5,800.00 I 
4,300.00 1 
1,500.00 2 

TO: BROWN MEDICAL CO., SAN FRANCISCO, CA 
ORDER-DATE: 03/ 19/78 DELIVERY·DATE: 08120/78 

TANDEM COMPUTERS INC., 19333 Valleo Parkway, Cupertino, California 95014 • Toll F,... 800·538·9360 01"1408)996-6000 in California, 
Branch ollien throughout the United Stetn. Foreign Offices in Frankfun. Dusseldorf and Munich; Well GermenV . Uxbridge, 
Middlesex; England· Zurich; Swiuerland · Toronto; Canada. 
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PROGRAMMING LANGUAGES 

The basic unit of information in the Tandem 16 is the 
16-bit word . The word defines the Tandem 16'5 machine 
instruction length and its logical addressing range. 

A Tandem 16 program executing in the processor module 
consists of: 1) a code area that contains the executable 
machine instruction codes, and 2) a separate data area 
that contains the program's variables and buffers. The 
code area for a given program consists of a maximum of 
65,536 words . Likewise, the maximum size of the data 
area for a given program is 65,536 words . 

A code area is comprised of one or more procedures . A pro­
cedure is a block of machine instructions that can be 
called into execution to perform some specific task. A 
procedure (i.e . , the block of instructions that a procedure 
represents) can be invoked (called) from any point in the 
program. \~en a procedure is called, the current environ­
ment is automatically saved by the hardware; when the 
procedure finishes , the previous environment is automatically 
restored. The procedure itself executes in an environment 
separate from other procedures. 

The code part of a program is not modifiable . Therefore , all 
code is inherently sharable and reentrant . 

T/TAL 

Programs for the Tandem 16 are written in Tandem's 
Transaction Application Language (T/TAL) . T/TAL 
is a high- level , block- structured , procedure­
oriented language designed for ease of programming 
and efficient use of the many architectural 
features of the Tandem 16 (such as separate code 
and data) . 

A typical statement written in T/TAL looks like 
this : 

IF item = taxable THEN payment := price 
+ (price *tax rate); the upper case 
elements are reserved words in T/TAL; 
the lower case elements are data variables, 
:= means "is assigned the value of ," and 
* means multiply. 



Some characteristics of T/TAL are : 

Free- Form Structure 

The free - form structure of T/TAL permits 
programmers to format their programs i n a 
manner providing readability and self 
documentation . 

Machine Independent 

T/TAL programs are written using such high­
level constructs as : IF THEN, WHILE DO , 
DO UNTIL , CASE, etc . The T/TAL compiler 
generates optimum code taking advantage 
of the Tandem 16 ' s hardware characteristics. 

Features are provided in T/TAL for pro­
grammers desiring to explicitly operate 
on hardware registers (STACK and STORE 
statements) and program at an assembly 
language level (CODE statement). 

Identifiers 

Program elements such as constants, variables , 
labels , and procedures are identified through­
out a source program by use of symbolic , 
program-assigned identifiers. This eliminates 
the need for a programmer to keep track of 
specific memory addresses . An identifier can 
contain up to 31 alpha-numeric characters . 

Data Types 

INT (integer ) , INT (32) (doub le word intege r ) , 
STRING (byte) , and FIXED (IS-digit fixed 
point) . 

Block (Multiple Element) Operations 

T/TAL provides multiple element operations 
such as move block, compare blocks , and 
scan block . 

Bit Operations 

T/TAL provides bit operations such as bit 
deposit , b it extraction, and bit shifts. 
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Procedures 

As previously mentioned, a procedure is 
a block of machine instructions that 
exists only once in a program but can be 
called into execution from any point in the 
program. Procedures , as implemented in 
the T/TAL language , have special properties 
that make them nearly as versatile as complete 
programs . A program has a global data area 
that is accessible only by statements within 
that program; a procedure has its own (local) 
data area that is accessible only by statements 
within that procedure . Unlike the program's 
global data area, however, a procedure ' s local 
data area is allocated and initialized on l y 
when the procedure executes . This provides 
two major benefits: 1) storage is not 
allocated except when needed (keeping the 
total amount of storage required by a program 
to a dynamic minimum) and 2) the data area 
is initialized when the procedure is entered . 

Recursive Procedures 

Because a procedure has its own local data 
area and the data area is initialized each 
time the procedure is entered , a procedure 
can call itself . 

Subprocedures 

Subprocedures are similar to procedures in 
that they can have their own variables and 
can be called recursively . However , a 
subprocedure is a part of a procedure and 
therefore can be called only from the proce­
dure in which it resides . 

COBOL ANSI ' 74 , Level 2 

COBOL is a procedural language designed to read 
much like ordinary English , and can automatically 
provide much of its own documentation . Except 
where noted, Tandem COBOL conforms to American 
National Standard COBOL (Standard COBOL). Standard 
COBOL is basically a machine-independent language, 
yet it promotes efficiency across a wide variety 
of computer systems by accommodating their 
differences. Some of the ways Standard COBOL 
cooperates with an operating system do not apply 
to the Tandem 16 system . Nonetheless , the Tandem 
COBOL compiler accepts the syntax for those 
language conventions . ~fuere possible , they are 
viewed as comments. 
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FORTRAN ANSI ' 77 

Tandem FORTRAN conforms to the full language as 
specified in the document "American National 
Standard Programming Language FORTRAN , X3 . 9 - 1977 . " 
In addition, Tandem has extended the language to 
include NonStop features consistent with the 
Tandem philosophy . FORTRAN object code utilizes the 
new Tandem Floating Point microcode . 

MUMPS - ANSI Xll . 1- 1977 (Mgh Utility Multi-Programming 
System 

Language developed at Massachusetts General Hospital 
(MGH) in Boston to meet the needs of information 
handling by computer in the extremely diverse health 
care environment . It is oriented towards the storage 
and retrieval of character string information , such as 
names , addresses and text rather than towards perform­
ing complex calculations with numbers . 

DOL (Data Definition Language) 

Allows centralized administration of a data base to 
accommodate any number of diversified application 
programs. All data field references are defined in 
a schema (Codasyl-based compiler); changes to record 
layout, and additions and/or changes to record types 
and/or fields may be accomplished without code modi­
fications to existing programs . It provides for 
easy-to-use EDIT and SCHEMA Programs to facilitate 
compilation of application programs with high- level 
languages, TAL , COBOL and FORTRAN . 

• 
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TANDEM 
COBOL 

FEATURES 

• Conforms to ANSI COBOL X3.23·1974 

• Full compatibility with ENSCRIBE file structures 

• Runs in mixe d language environment with T/TAl 

• Includes Tandem Extension for NonStoplTM) 
Programming 

INTROOUCTION 

Tandem/COBOL runs on the Tandem T16 
Computer System - the only mUlti-processor 
system designed for NonStop, tr~nsaction· 
oriented, data base applications. Tandeml 
COBOL utilizes all the capabilities of 
Tandem's GUARDIAN Operating System and 
ENSCRIBE Data Base Record Manager -
sohware designed to keep the system up and 
running while maintaining the integrity of the 
on-line data base. Thus Tandem/ COBO L is 
compatible with programs written in TrrA L, 
Tandem's high level language for transaction 
processing, and is capable of running in a 
multi-language environment. 

GUARDIAN features handled by Tandeml 
COBO L include; 

• NonStop Operation 
• Shared. Re·entrant Code 
• Virtual Memory System 
• Geographic I ndependence of 110 Devices 
• Checkpoint/Checkmonitor Facilities 

ENSCRI BE features handled by Tandeml 
COBOL include; 

• Key-sequenced, Entry-sequenced and 
Relative file structures 

• Logical file size to 4 BI LUON bytes 
• One primary and up to 31 alternate keys 
• Optional mirror data base recording 

LEVEL OF SUPPORT 
NUClEUS - Level 2 

The nucleus gives a basic language for the 
internal processing of data within the fou r 
divisions of a program. Quali fication, punc· 
tuation characters, data-name formation. 
connectives, and f igurative constan ts are 
supported as wel l as ACCEPT, ADD, A LTE R, 
COM PUTE, DISPLAY, DIVIDE, EXIT, GO, 
IF, INSPECT, MOVE, MULTIPLY, PER­
FO RM, STOP, ST RING, SUBT RACT, and 
UNST R I NG statements. 

Extensions to the language include the 
ability to call TITAL procedures via the 
ENTER verb. 

TABLE HANOLING - Level 2 

Table Handling lets you define three 
dimensional fixed length tables of cont iguous 
data items. Each item is accessed relative to 
its position in the table. Each item may be 
ident ified through use of a subscript or an 
index. This level also provides series options 
and the ability to vary the contents of indices 
by an increment or decrement. Table handling 
includes the use of the SET and SEARCH 
statements. 

SEQUENTIAL 1·0 - Level 2 

Sequential 1·0 reads records of a file one 
after the other, in the order they were 
written. Memory areas among files are shared. 
and the full facilities for the FILE· 
CONTROL, I·O·CONTROL. and FD entries 
are included. Within the Procedure Division. 
CLOSE, OPEN, READ, REWRIT E, USE, and 
WRITE are recognized. 

RELATIVE 1-0 - Level 2 

Relative 1·0 accesses records in either 
random or sequential manner. Each record in 
a relative file is uniquely identified by an 
integer value greater than zero which specifies 
the record's logical position in a file. It 
prov ides full faci lities for the FI LE· 
CONTRO L, I·O·CONTRO L and FD entries. 
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Within the Procedure Division it provides full 
capabilities for the CLOSE, DELETE, OPEN, 
REWRITE, START, USE, and WRITE 
statements. 

INOEXEO 1·0 - L""I 2 

Indexed 1-0 accesses records in either 
random or sequential manner. Each record in 
an indexed file is identified by the value of 
one or more keys within that record. It 
provides full facilities for the FILE­
CONTRO L, I-O-CONT RO L and FD entries. 
Within the Procedure Division it provides full 
capabilities for the CLOSE, DELETE, OPEN, 
READ, REWR ITE, START, USE, and 
WR ITE statements. 

SORT·MERGE - Level 2 

Sort-Merge orders one or more files of 
records. or combines two or more identically 
ordered files of records, according to a set of 
keys within each record. Optionally. you may 
apply some special processing to each of the 
individual records by input or output proce­
dures using RELEASE and RETURN. This 
special processing may be applied before 
and/or after the records are ordered by SORT 
or after the records have been combined by 
MERGE. Also, you may sort one or more 
files, or combine two or more files, one or 
more times within a given execution of a 
COBOL program. 

REPORT·WRITER - NuH Level 

SEG MENTATIO N - NuH Level 

Segmentation is automatic via Tandem's 
GUARDIAN Operating System. 

LIBRARY - Levell 

Text from a library is copied into the 
source program using COPY. The copied text 
is not changed. 

DEBUG - Level l 

Debug provides a basic debugging capabil· 
ity, including the ability to specify (1) selec· 
tive or full procedure monitoring, and (2) 
optionally compiled debugging statements. 

INTE R·PROGRAM CO MM UNICATIO N - Levell 

I nter·program Communication means a 
program can communicate with one or more 
programs using CALL and CANCEL. This 

communication is done by (1) transferring 
control from one program to another within a 
run unit, and (2) letting both programs have 
access to the same data items. 

COMM UNICATION - Nul l Level 

TANOEM COBOL EXTENSIO NS 

Several extensions have been added to 
Tandem/COBOL to permit use of Tandem's 
GUARDIAN Operating System. 

1. Nonstop Extensions 

For Nonstop programming in COBOL, you 
include a "?NONSTOP" line in your source 
program. STARTBACKUP and CH ECK· 
POINT are .the verbs that make the pro­
gram nonstop. Normally STARTBACKUP 
is called once at the beginning of the 
program to set the nonstop mode_ There­
after the CHECKPOINT verb is used to 
pass information to the backup process at 
critical points in the processing. In a 
nonstop program, checkpoints will also 
occur automatically upon any OPEN or 
CLOSE executed after the backup is estab­
lished. Both of these verbs witt set the 
special register, PROGRAM-STATUS, to 
indicate the outcome of the check pointing 
operation. 

2. Extensions to the standard COBOL 1/0 
facility 

Three new verbs, LOCKFI LE, UN LOCK· 
FILE, and UNLOCKR ECORO, have been 
introduced to allow the use of the corre­
sponding system file and record locking 
routines. This addition allows separate 
processes to share a common data base. 
READ and REWRITE verbs have been 
extended to allow the specification of a 
LOCK or UNLOCK operation. The OPEN 
syntax has been extended to specify the 
file access, EXCLUSIVE. SHARED or 
PROTECTED, and to permit the 
SYNCDEPTH for files opened in the OUT­
PUT, 1·0 or EXTEND mode. 

3. Calling TAL procedures 

The ENTER verb has been modified to call 
TAL procedures. This lets you access any 
TAL system external or your object library 
routines. These object library routines are 
assigned to the COBO L run unit at compile 
time. 

• 

• 

• 
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c DIMENSION M (10,20) 
READ 100, I, J, K 
DO 200, IS = I, 10 
DO 200, JS = J, 20 

200 M (IS, JS) = K 
IF (I .EO. J) GO TO 300 

• Conforms to full language specifications of ANSI 
FORTRAN. X3.Y-IY77 

• Full use of all ENSCRIBE facilities including 
multi·k ey access and locking 

• RECORD Structures for DOL compatibility 

• Extensions for NonStop(tm) Programming 

• Facilities fo r Interprocess Communications 

• Support of Floating Point Arithmetic 

INTROOUCTION 

Tandem FORTRAN ruos on the Tandem T16 
Computer System - the onlv mUlti-processor 
architecture designed for NonStop. transaction­
oriented, data base applications. Tandem FORT RAN 
utilizes all the facilities of the GUARD IAN Operating 
System including Non-Stop operation, re-entrant 
code, interprocess communications, virtual memory. 
and ENSCR IBE data base facilities for keyed, rela­
tive, and sequential access, mult i-key data paths. and 
concurrent record access. Tandem FORT RAN is 
capable of running in a multi·language environment. 

LEVEL OF SUPPORT 

Tandem FORTRAN conforms to the specifica­
tions described in the American National Standards 
Institute for Programming Languages - FORTRAN. 
X3.9-1917. 

Data Types 

Six data types are supported; INTEGER. REA L, 
DOUBLE PRECISION, COMP LEX. LOGICAL and 
CHARACTER. In addition data may be arranged as 
arrays or substrings. Dimensioned arrays can have up 
to seven subscripts. 

TANDEM 
FORTRAN 

Expressions 

Expression types can be arithmetic, character, 
relational or logical. Operators allowed in ex pressions 
include: 

Arithmetic •• !Exponentiation) 

I (Division) 

• (Mul tiplication) 
(Subtraction) 

+ (Addition) 

Character " (Concatenation) 

Relational . LT. (less Than) 
. LE. (less Than or Equal) 
.EQ (Equal) 
.NE. (Not Equal) 
.GT. (Greater Than) 
.GE. (Greater Than or Equal) 

l ogical .NOT. 
.AND. 
.OR. 
.EQV. 
.NEQV. 

Specification Statements 

Support is included for DIMENS ION, COMMON, 
EQU IVA LENCE, IMP LI C IT, PARAMETER, 
EXTERNAL, INT RINSIC, and SAVE statements. In 
addition. type statements are allowed for INTEGER, 
REAL, DOUB L E PREC ISION, COMP LEX. 
LOG ICAL, and CHARACTER. 

DATA Statement 

DATA Statements can be used for initialization of 
variables, arrays, array elements, and substrings. 

Assignment Statements 

There are four kinds of Assignment statements: 
Arithmetic, Logical, Statement label (ASSIGN), and 
Character. 
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/ Control Statements 

Sixteen Control statements are used to control the 
execution of a program. 

Unconditional GO TO 
Computed GO TO 
Assigned GO TO 
Arithmetic IF 
logical IF 
Block IF 
ElSe IF 
ElSE 
END IF 

Input/Output Statements 

DO 
CONTINUE 
STOP 
PAUSE 

END 
CALL 
RETURN 

Nine Input/Output statements are supported. 

READ 
WR ITE 
PRINT 

OPEN 
CLOSE 
INQUIRE 

BACKSPACE 
ENDFllE 
REWIND 

Tandem FORTRAN utilizes the UNIT, FMT, 
REC, IOSTAT, ERR, and END control parameters 
for READ and WRITE. 

For OPEN the UNIT, IOSTAT, ERR, FilE, 
STATUS, ACCESS, FORM, RECl, and BLANK open 
parameters can be used. For CLOSE the UNIT, 
IOSTAT, ERR, and STATUS parameters can be used. 

For INQUIRE specifiers may be used for IOSTAT, 
ERR, EXIST. OPENED, NUMBER, NAMED, NAME. 
ACCESS, SEQUENTIAL, DIRECT, FORM, FOR· 
MATTED, UNFORMATTED. RECl, NEXTREC, 
and BLANK. 

For BACKSPACE. REWIND, and ENDFllE the 
UNIT, IOSTAT, and ERR specifiers can be used. 

FORMAT Specification 

A complete range of FORMAT specifiers is avail­
able. Both explicit and list·directed editing are 
allowed. Editing descriptOfs allowed are: 

Apostrophe 
H 
Positional 
T, TL. and TR 
X 

SI"h 
Coloo 

P 
8N and BZ 
Numeric (I, F, E, 0, G) 
L 
A 
list-Directed 
S, SP, and SS 

Functions and Subroutines 

Four categories of procedures are supported: 

Intrinsic Functions 
Statement Functions 
External Functions 
Subroutines 

External functions and subroutines may be speci· 
fied in either FORTRAN or other programming 
language subprograms. 

An ENTRY statement may be used to permit 
specification of the entry point into a subprogram. 

BLOCK DATA Subprogram 
Block Data subprograms are allowed fOf initializ· 

ing variables and array elements in named common 
blocks. 

TANDEM FORTRAN EXTENSIONS 

Several extensions have been made to FORTRAN 
77 to enhance its operation on Tandem systems. 

1, NonStop Extensions 

STARTBACKUP and CHECKPOINT functions 
allow a FORTRAN program to utilize the Non· 
Stop capabilities of GUARDIAN. STARTBACK· 
UP is called once at the beginning of a program to 
establish the nonstop mode. Thereafter CHECK· 
POINT is used to pass critical information to the 
backup process. Oleckpoints will automatically 
occur upon any OPEN or CLOSE after the backup 
has been created. 

2. Structures 

Structures provide the ability to define records in 
FORTRAN. The constructs RECORD and END 
RECORD are used to define record structures. The 
Data Definition Language may also be used 10 

transcribe a schema into FORTRAN RECORD 
structures. 

3. ENSCRIBE Extensions 

Extensions have been made to the FORTRAN 
READ and WRITE statements to permit the full 
use of ENSCRIBE facilities. Thus it is possible 
with FORTRAN statements to access key­
sequenced, relative, and entry-sequenced files by 
primary or up to 255 alternate keys. Provision has 
been made to allow exact, approximate or generic 
positioning into an ENSCRIBE file structure using 
FORTRAN. Concurrent record access is supported 
with LOCK mechanisms at either the record or file 
level. 

4. Interprocess CommuntcatiOIl$ 

FORTRAN processes can communicate with one 
another or with processes written in other 
languages through the standard FORTRAN READ 
and WRITE statements. Communication to other 
processes is implemented using the interprocess 
communication facilities of the GUARDIAN 
Operating System. 

TANDE M COMPUTERS, INC. - 19333 Vallco Parkway - Cupertino, CA 95014 - (408) 996-6000 
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TAL 
• HIGH lEVEL LANGUAGE FOR APP LI CATIONS AND 

SYSTEMS PROGRAMMING 

• PROCEDURE-ORIENTED LANGUAGE FOR TRANS­
ACTION PROCESSING 

• EXTENSIVE DATA TYPES FOR ARITHMETIC AHD 
STRING DATA TYPES 

• SPECIAL STR I NG AND BIT MANIPU LATI ON 
FUNCTIONS 

• OBJECT CO DE OPTIMIZATION COMPARAB LE TO 
ASSEMBLER CODING 

• FREE·FORM STRUCTURE 

• CONSTRUCTS AMENABLE TO STRUCTU RED 
PROGRAMMING 

TR ANSACTION APPLICATION LANGUAGE 
IT/TALI 

The T.ooem Transaction Application Language is II high 
level, block structured language designed 10f" Ihe easy 
implemenlalion 01 lransaction«iented applications. TITAL 
is-similar to ALGOL, PUI o r COBOL In providing procedure 
bloch and high level con$lfUCl1 such as IF ... THEN ... 
ELSE, 00 .. _ UNTIL, WHILE ... 00, FOR. and CASE . 
PrQ9lllmmer. can _ile ..,11 documenting programs with 
object code generation as eflici81lt as a55embler code. 

PROCEDURES 

TI\e procedur.-ori.nted, block-uructured awoach allows 
a programmer to desl,," procedura blocks for functional 
simplicitv. Oata can be a$$igned globallv for a ll proceduras to 
access or can be assigned locally - known only to the 
procedure in which it is declared. Local data is assigned 
dynnmlcnllv and ini tialized each time the procedure is 
invoked. The local data feature also allows the use of 
recursive procedures, 

One procedure can calt ano ther and pass parameters by 
wlue or by reference. The called procedure can optionallv 
return. velu. through its name. 

All procedure code i, compiled 05 re-entrant and, there­
fore, non-modifiable. This permits code to be shared by 
,",nv different users ther~ minimizing Ihe amounl of 
memory required lor multiple apPlications. 

DATA DECLARATIONS 

TITAL provide-s dete tVpes for arithmetic, ming and 
logical operations. Signed in teger data can be specified with 
15 bits or 31 bill of precision, Fixed data i18 sealed decimal 
with up to 18 digiti of precision. String date consists of one 
or more 8-bit bytes. Logical data consist$ of l&bit words. 

Data can be declared as simple, single element items or as 
arrays (mult iple elemenll). In addition a v8riabla can be 
declared as a pointer vadable to facilitate indirect addrMSing. 

TVpe functions are on in tegral part of TAL and provide 
the abilitv to convert from one data IVpe to another. TVpe 
fu nctions are also avai lable 10 determine if string data 
represents ASCII NUMERIC, ALPHA o r SPEC IAL values. 

TANDEM 
APPLICATION 
LANGUAGE 

SPECIAL FEATURES 

Special string manipulation construclS are available to 
facilitate efficient processing of transaction data . Included 
are SCAN, MOVE and COMPARE string operalions. 

Data can be addressed 8t the bit level, il dltSirable. 
Operations exill in T AL to perform bit deposit , bit extrac­
tion, ar ithmetic Jhihing and logical shifting. 

I/O 

All 1/0 is performed via calls 10 operating $Vstem 
procedures. Procedures exist to open and close files, read and 
wrill data , perform contrOl functions, create and p!Jrge files, 
lock and unlock fil es, and perform "wait" o r '·nowai!" I/O. 
Extensi..,. error checking i, provided bV Ihe File System and 
error codes are returned to tho calling procedure for 
inspection. 

TAL CONSTRUCTS 
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ANSI '77 Standard MUMPS Interpreter 

TANDEM MUMPS is a high-level, interpreted computer 
language designed tor data management. MUMPS is used 
extensively In commercial and medical applications be­
cause of its ease of use, richness of features, ease of learn­
ing and superior string manipulation capabilities. 

TANDEM MUMPS features include: 
• Program structures that are easy to code, debug and 

modify; 

• Modular expansion of the system without 
reprogramming applications, allowing the most 
cost-effective use of your Investment ; 

• A vendor-supported MUMPS Implementation tully 
Integrated with the multifunctional GUARDIAN 
Operating System; 

• High availability and reliable operation using 
NonStop' " System facilities; 

• Concurrent execution of COBOL, FORTRAN or TAL 
programs for Increased programming flexibility ; 

• Easy access to non-MUMPS flies for maximum 
utilization of system resources; 

• Versatile development tools to cut programming costs. 

TANDEM MUMPS supports all features 01 the ANSI t9n 
MUMPS Language Standard . In addition, TANDEM MUMPS 
diNers from other implementations in that it runs under the 
vendor-supported GUARDIAN Operating System. This means 
that TANDEM MUMPS has the unique benefits of the 
NonSrop System which aHows applications to continue to run 
even if a processor, disc, controller Of 1/0 channel should Iwl 
during operation. 

TANDEM MUMPS Extensions 

TANDEM MUMPS provides the most powerful extensions of 
MUMPS available to date. In addition to all the benefits avail· 
able with Standard MUMPS. TANDEM supplies an interface to 
COBOL, FORTRAN, TAL and PATHWAY programs and the 

reliability of NonStop computer systems, plus the following 
extensions: 

1. String subscripting, which lets you give variables 
meaningful names such as NAME("LAST") rather than 
the cryptic numeOc identifiers such as NAME (4). String 
subscripts can be up to 250 characters long. 

2. Negative and decimal number subscripting, which 
lets you subscript variables with negative numbers. 
TIME(-t2), and non-integer numbers, VARIANCE(-.75), 
MEAN(-25.67). 

3. The SORDER function as proposed by the MUMPS 
Development Committee, which returns all subscript val­
ues including non-numeric st rings. The $ORDER is 
supplied in addition to the $NEXT lunction. 

4. The SZFINFO function, which retums information on all 
syslem liles (e.g., key sequenced, entry sequenced and 
relative disc liles). 

5. The ZTRAP command, $ZTRAP function and $ZTRAP 
special variable which together provide a complete error 
trapping facility that can be tailored to individual 
applicalions. 

6. Commands and utilities that create, edit and delete ap­
plication and utility routines. 

7. Commands that give access to Information on the state 
of the GUARDIAN Operating System environment In 
which MUMPS is running. 

8. READ and WRITE commands which provide the capa­
bility of accessing saquenlial and key-sequenced liles 
wi th record sizes up to 4 k bytes. 

9. Extension to the MUMPS READ and WRITE com­
mands, providing for interprocess communication wi th 
COOOL, FORTRAN. and TAL and other MUMPS 
processes. 

to. Simple Interface to the PATHWAY Transaction Proces­
sing System. which allows CRT terminals to interact with 
applications written in MUMPS, as well as other TANDEM 
languages. 

TANDEM. NonStop. GUARDIAN. ENSCAtBE. EXPAND, ENFOAM and PATHWAY are trademarks 01 Tandem Comput8fS Incorporated. 



Versatile Operating Environment 
TANDEM MUMPS runs under the GUARDIAN Operating 
System WIth full system resources at its disposal. TANDEM 
MUMPS users are able to concurrently execute COBOl. 
FORTRAN and TAL programs, as well as lake advantage 01 the 
unique features available with a NonStop System. including a 
fauh-tolerant mode. With TANDEM MUMPS you have: 
• The capabellty of Initialing any system or user process 

directly from MUMPS. 
• The ability to communicate with COBOL, FOATRAN and 

TAL programs through the ENSCRIBE Data Base Manager 
lor Increased effiCIency and optimum utilization 01 system 
resources. Through this facility users can read and write disc 
"Iescreated by any ollhese high-level languages. as well as 
other MUMPS processes. 

• Access 10 the GUARDIAN Operallng System facilities and 
resources, Including the versahle TANDEM-supplied 
Spooler. 

• The ability to utilize Ihe ENFORM Query/ Report Wriler for 
lasl and easy report generahon. 

• Access to the EXPAND Faull-Tolerant Communication 
Network capabllihes lor full utilization of distributed data 
bases. 

• Access 10 the ImpresSive lext editing lacilily lor program 
entry and malnlenance. 

Reliability 
The rellablhty 01 a TANDEM MUMPS application IS Inherent In 
the basIC archlleclureollhe TANDEM 16ltsell: 
• TANDEM NonStop Computers are the only commerCIally 

avaJlable systems Ihat are able 10 continue to operate 
deSPIte the failure of a maJOf component (Le., CPU, 
controller, diSC). 

• AutomatIC NonStop operation of MUMPS roullnes can be 
selected With the use of the ZNONSTOP command. 

Expandability 
TANDEM provides systems that can grow with you. Modular 
expanSion is easy With TANDEM Computers; there is no need 
for costly reprogramming. TANDEM provides the capability of 
dynamically expanding your system from 2 to 16 processors. 
Up to 255 system nodes can be JOined In an EXPAND Ne!work 
- all Without addlhonal costs for applications software repro­
gramming. With proper securrty. data can be accessed Irom 
any node in a network Without special programming. 

TANDEM MUMPS Applications 
MUMPS is a specialized computer language that is intended 
for applications that emphasize interactive data entry and in­
spection. manipulation 01 lext and encoded data. and data 
sharing. MUMPS is most useful and efficient when used for the 
follOWing applications and conditions: 

• When rapid program development IS a requirement; 

• For dynamiC, evolving applications; 

• For applications handling data that map Into hierarchical. 
sparse data structures; 

• For text manlpulahon: 

• For applICations Involving interactive data base query and 
update operations; 

• For apphcatlOlls involving extensive error checking 01 
user· entered data. 

TANDEM COMPUTERS INCORPORATED, 19333 Vallco Parkway. Cupertino. CA 95014. Toll Free (800) 538·9360 or 
(408) 996·6000 In California . Offices throughout the United States. Canada. Europe and the United Kingdom. Distributors in 
Australia. Finland, MeXICO and Venezuela. 
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TANDEM MUMPS 

MUMPS, an acronym for Massachusehs General 
Hospital Utility Multi-Programming System, is a 
high-level, Interpreted computer language designed for 
easy manipulation of string data and of 
hierarchically-structured data bases. 

MUMPS is used extensively in commercial and medical 
applications because of its richness of features, ease of 
learni~ , ease of use, and superior string manipulation 
capabilities. 

Tandem MUMPS differs from most current 
implementations in that it is not running under its own 
operating system, rather it runs under the Tandem 
Guardian operating system. As a result, users are able to 
execute COBOL, FORTRAN or TAL programs 
concurrentl){ And of course MUMPS has the benefits of 
running on the Tandem NonStop" system so that 
applications can stay up and running even if a processor; 
diSC, disc controller or 1/0 channel should fail during 
operation. 

Standard MUMPS 

Tandem Standard MUMPS supports all features of the 
ANSI 1977 MUMPS Language standard. 

Tandem MUMPS Extensions 
Tandem supplies an interface to COBOL. FORTRAN. 
and TfTAL programs. the reliability of NonStop 
computing, and the following extensions: 

• String subscripting. which lets you give variables 
meaningful names such as NAME("LAST") rather than 
the cryptic numeric names such as NAME(4). String 
subscripts can be up to 254 characters long. 

• Negative and decimal number subscripting, which lets 
yoo subscript variables with negative numbers 
(PERS(·12)) and non·integer numbers (MATR(23.7S), 
MATR(·25.67)). 

• The $ORDER function proposed by the MUMPS 
Development Committee, which returns all subscript 
values Includin~ nonooflumeric strings, $ORDER is 
supplied in addition to the $NEXT function. 

• The SZINSPECT and SZRINSPECT functions. which 
perform a "scan until" capability from the tront and 
back, respectivel~ of a string. These capabilities 
speed and simplify the stripping of leading zeros and 
trailing blanks. 

• The SlFINFO function, which returns information on 
all Tandem files, all 01 which can be accessed from 
MUMPS. 

• The ZTRAP command, the SZTRAP function. and 
$ZTRAP special variable, which provide a complete 
error trapping facility that can be tailored to indiVidual 
applicatIOns. 

• Commands and utilities that create, edit, and delete 
application and library routines. 

• Commands thai give access to Tandem environmental 
information. 

• READ and WRITE commands which provide the 
capability of accessing sequential and key·sequenced 
files with record sizes up to 4KB. 

• Extensions to the MUMPS READ and WRITE 
commands, which provide interprocess 
communication between MUMPS, COBOL, 
FORTRAN, TAL and other MUMPS processes. 



The System MUMPS 

Tandem MUMPS runs under the Tandem GUARDIAN 
~ating system with full system resources at its 
disposaL With Tandem MUMPS you have: 

• Access to the power of the Tandem Text Editor for 
code entry and maintenance. 

• The capability of initiating any system or user process 
directly from MUMPS. 

• The capability of communicating with COBOL, 
FORTRAN, and TfTAL as well as with other MUMPS 
processes. 

• The capability of reading and writing disc files created 
by CoaOL, FORTRAN and TITAL programs through 
Tandem's ENSCAIBE data base manager: 

• Access to the Tandem GUARDIAN/EXPAND 
communications network capabilities. 

• Access to the GUARDIAN operating system facilities 
and resources, inctuding the versatile Tandem spooler. 

Rellebility 

The reliability of a Tandem MUMPS application is derived 
from the architecture of the Tandem 16 itself: 

• The Tandem 16 is immune to the failure of any single 
component. 

• The Tandem software, including the MUMPS 
interpreter, complements the NonStop'" environment. 

• The hardware and software NonStop'" functions are 
transparent to the MUMPS application programmer 
and user. 

ExpandabUily 

The Tandem system provides the capability of 
dynamically expanding)'?Uf system from 2 to 16 
processors. II also provides the capability of dynamically 
expanding into a Tandem network. 

MUMPS Applications 

MUMPS is a specialized computer language that is most 
useful and efficient when used for the following 
applications and conditions: 

• When rapid program development is a requirement. 

• For dynamic, evolving applications. 

• For applications handling data that map into 
hierarchical, sparse liles. 

• For text manIpulation. 

• For applications invoMng interactive data base query 
and update operations. 

• For applications involving extensive error checking of 
user-entered data. 
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TANDEM 

DATA DEFINITION LANGUAGE 

FEATURES 
• Centralized Data Base Provides Common Resource 

for Numerous Application Programs, Ensu res Data 
Consistency. Reduces Redun dant Data, and 
All ows Easy Maintainability without Sacrificing 
System Security 

• Automatic Space Management AUocates and 
Optimizes Storage Resources Enhancing File and 
Record Activities 

• Data Defini tion Language (DOL) to Facilitate the 
Definition of 8 Centralized Data Base Schema 

• Easy-to-Use EDIT and SCHEMA Programs to 
Facilitate Compilation of Application Programs 
with High-Level language TAL Co mpiler and 
ENSCRIBE Data Base Record Manager Procedures 

INTRO OUCTION 
Tandem's Data Definition Language allows 

centralized administration of a data base 
to accommodate any number of diversi ­
fied application programs. And the applica­
t ions programmer need not know where f iles 
associated with a specific applicat ion are 
located, Since the data base is described as a 
schema, and all data field references are 
defined in the schema, changes to record 
layout, and additions and/or changes to 
record types and/or fields may be accom· 
plished without code modif ications to exist­
ing programs. The schema also provides the 
necessary information for Query and reporting 
programs. The Data Definition Language 
(DOL) is used to describe the schema. 

OATA BASE OEFIN ITION 

As il lustrated on the next page, the pro­
grammer defines a data base in a Schema 

Definition File using the T andem-suppl ie'd 
EDIT program. This example is used to define 
records for a customer data base. The name 
assigned to the record type is CUSTOM ER . 
The fields are named ACCTNO, NAME, 
FI RST, STREET, CITY, STATE, ZIP, SAL. 
CHARACTE R means that the field contains a 
string of ASCII characters and the number 
defines the length of each field in bytes. 
BINARY indicates arithmetic data. A 0 
following KEYTAG means that the field 
ACCTNO is the record's primary key and 
"NM" means that the field NAME is an 
alternate key (other fields are not defined as 
key fields). 

APPLI CATION PROGRAM COMPILATION 

The Schema Definition File is used as the 
input to the Tandem-supplied SCHE MA 
program. This program generates a TITA L 
l ibrary f i le that, when compi led along wi th 
the application program, produces an object 
application program that is tai lored to the 
part icular data base. (See example on the next 
page) . 

OATA BASE ACCESS 

Reco r d types are accessed through 
ENSCAI BE provided with the GUARDIAN 
Operating System. Fields in a record type are 
accessed by field identifiers, As shown in 
the examples, a field identifier is a concatena­
tion of the name of the record and the name 
of the field. For example, the field identifiers 
for the CUSTOM E R record defined in the 
example are: 

< field name> 

ACCTNO 
NAME 
STATE 

< field identifier> 

CUSTOMER 1\ ACCTNO 
CUSTOM ER 1\ NAME 
CUSTOM ER 1\ STATE 
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Each field defined as type CHARACTER also 
has a corresponding field length identifier that 
can be used to determine the length in bytes 
of a field. A field length identifier is the 
concatenation of the record name, the field 
name, and the string LEN. For example, the 
field length identifier for the NAME field is: 

Each field which was defined to have a key 
tag will have a key tag identifier that can be 
used to pass the key tag to the fi Ie system. 
The form of this identifier is a concatenation 
of the field identifier and KEY. For 
example, the key tag identifier for the field 
NAME is: 

CUSTOMER II NAME II LEN CUSTOMER II NAME II KEY 

GUSTOMER " NAME " LEN has the value 
" 25" when referenced in the program. 

CUSTOMER 1\ NAME " KEY has the value of 
"null" when referenced in a program. 

Defining the Data Base 

, SCMEIlA 1le"NITION 

, CONSISTS 0. tvQ npES 0' uco~os 
, I. CUSTaoU " ... STIR UCO~D 

2, TRJUIS"'('TIOII LOC nCORO 

IECOI:D CUST<lOlU . 
01 ... ttTIOO, nn CMAUCTU ~,IUTAG 0, 
01 """t: nn C"'MC'TIR 2~, II""'G '11". 
01 'UST, nn C .... UCTU H, 
0] S"'trt, TnE C .... MC'TU ~ •• 
0] CITT, nn C .... MC'TU 2~. 
0) STAU, n,c C ... UCTU H. 
0] liP, n'l C ........ CTlR ~. 
0) .... L' n'E """'RT 64,2, 

R((OI;D TIIAJIS>.CT. 
G) ... ce,.;" TIPI CMlAACn~ \, II"'" O. 
0) IIk~ E, nn C .... IlA("HR I~, U"'" 'NIl', 
0) Mn;, U"""" ·CT'. 

n lLU, nn C .... UcnR I. 
OS IOJIITlI, n'l CIIo\UcnR 2. 
n D.U, n'l CIIo\R.t.CTU 2. 

OJ c_, nn c .... llAenlt I. 
'," • 1MIlSACTI0II IS 1le_1T 
'." 0 T......, ... ,TI()N II NI1"IDIlA~~ 

G] "'NT, n'l I'''''''' 64,2, 
0) TI " C, nn... '''''". 

n _I, "n .... a.t.CTI:. I, 
OS "''''-'TE, "PC ;UIACTIR 2, 

Compiling the Schema 

Example: AcC!ning the Data Base 

"'pplic ... o" Globol I>ttlau",,,. 

I l"el~d'''9 ,h. '""~ .... ___ ".e. In .h •• ppl ...... "" p'''''''' 

'SOIII<CE SC.ou.ICU~U, UAMS.,T) 
4ILLOC4In'CUS'I'CINU, 
4ILLOC4In'TUNS>.CT, 

,,,oe US(,,'."LICA11011, 

CUSTQO<E'" ACCTIOO 
CVS1'OOtU'U~E 

CUiTOJOU'rJltST 
Cl.IST".[,,'SUUT 
('tJsffIOOu'C1n 

u'n.n; 
CVSTOO<U'II' 

'JO' 'O' ~(}'UI'",~ '0' ('W IP·.('CTII(I'LVI, 
'J" ,o~ "U·U~" , ... CIltTl .. t.·" •• , 'LU, 
',.' P<l"'"N""~T'OII CUST(looU"rJIIIIT"LElIr ',.' ,0,_ >Pu'$TUrT PO. (' .... .,. .. ··.·I1"rt·L[., 
'Jo' P<l ... "u·cln ro~ Cll$1OO' .'ClTY'LU, 

0' fOI-",,'U"ITAn ",. (UST""O'UUf'U", 
',0' P<l"O'U·II. ro. TC"I,,'II,'Lr., 

I I" .. " ....... ;"u~ .... "<"D.d 'M~ U. , .... ".u. "'IT~CC\IST ,CUS'fClOl.[.,C"'l'ClNU·U".CIiTI 

I .... n'o~ ... Cn._ .... "".d I". l~b •• q ... ", Opd.,~ 
CALL lUPOSITlo.o !C'\I5T ,PQIo.nrr',t,C-:T" ,EIlII(T" 
" niDi REGI. 

I ~t Cu.O ..... R."".d .. ~d Lo<:~ h 
CALL nAOUJI'OATELO(ll:UST. r'ISTDIIU, CUS1'J:w. U' LU, ("tIT I , 
" nltH IEGIN 

UL~ PILEI"""," IT,'lLf'" • ., 
If PlI,&·n.oll 
TatH .[GIII I .ECOIIO tv.l'I' 'OU~D 
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