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Ab.tract 

It lault-tol.rant computer archltectur. I •• xa.lned that ts 
commercially avatleble today and inatalled In lIIany industrl ••• The 
hardware I •• xamlned In this paper and the .oftware Is ex_lned in a 
co.penlon paper r4J. 

Introduction 

The I ncr.a.1ng n.1d for businesses to go 
on-lin. ts stilllulating a requt rement for 
coat .ffective computer systems having 
continuous avaUablllty [1,2J . Certain 
applications such as autOQatlc toll 
billing for tetephone systems lose money 
each minute the .ystem Jta down and the 
10 •••• are irrecoverable. Systems 
commercially available today have met a 
necessary requIrement of multiprocessing 
but not the suffIcIent conditions fo~ 
fault-tolerant cOrlputlnq . 

The gr.atest dollar volume sp.nt on 
systems n.edlng the.e fault-tolerant 
ca pabilities an in the cOllllllerclal 
on-line, dete ba.e transaction, and 
t.rmlnal orl.nted applications. The design 
of the T"nd_ 16 NonStop· systell was 
directed toward offering the cOl!lllle rc ial 
.arket an off-the-shelf, general purpose 
syst_ with at ie"st an ord.r of .II9nltude 
b.tter avail~billty than existing 
off-the-shelf .y.t~S wlt~out charging a 
pr.-tum (see Appendix AI. ~hls w"s 
accomplished by u.lng a top down system 
design "'pproach , thus avoiding the 
shortcoming. of the systeos currently 
addr •• slng the f.,ult-tolerant merket. 

Ellcept for SOll'le lIery .xpenslve speclel 
systems delleloped by the military, 
unilleraities, and 50me computer 
menufacturers I~ limited quantities. no 

commercially available syst~S have been 
d •• lgned for continuous avallabUity. Some 
syat_s such a. the on.s d •• igned by ROlJl4 
have been desig ned for high "TIIP by 
·ruggedl~ing,· but typically computers 
have been designed to be In a monolithic, 
single procesaor .nvironment . As certain 
"'ppllcation. d8lllanded continuous 
avail ebill ty, .. anufacturera recoqnl ~ed 
that a multiproc •• sor sys tem wa. necessery 
to meet the dHlands for availabUlty . In 
order to pr.serve previous developm.nt 
effort and COMpatibility , manufacturer. 
Invent.d awkwar d devlc •• such as I/O 
channel s wl tch •• ancl Interprocessor 
cOllllllunlcatlon adapters to retroUt 
uJtatlng hardware. The b.slc fla'" In thl. 
effort is that only lIIultlpr:lcesslng was 
achieved. Whit. that Is nec.ssery for 
continuously avalleble .yst .. s, It 1& tar 
fra. sufflclent . 

Single points of htlure flourish 1n th.se 
past archlt.cture. (Fig . 1). It power 
suppJy fatlure In the I/O bus switch or a 
single I.nteqrated circuit (Ie) package 
fallur. In any I/O controller on the I/O 
channel _anatlng frc. the 1/0 bus switch 
will cauae the entire syst_ to fall. 
Other .,rchltectures heve used e co~on 
lIIet:!ory for In>:.erprocessor ,:olllmunications , 
cr.ating another single point of failure. 
Typicelly such systems heve !lot even 
app r oached the pro~lem of on-line 
nalntenance, redun~4nt cooling, or a po~r 

• NonStop Is a tr",de~ark of Tandem COflputer. 
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distribution system th,u allows for 
b rownout conditions . In to~ay's 
.arketplace • • any of the ~ppllcations of 
fault- tolerant syste~s do not allow any 
down [I.e for r epair. 

Exp.nsion of a systelll such ~s tt:e one !n 
f!qur. I Is prohibitively expensive. A 
three processor syste., stronqly connec~e~ 
In a redundant fashion, would require 
twelve interprocessor links on the 110 
channels; f lve proc ••• ora would need forty 
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llnks: for n pr oc • •• o r s , 2n ( n-l ) li nks a r e 
requi r ed . These 11 nk. of t en consist o f 
lee-2ee Ie packaqea and re qui r e enti r e 
circuit boa rds pr iced betwe.n $6.~CS and 
S18,eSe each . Uslnq the I/O channel In 
this .anner 11111ts the I/O capabilities a. 
a furthe r undesirable side e f fect. The 
resulting h" rdware chanq •• fo r expansion, 
If unde r taken , are typically dw~r(ed In 
lIIagnltude by the soft wa r e chanqes needed 
when applications are to be qeoqraphically 
chanqed or expanded. 
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Th1s paper describes the Tandem 16 
architecture .!It the lowest level (the 
hardware). Section 1 deah .... 1 ttl the 
overall syst_ organlzat.ion .li nd packagil"l9_ 
Section 2 •• plalns the processor ~odul. 
ofCJanl:z.at!on and fts .attactunent to the 
Interprocessor communications system . 
Section) discus ••• the I/O system 
organization, Section 4 discusses po .... er. 
packltC)iJ'l9. and on-line lIIalnt.enance aspects 
that are not covered elsewhere 1n the 
paper. 
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1. Sy.te~ Of 2!1nlzatlo n 

The Tandem 16 NonStop system 1.11 organized 
around three ba.tc al .. ants: the proce •• or 
.odule. du.l-porte~ I/O cont rollers . and 
the OC power distribution ByateJII (rIC). 
2.3) . The proce.sors are lnterconnected by 
a dual-interproce •• or bus system : the 
Dynabus : the I/O controllers are each 
connected with two independent I/O 
channels, one to each port; and the power 
distribution system 1s Intl!9rated with the 
m~ular packaging of the system . 
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Figure 3 

The ayat .. 6 •• 19" qoal fa two-told : III to 
cont.lnue operation of the SYlltell through 
any alngl. t:.Uure, and 12) to be able to 
repair that failure without affecting the 
r.st of the ayat .. . The on-line 
•• fntenanee •• pects were" key factor 1n 
the d •• lg" of the physical packaqft'19 and 
the po~r-dl.trtbutton of the system . 

Syat ... Packag tog: 

Th. cabinet 'Pig_ 4) Is divIded tnto 4 
•• ctions: the upper cllrd cage, the lower 
card c4KJe . cool tng. and power suppl ies. 
The upper card C:"98 contaIns up to 4 
proce.sors, •• ch with up to 2 " bytes of 
Independent •• tn ae.ory. The lower card 
cage contains up to 32 1/0 controller 
printed circuit (PC) cerds, where each 
c:on~roller con.I.~s of one ~o ~hree PC 
cards. The cooling sectIon consists of 4 
!an. and" plenUII ch •• ber that forces 
I".lnar air flow ~hroU9h the c.!lrd caqes . 
The power supply section contains up ~o 4 
power supply modules. "ul~lple c"bfnets 
•• y be bolted ~oqether .nd the system has 
the capability to accOlllaodau a oaxlllUIII of 
16 processors . 

Each processor ~odule, conslstlnq of a 
CPU, Memory, Dynabus con~rol and I/O 
channel .re P-J_red by an ••• ocl"ted power 
supply. If a f"Ued module I. to be 
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r eplaced In this section Its "ssoclated 
power .upply Is shut off . the lIodule Is 
replaced, and the power supply Is turned 
on. Each c.rd c.aM)e slot In the I/O card 
colllge h powered by two dlfferen~ power 
.upplles . Each of the rIo controller. Is 
connected via Its dual-port arr.nq_en~ ~o 
two processor.. Each a ( those processors 
has It. own po_r supply; usu"lly. but not 
neces.arlly, tho.e two .upplles "re the 
one. that power the I/O controller (Flq. 
)) . Each slot In the I/O card caqe can be 
powered down by a correspondlnq swItch 
dlsconnectlng pover (rOIl the slot frolll 
both supplies without affec~lng power to 
the r .. alnder of the syst~ . Therefore, If 
a power supply falls , or If one is shu~ 
down to rep.t r a processor. no I/O 
controllers .re affected. 

The dual-power sourcing to the I/O 
controllers was orlqlnally deslqned using 
relay swltchlnq. This phn was abandonded 
(or several reason.: a) to contend wI th 
relay failure .od .. Is dlfUcult; b) the 
nu-ber of contact bounces on a switch-over 
Is neither unlfoAi nor predictable uklnq 
it dJrflcult for the opera~ln9 syste. to 
hendle pover-on interrupts from the I/O 
controllers: and c) during ~he 
switch-over. controllers do lose power, 
and whll. mo.t controllers ",e 
software-r •• tartable. co.»unic"tions 
controllera hang up their co •• unica~lons 

• 

• 

• 

• 
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lines. W. there tore devised II diode 
current sharing _cheal! whereby I/O 
controllers are constantly drawl~ current 
(rOll two suppll •• simultaneously . If II 
power supply tails. all the current for a 
91 ... en controller Is supplied by the second 
power supply. There Is also cIrcuitry to 
provIde for II controlled ramping of 
current draw on turn-on and turn-off so 
there are no Instantaneous power de.ands 
frca a given supply causing II potential 
~ca.ntary dip In supply voltage . 

Both fans and power supplies are 
electrically connected using quIck 
disconnect connectors to speed replacement 
upon failure. No tools are required to 
replace .. power supply. A. screwdriver is 
.11 tha t I s needed to repl ace " (an. 80th 
replacements take less than 5 minutes. 
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In te rconnectlons 

Physical interconnection is etone both 
uslr'lC) front edge connectors and 
back-plan.a. Co~~unlcatlon within a 
proc.ssor lIodule Ce.g. between the CPU and 
~lIIln lIIel'lory) tak.s place over four S~ pin 
front edC)e connectors usinC) fllllt ribbon 
cable . Interproce.sor cOflUl'lunication takes 
place over the Dynabus on the back-plane 
also utlllztnC) ribbon cable . The I/O 
controllers use etch trace on the 
back-plane tor communication allong PC 
cards of a lI!.u!tlcard controller. The 1/0 
channels are back-plane ribbon cable 
connection. between the processors and the 
:/0 controller •• 

Peripheral I/O devices are connected via 
shielded round cable eith.r to a bulk-h.ad 
patch panel or directly to the front edge 
connectors of the I/O cont rollers. If a 
patch panel I. u.ed. th.n there Is a 
connection u.inC) round cabl.s between the 
patch pan.l and the front edC). connector. 
of the I/O controllers. 

Power Is distributed using a DC po ..... r 
distribution .ch ... . Physically. AC is 
brought In through a HI terlnC) and phase 
splitting distribution box. PIC)talls 
connect the AC distribution box to one of 
the Input connectors of a po wer supply. 
The DC pover fr~ the supply Is routed 
through a cable harness to a IUlinated bus 
bar arranC)~.nt which distributes po ..... r on 
the back-planes to both processors and I/O 
controllers. 

2. Processor ~dule Organization 

The processor (Pig. 5) includes a 16 bit 
CPU. lIaln lIellory. the Dynabus Interface 
control. and an I/O channel. Physically 
the CPU. I/O channel and Dynabus control 
consist. of t .... o PC boards 16 Inches by 18 
Inches. each contalnlnq approxillately 30& 
IC packages . Schottky TTL circuitry Is 
used. Up to 2 M bytes of main memory i. 
avall.ble utillzlnC) core or .emlconductor 
technolQ9Y. Core memory boards hol~ 32K or 
128K 17-blt word. and each occupy two card 
.10t. because of the helC)ht of the core 
stack. Selilconductor memory Is Il!Iplemented 
utllizlnq 16: pin. 4K or 16k dynamic RAMs. 
These memory boards contain 48k and 192~ 
22-bJt words per board, respectively. and 
occ upy only one card slot and are 
therefore 50' denser than core. 

The pr oce.sor module Is vi.wed by the user 
as a 16-blt, stack-orten ted processor • 
.... tth a d~.nd paqtng. virtual ~emory 
system capable of supportJnq 
lIIul t J proC) taOIi J nq • 

The CPU 

The CPU i. a IIlcroprograllm.d processor 
conslstl"9 of a bank of 8 reglst. r s .... hlch 
can be u.ed as qeneral purpo.e reqlsters. 
a. a loIFO rec)l.ter stack. or for indninC); 
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Figure 5 

an ALU; a shifter; two .e.ory stack 
•• n~_.nt registersl proqr_ control 
raqi.tees 'e.9. proqraJ:l counter. 
Instruction register, envirol"lllent or 
status ra9'ster , and a next Instruction 
r-eqlster tor Instruction pretetchlnC); 
scratch pad registers available only to 
the .lc(opr oq r a_a r; "nd several othe r 
.lscel1aneous fla"._ and counters tOf the 
IIlcfopr09 ca_at . 

The .1C'foproqram ts stored In read-only 
••• ory and I. orqanlzed In S12-word 
sectors of J2-blt words. The 
IIlcfolnstructlon h •• Cli Herent for.atll for 
branch! nq. .equent i al tunC' t Ions. and 
l_edlau o~r.nd operations . The Tandem 
16 Instruction set occupies 1124 words 
with the dKlllal adthlletlc lind the 
floating point options each occupytng 
another 512 words. The address splice for 
the .lcropr09rall t. 4K words . 

The .lcroprocessor h.s II loa ns cycle tiline 
.nd I s a two ataqe pipel1ned 
.lcroproce.sor, i.e ., all 
• lcrofnstructlons take two cycles to 
e"ecute but one cc.pletes ellch cycle . In 
the first st~e of " he pipeline IIny two 
operands are selected by tWO source fields 
in the lIicrolnstructlon for Joadlnq Into 
the ALU Input reqlsters. In the second 
staqe of the pi peline the ALU performs a 
prialtlve operation on the operllnds plllced 
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In the ALU Input uqlsters dudn9 the 
previous cycle and perfonns II shift 
operlltion on the results. In p.ilrallel, II 
alscellaneous operation such .s II 
condition code setting or III counter 
Increaent clln be done, the result can be 
stored In IIny CPU r&CJlster or dispatched 
to the .... ory system or 1/0 channel, lind a 
condition test mllde on the results . Elich 
of these parallel operations Is controlled 
by a seperate control Held In the 
II tcro Inst ruct Ion. 

The basic set of 113 ellch!ne Instruction. 
Includes IIdtMetic operations Clldd, 
subtract , etc . l. I09ic,,1 operlltlons land, 
or, exclusive or), bit deposit, block 
laultlple el'-lInt) 1I0ves/complilres/scans, 
proceclure calls and exits, Interprocessor 
SENDs, I/O operations , and operatln9 
syStMi pdattives. All Instructions lire 16 
bits in ien9th. The dectaal Instruction 
.et provides an additional 32 Instructions 
dealln9 with four-word operands while the 
floatlr'19 point Instruction set provides lin 
addltlonlll 4:! Instructions • 

The Interrupt system has 16 mlljor 
interrupt levels which Include 
Inter processor bus dlltll received. 1/0 
transfer completion , memory error, 
lntervlIl thur, paqe fault, priYilll'C)ed 
instruction violation , etc. 
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Provision I. made for several events to 
cause IIllcrointerrupts . They are entirely 
handled by the CPU'. microprocesso r 
without causing an interrupt to the 
operati"9 system. One event for example, 
Is the receipt of ill 16 word packet over 
the Dynabull. A packet is the primitive 
unit of datil wtt1ch Is tr"nsferred over thl! 
Oynabus for interprocessor communication . 
The microprocessor puts the in{~rmatlon In 
II predetennlned area of memory and tloes 
not cau •• II systelll Interrupt until the 
entIre m ••• aqe 1. received. 

Th. re91ster stac k Is used for most 
arithmetic operations i!lnd for holding 
parameters for block Instructions 
(moves/ compares/ scens) which need the 
parameters updated dynamically so that the 
instructions may be lnterruptllble and 
restllrted . The 8-reg !ster stllck is II 

-wraparound" .tack and is not loqlcally 
connected to the m~mory s teck . 

.... In ... _ory 

... aln memory is organized in physical pages 
of IK word. of 16 blta/ word. Up to 1 ... 
word. of ._ory .ay be attached to " 
processor . In the core lIl_ory syst_S 
there 1s a parity bit for sinqle error 
detection, and In s_iconductor memory 
syste •• there are 6 check bits/word to 
provide single error correction and double 
error detectlon . Due to the relative 
reliability of the.e two technoloqies, we 
have found that se.lconductor lII_ory , 
without error correction, Is much le.s 
reliable th"n core, and that with error 
correction, It Is SOlllewhat more reliable 
than core. Battery backup provides short 
ter. non-volatility to the semicondUctor 
... ory system for utility po..,e r outaqe 
considerations . 

It might be noted that there are some 
•• !!Iory syst ... using a 21 bit error 
correction scheme (5 check bits on a l~ 
bit data word Instud of 6) . While 5 bit. 
are enouqh to correct all single bit 
errors, It does not detect lIppro)Cimately 
1/ 3 of the possible double bit error 
combinati o ns. In these conditions, this 5 
check bit scheme ..,111 incor r ectly deduce 
that some bit (neither of the blts 
actu.lly In e rror) Is incorrect and 
c o rrectable . The schelle will then correct 
this bit ( actually causing 3 bits to be In 
error ) , and deliver it to the system as 
"good" reporting a correctable lII_ory 
error. 

Kemory Is logically divided Into 4 lId<"ress 
spaces (Fig. 6 ) . These are the virtual 
"ddress spaces of the lII"chine; both the 
Iystem and the user have a code space and 
a data space. The code space is 
uJllloditlable and the d.:lta space can be 
vle..,ed eit her as a s tack or e random 
acce.s autillory. depending on the addressing 
mode usee> . Elich of thesl! virtual address 
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spaces are 6<K words long add r essed by a 
16 bit virtual address . 

The physical __ ory add r ess Is 28 bits 
with conve r sion fro. the virtual address 
to physical add ress acca.pllshed through a 
lupplng sch_e . Four lIaps are provided, 
one to r each logical address space; each 
map consi.t. ot 64 entries one for each 
PlIge in the vi r tual address space . The 
.aps are impletllented In 58 ns access 
bipolar static RAM. The lIap lIccess and 
main memory error co rrection ts Included 
In the 588 ns cycle thne for semiconductor 
tn .. ory syste.s . 

The umlodU'table corte area provides 
reentrant, recur.ive, and sharable code . 
The data space (Fig. 7) can be referenced 
relative to address 'I (l;Ilobal dliU o r e+ 
addresstng), o r relative to the memory 
stack .. anll9"ent register. in the CPU . 

The lowest level language provided on the 
Tande .. 16 system Is T/TAL, a high-level. 
block-struc tured . ALGOL-like language 
which p r ovides structu re s to get at the 
more efficient machine Instructions . The 
basic progr.- unit in T/TAL Is the 
PROCEDURE. Unlike "LeaL. there Is no outer 
block, but rather a lIaln PROCEDURE . T/T"L 
h". the ability to ~ecla r e certain 
varl"bl •••• global . PROCEDURES cannot be 
nested In T/ TAL, but a SI.IIPROCEDURE can be 
nested In a PROCEDURE and only tn a 
PROCEOURE. A SUBPROCEDURf Is 1I.iter! 1n 
local varl"ble access capabilities. 

The ... ory .t"ck, defined by two regl.ters 
In the CPU, Is used tor efficient l1nkaqe 
to and tr~ procedures, parameter passlnq, 
and dynamic storage allocation and 
deallocation for variables local to the 
procedure • 

The L register (Local variables) points to 
the ll1st stack lI.rker placed on the stack . 
This marker contains return Intortnatlon 
lIbout the caller such ". the return 
ar!dress and the previous location of the L 
regi.ter. The contents of the L reqlster 
are primarily changed by the p r ocedure 
call and e)Cit In.tructions . 

Addre.slng relative to the L reqlster 
provides access to para.ete r s passed to a 
procedure (L- ) and local variables of the 
procedure fL+, . Parallete r s lIay be passed 
either by value (using di r ect addressing) 
or by rererence (using indirect 
addressing) • 

The S register (stack top pointer) points 
to the h.t element placed on the stack. 
It 1s used for" SlEPROCEDURE ' . sub local 
data are" when S relative addresslnq (S-) 
ts used. 

There Is a special mode of addressing used 
by the operating system. called Systetl 
Clobal {SC., addressing . It is used by the 
operating systelll vhlh It ill W'orklnq 1n a 
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us.r'. virtual dete apace Ion his behalf) 
and n •• ds to addr ••• the sy.tee data 
space . The .y.t.~ data space contains many 
r •• ource tabl •• and butfers and the need 
to acce •• th •• quickly 'ustlfles the 
existence of this addressing mode . 

There are three tab I •• kn own to the 
operatlnq syst_. the . lcroproqr ... ./Ind the 
h.rd~r.: the system interrupt vector 
(SIV) . the I /O Control nOC) table, and 
the Bus Receive Table (8RT) . These tables 
will be expla i ned In later sections a. 
appropriate. 
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The Oynebus 

The Dynabus III a set of two Independent 
Interproce.sor buses . Bus access Is 
determined by two Independent 
Interproce •• or bus controllers. Each of 
the.e controllers Is dual-powered, in the 
same manner a. an I /O controller . The 
Dynabu. controller. are very small, 
approximately )0 Ie packaqes, and are not 
.s.oclated with. nor physically a part of 
any processor . Each bus has a two byte 
data path and control l i nes associated 
with It . There are two sets of radial 
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connections fro~ each Interprocessor bus 
controller to each processor ~odule. They 
distribute clocks for synchronous 
translllission over the bus and for 
transmission enable . Therefore. no tailed 
processor can independently dominate 
Dynabus utilization upon failure since In 
order to electrically transmit onto the 
bus, the bus controller must "'lree that a 
'lIven processor has the rl'lht to transmit. 
Each bus has" clOCk assocl"ted with It . 
runnlnq Independently ot the processor 
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clocks and located on the associated bus 
controller. The clock rate Is lSI ns on 
two to eight processor systems. The clock 
does need to be slowed down ror the 10nqer 
Interprocessor buses ot greater than eight 
processors , Thererore each bus on slllall 
syste~. transrers at the rate of 13.JN 
byte./second and on the larger sYSt ... at 
ID M bytes/second. Performance 
measur ... nts have shown that under worst 
case test conditions the Oynabus 1s only 
IS\ utilized In a ten processor syst",. 
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Each processor In the sy.te~ attaches to 
both Interproce •• or buses. The Dynabus 
Interhce control section Irl9 . 8) 
consists ot' 3 hlcJh speed cliches : an 
Inco.lng queue associated with each 
Interprocessor bus , and a single outgolnq 
queue that can be switched to either of 
the buses . All caches are 16 vords In 
Jenqth and all bus transfers are cache to 
cac~ . All co.ponents that attach to 
either of the buses are kept physically 
distinct . so that no single coaponant 
failure can conta~lnate both buses 
s'.ultanli!<)usly. Also In this section are 
clock synchronization and Interlock 
circuitry. All processors ca..unlcate in a 
point to point .anner using this redundant 
direct shared bus (DSB) configuration (3]. 

For any gIven Interprocessor data 
transfer. one processor Is the sender and 
the other the receiver . Before a processor 
can receive datil over an tnterproce.aor 
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bus, the operating systS! ~ust confl9u r e 
In entry In a table (Fig. 9) known as the 
Bus Receive Table CBRT) . Each BRT entry 
contains the address where the Inccelnq 
dlltll Is to be sto re~, the sequence nuaber 
of the nellt packet . the processor nu~ber 
of the sender anti receiver , and the numbe r 
of words expected . To transfer data over a 
bus, II SEND Instruction Is executed In the 
sendlnq processor, which specifies the bus 
to be used, the Intended receiver. and the 
numbe r of words to be sent . The sendlnq 
processor ' s CPU stays In the SEND 
Instruction until the data transfer Is 
co~pleted. Up to 65.5]5 words can be sent 
In a single SEND instruction. While the 
sending processor Is ellecuelng the SEND 
Instruction. the Dynabus interface control 
loqlc in the receiving processor Is 
Storlnq the data away accordinq to the 
appropriate BRT entry. In the receiVing 
processor this occurs simultaneously with 
progra .. execution. 

• 

• 

• 

• 
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Th. ~ •••• q. 1. dlvid~ Into packets of 14 
Information words, II sequlnce numblr word. 
and an toRe chick word . The sendinq 
proc ••• or first filla Its outqoi"9 queue 
with the •• packets, requests II bus 
tr6nster. and tranamlts upon qrant of the 
bu. by the interprot.ssor bus controller. 
The rlcll111nq proc ••• or fills the lnc0II1ng 
queue ••• oclated with the bus ove r which 
the packet 1. received , and Issues II 
.. lcrolnterrupt to Its own CPU. The 
~Icroprocessor of the CPU checks the BRT 
entry. Atores the packet away. verlftes 
the LRC check word. and updates the BRT 
entry accordingly. If the count is 
exhausted the currently executinq program 
Is Interrupted. othe rwise proqram 
execution contlnuea . 

The BRT entrle. are four wor~s that 
InClude a tran.fer count buffer address, 
sequence nUlllb.r expected and the sender 
and receiver CPU nUJIbers. The SEND 
instruction has as pa raeeter s the 
designation of the bu. to be used . the 
Intended receiver, the data buffer address 
In the syst.em dat.a space, the word count. 
to be transferred, and a ti~eout value. 
Error recovery action b to be uken In 
case the transfer Is not cOlllpleted within 
the tilleout Interval. These parall'leters 
are placed on the register stack and are 
dynalllically updated so t.hat the SEND 
Instruction la Interruptable on packet 
boundar!es . 

There are several levels of protocol, 
beyond the acope of this paper, dealing 
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with the Interprocessor bus that n:lst In 
software 141. to assure that valid data ts 
transferred. The philosophy for the 
hard ware/sof twan p.rtitlonlnq was to 
leave the ~ore esoteric decisions to the 
software. e.g • • alternate path routing. 
and e rror recovery procedures. with fault 
detection and reporting IlIIplementttd In the 
hardware. Fault detection was designed In 
those areas havlnq the highest anticIpated 
probabIlity of error. 

The Input/Output Channel 

The heart of the Tandem 16 I/O System I. 
the I/O channel . "11 f/O Is done on a 
direct memory access (OM") basis. The 
channell. a mIcroprogrammed, block 
multiplexed channel with the block size 
deterlllined by the Individual controllers . 
"11 the controllers are buffered to SOlIe 
degree so that all transfers over the I/O 
channel are at m .. ory speed (4 M Bytes/ 
Second) and never walt for mechanical 
lIIotlon since the transfers alw.ys cOIle 
from a buffer In the controller. rather 
than froe the actual I/O device . 

There exists a table In the system data 
space of each proce.sor called the roc 
(I /O Control) table that conuin. a two 
word entry (Fig. 18) for each of the 256 
posalble I/O devices attached to the 1/0 
channel . Theae entries contain II byte 
count and virtual add res. In the system 
data space for data transfers frOll t.he I /O 
systelII . 

• 
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Figure 10 

The t/O c~nn.J eove. the roc entry to 
active registe r s during connection of an 
I/O controller and resto r e. the upd.t.~ 
valu •• to the tOC upon disconnection . The 
I/O channel alert.s the I/O controller when 
the count ha. b •• n exhausted and that 
caus •• the controller to Interrupt the 
p r oc ••• or . 

The channel doe. not .xecute channel 
pr09r ..... on •• ny systems but It does do 
chu transter In parallel with proqram 
•• ecutlon . The ... ory system priority 
alw.y. perilite I /O accesses to be handled 
before CPU or Oynabus accesses (In an 
on-11ne, tr.ns.ction oriented envlroMlent, 
It Is ran th.t a systea Is not 1/0 
bound). The •• xl .... I/O tn nsfe r is 4ft 
bytes. 

) . 1/0 Syste. Org.nizaJon 

The I/O systee had. desIgn goal of beIng 
very efficient In • tuns.ction, on-line 
oriantad anvtro~ent . this anvlron.ent has 
constr.lnts dt!:~arant fra. those of a 
batch anvironmant. The figure of ~erIt In 
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an on-line syst_ ts the number of 
transactions/second/dollar that can be 
handlad by the .yatea. We also wanted an 
I/O .yste~ that had low overhead , fast 
transfer rate., no overruns, and no 
interrupt. to tha systee until a logical 
entity of work wa. ca.pletad (e .g ., no 
character by character interrupts from the 
tendnala). The resultln<j design satJafhd 
the.e goal. by IlIIpl_entlng an I/O systee 
that was extremely si.ple. 

I/O controllers reconnect to the channel 
when their buffers are stressed past a 
conflqurable threshold. transfer data In a 
burst .ode until their buffer st ress Is 
~ero (butter e~pty on input oper.tlon., 
full on output oper.t!ons), and disconnect 
free the Channel . When the transfer 
tanllnates the I/O controller Interrupts 
the processor. Controllers .ay Interrupt 
for other rea.ons than an exhausted byte 
count . e.g., a terminal controller 
recelvl"9 an end-of-paqe character froea a 
page .ode teAllnal, or I/O channel error 
condition. or • disc pack beIng mounted. 

• • 

• 

• 

• 
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Ownership Circuitry 

Figure 11 

Dual-Port Controllers 

The dual-ported I/O device controllers 
provide the Interface between the Tand .. 
16 standard I/O channel and a variety of 
peripheral devlc •• ullln9 distinct 
Interfaces. While the I/O controllers IIrlt 
vilstly different, there Is II cOllllllonallty 
IIIIIon9 them that folda them Into the Tandem 
16 NonStop architecture. 

Each cont ro ller contains two In~ependent 
I/O channel ports l .. plelllented by Ie 
packages which are physically separate 
tro- each other so that no Intertace chi p 
can simultaneously cau.e tal lure ot both 
ports. Each port ot each controller has a 
5-blt contlgurable controller nUlllber, and 
Interrupt priority setting. These settings 
can be different on each port. The only 
requirement Is that each port atteched to 
an I/O channel must be as.lgned a 
controller nu~ber and priority distinct 
frOlll controller numbers and priorities of 
other ports attached to the same I/O 
channel. 

Each controller h,,. a PON (power-on) 
circuit which clamps Its output to qround 
whenever the controller's DC supply 
voltaqe Is not within requlatlon. The PON 
circuit has hysteresis In It so that It 
will not oscillate If the po .... er should 
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hover near the llllit ot r.-c)ulatlon. When 
the power Is within requletlon . the output 
of the PON circuit Is at a TTL * 1* level. 
A. power-on condition cause. a controller 
re.et i!lnd also qlve. an Interrupt to one 
of the two processora to which It Is 
attached. The output ot the PaN circuit Is 
alao used to enable all the I /O channel 
bus transcelvera so that a co ntroller 
being powered down will not cause 
Inte rference on the I/O channelS durinq 
the po .... er transhnt. Tht. Is possible 
because the PON circuit operates with the 
.upply voltage a. low as . 2 volts and 
.pectal transceivers are used which 
correctly sti!lY In a high tapedance state 
as long ~s the control enable Is at a 
109 Ical *O~. 

Logically only one of the two ports of an 
I/O controller I. ect Ive end the other 
port Is utilized only In the eve nt of a 
path tailure to the primary port. There Is 
an ·o..."ershlp· bit (F ig. 11) Indicating to 
eech port it It Is the prl .. ary port or the 
alternat • • Ownership Is chanqed only by 
the ope rating syst_ Issuing a TA.KE 
CWNERSHIP I/O cOllllland. Ewecutlnq this 
special comaand cau.e. the I/O controll.r 
to swap Its prlaary and alternate port 
d.slgnatlon and to do a controller re •• t. 
A.ny attempt to use a controller which i. 
not owned by a given processor will re.ult 



in an ownership violation . If a processor 
determines that a given controller is 
malfunctioning on Its I/O channel. it can 
issue a DISABLE PORT co_and that 
loqlcally disconnectl the port frolll that 
I/O controller. Thi& does not affect the 
owne rship status . That way, if the problem 
i. within the port. the alternate path can 
be used. but if the problftl Is In the 
co~on portion of the controller, 
ownership 1s not forced upon the other 
processor . 

A controller signals an interrupt on the 
I/O channel if the channel has indicated 
an exhausted transfer count , if the 
cont roller te~lnate. the transfer 
pre~aturely, or for attention purposes. 

When simultaneous interrupts occur on an 
I/O channel, a priority scheme determines 
which Interrupt Is handled first. There 
are two levelS of priorities. designated 
" rank 9 " and "rank I " . Each rank has up to 
16 controllers .sslgned to it . Jumper 
wires on each controller determine the 
rank and position within the rank 
(positions 9 to 151 . The I/O channel 
Issues a rank II Interrupt poll cycle and 
each controller a.slgned to rank a can 
place an Interrupt request, If it needs 
serv Ice , on a ded Icated d.Ha bl t 0 f the 
1/0 channel deter .. lned by the jUl'lper 
wires. If there are no con trollers on rank 
II requiring service, the I/O channel 
Issues the Interrupt poll cycle for rank 
1. Note, only 32 controlle rs can be 
assigned to a given channel and each one 
has a unique rank and poSition 
designation. The highest priority 
controller Is granted access to the 
Interrupt systetll . Thus a radial polling 
technique allow. the proce.sor to resolve 
J2 dl[ferent controller prioritieS In just 
two poll cycles. Each port of a controller 
ha. a separate set of configuration 
jUilpers so that a controlle r can have 
dIfferent priorities on Itl prllllary and 
alternate path. 

Controller Suffer ConSide rat ions 

In the design of the Tand" 16 110 systeM. 
a lot of attention was paid to the overrun 
proble. . While ove rruns are possible on 
this syst~, they have been lDade a rare 
occurrence. Each I/O controller has ~ 
configurable settings: the I/O controller 
number, the interrupt priority • .lind bufff'r 
Stress threshold reconnect setting. 

E"ch I/O controlle r Is buffered to lome 
extent. The asynchronous terminal 
controller h"s 2 bytes of bufferlnq. while 
the disc controller h"s 4K bytes of 
buffering. Considerations of device 
tran.fer rate, channel transfer rate, the 
Individual controller's buffe r depth, the 
controller's reconnect priority, .lind a 
given channel's I/O complement can be u.ed 
to determine the bulfe r' s depth Istress 
thresholdl at which a reconnect request 
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should be ~ade to the channel to olnlalze 
the chance of overrun . Each controller 
with signfflcant buffering (more than 32 
bytes) has a conflgurable stress 
threshold. Buffer streas Is defined as the 
number of cells full on an input 
operation. and the nUlllber of cells _pty 
on output operations. In gener"l, the I/O 
channel ,eHeve. stress while the I/O 
device generates ftore stress. Therefore 
the higher the .tre.s, the 1D0re the buffer 
needs relief frOll! the I/O channel, 
rl!9ardless of the di rection of data 
transfer. 

Tandelll has developed a program which tillites 
a syst_ configuration and determines the 
appropriate stress threshold settings 
needed to guarantee no data overrun •• 
Since reconnect overhead time Is known, 
and all transfers on the I/O bus take 
place at ae~ory speed, and the upper bound 
of the block length is known for each type 
of controller . It is a deterministic 
function as to whether or not an overrun 
Is possible. If It Is iapossible to 
generate a no-overrun confiquratlon, the 
proqralll ~Ill output a .1nlm~-overrun 
threshold settings. Most times, however, 
It Is possible to Iterate on the 
configurati on until threshold settings can 
be dete rmined that prevent overruns. 

Disc Controller Considera tions 

The greatest fear that an on-line syste. 
user has is that ~the data base Is down-
15] . Many of these users are ~illlnq to 
pay the pre_lum of having duplicated or 
"1IIIrrored - data base. In case a disc drive 
falls. To lIIeet this requlre.ent, Tand .. 
provides autoaatlc .Irrorlng of data 
bases. 

A disc volume Is a set of data contained 
on one .plndle or one removable dlse pack. 
A user IIIaY deelare any of the disc volWie. 
as ~irrored pair. at syst~ qeneration 
time lFig . 12). The system then lIIalntalns 
these pairs so they always contain 
Identical data . Thus protection Is 
achieved for a single drive failure . Each 
di.c drive In the .ystem .ay be 
dual-ported. Each port of a disc drive Is 
conneete~ to an Independent disc 
controller. Each of the disc controllers 
are also dual -ported and connected bet_en 
two processors . A .trlng of up to 8 drives 
14 mirrored pairs' can be supported by a 
pair of controllers In ~hls manner. 

Note that In this confiquratlon there are 
.. any paths to any given data and that data 
Cln be retrieved regardless of any single 
disc drive faUure, disc controller 
failure , po",.r supply failure. processor 
failure, or I/O channel failure. 

The disc controller is buffered for a 
lIIaltilnWII l~nqth record ~hlch provides 
several features Important In an on-line 
systeCI. For alt_ple, the disc controller 
Is absolutely Imaune to overruns . 

• • 

• 

• 
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Tht_ disc controUer uses III Ftre code (6) 
tor burst error correction and detection. 
It can correct 11 bit bursts 1n the 
eontroller ' . buffer before transmission to 
the channel. Since overlapped seeks are 
allowed by the controller, when data is to 
be read tC<II III IIIlrrored pair it can b. 
r83d froo the drive which ha. tts arm 
clo ••• t to t.h. data cylinder . This 1s 
IIIccolllpllshed by using ·spl lt seeks ,- III 
SYSGEN par.~.t.r that requires one of the 
Jllrrored patr to only read frolll the flrllt 
half of the cHac cylinde rs with the other 
disc responsible for the second half of 
the disc cylinders. It is lnt.erestl"", to 
note that since the lIIajorlty of 
transactions In an on-line system oIIf' 
r •• ds , mirrored volum •• actually can 
incr •••• performance. 

NonStop I/O System Consideretlons 

The f/O chenne! interfec. consists of a 
two byte data bus .nd control signals. All 
d.ta tran.f.rr.d ov.r the bus is parity 
checked In both directfons, .nd errors are 
report.d via the Interrupt system . A 
.... tchdog thler In the I/O channel detects 
if • non-existent I/O controller h.s been 
addr ••• Id, or if a controller stops 
re.pondlng during an f/O sequence . 

The data transf.r byte count ... ord in the 
toe .ntry contain. four .tatus bits 
including a prot.ct bit. When th1a bit Is 
•• t to ·1~ only output transfers are 
pel"llittecS to this device. 

S.caus. I/O controllers are conn.cted 
b.t ..... n two Ind.p.ndent I/O channels, It 
i. v.ry important that ... ord count, buffer 
address, and direction of transfer are 
controlled by the processor inste.d of 
... ithin the controller. If thet inform.tion 
... er. to be k.pt In the controller, a 
single f.ilure could c.use both processors 
to ... hlch it ..... att.ched to faU . Consider 
... h.t ... ould happen If a byte count regl.ter 
... as located In the controller an~ .... s 
stuck in such a situation such that the 
count could not decrelnent to zero on an 
input tr.nsfer . It ... ould b. possible to 
over ... rlt. the buff.r and caus. system 
tabl.s to beco.e ",eanlngless. The error 
... ou1d propagate to the other processor 
upon discov.ry that the (Irst processor 
... as no longer operating. 

Other error conditions that the channel 
checkS for are viohtions of I/O protocol , 
atteapt. to transf.r to absent pages lit 
is the operetlng system'. responsibility 
to ~ tack do ... n~ the virtual pages us~ for 
I/O buttering), uncorrectable oemory 
errors, and map parity errors . 

4 . Power, Packaqin9. On-line maintenance 

The Tand", 16 power supply has 3 sections: 
a 5 volt int.rruptable sectIon, a 5 volt 
uninterruptable section, and II 12-15 volt 
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Tandem 16 Disc Subsystem Organization 

Figure 12 

unlnterrupt.ble s.ctlon . Th. Interruptable 
s.ction will .top supply!nq DC power when 
AC is lost ... hlle the uninterruptable 
section. will continue 'to .upply IX: power. 
The Int.rruptabl •• ectlon po .... rs I/O 
controll.rs and that portion of a 
processor ... hich I. not related to memory 
refresh operation. The uninterruptable 
•• ction. provld. po"'.r for the ",emory 
array an~ r.fr •• h circuitry. The 5 volt 
s.ctlons ar ..... Itchlng requlatec! supplies 
...hlle the 12-15 volt section Is linearly 
requlatad . The uninterruptable sections 
have a provision for a battery attachment 
so that In ca •• of utility po ... er failure, 
memory cont.nts are kept for 1.5 to 4 
hours , depending on the amount of lIIH10ry 
attached to the supply . 



The pow.r supply accepts AC input of 110 
or 22B volts +20\ to provide brownout 
ins.nsitlvity: At nOlllnal line condi tions, 
over 30 IIU:C of ride throuqh is provided 
by storaqe cap.eltor5. A power-fail 
warning 51qnal is provtdl'd when there is 
at l.ast S IIIsec of requlated power 
rftlaininq .so that the processor can qo 
throuqh an orderly shut down. Some users 
must r .. aln op.rational through utility 
power failure .nd have qenerator system. 
which provide continuous AC power for the 
.ntira systell, Includlnq peripheral 
d.vic.s. 

The power-tall warnlnq sch .... In the 
Tand ... 16 power supply monitors ch.rqe In 
the storaqe capacitors rather that 
.. onitorinq loss of AC peaks as i. 
conventionally don •• This has the 
advantaqe that the S .. sec to do • power 
shutdown •• quence in the processor Is 
guaranteed even if It occurs after a 
brownout period. 

The power supply provide. all other 
prudent feature. required In a coeputer 
ayst_, such as over voltaqe and over 
current prot.ct lon, and over t .. perature 
prot.ctlon . 

Th. power-up sequencinq on disc drives has 
b.en illpl_ented with Independent rather 
than daisy chained circuits . In the daisy 
chained approach. one bad s.quencer 
circuit can caus. the re.alning d r ives in 
the chain not to sequence up after a power 
fallur •• 
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Further Packaging and On-line M.lntenance 
conatd.raUons 

Modularity Is a k.y concept In the Tandem 
16 syst .. . The maintenance philosophy Is 
to .. ake all r.patr by .odule replacement 
at the us.r site without .aklnq the system 
unavallabl. to the user . Therefore the 
backplan.s, pow.r supplies, fans. I/O 
channels. as well as the PC cards are 
.odular and .aslly replac.abl •• Thu.b 
screws are used wh.n they can be so that a 
minlmUil of tools an needed for repair . 
Th. packaqa Is deslqned so that there Is 
easy access to ell module • . 

Processors and I/O controllers not only 
c.n be replac.d on-lin., but added on-lJne 
without system Interruption J( expansion 
Is planned , all without appllcation 
software beinq chanqed . 

su.lIIary 

The contribution of the Tandem 16 system 
lies In the synthe.ls of a system to 
directly addr.s. the n.ed of the NonStop 
application marketplace. By avoidinq the 
· onus of c~pat.lbility· to any previous 
system, an architecture could be desiqned 
frOli -scratch- that wa. ·cl.an- end 
efflcl.nt. 

The syste. qoals have been met to a large 
degree. Syst.ems have been Installed 
contalninq two to t._lv. processors. Many 
application proqr_s are on-line and 
runnlnq . They r.cover fro. failures, and 
stay up continuously. 

Hewlett-Packard Company froll 1968 to 1911 
he was one of the principal architects of 
the H-P JIll co-puter syste. . 

"r. Katz-an hol~s p.tents on all of the 
above lIIachlnes. He Is a ... ber of the ACM 
and IEEE. Academically h. holds a BSEE 
fro. Purdue Unlv.rslty and a "SEE froe 
Stanford University. He Is a __ ber of Tau 
Beta PI. Eta Kappa Nu . and OIIIlc r on Delta 
Kappa honorary socteti~s. He is listed In 
the 1918-1919 edition of Who's Who in the 
West . 
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APPENOIX A 

The Tandetll 16 system provides its hlqh 
availability throuqh architecture. In the 
literature p,e} we find that. avalhblltty 
nnqe. between 6 and 1 and is defined as: 

where 

• • _....,";"iiT8.=;;,'..,,-­
RTBF~TTR 

" Availability 

fl) 

"TaF • Mean Tillie Between Failure 
I"ITTR • Mean Time To Repair 

The availability of two redundant syst~. 
where only one Is required Is represented 
by : 

r 
I 

L 

Piqura 13 

and the parallel system . A(PARI . has an 
availability of 

H. 
) 

" ( PAR) ." ... A 
1 2 

• A .,. then. 
2 

2 
A(PAR) • 2A-A 

• • 1 2 

(3) 

Il) 

When subeyatellls In series 
operet.lon , the system 1. 
repr ••• nted by: 

iHe requl red for 

and the .erl •• syst_s. ACSER). has an 
naUabtllt.y of 

A (S ER) • " A 
1 2 

(4 ) 
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WhUe It Is not the lntendon of the 
author to qlve any 1II0re than these basics 
of the theory of "v.lIabillty . II 
cOlllpa r tso n of ) archleectures of disc 
subsyst_s connected to host computers 
~111 serve as an ex~ple to demonstraee 
the o rder-o[-III~nltude 1II0re avatlabillty 
chilud [or the Tand_ 16 sysee._ The 
three archieectures will be the [0110",1119: 

CPU CPU 

o 

Tand_ 16 Systelll 

Fiqure IS 

CPU 

Batch System 

Plqur-e 16 

and the typical • hul t-tolerant- SYltelll 

CTLR 

Mf_t" System 

Fiqure 17 

'"" 



The availability models for the three 
syst~'!I. are: 

TANDE M 
T/16 

SYSTEM 

BATCH 
SYSTEM --B--i CTlR H DISC 

F'lqure Ie 

A •• u.lnq the "TeF of all sl .. 11 .. r 
co.ponents to be equal: 

CPU 
CTLR 
DISC 
SWITCH 

9 , I!JIO hours 
12,8811 hours 

C, see hours 
lS,eee hours 

0210 

and the MTTR for any hl1ur~ to be a 
conservative 2C hours, the availability of 
these sy.t .. s are: 

One CPU • • 9973CeC26 IS) 
hullel CPUs - .999992927 16) 

One CTt.R - .998",,)992 (1) 
Paullel CTLRs 0 .999996116 (8) 

00. Disc· .99C8)5785 C9 ) 
ParaUel DIKs 0 .999964429 (1e) 

00. Sltl tch • . 998482556 (11 ) 

1.999992927) 1.999996816 J 
, . 9999642291 (12) 

_ . 99995]172 II) 

Batch Syst_ • I .991)40C26) ( . 99808]992) 
1. 9940)57851 {l41 

•• 929413882 (lSI 

- f-t- System. (.999992921) (. 998C02556) 
, • 9999Ulfi) ( . 99996C229) (16) 
. 998]5581) (17) 

Salvino; 01 for "TBF' v~ qet 

"Tap. "TTR fAl (181 
1-'\ 

.\9 .. l n .ssumi"9 I'tTTR - 24 hours, the "TBF' 
for the above syste •• are: 

Tandelll 16 

512,498 
21, ]5] 

• 58 . 4 

2,24] 
o 93 
• 9 . 25 

14.57] 
• 'i01 
• 1. 66 

hour. 
days 
years 
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The Tand .. 16 architecture provides 25 
tl.e. the "TBF' of the typical 
-fault-tolerant- systetll architecture and 
2]) times that of the typical batch 
system. rn this analysis It vas assullled 
that dual controllers and dual ported 
discs were used, and that the two volu.es 
were kept Identical in each systetll but the 
batch systelll. 

Tand .. has completed extensive cOlliputer 
modeUnq of arChItectures. PlIIpldcal 
observations have substantIated our 
lIodellng data and product clalll : the 
Tand ... 16 architecture does. In hct, 
provide an order-of-lI.tqnttude lIore 
availability than any past cOllllllerclally 
available systetlls. The results seen here 
In this appendix, however, would not be 
observed nOr'lllally on any of the syst .... 
mentioned . There are assumptions lIIade 
which lIIake these calculations unrealistic: 
ell fault. are not {ndependant as assullled, 
hul ts do 90 undedected for 1009 period. 
of time, and so forth. What this exercise 
does prove 1. that this architecture does 
provide II vehicle for order-of maqnltude 
Improv.ent In availability which i. 
.. pi r lcall y obllervable. 
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