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THERE are three stages in the application of high
speed digital computers to data processing problems:
1. Systems Analysis—Ii he tnsk of determining what is to be done
2. Programming—a statement of how it is to be done
3. Coding—n translation of this statement into machine lan-
piunge

A wide variety of automatic coding techniques have
heen developed. This paper presents a first step in the
dircetion of automatic programming as well as a tool
which ghould be nseful in systems analysis,

Since we may be called upon to evaluate different
computers or to find alternate ways of organizing cur-
rent systems, it is necessary to have some means of pre-
cisely stating a data processing problem independently
of mechanization,

The notation presented here provides such a precise
and abstract way of specifying the informational and
time characteristies of a data processing problem and
should enable the analyst to organize the problem arvound
any piece of hardware. This notation could he used in
the input to a new type of automatic programming sys-
tem in which a problem is stated not only independently
of machine, but without specifying the structure of files
or sequence of operations where such specifieation is not
needed for logical correctness. Further, the application
of a graphical version of the notational system will show
the relationships among information in input and output
so that redundancies can be eliminated and alternative
ways of processing studied.

The context of our analysis is that the objectives of
the data processing system have been stated in terms of
the required outputs; these outputs are not considered
as subject to revision, On the other hand, although the
inputs may be organized in any desired fashion it appears
neeessary or at least convenient to state one of the possi-
ble input organizations from which any equivalent one
can be derived. It should be noted that the input may
supply any one of a number of equivalent picces of in-
formation, e.g., either customer name to be copied di-
rectly onto an output or an identification number from
which the name can be looked up.

BASIC COMPONENTS OF DATA PROCESSING PROBLEMS

A data processing problem can be described in terms
of four kinds of basic components:

1. Information sets

2. Documents

3. Relationships

4. Operational requirements

INFORMATION SETS

An information get which we eall P; is a list of all pos-
sible items belonging to the same class. From the items
in these lists are drawn the data which will flow through
the system, The members of an information set may be
considered as all the possible entries which could be
made in a specified blank on a document. Examples of
information sets are customers’ names and addresses,
part numbers, unit prices, dates, invoice numbers, ete.
Whether an information set or a collection of related
information sets exists in the system as a file will depend
on the ultimate meehanization of the problem. As far as
an abstract statement of this phase of problem is con-
cerned, it is necessary to state only the information sets
and their relationships. Governed by these relationships
the analyst is then free to choose whatever file structure
will make the over-all system most efficient.

DOCUMENTS

A doenment, which we eall Dy, is a collection of re-
lated information itews, Dy where k is the number of
the items on the jth doewment, Documents are either in-
puts or ontputs; examples are shipping notice, invoice,
daily sales report, ete.

RELATIONSITIPS

The thivd element which must be described is the set
of relationships among the information sets, the docu-
ments, and the items on the documents. A relationship
between information sets specifies the correspondence
between the items in one set and the items in some other
set. For example, relationships exist between the cor-
responding items of the set of customers’ names and cus-
tomers’ numbers, salesman’s names and customers, day-
month-year’s and dates, ete.

The relationship which shows how an item on an out-
put document is derived, or from where it is taken if it
is simply copied from another document, is called the
defining relationship. In addition, there are producing
relationghips which define under what stimuli the docu-
ments or certain items on the documents are produced,
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and conditional relationships which specify under what
conditions any of the foregoing apply.

OPERATIONAL REQUIREMENTS

The final element in a data processing problem is the
set of operational requirements of the system. These are
the requirements which are not related to the logic of the
problem, such as the volume of input documents per day,
the number of copies of outputs, the size or color of the
documents, the elapsed time between the receipt of an
input and the production of an output, ete.

ABSTRACT STATEMENT OF A PROBLEM

An abstract statement of a problem can be made by
preparing two lists: one of the information sets and the
other of the documents.

The list of information sets presents the name of each
set along with certain data about the number of items in
each set, the’ number of characters required for each
item, and the qualitative and quantitative relationships
among sets. The list of documents presents for each docu-
ment the items on the document and the information set
each item belongs to. It also lists the defining and pro-
ducing relationships for each item on the documents as
well as the operational requirements associated with the
documents.

Thus the output documents are completely specified
in terms of the transformations which are applied to the
inputs. At the same time, the relationships among the
information sets enable logical substitutions to be made
in the input to achieve the same output.

In order to describe the notation and its properties, we
will proceed by means of an illustrative example.

VERBAL STATEMENT OF PROBLEM

Suppose that we have a manufacturer who maintains
stock at several scattered warehouses. Sales are made
and reported to the warehouses, which in turn make the

shipments and at t‘lﬁ game fime send information to the
central office for billing pHrposes. The central office sends
invoices to the customers, receives payments, furnishes
monthly statements, and prepares a daily cumulative
sales report for management purposes. Each customer is
served by a given salesman who in turn Wcor](s out. of a
given warehouse.

There are five documents in this system, fwo inppts
(shipping notice, customer payment) and three outputs
(invoice, monthly statement, daily cumulative sales re-
port).

Three hundred shipping notices are received daily and
each has, on the average, five line items. An invoice is
prepared for each shipping notice. After determining
the unit price and extended price for each line item, the
total price per shipment is calculated. The invoice must
be sent within two days after receipt of the shipping
notice,

About two hundred payments are received daily, each
covering on the average one invoice. The customer in-
cludes the invoice number with the payment.

Monthly statements are sent out between the tenth
and the fifteenth of the month to all customers with an
open balance as of the tenth of the month. The invoices
which were dated after the tenth of the previous month
and which have not yet been paid are itemized on the
statement. Old unpaid invoices are consolidated and
shown only as an old balance,

The daily sales report is produced within two days
after the close of business. It includes the gross sales for
the date and a breakdown by salesman of daily sales
and cumulative sales for the past month,

An abstract statement of this problem is presented in
Table 1 (List of Information Sets) and Table 2 (List of
Documents). A graphical representation of the informa-
tion sets is presented in Figure 1 and a combined graphi-
cal representation of both the information sets and docu-
ments is presented in Figure 4.

TABLE 1
Information Sels
n L Relationships
P, Date — 6N Py=PyX Py X Py
P,y Customer Identification No. 2000 5N Py~ Pyq, Py~
Py Ship to code 0 1N Py==Py; X P;
P, Salesman No. 50 2N Py~P~Py,
Py Model No, }5.0 5A/N Py=PuX Py
P, 8unntity ordered e 2N
Py ay 3& 2N Py=P; X PygX P,y
Pg Mont.h I 24 PL-PTXPQXP.
Py Year 10 2N Py=Py X Py X Py
Pyo Customer N/A 2000 50A/N Pro>>=Ps
Py Warehouse name 10 124 Py Pl ~Pyy
Pu Part No 800 3A/N P.,‘.-.: %x 14
Pis Color 20 24 | XI u
Py Ship to address 6000 504 /N ﬁ S(
Py Pricing area 8 14 Pu ~Pu
Py Invoice No. (Shipping Notice No.) — 5N Py==Ds
Py Unit price — 5N PyX Py ~Pyy
Pis Salesman name 50 154 Pyy>~P,
n=number of elements in set . .
L =number of characters (numeric—N, alphabetic—A, or alphanumeric 4/N) in each element,
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TABLE 2
Deocument Descriplions
Bhipping Notice—DI1—Input

Ttema Verbal Deseription Information Bet Defining Relationship
Dy, Date Py
Dyy Shipping Notice No. Py

-3 Customer Identification No. Py
Dy Ship to Code P,

-8 Salesman No. l
[Di-s Quantity of Order P
D, 1] Model No. Py

= Line Item Do
Volume:  EDy/Pig =300

CDvs/Dy =5
Invoice—D2—O0utput

Ttem Vurhfl Description Information Set Defining Relationship
D,y Date Py lg(Ds)
Dy Invoice No. Pu
Dy Customer Identification No. P,
Dy Customer Name and Address P
Day Ship to Address P

s Warehouse shipped from Py
[Ds_s Quantity of order Py

(] quEl No. Pl
Dy Unit Price Py Pr1(Da_s X Pus)
Ds_1o] Extended Price a1+ Di_e

111 = Total Price Z Diro

-1 Line Item Da_1 4010

Producing Relationship: Dy—D,
Operational Requirement

Volume: :D|/P13 =300

Time: tg(Dy) —tlg(Dy) <2 days

Customer Payment—D3—Input

Ttema Verbal Deseription Information Bet Defining Relationahip
Dy Date P
Ds_s Invoice No, P
D;_4) Amount
et ) Line Item Dy 2.s

Volume: TDi/Dig =200
EDsu/Dy=1.5

Monthy Statement — D4~ Output

Itoma Verbal Description Information Set Defining Relationship

Dy, Customer Name and Address Pro

Dy_s Date P, 10/ Pug(Dy)/Pox(Dy)
Statements are to be dated the
10th of the month.

Dis Customer’s (old) balance Di_s(Dioty Py=1)=E CiaDas(Dir)

[Py Invoice No. P Dy_y

Diys Date of Invoice Py Dsy

D] Amount of Invoice Diy_n

Dy 4 Line Item Di-wse

Di_a New Balance Dy 3+Z Dy

Producing Relationship: Py XPy—Dy|Dy_s#0
(statements are produced each month for each customer with a non-zero balance)
Dl‘ch—g 'Cl—lA [ ] -
(an invoice is included in the statement if both condition €y, and Cy., are true)

Bpecial Conditions: Ci_y: [Py(Ds) = Py(D)AP1(Ds) <10V [Py(Dy) — 1 = Py(Da) AP1(Da) > 10
g (the invoice was d;tzdlaf'ter't.ha lf]th‘of t.h‘e p:-nceding m:mtl‘m but bef'ore’tha l‘Ot.h' of th!n month,)

CG_l:.EDI[DI-I(Di—l)]
(a payment has not been received for the invoice)

Operational Requirements:
Volume: ED/Psg=500 ;
Q.Ih)e a}rgugi number of statements issued per month is 500)
c =0 -
(th:: ;ver‘age number of invoices (line items) itemized per statement is 4)

Time: 10 <Pyg(Dy) <15
(statements are to be produced between the 10th and the 15th of the month)

(Continued on next page)
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TABLE 2—conlinued
Daily Cumulative Sales Report—D5—Output

Ttema Verbal Deacriptions
Dy Date
[Dga Salesman No.
Dy_y Balesman Name
Dy Sales this date
Dis) - Cumulat.ive sales this month
a_u Line 1
Total gross sales this date
Producmg Relationships: ﬁ.—O Dy
Py—Dys
Conditions: Cy_i: Py(Ds_1)#1
Operational Roqu:remunts
Volume: CDy.s/Ds
Time: tg(Dy) — h(D.) <2 days

TABLE 3
List of Symbola

J} list of all poseible information belonging to the same
class

A specific member of the class

A documept

A specific document beloning to the D; class

A collection of entries on the document D;

Line item

Isomorphic (one to one correspondanmg

Homomorphie (many to one correspondence)

Cartesian product, e.g.,
Contained in

Produces

Extrinsic time (real time)

Intrinsic time, e.g., date written on document

b

-

Cpase
-

P; X Py means a pair of p; and p;

QoEEINXR

) Function
ml—n ?fth Condition relating to the mth Document
Gl Negation of C_p, i.e. C m—n 18 true if and only €, _, is false
C Number of
o Average number of
= | There exists
= There does not exist
The following format is used for the information sets:
P Name Number of Number of Relutionshipa
Itema Charncters
Numerie, N;
Iphabetic, A;
Alphanumerie, A/N)
Py Customer name 2000 50 A/N Py==Py
and address
Pys  Salesman name 50 154 PPy ~Py

In this problem, the customer’s name is always linked
with his billing address and P,, is simply a name for the
collection of the two thousand names and addresses in
the system. The fifty alphanumeric characters required
represent the maximum number for any one name and
address. We could, if desired, also list the mean and
standard deviation, the range, or any other statistic
which is applicable. The other information sets are ob-
tained by examining all of the data flowing through the
system and simply listing the sets as they are found. In
this problem, there are eighteen such information sets.

RELATIONSHIPS AMONG INFORMATION SETS
One relationship that frequently exists between sets of
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Information Bet Defining Relationship

P,

Py

Py
z Ds-u(DM Dy_)
Dys+Cii Dys(Dss =1)
D340

5t

information items is a one-to-one correspondence. When-
ever there is this one-to-one correspondence between the
items in one set and the items in another set, we shall,
borrowing a term from abstract algebra, call this rela-
tionship isomorphism. This relationship holds, for exam-
ple, between P,, (customers’ names and addresses) and
the information set that consists of customer identifica-
tion numbers, P,. That is, to each specific customer name
and address corresponds exactly one customer identifica-
tion number and vice versa, This relationship is read P,,
isomorphic to (=~=) P..

If the correspondence between the items in the infor-
mation sets is many-to-one rather than one-to-one, we
shall call the relationship homomorphism. For example,
there are many salesmen who work out of a given ware-
house, so that we may say that P,s (salesman name) is
homomorphie to P,, (warehouse name). Thus given the
salesman, we can find the warehouse from which he
works, but not viee versa. In other words, if P; is homo-
morphic to Py then given an element of P; we can find
the corresponding element of Pi. However, unlike iso-
morphism, the relationship is not symmetric; given an
clement of P, there is a whole set (with one or more
members) of elements of P; which correspond to it.

Since both isomorphism and homomorphism are transi-
tive,' we can derive relationships which are not explicitly

.._{?_.._..@ e
Bl @
T

== ox)

BHU)

Fi1a. 1. Graphical Representation of Information Sets

‘If a, b, and ¢ are three elements and R is a relationship, then
R is said to be transitive if aRb and bRc together imply aRe.
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glven For example, if P,y (customer name and address)
is homomorph:c to Pys (salesman name) which in turn
is homomorphic to P,, (warehouse name), we can then
say P,, is homomorphic to Py,.

Our graphical notation, shown in Figure 1, provides
the simplest way to derive all of the relationships among
the information sets.

The double-ended arrow indicates an isomorphism be-
tween sets and the single arrow, homomorphism. The re-
lationships hold only in the direction of the arrows so
that P,, which is isomorphic to P, is also homomorphic
to P,, Py, and P,;. For convenience in drawing, the ar-
rows cah be connected to a line extending from the
squares,

An item of information is sometimes the result of com-
‘bining several other items; e.g., the model number is de-
termined by the combination of part number and color,
or expressed symbolically Ps =~ P,, X P,;; this is read
Py isomorphic to P, cross P,;. Care must be taken to
distinguish between this so-called cartesian or eross prod-
uct, and arithnietic multiplication, which we always de-
note by a + b or just ab. The above says that there is a
1-to-1 relationship between the elements of P; and all
pairs (pgs, pia) where py. is a member of P, (i.e., a spe-
cific part number) and p,s is a member of P,; (ie., a
particular color).

Again the customer’s actual shipping address (P,,)
(store, warehouse, ete.) is determined by the combination
of his identification number (P,) and the ship-to code,
fe. Piyoz2 Py X Py,

In the case of date (P,), we say that P, is equal to
(rather than isomorphic to) P; X Py X P, (day, month
and year) since an element of P, actually consists of the
day, month and year taken from P;, Py and P,. Since
certain triplets of day, month and year do not exist, it
would be more correct to say that P, is contained in
(symbolized by C ) P; X Py X P,. Operationally, how-
ever, this should be no problem since dates such as I'ch,
31, 1958 should not enter the system.

Pq, the information set consisting of invoice numbers
and shipping notice numbers (in this problem the same
number is used for both) must be handled in a slightly
different manner. Since these numbers are created at the
same time as the documents they identify, they bear a
definite relationship to these documents, In fact, there is
a one-to-one correspondence between the numbers and
the documents so that we may say that

Py =D,
and Py ~ D,

This implies a relationship between P,, and any of the
information sets to which the items on the document be-
long, viz:

Py —Py
where P; is any information set to which an ltcm on the
document belongs. In other words, given an invoice num-
ber we can find the specific entries on the document.

The following format is used, for the docyments:

Name of Dooument Numb.r (1) Input/Output
Verbal Infarmation Dofining
Items Daesiption g4 Relntionul ip
Djx — P —

Producing Relationships:
Special Conditions:
Operational Requirements
Volume:
Time:

For each document we record its name, number and
whether it is an input or output document. The items D
are entered along with their verbal description, the infor-
mation set to which they belong, and, for output docu-
ments, the defining relationship, which tells from where
the item is taken or how it is derived. If no relationship
is shown, the item is derived directly or indirectly from
the producing document. Whatever producing relation-
ships and special conditions apply are listed at the bot-
tom together with the volume and time requirements.

One characteristic of a document, is that it contains not
only information that appears only once but also infor-
mation, known as line items, which may be repeated any
number of times, The line item for the shipping notice
(D,) is D,y and D,_,;, quantity ordered and model num-
ber, and is distinguished by placing square brackets
around it. A particular shipment may consist of 7 differ-
ent models so that the line item would be repeated seven
times, each containing a different quantity ordered and
model number. In order to refer to a line item as a whole,
without the necessity of repeating its elements, an item,
D, s, 1s added and used whenever reference is made to an
operation which pertains to each of the line items. For
convenienee, the items contained in a line item are listed
in the defining relationship column, Thus D,.4 is shown
to consist of Dy and D,.;.

We distinguish between two kinds of time, extrinsic or
E time and intrinsie or I time. Extrinsic time is the time
at which an event occurs, e.g., the production of an out-
put document, and intrinsic time is the time which is an
information item on a document, e.g., the date written
on the document.

Using this symbolism we can now express elapsed time
relationships. For example, if the invoice must be pro-
duced within two days after the receipt of the shipping
notice by the system, we would write:

tg(D,) —tg(D,) <2 days.
Absolute instead of relative time can also be expressed,
e.g.
0 < Pe[tu(Dy)] <15
implying that the day (P;) of production of D, must be
between the 10th and 15th (of the month). Expressions
of this kind will often be condensed from P.[t;(D,)] to
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F1a. 2. Graphical Representation on Dy, ‘Shipping Notice
and D,, Invoice

just P;5(D,), since P, is an information set consisting of
time units. We can apply arithmetic operations to dates
as in the specification of Dj, in Table 2 where Dy
[ (Ds-3) — 1] means that we take Ds., (date), subtract 1
from it, and look yp Dy.s from the Dy with this date.

The volume statements on the shipping notice state
that the average number (indicated by the square C with
the bar over it) of shipping notices (D,) per day (Pys) is
300 and the average number of line items (D,.) per
shipping notice is 5. The special symbols are used with an
eye toward future automatic programming input.

A graphical representation of the shipping notice and
the invoice together with the information sets is shown
in Figure 2.

The items on a document are connected by a (gener-
ally horizontal) double line and the item numbers are
entered in a cirele. By convention the circles on input
documents are connected to their corresponding informa-
tion sets by a line with an arrow pointing toward the in-
formation set. The line items are enclosed by square
brackets. The graphical representation makes it easy to
pick up redundant information. For example, D, is a
member of P, which in turn is homomorphic to P, » D,
which is & member of P,, could therefore be derived from
D,.; by a table look-up. In other words, it was not neces-
sary to input the salesman’s number as it could have been
derived from a knowledge of the customer number. Note
also that it was not necessary to know what meaning was
given to Dy.s, Dy, Py, and P, in order to determine this
redundancy.

~ PRODUCING RELATIONSHIPS

We have discussed certain relationships among the in-
formation sets; other kinds of relationship may exist
among documents, and between documents and informa-
tion sets. One of these relationships is that of “produces.”
In general, a document will be produced in one of two
ways: %

1. Periodically, once every day, week, ete.

2. Irregularly, once for each occurrence of an input document
or of a condition dependent on input data,

TFor example, since an invoice (D,) is created for
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every shipping notice (D,) that is received, we say that
D;— D, (read D, produces D,)

The producing relationship is concerned with the exis-
tence rather than the content of the document involved.
The daily sales report is produced each day, so that we
say the date produces the report; however, this does not
tell us what is on the sales report or from where its in-
formation is taken. In general, though| the items on an
output document will be derived from the document
which produced it, unless the defining relationship spe-
cifies some other way to derive these items.

DEFINING RELATIONSHIPS

The defining relationship tells us the content of the
output items. The exact specification of how this content
is to be generated is left to the subsequent mechanization
of the problem. Where no defining relationship is given,
it is understood that the items are to be copied or de-
rived from the input document that produces the output.
These items are copied directly from the input when both
input and output items belong to the same information
set. They are derived indirectly from the input when the
input and output items belong to different Kut related in-
formation sets. For example, the customer name and ad-
dress (D,.,) on the invoice (D;) belongs to P;, (the in-
formation set consisting of customer names and ad-
dresses). No defining relationship is given opposite D,-,
in Table 2; thus for the derivation of D,., we must look
to the input document (D,) which produces D, How-
ever, since no item in D, is a member of Py, (that is, the
customer name and address does not appear on the ship-
ping notice), we must find some item on D, whose in-
formation set is related to P,.. Referring to Figure 1, we
note that P, is isomorphic to P;, and that D,.; is & mem-
ber of P, Thus we know that D,., can be derived from
D,., via the relationship between P,, and P,. In other
words, given the customer identification number on an
invoice we can find the customer name and address for
the corresponding invoice. Note that nothing need be
said as to how this is done, It may be desirable to main-
tain a file within the system and find the customer’s
names by a table look-up or this may be done manually
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Fia. 4. Complete Graphical Representation

outside of the system. We have merely stated the require-
ment that it be done.

One way of symbolizing that an item in one informa-
tion set is to be derived from an item in another set is by
means of the function notation of mathematics. For ex-
ample, the unit price depends upon both the model num-
ber and the pricing area in which the item is sold so that
D,_,, the unit price, (which belongs to P,;) is specified in
Table 2 as Py;(Dsy X Pys). This is read as Py; of Dy
cross P,;, and means that the system is to look at the
combination of a model number (D,.4) and a particular
pricing area (belonging to Py;) and put the corresponding
member of P,; (unit price) in the space designated as
D._, on the invoice.

Note that the pricing area (P,;) may be derived in a
number of ways, e.g., from a member of Py, (via P,,~—
P.), from a member of P, (via P,— Py), or from a
member of P, (via P;~ P,;). That is, the pricing arca
can be found from either the warehouse name, the cus-
tomer identification number, or the salesman number.
Again, the particular choice of deriving the pricing area
is left to the subsequent mechanization of the problem.

The defining relationship may be a simple mathemati-

The Journal of Industrial Engineering

eal relntionship between various items, e.g., the extended
price (Du.y) is found by multiplying the quantity or-
dered (Dy;) by the unit price (Dy.). Thus, Dy, is de-
fined as Dy;-Dyy (read Dy, times Dap). In the graph-
ical notation, Figure 2, this is indicated by drawing in-
formation flow lines from D,.; and D to a small circle
which contains the arithmetic operation to be performed.
The output of this operation is then shown going to D._,.
The fact that D, produces D, is shown by the vertical
double line with the arrow pointing from D, to D,.

The defining relationships may become very complex.
They may contain conditional statements or may in-
volve arithmetic operations on time units.

CONDITIONS

Deeision making is another important part of any
data processing problem; here we have available the help
of symbolie logic (1). For example, the condition C,.,,
the first condition on the fourth document, is of the form
(p and q) or (r and s) where p, g, r, and s are equalities
or inequalities on certain dates; A is used for “and,” and
“y" for “or.” This condition states that the invoice was
dated after the 10th of the preceding month but before

477



the 10th of this month. -, is writlen as:
II'N(.[’!) = l”n(’)l) A l'v(l‘)d <_ 1(” Vv |1’a(l)g) —_ l
= Pu(Dy) A Pi(D:) > 101
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I'e. 5. Explanation of Graphical Notation

E)—

Iixrranation or Graricat Norarion (Fraune 5)

. This eircle represents an information item on a doecument,
viz.,, Dss, with the doecument number above the line, and the item
number within the doeument, below., The heavy double line
(genernlly  horvizontal and possibly with branches) conncets all
the items on one document,

b, Each information set, Py, is shown as a square, in this ease
Py,

¢. An item on a document which is an element of some P, is
connected to it; the arrow runs oub of the document for an inpul,
into it for an output (i.e., one may think of the flow of informa-
tion to and from the system as following the arrows),

d. Isomorphism (or homomorphism) between information sols
is shown by a double (or gingle) headed arrow. In this case we
are saying that Py~ P,, with the square standing for I, having
been éxtended downward by the broken vertieal line,

e. The small square brackets enclose those items munking up n
ling item of a document, in this case Dy g, 4 wwas. Nole that D
is nol a line item and is excluded by the hrackel .

f. The producing relationship is shown by a double heavy line
with an arrow pointing to the document or line item produced,
eg., Py produces a line item on Dy The line runs from the ex-
tension (the vertical broken line) of the square box representing
Py to the bracket representing n line item on .

g. The dotted line is used to connect varieus clemenls of o
condition,

h. The condition at h is that Ds- is equal to 7, (1), repro-
sented by condition lines from Ds. and Py with arrows (o the
condition line g. That Ds is involved is shown by writing in
(D),

i, This is the standard symbol for n gate and states the condi-
tion involved, viz, Csy. The input to the gate (the flat surfaee)
is connected to the item or items involved in the condition, The
output goes to the operation affected by the condition.

J. The summation sign indicates that Das is equal to the sum
of Dy,

k. The trinngle represents a delny equal fo the time indicated
within it. Thus yesterdny’s De-s is added to Dy to produce today's
Da-n.

I & L. The dotted ere , through an information transfer line
(L) or n sum (I) (or any other operation or production) indi-
eates that this transfer or operation is performed if the condition
is true,

m. The sort notation implies that the document or line item
must be sorted by the item indieated,

478 The Journal of Industrial Engineering

A Db over a condition indicabes the negation of that
condition, e, Con is true (or fulse) if €1, . is Talse (or
true). The statement in a defining relationship of a caleu-
lation involving a condition is often simplified by inter-
preting €., as a number which is 1 if the condition is
true and 0 if it is false. For example, one entry on the
monthly statement (D,) is the customer’s old bhalance
(D). This is defined as last month’s new balance for
this customer minus payments against invoices dated
prior to the period covered by this statement. D,y is then
defined as:

D, (D-l-n Py — 1) — 5 Ci Doy (D»l-l)

Thus the system is to find the new balanee, D, ¢, on last
month’s, Py — 1, statement for this customer, D, and
subtract from it the sum of this customer’s payments,
Dy.y (D) which do not meet the condition that the
payments were madg during the time period covered hy
this statement, 0o where Cy.y is the condition whicl
specified the pellod.

The second condition, €., on the monthly statement
states that a payment has 1ot been received for the in-
voice; here “3" is used for “there exjsts” and “3" for
“there does not exist” so that Cy-s,3 Dy| D-u(Dan) |, -
plies that the system started with D, and invoice nun-
ber, and found that there did not exist in the system o
customer payment, Dy, with the same invoice number
(Dy-s).

Conditional statements may be involved in the pro
ducing relationship. In deseribing the conditions to he
met before some action is taken, we use a vertical line to
symbolize “if,” e.g., in saying

Dy— D,y | Cia A Ciee
or an invoice (Dy) produces a line item on the statement
(D), il €. and C,-, are true.

Iigure 3 illustrates this producing relationship. D, is
shown producing the line item D, by having the pro-
ducing arrow run to the square bracket indicating the
line item. The condition on the producing relationship is
indicated by the X on the producing line leading to a
'rnto The input to this gate are the conditions (',., and
Yi-e. The condition (7, is diagrammed cnmp]ctoly show-
ing t]mt the input to the gate containing the “there does
not exist” symbol is Dy, and Dy,

If the condition is simple it may follow the verticnl
line itself as in

Pio X Py—> Dy | Dys 70
or a statement, D, is produced each month (Py) for
every customer (F,,) who has an open balance (I,

#0).
CONCLUSIONS

We have shown how a simplified problem can be stated
in pscudomathematical terms. Such a tool has many ad-
vantages for a systems analyst. In reviewing an existing
problem it provides the ability to insure that all of the
input entries are used to produce outputs. By presenting
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all of the alternative methods of deriving information, it
facilitates making decisions on the best organization of
the inputs. It also helps in determining the cost of pro-
ducing outputs, one eriterion for their inelugion. For pro-
gramming purposes, it provides an unambiguous state-
ment of the problem to the programmer. The maximum
number of files, record lengths, file densities, volumes,
amount and type of computation required, ete., can be
casily determined. The graphical presentation, which can
be modified to suit the needs of the user (e.g., by includ-
ing deseriptive labels), should be helpful in determining
the best organization of files and subroutines and in pro-
viding a check on redundant and superfluous information.

At first glance it may seem that we have made the
problem statement more, rather than less, complicated.
However, the statement of a problem in these terms
clearly eannot be more complex than the problem itself.
The cost of current data processing no longer permits
incomplete or partial solutions, and ultimately, we would
like the computer to solve the problem of its own best
use. The first step toward this goal must be a statement
of the problem which the computer ean understand.
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