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ABSTRACT

In the design of single-field superimposed coding systems for
information retrieval, it is necessary to obtain estimates of the average
number of unwanted entries that will be selected from a document file
during a search. It has been customary to base these estimates on ap-
proximate solutions of a mathematical model of the system. In this
report, a computational procedure for obtaining an exact solution of
this mathematical model is described; this procedure is based on an ap-

plication of the theory of Markov processes.

—
[ 5



CONTENTS

ABSTRACT .
LIST OF TABLES .

I INTRODUCTION

II CALCULATION OF SELECTION RATE .

II1 PROBABILITY DISTRIBUTION OF NUMBER OF ONES IN COMPOSITE DESCRIPTOR—

MODEL 1

IV PROBABILITY DISTRIBUTION OF THE NUMBER OF ONES IN COMPOSITE

DESCRIPTOR—MODEL ITI.

V EXAMPLE OF COMPUTATION OF RANDOM SELECTION PROBABILITIES

VI OPTIMUM SYSTEM DESIGN .

VII IMPROVED MODELS .

REFERENCES .

(W

o

e

11

iv

12

14

17

18

19




TABLES

Table
Table
Table
Table
Table

I1
111
v

One-Step Markov Transition Probabilities Pl }(10, 2)
Probability Distributions O(K, 10, 2) of Number of Ones .
Selection Probabilities R‘ j(IO)

Random Selection Probabilities vs Number of Ones in Quiz

Random Selection Probabilities vs Number of Descriptors in Quiz .

15
15
15
16
16



RANDOM SELECTION RATES FOR SINGLE-FIELD
SUPERIMPOSED CODING

I INTRODUCTION

Several procedures have been proposed for coding the contents of
documents in a file so that those pertaining to a selected combination
of categories can be identified by a subsequent search. In one method
in use, the “Zatocoding” system,!® each subject category is represented
by a unique pattern of N ones (i.e., marked positions) in a field of
fixed length F, called a descriptor; the balance of the field is filled
zeros. These descriptors are originally chosen at random from the col-
lection of all V(F,N) = (N) = F'/N'(F - N)! possible descriptor patterns,
called here the vocabulary. The individual subject descriptors for each
document are combined, by taking their logical sum, into a composite

descriptor for the document,

To perform a quiz of the file to identify those documents pertaining
to a specified combination of subjects, the descriptors for these subjects
are combined by forming their logical sum, and the search process locates
those file items having descriptors containing a one in every position

in which the quiz descriptor has a one.

For example, a particular document might be coded as pertaining to

subjects A, B, C, and D, as follows:

1001000000 Subject A
0100000010 Subject B
0010100000 Subject C
0001000010 Subject D
1100 9 U st o el 0 I ) Composite Descriptor.

Y References are listed at the end of the text,



Then if the file is searched for all documents pertaining to both

subjects B and D, the composite descriptor

0100000010
0001000010

0L 0100D0 10 ,

formed by taking the logical sum of the descriptors for subjects B and

D, will select the above document.

In addition to the desired file entries, the search process will
ordinarily result in the selection of some entries which do not correspond
to the quiz, The average proportion of the file appearing as unwanted
selections can be controlled in the original design of the system. In-
creasing the field length, F, will reduce the proportion of unwanted
selections, at the expense of handling descriptors of increased length.
Increasing the number of descriptors combined to form the quiz will also
reduce the proportion of unwanted selections, but at the same time it
will increase the likelihood that a desired file entry would be over-
looked in the search. Similarly, a change in any of the other design
parameters will result in a change in the proportion of unwanted selec-
tions. However, in order to determine the set of design parameters
which is optimum for a given set of cost functions, it is first necessary
to be able to estimate the average proportion of the file which will be

selected as unwanted entries during.a search.

One approach to estimating the proportion of unwanted entries se-
lected is to describe the system by an idealized mathematical model, and
to calculate the proportion on the basis of this model. This approach
is taken here. Another possible approach would be to collect experience

data from systems in actual use.

In the mathematical model treated here, it i1s assumed that the file
being searched is composed of a small number of desired entries, cor-
responding to the quiz performed, and with the balance of the file made
up by combining descriptors selected at random, independent of the search
descriptors. Ordinarily the probability of constructing an additional
desired entry by this random process is very small compared with the

probability of constructing an entry that will be selected as unwanted




by the search process;‘ thus, the former probability is neglected, and
the probability of selecting an unwanted entry is estimated by the proba-

bility of selecting an entry from a randomly constructed file.

In one model, referred to here as Model I, it is assumed that the
sampling process used to construct the random file is carried out with
replacement. Under this assumption, Wise? has derived an approximation,

! an upper bound, to the probability of selecting an unwanted

and Mooers
file entry, these calculations are both based on the average number of
ones in a file entry descriptor. However, in order to calculate the exact
probability of selecting an unwanted file entry, one must determine first
the actual probability distribution of the number of ones in a file entry
descriptor. A method is given here for obtaining this probability dis-
tribution, and the use of this distribution in the calculation of random
selection probabilities is demonstrated. The approach used is basically
that indicated in an earlier paper by Mooers.® The mathematical model

implied in Mooers’ paper is here formulated explicitly, and the theory

of Markov processes is used to formulate practical computation procedures.

The alternative model in which the sampling process used to construct
the random file is carried out without replacement, referred to here as
Model II, has been studied by Orosz and Takacs.“ They derive the proba-

bility distribution of the number of ones in a composite descriptor for

that model.

For the range of parameter values of usual interest, Models I and II
lead to essentially identical probability distributions. Model I is
adopted here, since it appears easier to use in computing actual numerical

results.

The method of calculating random selection rates, using the proba-
bility distribution determined according to either Model I or II, is shown
in Sec. II. In Sec. IIl, the method of computing the probability distri-
bution of the number of ones in a composite descriptor under Model [ is
derived. In Sec. IV, the results for Model IT are stated without proof.

A simple example is carried out in Sec. V to illustrate the calculation

of probability distributions and random selection rates under Model 1.

In Sec. VI, the possible use of the results of this analysis in the design
of an optimum system is discussed briefly. Finally in Sec. VII, possible

modifications to improve the mathematical model are suggested,

Vil v

* For Model I, the probability of constructing an additional desired entry, is (“_ L)AV)' For Model 1,

3

this probability is even slightly smaller.




ITI CALCULATION OF SELECTION RATE

First, a method will be shown for calculating the probability of
selecting a random file entry with a given number of ones in its composite
descriptor as a result of a search composed of a given number of ones.
Then this calculation is extended to the case in which the number of
ones in the file entry and in the search are given as random variables

with known probability distributions, rather than as fixed numbers.

Suppose that a search of the file is being made, with exactly j ones
in the composite search descriptor. Then if a file entry with exactly 1
ones in its composite descriptor is chosen at random, with each of the (i)
possible patterns of the i ones equally likely, the probability that the

file entry will be selected by the search is

R (F) = — for 0 jJ £ i and NS 1L F

(1)

0 otherwise

These values can be arrayed in an F + 1 by F + 1 selection probability
matrix R(F); as indicated, this matrix is a function only of the field

size F,

Now if one descriptor is selected at random from the total vocabulary,
it will have N ones, with probability one. If a second descriptor is
selected at random from the total vocabulary and combined with the first
to form a composite descriptor, thenumber of ones in the composite
descriptor is not known with certainty. However, the probability distri-
bution for the number of ones can be computed. Methods for computing
this distribution under two different assumptions are shown in Secs. III
and IV, This distribution can be arranged as a F + 1 by one column

matrix Q(2, F, N), with elements

Q; 2(F, N) = Pr(i ones in composite of 2 descriptors, (2)
) each with N ones in a field of length F),

4




Similarly, the probability distribution of the number of ones in the
composite descriptor after K descriptors have been combined can be repre-
sented as an F + 1 by one column matrix Q(K, F, N); as indicated, this

distribution is a function only of K, F, and N,

If it is assumed that each file entry descriptor is formed by com-
bining exactly M vocabulary descriptors, the number of ones in the
composite descriptor for a file entry will have a probability distribution
which can be represented as above by the column matrix Q(M, F, N). If
this matrix is pre-multiplied by the transpose R*(F) of R(F), then the

resulting F + 1 by one column matrix
S(M; F: N) = R‘(F)Q(M, F; N) (3)
will have as its elements

S,(M, F, N) = Pr(selection of a randomly chosen file entry, given
that the search descriptor contains exactly i ones)

(4)

"
" M=

R F0Q (F M)

J
In the design of information retrieval systems, these values are useful
in estimating the expected rate of selecting unwanted file entries during

a search on a quiz descriptor containing it ones. Methods of calculating
an approximate value of Si(M, F, N) are given by Mooers! and Wise;? these
approximations are based on the mean number of ones in a file entry
rather than on the probability distribution of the number of ones. (In

a later paper,® however, Mooers suggests calculating the exact selection

rate by essentially the method followed here.)

A problem closely related to the above is that of estimating the
expected rate of selecting unwanted file entries during a search on an
arbitrarily chosen descriptor formed by combining L vocabulary descriptors.
The theoretical analysis given here leads to a useful answer to this
problem. If a quiz descriptor is formed by combining L descriptors,
chosen at random from the vocabulary, the probability distribution of
the number of ones in the quiz descriptor can be represented by the
column matrix Q(L, F, N). Then the probability of selecting an arbi-

trarily chosen file entry using this arbitrarily selected quiz is given

by the single number




D(L, M, F, N)

Q*(L, F, N)S(M, F, N)

n

Q*(L, F, N)R“(F)Q(M, F, N)

F

F
‘Eo JEDQ".L(F' N)Rx,j(F)Qj,H(F' N) . (5)

To understand the meaning of this number, it may help the reader to con-
sider the following conceptual experiment. Suppose that a sample of size
M is selected at random from the vocabulary, where all possible samples

of size M are equally likely to be drawn. Then suppose that a second
sample of size L is selected at random from the vocabulary, where all
possible samples of size L are equally likely. If the composite descriptor
for each sample is constructed by forming the logical sum of the individual
descriptors for that sample, D(L, M, F, N) is the probability that the
composite descriptor for the sample of size M has a one in every position
for which there is a one in the composite descriptor for the sample of

size L. It is not specified at this point whether or not a sample may
contain duplications of descriptors, t.e., in the usual terminology,
whether the sampling is done with replacement or without; this difference
in concept distinguishes the approaches used in Secs, III and IV, respec-

tively, to calculate the probability distributions Q(K, F, N).

The above analysis can be extended to the case in which the file
entries are not all coded with the same number of descriptors. If the
maximum number of descriptors used is H, and if the probability distri-
bution of the proportion of entries with each number of descriptors is

given by the H by one column matrix [, where
m, = Pr(Md = k) for T B SR SRR 3 (6)

then the probability of selecting an arbitrary file entry with a quiz

composed of L descriptors is given by

D(L, I, F, N) Q*(L, F, N)R*(F)Q(F, N)I

F H
£ I 20, MR (IQ F D ()




In this expression, Q(F, N) is the F + 1 by H matrix with columns
QCL, F, N), QC2, F, N}, +-s QfH; F; N Similarly, if a variable number

of descriptors are combined in forming searches of the file, and if the

probability distribution of the proportion of quizzes with each number
of descriptors is given by the H by one column matrix L, then the proba-
bility of selecting an arbitrary file entry with an arbitrary gquiz is

DL, M, F, N) Aot (F, N)R®(F)Q(F, N)M

"

A AN SN
= 3 T T T L0..(F, MR, .(F)Q, K - (8)
i=0 =0 k=1 1=1 §e L e




ITI PROBABILITY DISTRIBUTION OF NUMBER OF ONES
IN COMPOSITE DESCRIPTOR--MODEL I

In this section, the probability distribution Q(K, F, N) of the
number of ones in a composite descriptor formed by combining K descriptors,
each with N ones, selected at random with replacement from the total
vocabulary, is obtained. Each of the VK/K'! possible samples are considered

to be egually likely.

If the sequence {Y(K)}, (K =1, 2, ...), of random variables is con-
sidered, where Y(K) represents the number of ones in the composite
descriptor after K descriptors have been combined, then it is observed
that the sequence {Y(K)} forms a Markov chain with stationary transition
probabilities (see Chapt, XV of Feller®). Inother words, the random
variable Y(K + 1) given Y(K) depends only on the value of Y(K), and not
on K or on the values of Y(1), Y(2), ..., Y(K = 1). The one-step Markov
transition probabilities for this process are given by the F + 1 by F + 1

matrix P(F, N) with elements

LSRR | e £ i i g % R
PR R U el Tk Rl oF L] (9)

s (F) and i
N

= Pr(addition of one descriptor increases the
number of ones in composite from i to j),

"
o
—
=

where the usual extended factorial function is used to evaluate the
binomial coefficients. It should be noted that the matrix P(F, N) depends
on F and N, but not on K. If the F + 1 by one matrix Q(K, F, N) is
identified with the probability distribution of Y(K), then these proba-

bility distributions are obtained by successively forming the matrix

products
Pt(F, N) Q(1, F, N) = Q(2, F, N)
= Q(3, F, N) (10)

PH(E, N) X2, E, N)

QK + 1, F, N)

PY(F, N) QK, F, N)



where the initial distribution Q(1, F, N) is

—

for T = N
Ql,l(F' N) = (ll)

0 otherwise.

The mean and variance of Y(K) can be calculated from the distribution
Q(K, F, N), once it is obtained. However, it 1is also possible to obtain
them by a different line of reasoning, without computing the explicit
distribution of Y(K).(see Chapt. IX of Feller®). If

1 if the ith position of composite
X (K) - descriptor has a one (12)

0 otherwise

for
R F,
then
F
YK) = T X (K)

Also
Pri¥, (k) = 1] = 1-Pr[X (k) = 0]

1 - Pr(zero in ith position for all K descriptors)

F - N\F \
] ——;7— for: 1w QU U e = R e (13)

‘hus the mean of Y(K) 1is

E[Y(K)]

"
™M
=
e
=
—

™

165

Wise? substitutes this mean into Eq. (1) (as i) to obtain an approximation
for Eq. (3). He appears to first round the value of the mean to the

nearest integer: However, it should be noted that there is no need to

9




round, since the function on the right side of Eq. (1) can be extended

in the usual way to non-integer values of i, using the extended factorial

or gamma function. It is likely that use of the unrounded mean would

reduce the approximation error in most cases.

Continuing as above, the variance of Y(K) is

E{Y(K) - E[Y(K)]}?

F F
E({ZIX‘(K) = E[Y(K)]}{ZIXJ (K) - E[Y(K)]})
1= ]’:

EIX2(K)] + = EIX (K)X, (K)) - {E[Y(K)]}®

1 i¥)

Var [Y(K)]

&

i

"
M=

The first term on the right side of this eguation is evaluated as

i M

F
Euol = =P IX(K) - 1]: = E[Y(K)]

t

The second term 1is

z E[X,(K)X;(K)] = ;Pr(/\" = 1, X, = 1)
i=) 7
= SPr(x, = 1Pr(x, = 1|x; =
17 J =

(15)

(16)

-z SEET GG
oo -2 -6

(17)

Thus, substituting Eqs. (14), (16), and (17) into Eq. (15), and simpli-

fying, the result

10




Var[Y(K)]

is obtained.

evaluate than

n

The

the

F<F - N)“[E ) F(F - N)K Y SN (F -1- N)f]
F F 2 =

‘<F - N)K K (K) 1 1
F > Nk -
F k=2\k F - 1)1 k-1

second line form of Eg.

first.

11

(18) is sometimes easier to

(18)



IV PROBABILITY DISTRIBUTION OF THE NUMBER OF ONES
IN COMPOSITE DESCRIPTOR—MODEL II

In the previous section, it was assumed that composite descriptors
were formed by selecting descriptors at random from the total vocabulary,
sampling with replacement. In other words, the possibility that not all
descriptors selected to form a composite were different was admitted.
Here, the assumption is made that all of the descriptors selected are

different.

Orosz and Takacs?® consider this model for the more general case of
an arbitrary number of subfields. For the present case of a single

field, they obtain the probabilities

V(F = j,N)
. ry £ . i K
QF A(F;N) - <1) I s & D oy (19)
j=r-i

F-j (V(F,N))
k

corresponding to the Q, ,(F,N) of Model I above, where

f‘_
V(F - j,N) = ( N’) for i = 0 L e RI=N (20)

is the vocabulary size if i specified positions are zero in each descriptor.

They show that the mean of this distribution is

(V(F - I,ND
. K
BIY(EKY] = L ER] R s iR (21)

(V(F,N?
K

and the variance 1is

(» (F - 2,N)> (V(F - 1,N)> (V(F - 1,1\'))
Ver [¥(k)) = RF-1 =
(V(F.m\ (V(F - l,N)) (V(F.N))
K .} K K

(22)
12



From the point of view of describing the underlying information
coding process, Model II is probably preferable to Model I. Duplications
in descriptor assignment in Model I result in a small downward shift in
the probability distribution of the number of ones in the composite
descriptor, as compared with Model II, thus increasing the values in
the selection matrix S(M, F, N) given by Eq. (3). However, this change
will be very slight in the parameter range of usual interest. The
probability that a file entry composed of M descriptors, selected at

random with replacement, contains one or more duplications of descriptorsis

(V(F,N))
. y M
P. . (auplication) e .o ssmemeet 1oy (23)
V¥(F,N)
M!
For example, for F = 40, N = 4, and M = 6,
V(40, 4) = CT) = 01,390
and
P (duplioaston)s ey S ) 0.000164
uplicatio —p polesaSdd E
r AR : 2V(F,N) :

This probability is negligible.

From the point of view of ease of computation, Model I appears to
be at an advantage with respect to Model II. Thus Model I is used here
to obtain the probability distributions for use in computations of random

selection probabilities.

13




V EXAMPLE OF COMPUTATION OF RANDOM SELECTION PROBABILITIES

Here, the calculation of random selection probabilities is shown in
detail, under the assumptions of Model I. The case F = 10, N = 2, and
M = 4 will be considered; small numbers are chosen so that the various

arrays can be shown in full detail.

For this case, the one-step Markov transition probability matrix
P(10, 2) is given by the entries PI.J(IO, 2) in Table I. Then the proba-
bility distributions Q(K, 10, 2) for the number of ones in the composite
of K descriptors, calculated according to Eq. (10), are given by the
entries Qi"(lo, 2) in Table II. The matrix R(10) of selection proba-
bilities, calculated from Eq. (1) is given by the entries Ri’j(F) in
Table III, where i represents the number of ones in the composite file
descriptor and j represents the number of ones in the composite quiz

descriptor. The symmetry of this matrix about the 45 degree angle should
be noted.

Forming the random selection probabilities S(4, 10, 2) according to
Eq. (3), one obtains the values S;(4, 10, 2) shown in Table IV. The
entries S (4, 10, 2) give the probability of selecting a file entry by
chance with a quiz containing i ones. Values computed by two approxima-
tion methods are also listed in Table IV for comparison. Then calculating
D(L, 4, 10, 2) according to Eq. (7), one obtains the probability of
selecting a randomly chosen file entry with a quiz composed of L descrip-

tors; these probabilities are listed in Table V.

These calculations have been programmed in ALGOL, and tables run on
the Burroughs 220 computer for a number of cases of interest. The results
indicate in general that the Wise approximation underestimates and the
Mooers upper bound overestimates the random selection probabilities. As
an example, for a field of length 40, 2 ones per descriptor, file entries
each composed of 10 descriptors, and a quiz with 12 ones, the actual
selection probability is 1,15 X 107%, the Wise approximation is 3,48 X 1075,
and the Mooers upper bound is 1,74 X 1073. If one wishes to use the
present model as a basis for system design, it would appear desirable to

calculate exact probabilities.

14




TABLE I
ONE- STEP MARKOV TRANSITION PROBABILITIES P, j(IO, 2)

0 1 2 3 4 5 6 7 8 9 10
0 1.000
1 0.200 {0.800
2 0.022 | 0.356 [0.622
3 0.067 | 0.467 | 0,467
4 0.133 | 0.533 | 0.333
5 0.222 | 0,556 |0.222
6 0.333 [0.533 | 0.133
7 0.467 | 0.467 | 0.067
8 0.622 | 0.356 | 0.022
9 0.800 (0.200
10 1.000
TABLE 11
PROBABILITY DISTRIBUTIONS Q(K, 10, 2) OF NUMBER OF ONES
K = 1 2 3 4
it =0
1
2 1.000 0.022 0.000 0.000
3 0.356 0.032 0.002
4 0.622 0.263 0.050
5 0.498 0.265
6 0.207 0.433
7 0.221
8 0.028
9
10
Expected Value 2.000 3.600 4,880 5.904
Variance 0.00 0.28 0.59 0.81
TABLE 111
SELECTION PROBABILITIES Rl‘l(IO)
0 0 1 2 3 4 5 6 7 8 9 10
0 | 1.000
1 1.000 | 0.100
2 | 1.000] 0.200| 0.022
3 | 1.000]0.300( 0.067 | 0.008
4 |1.000)0.400| 0.133(0.033| 0.005
5 | 1.000 | 0.500| 0.222 ( 0.083 | 0.024 | 0.004
6 | 1.000]0.600| 0.333|0.167 | 0.071 | 0.024 | 0.005
7 | 1.000 | 0.700| 0.467 | 0.292 | 0.167 | 0.083 | 0.033 | 0.008
8 | 1.000 | 0.800| 0.622 | 0.467 | 0.333 | 0.222 ]| 0.133 | 0.067 | 0.022
9 | 1.000| 0.900( 0.800 | 0.700 | 0.600 | 0.500 | 0.400 | 0.300 | 0.200 |0.100
10 | 1.000 | 1.000 | 1.000 ( 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |1.000 | 1.000
15




TABLE 1V
RANDOM SELECTION PROBABILITIES vs NUMBER OF ONES IN QUIZ
S.(4, 10, 2) | WISE APPROX." | MOOERS APPROX.t
1 =0
1
2 0.331 0.322 0.349
3 0.173 0,157 0.206
4 0.084 0.065 0.122
S 0.036 0.021 0.072
6 0.013 0.004 0.042
7 0.004 - 0.001 0.025
8 0.001 0.000 0.015
9
10

i Using expected value of 5,904 ones per file descriptor,
(5.904)
i
(%)
i
f Using expected value of 5,904 ones per file descriptor,

5.904 \'
Approx. S.(4, 10, 2) =
x 10

Approx. S.(4, 10, 2) =

Mooers gives this formula as an upper bound for Sl(H. F, N.

TABLE V

RANDOM SELECTION PROBABILITIES
vs NUMBER OF DESCRIPTORS IN QUIZ

D(L, .4, 10, '2)

0.331
0.121
0.048
0.021

_ W N -

16




YI OPTIMUM SYSTEM DESIGN

If Model I is adopted as a description of the physical system, the
random selection probabilities calculated as above may be used as a basis
for optimum design of a document coding system. The approach taken will
depend on which parameters are assumed fixed and which variable, and on

the costs associated with varying parameter values.

To take a single example, suppose that the field length F is fixed,
and the probability distribution i of the numbers of descriptors used to
code file entries is known. Then if the cost of varying the number N of
ones in a descriptor is neglected, the optimum value of N for a quiz of
a given number of descriptors is found by determining that N which minimizes
the random selection probability D (L, M, F, N) (subject, of course, to
the practical restriction that the resulting available vocabulary size
V(F,N) be large enough to meet the requirements of the system). If the
minimum random selection probability found for a given L is too large,
then one must conclude, if no other parameters are to be changed, that
a larger number of descriptors must be combined to perform a quiz. If,
on the other hand, a probability distribution [ of the number of descrip-
tors combined to perform quizzes of the file is given, then the optimum
value of N is that which minimizes D (L, M, F, N).

To consider another example, suppose that the distribution Ml of the
number descriptors combined to form file entries is given, and that the
system is required to perform searches on a minimum number L of descriptors
in a quiz, with a random selection probability not exceeding E. If any
desired field length F may be used at an increasing cost C,(F) and any
desired N may be used at an increasing cost C,(N), then the optimum values
of F and N will be those which minimize C,(F) * C,(N), subject to the
restriction D (L, M, F, N) <E.

In a similar manner, other optimization problems may be formulated,

as appropriate to the particular design conditions encountered.

17



VII IMPROVED MODELS

Models I and II fail to take into consideration the fact that, in
the usual document coding system, only a small portion of the potential
vocabulary V(F,N) of descriptors 1s actually used in constructing file
entries, and consequently in constructing quizzes of the file. As a
step toward a more realistic mathematical model, one might assume that
a restricted vocabulary of a specified size is selected at random from
the potential vocabulary, sampling without replacement. Then a random
file would be constructed by selecting groups of descriptors at random,
with equal probability, from this restricted vocabulary, sampling either
with or without replacement. A quiz would be constructed from the
restricted vocabulary in the same manner. It is conjectured that an
analysis of this model would indicate higher random selection rates than
obtained with Models I and II.

An additional refinement of the mathematical model would be to select
file entry descriptors and quiz descriptors from the restricted vocabulary
according to a probability distribution approximating the frequency of

usage of descriptors in an actual file. It is conjectured that this

refinement would further increase the calculated random selection rates.
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How to Design the Superimposed Code

For relatively small retrieval systems, the user
can generally adapt the systems and code param-
eters found to be successful by other users. How-
ever, for newer retrieval systems that require high
performance of the superimposed coding system,
a special study and code design may be in order.
The design procedure is relatively simple, and con-
siders the following parameters:

C the number of items in the total collection
L the anticipated lower bound of the num-
ber of descriptors normally used for
searching
the anticipated upper bound of the num-
ber of descriptors normally used for in-
dexing
the tolerable noise ratio = E,,../C
the maximum number of false drops with
L search descriptors
the length of the single fixed field for the

superimposed code

In terms of these parameters, each descriptor code
pattern should contain m marks (or binary ones),

where
- <(%) (—logs R)>
-((7) a0 -togio )

where the symbols ( ) mean that the nearest inte-
gral value is to be taken. The least number of sites
(F) that must be used to contain M descriptors is

F = (1.445mM )

For a sample calculation, assume the following pa-
rameters:

File gize (C) = one million items

Minimum number of descriptors used for
searching (L) = 3

Maximum number of descriptors used to
index each item (M) = 12

Maximum number of false drops tolerable
with L search descriptors (Ep.) = 100

48 Mooers, C. N., The Application of Simple Pattern In-
clusion Selection to Large-Scale Information Retrieval Sys-
tems, Technical Bulletin No. 131, Zator Co., Cambridge,
Mass. (April 1959), AD-215 434.

Coding: The indexing shorthand / 67

Tolerable noise ratio (R) = Epu/C

-&=£9=10—4

(o 108

" = <(%) (3.31)(~logse 10—4)> i

R

= (32 (=1)loge 10

= (3 -n(-0)
= (441)
=4

F = (1445 (4) (12) )
= (69.36 )
= 69

Repeating this computation procedure for several
different values of M, while keeping the same values
of C, L, and E . for this example, gives the follow-
ing results: ‘

Max. No. of  Required

Descriptors No. of Marks  No. of Code
Used to per Positions

Index Each  Descriptor Required
Item (M) (m) (F)

3 14
6 29
12 69
20 96
40 191

The size of the coding field required, F, also varies
with the size of the file. This slight variation is
shown in Fig. 3-16, which illustrates the degree to
which the specification for E,.. influences the size
of coding field required.
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Barrett, J. A, and M. Grems, “Abbreviating Words Sys-
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1960).

Bemer, R. W., “Do It By the Numbers—Digital Shorthand,”
Communications of the Association for Computing Ma-
chinery, Vol. 3, No. 10, pp. 530-536 (October 1960).
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10 DIMENSION M(C3)5C¢ SYSECT) Z
20 I NTEGER M, E,C,LM, F /gg
30 REA. R £5.

40 P RINT, "M

50 INHJT:(M(IM)JIM=113)

60 P RINT,"(C"

70 INH]T’(C(IC))IC-‘l)S)

80 P RINTs “"E"

90 INHJT:(E(IE),IF,:l! o)

100 DO 10 IM=1,3

110 PRINTSs M=, MCIM)

120 DO 10 IC=1,5

130 PRINT, "C=",C(ID)

140 DO 10 IE=1,7

150 H=FLUAT(E(IE))/FLUAT( CCIC))
160 Lf"F(10/3-*3031*-434294*('1.06(}?)))+oS
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180 10 PRI NT, "E=", ECIE), "l =", LMs NE=", F !
190 STOP

1]

-~
BYE SN

*¥* OFF AT 12:04 CY WED 10/04/67.

QeI Sy T Siplinn;

CHarrrs Eouenye

BYE

**x OFF AT 12:04 CY WER10/04/67.



(4277 SUPERIMPOSABLE PUNCHED
CARDS AS A MEANS
OF REFERENCE TO PERIODICALS

In periodicals libraries, the problem of informing readers of the titles of
available reviews is dealt with in a variety of ways, influenced by the number
of titles and the characteristics of the collection. The simplest solution is to
supply the reader with a list or card-index in which he will find the titles
corresponding to what he wants. But when the number of reviews is con-
siderable, searching becomes a difficult and lengthy business if the classification
is based on a single characteristic (uni-dimensional classification). Let us
suppose, for instance, that the reader is seeking information about reviews
in German dealing with popular biology. Arrangement by languages will
give him a complete list of reviews published in German, from wE‘i:h he
will have to pick out those concerned with biology; having selected these, he
will have to go through them again, to discover those which, besides being
in German and dealing with biology, are also ‘popular science’ reviews. In
brief, what the reader wants is to find several characteristics combined in
a single review; and the problem is to find a document which combines the
various conditions required.

Irrespective of the number of documents to be filed, the solution lies in the
use of mechanical methods of selection. These methods are based on a very
simple principle: the recording on a punched card (IBM, for instance),
or on film,! of the distinctive features of each document, and the selection
of all cards in the index which present all the desired features, But the method
in general use in certain documentation services has one drawback—it requires
expensive and bulky sorting machines, and a specially trained staff.

f’fu possible, however, to adopt another system, for which no machines are
required: this is the system of superimposable punched cards, to which we
at the Scientific and Technical Documentation Division of the National
Research Centre of Egvpt have had recourse in other instances.?

SUPERIMPOSABLE PUNCHED CARDS

This method is based on the following principle. Each document (review) is
given a serial number, which may be simply its entry number; this number
may also correspond to the document’s ition on the shelves, which will
make it easier to find. We use IBM ca but each card corresponds to a

ticular feature and not, as usual, to a particular document. We shall, for
instance, have one card for English language reviews, another for those dealing
with philosophy, etc.—in short, one card for each characteristic which may
facilitate the search for a document. A single perforation denotes the serial
number of each document. That number is expressed by a system of co-ordinates.
The column indicates the hundreds and the tens of the number, and the
position of the perforation in the column indicates the units (Fig. 1).

The card for the English language reviews will be perforated in the squares
corresponding to the numbers of those reviews. An advantage of this card is
that the numbers of reviews with any particular characteristic can be singled
out immediately. There is one drawback, however—a card cannot take more
than 800 reviews, so that a fresh card must be started for each batch of 8oo
reviews.

1. J. Samnain. Onde #Hectrigue (1958), XXX VI, p. 6715,
2. J. Garrido, Bull. Sec. frang. Miner. Crist. (1854), LXXVII, p. 989-05.

I'nesco bull. libr., vol. X1I, no. 10, October 1958,
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SELECTION

Let us now suppose that we wish to select reviews combining two different
features; we take the two cards corresponding to these two features, and by
placing one on top of the other we obtain the necessary information, since
the squares corresponding to reviews possessing both features will have been
perforated on both cards. This method is, in fact, based on the same principle
as the Cordonnier system, but it has the further advantage of using standard
IBM cards, which are easy to reproduce, though it has the drawback of
limited capacity,

This method is practical for collections containing comparatively few
documents, characterized by features which are not capable of expression ina
linear series. That is why we have adopted it for reference to reviews.

The distinctive features which we have selected for our collection of reviews
come under the following headings: scientific speciality (82); country of

ublication (59); language (23); type of review (7); year of publication (88);
requency (13).

We have selected a total of 275 different features. Fach card represents
one feature and consists of two sections—one showing the numbers corres-
ponding to the reviews, and the other, at the top of the card, containing
certain extra perforations, the number of the card and the number of the series.

The production of the cards is an casy matter with the use of IBM machines.
The first step is to make out a set of cards, with one card for each review;
on each card we record, in code, all information relating to the corres nding
review- —i.e., all the distinctive features it displays, By the use of IBM sortin
apparatus, we then pick out all the cards which have a common feature, an
thus discover which numbers should appear on the card corresponding to
that feature.

We have adopted this method for our collection of reviews, which contains
about 1,500 titles, and it has been found useful both by the staff of the library
and by readers, who soon learn how to employ it

' 8ok et ; .:._if!|5’*!e§i!;gy
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STANFORD RESEARCH INSTITUTE

To: Date: October 19, 1965

From: Charles P. Bourne Location: 314 A

Subject: Note on Coding Method Suggested at October 1965 Answering:
FID Conference by Dr. Pratt, National Cancer Institute,
Washington, D.C.

3 5 Assign a unique binary number to each term in the dictionary, e.g.,

DICTIONARY TERM CODE NOTATION
1. APPLES 2°
2. BEARS 2t
N. ZEBRAS 2N

2, Code a document by summing all the weights for the relevant terms,
E.g.,
APPLES 1
BEARS 10
11 COMPOSITE INDEX TERM
3. A large dictionary leads to large numbers. (E.g., 2000th term = 22000).
The 315th term requires a 95-digit decimal number,
Some of this can be avoided by assigning the low value codes to the most

frequently used terms.

4, This work is more suited to binary computers with chained work, than to

decimal machines,

L This notation seems to be the same as a non-ambiguous superimposed code--
suggested earlier by others but rejected because practical problems of

implementation.
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ABSTRACT

In the design of single-field superimposed coding systems for
information retrieval, it is necessary to obtain estimates of the average
number of unwanted entries that will be selected from a document file
during a search. It has been customary to base these estimates on ap-
proximate solutions of a mathematical model of the system, In this
report, a computational procedure for obtaining an exact solution of
this mathematical model is described; this procedure is based on an ap-

plication of the theory of Markov processes.

e
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RANDOM SELECTION RATES FOR SINGLE-FIELD
SUPERIMPOSED CODING

I INTRODUCTION

Several procedures have been proposed for coding the contents of
documents in a file so that those pertaining to a selected combination
of categories can be identified by a subsequent search. In one method
in use, the ‘“Zatocoding" system,!® each subject category is represented
by a unique pattern of N ones (i.e., marked positions) in a field of
fixed length F, called a descriptor; the balance of the field is filled
zeros. These descriptors are originally chosen at random from the col-
lection of all V(F,N) = (N) = F!'/N\ (F - N)! possible descriptor patterns,
called here the vocabulary. The individual subject descriptors for each

document are combined, by taking their logical sum, into a composite

descriptor for the document.

To perform a quiz of the file to identify those documents pertaining
to a specified combination of subjects, the descriptors for these subjects
are combined by forming their logical sum, and the search process locates
those file items having descriptors containing a one in every position

in which the quiz descriptor has a one.

For example, a particular document might be coded as pertaining to

3

subjects A, B, C, and D, as follows:

1001000000 Subject A
0100000010 Subject B
0010100000 Subject C
0001000010 Subject D
1111100010 Composite Descriptor.

¥ References are listed at the end of the text,



Then if the file is searched for all documents pertaining to both

subjects B and D, the composite descriptor

0100000010
0::0:0:1 10 000:0; 10

00110 000 001 0

formed by taking the logical sum of the descriptors for subjects B and

D, will select the above document.

In addition to the desired file entries, the search process will
ordinarily result in the selection of some entries which do not correspond
to the quiz. The average proportion of the file appearing as unwanted
selections can be controlled in the original design of the system. In-
creasing the field length, F, will reduce the proportion of unwanted
selections, at the expense of handling descriptors of increased length.
Increasing the number of descriptors combined to form the quiz will also
reduce the proportion of unwanted selections, but at the same time it
will increase the likelihood that a desired file entry would be over-
looked in the search. Similarly, a change in any of the other design
parameters will result in a change in the proportion of unwanted selec-
tions. However, in order to determine the set of design parameters
which is optimum for a given set of cost functions, it is first necessary
to be able to estimate the average proportion of the file which will be

selected as unwanted entries during.a search,

One approach to estimating the proportion of unwanted entries se-
lected is to describe the system by an idealized mathematical model, and
to calculate the proportion on the basis of this model. This approach
is taken here. Another possible approach would be to collect experience

data from systems in actual use,

In the mathematical model treated here, it is assumed that the file
being searched is composed of a small number of desired entries, cor-
responding to the quiz performed, and with the balance of the file made
up by combining descriptors selected at random, independent of the search
descriptors. Ordinarily the probability of constructing an additional
desired entry by this random process is very small compared with the

probability of constructing an entry that will be selected as unwanted



by the search process;‘ thus, the former probability is neglected, and
the probability of selecting an unwanted entry is estimated by the proba-

bility of selecting an entry from a randomly constructed file.

In one model, referred to here as Model I, it is assumed that the
sampling process used to construct the random file is carried out with
replacement. Under this assumption, Wise? has derived an approximation,

! an upper bound, to the probability of selecting an unwanted

and Mooers
file entry these calculations are both based on the average number of
ones in a file entry descriptor. However, in order to calculate the exact
probability of selecting an unwanted file entry, one must determine first
the actual probability distribution of the number of ones in a file entry
descriptor. A method is given here for obtaining this probability dis-
tribution, and the use of this distribution in the calculation of random
selection probabilities is demonstrated. The approach used is basically
that indicated in an earlier paper by Mooers.® The mathematical model
implied in Mooers’ paper is here formulated explicitly, and the theory

of Markov processes is used to formulate practical computation procedures.

The alternative model in which the sampling process used to construct
the random file is carried out without replacement, referred to here as
Model II, has been studied by Orosz and Takécs.” They derive the proba-
bility distribution of the number of ones in a composite descriptor for

that model.

For the range of parameter values of usual interest, Models T and II
lead to essentially identical probability distributions. Model I is
adopted here, since it appears easier to use in computing actual numerical

results.

The method of calculating random selection rates, using the proba-
bility distribution determined according to either Model I or II, is shown
in Sec. II. In Sec. IIl, the method of computing the probability distri-
bution of the number of ones in a composite descriptor under Model I is
derived. In Sec. IV, the results forModel Il are stated without proof.

A simple example is carried out in Sec. V to illustrate the calculation

of probability distributions and random selection rates under Model I.

In Sec. VI, the possible use of the results of this analysis in the design
of an optimum system is discussed briefly. Finally in Sec. VII, possible

modifications to improve the mathematical model are suggested.

* For Model 11, the probability of constructing an sdditional desired entry, is (:: :)Az). For Model 1,
this probability isx even slightly smaller.

3




II CALCULATION OF SELECTION RATE

First, a method will be shown for calculating the probability of
selecting a random file entry with a given number of ones in its composite
descriptor as a result of a search composed of a given number of ones.
Then this calculation is extended to the case in which the number of
ones in the file entry and in the search are given as random variables

with known probability distributions, rather than as fixed numbers.

Suppose that a search of the file is being made, with exactly j ones
in the composite search descriptor. Then if a file entry with exactly 1
ones in its composite descriptor is chosen at random, with each of the (L)
possible patterns of the i ones equally likely, the probability that the

file entry will be selected by the search 1is

R }(F) for 0 j <1 and NS i L F

(1)

0 otherwise

These values can be arrayed in an F + 1 by F + 1 selection probability
matrix R(F); as indicated, this matrix is a function only of the field

size F.

Now if one descriptor is selected at random from the total vocabulary,
it will have N ones, with probability one If a second descriptor 1is
selected at random from the total vocabulary and combined with the first
to form a composite descriptor, thenumber of ones in the composite
descriptor is not known with certainty. However, the probability distri-
bution for the number of ones can be computed. Methods for computing
this distribution under two different assumptions are shown in Secs. III
and IV. This distribution can be arranged as a F + 1 by one column

matrix Q(2, F, N), with elements

Q: 2(F, N) = Pr(i ones in composite of 2 descriptors, (2)
4 each with N ones in a field of length F).
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Similarly, the probability distribution of the number of ones in the
composite descriptor after K descriptors have been combined can be repre-
sented as an F + 1 by one column matrix Q(K, F, N); as indicated, this

distribution is a function only of K, F, and N.

If it is assumed that each file entry descriptor is formed by com-
bining exactly M vocabulary descriptors, the number of ones in the
composite descriptor for a file entry will have a probability distribution
which can be represented as above by the column matrix Q(M, F, N). If
this matrix is pre-multiplied by the transpose R*(F) of R(F), then the

resulting F + 1 by one column matrix
S(M, F, N) = R'(F)Q(M, F, N) (3)
will have as its elements

S,(M, F, N) = Pr(selection of a randomly chosen file entry, given
that the search descriptor contains exactly i ones)

(4)

"
" Mm

R 0 (F, W)

J
In the design of information retrieval systems, these values are useful
in estimating the expected rate of selecting unwanted file entries during
a search on a quiz descriptor containing i ones. Methods of calculating
an approximate value of S (M, F, N) are given by Mooers! and Wise;? these
approximations are based on the mean number of ones in a file entry
rather than on the probability distribution of the number of ones. (In
a later paper,3 however, Mooers suggests calculating the exact selection

rate by essentially the method followed here.)

A problem closely related to the above is that of estimating the
expected rate of selecting unwanted file entries during a search on an
arbitrarily chosen descriptor formed by combining L vocabulary descriptors.
The theoretical analysis given here leads to a useful answer to this
problem. If a quiz descriptor is formed by combining L descriptors,
chosen at random from the vocabulary, the probability distribution of
the number of ones in the quiz descriptor can be represented by the
column matrix Q(L, F, N). Then the probability of selecting an arbi-

trarily chosen file entry using this arbitrarily selected quiz is given
by the single number




D(L, M, F, N) = Q'(L, F, N)S(M, F, N)

= Q'(L, F, N)R'(F)Q(M, F, N)

F F
2 2Q, ,(F, R, .(FIQ; ,(F, N) . (5)
i=0 ;=0 Y 5 f

To understand the meaning of this number, it may help the reader to con-
sider the following conceptual experiment. Suppose that a sample of size
M is selected at random from the vocabulary, where all possible samples

of size M are equally likely to be drawn. Then suppose that a second
sample of size L is selected at random from the vocabulary, where all
possible samples of size L are equally likely. If the composite descriptor
for each sample is constructed by forming the logical sum of the individual
descriptors for that sample, D(L, M, F, N) is the probability that the
composite descriptor for the sample of size M has a one in every position
for which there is a one in the composite descriptor for the sample of

size L. It is not specified at this point whether or not a sample may
contain duplications of descriptors, i.e., in the usual terminology,
whether the sampling is done with replacement or without; this difference
in concept distinguishes the approaches used in Secs. III and IV, respec-

tively, to calculate the probability distributions Q(K, F, N).

The above analysis can be extended to the case in which the file
entries are not all coded with the same number of descriptors. If the
maximum number of descriptors used is H, and if the probability distri-
bution of the proportion of entries with each number of descriptors is

given by the H by one column matrix M, where
m, = Pr(M = k) for R = L 20 Cien H ; (6)

then the probability of selecting an arbitrary file entry with a quiz

composed of L descriptors is given by

"

D(L, N, F, N) Q*(L, F, N)R*(F)Q(F, N)Il

Q, ,(F. MR, .(F)Q, ,(F, N)n, (7)




In this expression, Q(F, N) is the F + 1 by H matrix with columns

Q(1, F, N), Q(2, F, N), ... Q(H, F, N). Similarly, if a variable number
of descriptors are combined in forming searches of the file, and if the
probability distribution of the proportion of quizzes with each number
of descriptors is given by the H by one column matrix L, then the proba-

bility of selecting an arbitrary file entry with an arbitrary quiz is
DL, M, F, N) = CYQt(F, N)R*(F)Q(F, N)n

r

F H H
ey sy Ey ‘NIR:. AF n
i=0 §=0 k=1 1:1’Qu'( N) =.J( )Qj.i B




ITI PROBABILITY DISTRIBUTION OF NUMBER OF ONES
IN COMPOSITE DESCRIPTOR--MODEL I

In this section, the probability distribution Q(K, F, N) of the
number of ones in a composite descriptor formed by combining K descriptors,
each with N ones, selected at random with replacement from the total
vocabulary, is obtained. Each of the VX/K! possible samples are considered

to be equally likely.

If the sequence {Y(K)}, (K = 1, 2, ...), of random variables is con-
sidered, where Y(K) represents the number of ones in the composite
descriptor after K descriptors have been combined, then it is observed
that the sequence {Y(K)} forms a Markov chain with stationary transition
probabilities (see Chapt. XV of Feller®). In other words, the random
variable Y(K + 1) given Y(K) depends only on the value of Y(K), and not
on K or on the values of Y(1), Y(2), ..., Y(K = 1). The one-step Markov
transition probabilities for this process are given by the F + 1 by F + 1

matrix P(F, N) with elements

( : )(F : i)
N-j+i)\j-i] ¢ e A LR
] i/ \J v o, ] (9)

F) and 1
N

Pr(addition of one descriptor increases the
number of ones in composite from i to j),

"

P, ;(F, N)

3

"
—
~

where the usual extended factorial function is used to evaluate the
binomial coefficients. It should be noted that the matrix P(F, N) depends
on F and N, but not on K. If the F + 1 by one matrix Q(K, F, N) 1is
identified with the probability distribution of Y(K), then these proba-

bility distributions are obtained by successively forming the matrix

products

"

P*(F, N) Q(1, F, N)
P*(F, N) Q2, F, N)

Q(2, F, N)
Q(3, F, N) (10)

QK + 1, F, N)

P*(F, N) K, F, N)



where the initial distribution Q(1, F, N) 1is

Q, ,(F, N) = (11)

0 otherwise.

The mean and variance of Y(K) can be calculated from the distribution
Q(K, F, N), once it is obtained. However, it is also possible to obtain

them by a different line of reasoning, without computing the explicit
distribution of Y(K).(see Chapt. IX of Feller?®). If

1 if the ith position of composite
X (K) = descriptor has a one (12)
0 otherwise
for
e IR i,
then
F
Y(K) = 2 X (K)
i=1
Also,
PriX,(K) = 1] = 1-PrlX (k) = 0]

= 1 - Pr(zero in ith position for all K descriptors)

F - N\F _
= 1= F fior. 3 = R OeRi o SNl g (13)

hus the mean of Y(K) 1is

E[Y(K)]

1
™M
m

'><
=

"

)

2 substitutes this mean into Eq. (1) (as i) to obtain an approximation

Wise
for Eq. (3). He appears to first round the value of the mean to the

nearest integer: However, it should be noted that there is no need to

9




round, since the function on the right side of Eq. (1) can be extended
in the usual way to non-integer values of i, using the extended factorial
or gamma function, It is likely that use of the unrounded mean would

reduce the approximation error in most cases,

Continuing as above, the variance of Y(K) is

E{Y(K) - E[Y(K)])}?

F F
E({ZIA"(K) = E[Y(K)]}{ZLX] (K) - E[Y(K)]})
i= 1=

EE[X‘(K)XJ(K)] - {E[Y(K)]}? . (15)
17

Var[Y(K)]

(1]
" Mm

> ELXT(K)] +

t

The first term on the right side of this equation is evaluated as

I M

F
IE[Xf(K)] = ZP XK - 1]1- = EYK)] . (16)

i

The second term is

1]
—
>
"
p—
~

3 E[X, (K)X; (K)] > Pr(X,
=) t7)

= 2 Pr{X,
i¥)

. = SR E I
re-ofi- (52 - (-2

(17)

"
=
=
©
~
N
>
-

"
e
S

L}
i
&

Thus, substituting Eqs. (14), (16), and (17) into Eq. (15), and simpli-

fying, the result

10




Var[Y(K)]

is obtained.

evaluate than

F(F - N)"E F(F B N)" : 1)(F -1- N)”

= - —_— + - —

F F ( F -1
— N\K x

= F(_F .A_) i':‘ <K)Nk 1 - 1 ( 18)
F k=2\k I )L Fh-1

The second line form of Eq. (18) is sometimes easier to

the first.

11




IV PROBABILITY DISTRIBUTION OF THE NUMBER OF ONES
IN COMPOSITE DESCRIPTOR—MODEL II

In the previous section, it was assumed that composite descriptors
were formed by selecting descriptors at random from the total vocabulary,
sampling with replacement. In other words, the possibility that not all
descriptors selected to form a composite were different was admitted.
Here, the assumption is made that all of the descriptors selected are

different.

Orosz and Takacs® consider this model for the more general case of
an arbitrary number of subfields. For the present case of a single

field, they obtain the probabilities

V(F - j,N))
K

Q: (F,N) = (F) 3 (=1 T8 ( : )_ﬁ________;_ (19)
i,k (F s ; F - j (vu‘,N)‘)
k
corresponding to the Ql,k(F,N) of Model I above, where

I,’_
V(F = j,N) = ( Nj) forit = 0y 1) cay B =N (20)

is the vocabulary size if i specified positions are zero in each descriptor.

They show that the mean of this distribution 1is

(V(F - 1,N»
D K
ALY DI RS R b (21)

(V(F,Na
K

and the variance 1s

(V(F - 2,N)> (V(F - 1,N)> (V(F - 1,1v))
K

e SO k

(V(F.N)) (V(F - 1,N)) (wr,m)
K K K

12

var [Y'(k)] = F(F-1)

(22)




From the point of view of describing the underlying information
coding process, Model II is probably preferable to Model I. Duplications
in descriptor assignment in Model I result in a small downward shift in
the probability distribution of the number of ones in the composite
descriptor, as compared with Model II, thus increasing the values in
the selection matrix S(M, F, N) given by Eq. (3). However, this change
will be very slight in the parameter range of usual interest. The
probability that a file entry composed of M descriptors, selected at

random with replacement, contains one or more duplications of descriptorsis

(V(F,N))
k ! M
P_'(duplication) = 1 = =————— g (23)
V¥(F,N)
M!
For example, for F = 40, N = 4, and M = 6,
40
V(40, 4) = (1 ) = 01,390
and
P (duplication) FNE 1) 0.000164
uplicatio e .
r P n z‘I(F’N)

This probability is negligible,

From the point of view of ease of computation, Model I appears to
be at an advantage with respect to Model II. Thus Model I is used here
to obtain the probability distributions for use in computations of random

selection probabilities.
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V EXAMPLE OF COMPUTATION OF RANDOM SELECTION PROBABILITIES

Here, the calculation of random selection probabilities is shown in
detail, under the assumptions of Model I. The case F = 10, N = 2, and
M = 4 will be considered; small numbers are chosen so that the various

arrays can be shown in full detail.

For this case, the one-step Markov transition probability matrix
P(10, 2) is given by the entries Pi.l(lo’ 2) in Table I. Then the proba-
bility distributions Q(K, 10, 2) for the number of ones in the composite
of K descriptors, calculated according to Eq. (10), are given by the
entries Qi,h(lo’ 2) in Table II. The matrix R(10) of selection proba-
bilities, calculated from Eq. (1) is given by the entries Ri‘j(F) in
Table III, where i represents the number of ones in the composite file
descriptor and j represents the number of ones in the composite quiz
descriptor., The symmetry of this matrix about the 45 degree angle should
be noted.

Forming the random selection probabilities S(4, 10, 2) according to
Eq. (3), one obtains the values S,(4, 10, 2) shown in Table IV. The
entries S (4, 10, 2) give the probability of selecting a file entry by
chance with a quiz containing it ones. Values computed by two approxima-
tion methods are also listed in Table IV for comparison. Then calculating
D(L, 4, 10, 2) according to Eq. (7), one obtains the probability of
selecting a randomly chosen file entry with a quiz composed of L descrip-

tors; these probabilities are listed in Table V.

These calculations have been programmed in ALGOL, and tables run on
the Burroughs 220 computer for a number of cases of interest. The results
indicate in general that the Wise approximation underestimates and the
Mooers upper bound overestimates the random selection probabilities. As
an example, for a field of length 40, 2 ones per descriptor, file entries
each composed of 10 descriptors, and a quiz with 12 ones, the actual
selection probability is 1,15 X 10™%, the Wise approximation is 3,48 X 10°9,
and the Mooers upper bound is 1,74 * 1073. If one wishes to use the
present model as a basis for system design, it would appear desirable to

calculate exact probabilities.
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TABLE I
ONE- STEP MARKOV TRANSITION PROBABILITIES P j(IO. 2)

0 1 2 3 4 5 6 7 8 9 10
0 1.000
1 0.200 | 0.800
2 0.022 | 0.356 | 0.622
3 0.067 | 0.467 | 0.467
4 0.133 | 0.533 | 0.333
5 0.222 | 0.556 |0.222
6 0.333 | 0.533 | 0.133
7 0.467 | 0.467 | 0.067
8 0.622 [ 0.356 | 0.022
9 0.800 {0,200
10 1.000
TABLE 11
PROBABILITY DISTRIBUTIONS Q(K, 10, 2) OF NUMBER OF ONES
K= 1 2 3 4
1 =0
1
2 1.000 0.022 0.000 0.000
3 0.356 0,032 0.002
4 0.622 0.263 0.050
5 0.498 0.265
6 0.207 0.433
7 0.221
8 0.028
9
10
Expected Value 2.000 3.600 4,880 5.904
Variance 0.00 0.28 0.59 0.81
TABLE 111
SELECTION PROBABILITIES Ri')(IO)
0 0 1 2 3 4 5 6 7 8 9 10
0 | 1.000
1 1.000 | 0.100
2 1.000 | 0.200] 0.022
3 1.000) 0.300 | 0.067 | 0.008
4 |1.000(0.400| 0.133 | 0.033 | 0.005
5 |]1.000)| 0.500| 0.222 | 0.083 | 0.024 | 0.004
6 |1.000)0.600| 0.333| 0,167 | 0.071 | 0.024 | 0.005
7 1.000) 0.700| 0.467 | 0.292 | 0.167 | 0.083 | 0.033 | 0.008
8 | 1.000) 0.800] 0.622 | 0,467 | 0.333 | 0.222 | 0.133 | 0.067 | 0.022
9 | 1.000(0.900( 0.800 | 0.700 | 0.600 | 0.500 | 0.400 | 0.300 | 0,200 |0.100
10 1.000| 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |[1.000 | 1.000
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TABLE 1V

RANDOM SELECTION PROBABILITIES vs NUMBER OF ONES IN QUIZ

S‘(4. 10, 2) WISE APPROX. ' MOOERS APPROX, t

"
o

oo Cocooo

W00 N W e W N e

.331 0.322 0.349
.173 0.157 0.206
.084 0.065 0.122
.036 0,021 0.072
.013 0.004 0.042
.004 - 0.001 0.025
.001 0.000 0.015

[ Using expected

Approx. Sl-(4. 10, 2) =

value of 5,904 ones per file descriptor,
(5.904)
i
Loy
i

1 Using expected value of 5,904 ones per file descriptor,

5.904 \'
Approx, S'.(nt, 10, 2) =

10

Mooers gives this formula as an upper bound for SI(H. F, N

TABLE V

RANDOM SELECTION PROBABILITIES
vs NUMBER OF DESCRIPTORS IN QUIZ

D(L, 4, 10, 2)

0.331
0.121
0.048
0.021

- W N -
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VI OPTIMUM SYSTEM DESIGN

If Model I is adopted as a description of the physical system, the
random selection probabilities calculated as above may be used as a basis
for optimum design of a document coding system. The approach taken will
depend on which parameters are assumed fixed and which variable, and on

the costs associated with varying parameter values.

To take a single example, suppose that the field length F is fixed,
and the probability distribution M of the numbers of descriptors used to
code file entries is known. Then if the cost of varying the number N of
ones in a descriptor is neglected, the optimum value of N for a quiz of
a given number of descriptors is found by determining that N which minimizes
the random selection probability D (L, M, F, N) (subject, of course, to
the practical restriction that the resulting available vocabulary size
V(F,N) be large enough to meet the requirements of the system). If the
minimum random selection probability found for a given L is too large,
then one must conclude, if no other parameters are to be changed, that
a larger number of descriptors must be combined to perform a quiz. If,
on the other hand, a probability distribution [ of the number of descrip-
tors combined to perform quizzes of the file is given, then the optimum
value of N is that which minimizes D (L, M, F, N).

To consider another example, suppose that the distribution M of the
number descriptors combined to form file entries is given, and that the
system 1s required to perform searches on a minimum number L of descriptors
in a quiz, with a random selection probability not exceeding E. If any
desired field length F may be used at an increasing cost C,(F) and any
desired N may be used at an increasing cost C,(N), then the optimum values
of F and N will be those which minimize C,(F) + C,(N), subject to the
restriction D (L, M, F, N) < E,

In a similar manner, other optimization problems may be formulated,

as appropriate to the particular design conditions encountered.
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VII IMPROVED MODELS

Models I and II fail to take into consideration the fact that, in
the usual document coding system, only a small portion of the potential
vocabulary V(F,N) of descriptors 1s actually used in constructing file
entries, and consequently in constructing quizzes of the file. As a
step toward a more realistic mathematical model, one might assume that
a restricted vocabulary of a specified size is selected at random from
the potential vocabulary, sampling without replacement. Then a random
file would be constructed by selecting groups of descriptors at random,
with equal probability, from this restricted vocabulary, sampling either
with or without replacement. A quiz would be constructed from the
restricted vocabulary in the same manner. It is conjectured that an
analysis of this model would indicate higher random selection rates than

obtained with Models I and II.

An additional refinement of the mathematical model would be to select
file entry descriptors and quiz descriptors from the restricted vocabulary
according to a probability distribution approximating the frequency of
usage of descriptors in an actual file. It is conjectured that this

refinement would further increase the calculated random selection rates.
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DESIGN OF AN EXPERIMENTAL MULTIPLE
INSTANTANEOUS RESPONSE FILE* Y

E. L. Younker,C. H. Heckler, Jr., D. P. Masher, and J. M. Yarborough
Stanford Research Institute
Menlo Park, California

SUMMARY

An experimental model of an electronic ref-
erence retrieval file in which all file entries are
interrogated simultaneously has been designed
and constructed. The experimental model is
designed to store and search on a file of indexes
to 5,000 documents. A document index consists
of a decimal accession number and up to eight
English word descriptors that are closely re-
lated to the contents of the document. The
vocabulary required to describe the documents
is held in a machine dictionary that has a
design capacity of 3,000 words. In the model
delivered to the sponsor, Rome Air Develop-
ment Center, the storage capacity is only par-
tially used. The specification for the delivered
model calls for the storage of approximately
1,100 documents that were selected from the
ASTIA (now DDC) Technical Abstract Bul-
letin and of the vocabulary needed to describe
them (about 1,000 words). The document in-
dexes and the dictionary words are stored in
wiring patterns associated with arrays of
linear ferrite magnetic cores.

A search question, consisting of one to eight
descriptors in their natural English form, is
entered by means of an electric typewriter.
During entry of the search question, the dic-
tionary magnetic store is interrogated by the

alphabetic code of each search word. If a word
is not contained in the dictionary, it is auto-
matically rejected. After all words of the
search question have been entered, the docu-
ment magnetic store is interrogated by the
search question in superimposed code form.
The comparison between the search word and
the document indexes is made for all documents
simultaneously and the machine instantaneously
determines if any documents in the file in-
clude the search question. If there are none,
the machine indicates visually that there is no
response. If there is at least one, the machine
counts the number of responding documents
and displays this number. Then it types out
the indexes of all responding documents on the
same typewriter that was used to ask the
question.

INTRODUCTION

Memories that can be searched in parallel
and from which stored information is retrieved
on the basis of content have received consider-
able attention for application to retrieval file
problems.’ 2. 3.4 This paper describes the de-
sign of an experimental retrieval file based on
the work reported by Goldberg and Green.?
Since the contents of the semipermanent mag-
netic memory used in the experimental file can
be searched in parallel and multiple responses

The work described in this paper was supported by Rome Air Development Center under Contract AF 30(602)-

L
2772,
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to the search question are permitted, the system
is called MIRF—Multiple Instantaneous Re-

sponse File.’

LOGICAL ORGANIZATION OF THE MIRF
SYSTEM

The logical organization of the experimental
MIRF system is illustrated by Fig. 1. Infor-
mation pertaining to the document indexes and
to the descriptors used in the document indexes
is contained in two major units called MIRF
units. A MIRF unit is basically a magnetic
memory in which information is permanently
stored in the wiring associated with the mag-
netic cores. The Document MIRF is the
principal element of the system. It contains
for each stored document index the document
accession number and the descriptors (in
coded form) that describe that document, as
well as a superimposed search code that is used
in the searching process. The Dictionary MIRF
has two functions. During the input phase of
operation it translates the alphabetic code of
the English word descriptor that is entered
from the typewriter into the binary serial
number assigned to that English word for use
inside the machine. During the output phase,
the Dictionary MIRF translates the binary
serial number of a word that is obtained dur-
ing a search into the alphabetically coded form
of that word.

After the binary serial number of an input
English word has been generated, this binary

VISUAL DISPLAY
YES/NO
YES RESPONSE
COUNT
DICTIONARY MIRF DOCUMENT MIRF
DESCRIPTOR | DESCRIPTOR ACCESSION | SUPERIMPOSED | DESCRIPTOR
ALPHABETIC SERIAL NUMBER CODE SERIAL
CODE NUMBER SECTION SECTION NUMBER
SECTION SECTION SECTION
sgom DESCRIPTOR
SELECTOR
GENERATOR
2 |
INPUT -OUTPUT
TYPEWRITER CONTROL

Figure 1. Simplified Block Diagram of MIRF
Experimental Model.

number is translated by a logical process in the
Search Code Generator into a search code that
is assigned to the particular English word.
The search codes of successive words of a search
question are superimposed by adding them to-
gether, bit by bit by an inclusive-OR operation.
When the search question is complete, the
superimposed search code of the question is
compared with the superimposed code section
of the Document MIRF. Each document index
whose search field includes the superimposed
code of the search question is said to respond
to the question. Frequently more than one docu-
ment will respond. By a logical process for
resolving multiple responses,® the accession
number of a particular responding document is
generated. Then the binary serial numbers of
the English words contained in this document
index are generated one at a time. By means
of the Descriptor Selector, each serial number
is transmitted to the Dictionary MIRF, where
it is translated to the alphabetic code of the
English word. This process is repeated for
each responding document.

SYSTEM DESIGN

1. Magnetic Implementation of the MIRF
Unit

The MIRF units of the experimental model
use an interesting modification of the Dimond
Ring? translator in which the drive and sensing
functions are interchanged. Information is
stored in unique wiring patterns associated
with an array of linear ferrite cores as il-

ONE COUPLING
LOOP AND ONE DIOOE
PER FILE ITEM

L)

1iory ITEMS L L oo
-~-:1 Iivem 2 oi—4 DETECTOR

LA

ONE MAGNETIC ELEMENT
PER TEST BIT

.__,J..'
\i%
41

2

Figure 2. Core-Wiring Arrangement for
MIRF Memory.
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lustrated by Fig. 2. Each item of stored in-
formation (a document index in the Docu-
ment MIRF or a descriptor in the Dictionary
MIRF) is represented by a conductor that
passes through or around each associated core
in a unique pattern determined by the informa-
tion it contains. In series with each conductor
is a diode. The cathodes of many diodes are
connected together to form the input to a de-
tector amplifier. Notice that one core is re-
quired for each bit of information, but that
each core can be associated with a particular
bit of many item conductors.

Each core has an input winding that can be
selected by means of a switch. All cores whose
selector switch is closed will be energized when
a drive pulse is applied. A voltage will be in-
duced in each item conductor that threads an
energized core, but no voltage will be induced
in conductors that do not thread the core. A
test can be made on the information stored in
many cores by selecting a particular set of
cores and energizing them. In order for an
item to match the test information, its conduc-
tor must pass outside of every energized core.
Then no voltage wiil be generated in the item
wire and the input to the detector amplifier
will be held near ground through the item
diode. Voltages will be induced in the conduc-
tors of items that do not match the test; the
polarity of these voltages is chosen to back-bias
the associated diodes. If no item matches the
test information, a voltage will be induced in
every item conductor and every diode will be
back-biased. The input to the detector will
then assume a significantly negative voltage.
Thus, the presence or absence of desired stored
information can be determined by applying the
drive currents to a particular set of cores.
This is a funetion of an associative or content-
addressed memory : to indicate the presence or
absence of certain information based on the
detailed contents of a search question without
regard to the actual location (or address) of
that information.

Now consider in more detail how a bit of in-
formation of a search question is compared
with information in a MIRF unit. Figure 3
illustrates how a test is made to determine
whether or not the test bit is logically “in-

cluded” in the stored information. This cir-

ORI conouctor *i

(ITEM WHOSE K th BIT = ONE)

CONDUCTOR *2
(ITEM WHOSE K th BIT = ZERO)

DRIVE
AMPLIFIER
AND GATE
TIMING
PULSE
“ONE" SIDE FLIP- FLOP

HOLDING Kth BIT
Figure 3. Circuit for Testing Inclusion.

cuit is typical of those used in the superimposed
section of the Document MIRF. One core is
used to store the kth bit of many items. The
kth bit of the search question is stored in a
flip-flop whose one side is connected by way
of an AND gate to a drive amplifier, which in
turn is connected to the primary winding of
the kth core. The conductor of an item whose
kth bit is equal to one (Conductor 1) passes
outside the kth core. On the other hand, the
conductor of an item whose kth bit is equal to
zero (Conductor 2) threads the core. If the
flip-flop stores a one, the primary winding of
the core will be energized when the timing
pulse is applied to the AND gate. A voltage
will be induced in Conductor 2 (indicating a
mismatch) but none will be induced in Conduec-
tor 1 (indicating a match). If the flip-flop
stores a zero, the primary winding will not be
energized because the timing pulse will be
blocked at the AND gate. No voltage will be
induced in either conductor, and a match will
be indicated on both lines. Therefore, it can
be seen that a stored one bit includes both a test
one and a test zero, while a stored zero bit in-
cludes only a test zero.

The circuit for testing for identity between
the test bit and the information stored in the
MIRF is shown in Fig. 4. This circuit is typical
of those used in the alphabetic descriptor por-
tion of the Dictionary MIRF. The jth bit of
many items is stored in a pair of cores j, and
jn. The jth bit of the test question is stored in
a flip-flop. In this case, both the one and zero
sides of the flip-flop are connected to AND gates
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Figure 4. Circuit for Testing 1dentity.

whose outputs control drive amplifiers that are
connected to the primary windings of the cores
ja and ju. The conductor of an item whose jth
bit is one (Conductor 1) bypasses core j, while
the conductor of an item whose jth bit is a
zero threads core j,. The threading of core j,
by the two conductors is the reverse of the wir-
ing of core j,. If the flip-flop stores a one, the
primary winding of core j, will be energized
when the timing pulse occurs. No voltage will
be induced in Conductor 1 (a match indication)
but a voltage will be induced in Conductor 2 (a
mismatch indication). If the flip-flop stores
a zero, the primary winding of core J,, will be
energized. In this case, a voltage will be in-
duced in Conductor 1 but not in Conductor 2.
Thus it can be seen that the bit stored in the
MIRF must match the test bit identically for a
match indication to be obtained.

2. Basic Operations Using the MIRF Units

Two types of operations involving the MIRF
units are basic to the operation of this experi-
mental model. One operation tests to see if
certain information is contained in the MIRF.
The other uses information that is contained
in the MIRF to generate a number in a flip-
flop register external to the MIRF unit. Ex.
amples of these basic operations are given in
the following paragraphs.

a. Testing of Information Contained i
MIRF. Unit gt

Dictionary MIRF—During the input of the
English words to form a search question the

Dictionary MIRF is tested to see if the input
word is contained in the vocabulary (that is, if
it is a valid descriptor). This is done by gating
the alphabetic descriptor register to the drive
amplifiers associated with the alphabetic por-
tion of the MIRF (50 bits long, two cores per
bit). As a result, 50 drive amplifiers are ener-
gized and 50 primary windings in the MIRF
carry current. If one of the stored words has
a bit pattern in the alphabetic portion that
matches identically the energized set of pri-
maries, the match detector will indicate a match
condition. If not, the match detector will in-
dicate a mismatch condition. The output of the
match detector is used to determine the next
step in the logical sequence, It is important to
note that the test is applied to the entire Dic-
tionary MIRF simultaneously and that a match
or mismatch signal for the entire MIRF is
obtained in about 5 microseconds.

Document MIRF—After all words of the
search question have been typed, the superposi-
tion of their search codes is held in the search
code accumulator. At the beginning of the
actual search operation, the flip-flops of the
search code accumulator are gated to their as-
sociated drive amplifiers, A particular set of
drive amplifiers is energized and current flows
in a corresponding set of primary windings in
the 80 bit superimposed code field of the Docu-
ment MIRF. If the detailed bit pattern rep-
resented by the energized primaries is in-
cluded in any of the superimposed fields of
the stored document indexes, a match condition
is indicated by the match detector. If not, &
mismatch indication is given. The test is made
on the entire contents of the document MIRF
simultaneously and a YES/NO response is
obtained in about 5 microseconds.

It should be pointed out that the criterion for
a match is inclusion, not identity. A document
index includes the search question if the fol-
lowing conditions of the superimposed search
code portion of the index are satisfied. First,
for every bit of the index search field that is &
O.nc. the corresponding bit of the search ques-
tl.on is either a zero or ome. Second, for every
bit of the index search field that is a zero the
corresponding bit of the search question is &
2éro (in other words a binary one includes both
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a one and a zero, but a binary zero does not in-
clude a binary one).

b. Generating Numbers by the MIRF Proc-
ess—The generation of the serial number of an
input descriptor illustrates this operation. As-
sume that an English word has been typed in
and that the test for valid descriptor is true.
Because a match is obtained when the alphabetic
descriptor register is gated to the Dictionary
MIRF, one item wire in the MIRF is effectively
isolated : namely, the wire that is uniquely re-
lated to the input descriptor. The detailed wir-
ing pattern of this wire in a group of cores out-
side the alphabetic code field contains the binary
serial number of the input descriptor. By gat-
ing the alphabetic descriptor register to the
MIRF and at the same time causing current
to flow in the primary winding of a core that
is in the serial number portion of the MIRF,
the binary value associated with that core for
the selected line can be determined. The pres-
ence of current in the additional winding tests
for a binary one in that position. If the match
detector indicates a match, the value is indeed
one., However, if a mismatch is obtained, the
value must be zero.

The sequence for generating the serial num-
ber is as follows: First the flip-flop register
that will eventually hold the serial number is
cleared to all ones. Then the alphabetic descrip-
tor register is gated to its drive amplifiers and a
drive amplifier associated with the parity bit of
the serial number is energized. The output of
the match deteetor is observed. If a match
condition is observed, it is known that the
parity bit is actually a one and the parity bit
flip-flop in the serial number register is not
changed. If a mismatch is observed, it is known
that the parity bit is zero and the parity bit
flip-flop in the serial number register is not
to zero. The next step is to energize the drivers
associated with the alphabetic descriptor reg-
ister and a driver associated with the least
significant bit of the serial number. Again the
output of the match detector is observed and
the flip-flop assigned to the least significant bit
is either allowed to stay at one or is changed to
a zero. This procedure continues for thirteen
steps. At the end of this time, the 12-bit serial
number and its parity bit will have been gen-
erated and stored in the serial number register.

CIRCUIT DESIGN

Three principal types of transistor circuits
are used in the experimental model : transistors
are used as switches to drive the primary wind-
ings of the MIRF cores ; discriminator-amplifier
circuits are used to accept the voltage generated
on the secondary windings of the MIRF cores
(this is the match detector circuit) ; and transis-
tor logic circuits are used for the over-all con-
trol of the MIRF operations. All three types
were designed at SRI.

1. MIRF Driver

The drive currents that are required by the
ferrite cores in the Document and Dictionary
MIRFs are furnished by circuits such as the
one shown schematically in Fig. 5. Four MIRF
driver circuits are mounted on one printed cir-
cuit plug-in board, as shown in Fig. 6. Each
circuit is capable of supplying the required 2
amperes at low impedance. The power transis-
tor that delivers the drive current (Type
2N1905) is driven by a push-pull emitter fol-
lower that provides 60 milliamperes of base
drive current into 2N1905. The output power
transistor has rise-and-fall time capabilities of
less than 0.3 microsecond. The actual current
in the load is nearly linear because of the in-
ductive nature of the load and builds up to the
2 ampere amplitude at the end of approximately
10 microseconds. The overshoot voltage in-
duced when the transistor is turned off is
clamped by a silicon diode to —36 volts. The
clamp prevents excessive voltage spikes from
appearing across the output transistor while
still allowing the load inductance to recover
within 10 microseconds.

Two protective features of the MIRF driver
circuit should be noted. One is a fuse, which is
inserted in series with the load to protect
against excessive load currents. Before the
winding of the magnetic circuits internal to
the MIRF assembly can be damaged by too
much current from, say, an accidental short
circuit, the fuse wire will open up. The second
protective circuit includes a square-loop
memory core that is threaded by the lead going
to the transistor load. This core is normally
biased off, but if the drive current exceeds a
safe value the square-loop core will switch and
induce a voltage in a sense lead. The voltage in
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Figure 6. Component Assembly of MIRF Driver Board.

the sense lead is amplified and used to turn off
the system clock. The purpose of this circuit is
to protect the 2N1905 transistor against exces-
sive heat dissipation from currents that are ex-
cessive but not large enough to burn out the fuse
wire,

2. MIRF Discriminating Amplifier

The electrical output of the MIRF magnetic
modules is generated by a very large diode gate
including almost 300 diodes. Under the worst
conditions a match signal from this array can
reach a level as high as 0.4 volt. On the other
hand, a mismatch signal from the same array
may only generate a potential of 0.6 volt. It i.s

necessary for the MIRF discriminating ampli-
fier to differentiate between these two signals
and generate a standard logic level output of
—6 volts for a mismatch and 0 volts for a
match. The circuit for the amplifier is shown
in Fig. 7. In order to distinguish between very
closely spaced match and mismatch signals, two
thresholds are employed in the amplifier. The
first threshold is provided by a /AN3605 silicon
diode at the input to the amplifier. This diode
does not pass signals unless they exceed ap-
proximately 0.5 volt. After passing the first
threshold, the signal is amplified in a feedback
amplifier with a gain of about 50. If the ampli-
fied signal then exceeds the second threshold
of 3 volts, a mismatch signal is delivered at
the output of the amplifier.

3. Logic Circuits

In the flip-flop register and over-all control
circuits, resistor-transistor logic is used. Highly
reliable circuits that operate in the 100-kc
frequency range have been developed. The
basic gate circuit is shown in Fig. 8. This cir-
cuit in typical use performs a simple majority
operation. If one or more of its three inputs
are at a negative potential, the output is held
at ground potential. Since ground is defined as
the one state in this system, and a —6 volt
potential is defined as a zero state, the basic
gate performs the “not and” or NAND opera-
tion.

All the passive components shown in Fig. 8,
plus one resistor and two capacitors, are con-
tained in one physical element supplied by
Centralab, Inc. These components are screened
on a passive substrate to a tolerance of 3%
for the resistors (5% design tolerance) and
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Figure 7. Schematie of Discriminating Amplifier.
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10% for the capacitors. The substrates are
encapsulated with a Durez coating, and are
ready for mounting to a printed circuit card
via their projecting leads.

The gate circuit is a basic part of every logic
circuit employed in the machine. By itself it
performs the combinatorial function of logical
conditions. Two gate circuits properly inter-
connected form a bistable, or flip-flop, circuit.
Two gate circuits interconnected in a slightly
different way form a monostable, or one-shot,

circuit. The gate circuit is also used as a pre-
amplifier for an emitter-follower circuit. The
basic logic circuits, e.g., gates, one shots, flip-
flops, ete., are mounted on plug-in logic boards.
A typiecal logic board, with seven gate circuits
mounted on a printed circuit board, is shown
in Fig. 9.

MAGNETIC DESIGN

1. General Considerations

The magnetic design of a MIRF unit is
centered in the individual magnetic core, which
acts as a transformer with a multiturn primary
winding and many single-turn secondary wind-
ings. When current flows in the primary wind-
ing, the magnetic core must be capable of
producing a flux change of sufficient time dura-
tion and amplitude to generate the desired sig-
nal in secondary windings. The amplitude of
the induced voltage is determined primarily by
the characteristics of the diode associated with
the secondary winding. The duration of the
induced voltage is determined primarily by
noise on the secondary winding and the con-
sequent delay required before sampling of the
output can be accomplished.

The cross-sectional area of the magnetic core
is proportional.to the product of the amplitude
and duration of the voltage induced in the
secondary windings (this is usually referred to
as the volt-second area of the induced voltage
pulse). This was kept reasonably small by us-
ing a high-quality germanium diode (the
IN500) which requires a back-biasing voltage
of only 0.6 volt in order to perform properly in
the diode circuit associated with the input to
the discriminating amplifier. The circumfer-
ential length of the magnetic core is determined
primarily by the number of secondary windings
associated with the core and the mechanical de-
sign of the supports for these windings. In
the MIRF units of the experimental equipment,
the core has the capacity for 2,000 secondary
windings. The core’s mean -circumferential
length is 7 inches; its cross section is a square,
14 inch on a side.

Two other considerations influenced the selec-
tion of the magnetic cores used in the MIRF
units. One is the requirement that the core be
made in two pieces so that the array of cores
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can be separated into two portions to facilitate
initial wiring and changes in wiring. The other
is the necessity of using commercially avail-
able parts. The number of cores needed in
this experimental equipment is too small to
justify the design and production of a core
of special size or shape.

2. Details of the Dictionary and Document
MIRF Units

The individual cores used are the same for
both the Dictionary and Document MIRF. Each
core is composed of two U-shaped ferrite struc-
tures (Allen Bradley part no. UC 892-141C),
which have been specially modified at the fac-
tory to permit a maximum of 0.0005 inch air
gap in each leg when two such structures are
joined together to produce a MIRF core. To
drive each core, a twenty-turn primary winding
is provided. This consists of two ten-turn
windings distributed in such a manner as to
minimize the leakage flux and the resulting
noise signal (see Fig. 10). The primary wind-
ing drives the core from an 18-volt voltage
source through a transistor switch driver. The
output voltage induced upon each secondary
winding is an essentially rectangular voltage
pulse having a droop of 0.1 volt in 10 micro-
seconds, from 0.8 volt at the leading edge to
0.7 volt just prior to the trailing edge. The
maximum primary current, 0.7 ampere, occurs
at 10 microseconds after the beginning of the
pulse. To accommodate the expanded capacity
of the MIRF document file (5,000 documents)
three primary windings will be driven in

Figure 10. Details of Primary Windings.

parallel, so that a maximum driver current of
2.1 amperes is required.

The performance requirement of the mag-
netic circuits is that consistent and easily
separable match and mismatch signals be gen-
erated at the diode end of the item wires (see
Fig. 2) when a set of primary windings is
driven. The design objective was that a maxi-
mum match signal of 0.1 volt and a minimum
mismatch signal of 0.6 volt should be realized
within 1.5 microseconds after the application
of the primary drive pulses, and that pulsing
of the MIRF cores be repeated for many cycles
at a 50-ke clock rate. To achieve these goals,
noise due to ringing and leakage flux had to
be minimized.

A MIRF unit contains many cores (the Docu-
ment MIRF has 234 and the Dictionary MIRF
has 140), each with a separate primary wind-
ing; further, each core is associated with more
than a thousand single-turn secondary wind-
ings. The secondary windings pass through or
around all cores in the unit and so form a long
rope. The capacitance between wires in the
rope, the inductance of these wires, and the
inductance of the primary windings are inter-
coupled in a very complex manner. In the de-
velopment of the MIRF units, substantial noise
on the secondary (item) windings was experi-
enced due to ringing currents in the primary
windings. This noise was reduced to a negligi-
ble level by inserting a Type DI52 diode in
series with each primary winding and shunting
each primary by a 1000 ohm resistor. A low-
?leitude noise signal of about 5 Me, due to
inductance and inter-item capacitance of the
secondary windings, was also observed. Such
noise could be reduced to a very low level by
filtering at the input to the discriminating am-
plifier, but in the experimental system this was
not necessary.

. Noise due to leakage flux must be kept small
in order to hold the maximum match signal at
0.1 volt. A secondary wire that represents a
match item must pass outside all energized
cores. Since in the worst case, 57 cores may be
energized, the maximum permitted noise due
to leakage flux at each core is less than 2 milli-
volts (this corresponds to a leakage flux of Y4
of one per cent at each core). In the experi-
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mental model two methods are used to reduce
leakage flux. One is distributing the primary
winding on the cores to compensate for the mag-
netic potential drop by a corresponding rise
in magnetic potential at the points where the
drop occurs. As Fig. 10 shows, the winding
has a linear spacing except at the points where
the air gaps occur; there two turns are closely
spaced. The second method uses cancellation
of induced voltages to reduce the effect of leak-
age flux. The common end of many item wires,
instead of being connected to ground, as shown
in the simplified diagram of Fig. 2, is actually
connected to a wire that lies in the item wire
rope and passes outside of all cores. The volt-
age induced in the “cancellation lead” at any
core by leakage flux is approximately equal to
that induced in item wires and is opposite in
polarity (relative to the input terminals of the
discriminating amplifier).

MECHANICAL DESIGN

1. The MIRF Module

Implementing the wiring-patterns-on-cores
method of storage illustrated by Fig. 2 pre-
sented a challenging mechanical design prob-
lem. It was necessary that the physical struc-
ture containing the magnetic cores and the as-
sociated wiring be made in two parts that could
be easily separated. It was desirable to fabri-
cate submodules of wiring patterns, so that the
permanently stored information could be
changed mechanically in relatively small blocks.

Separate MIRF modules are used to store the
information concerning document indexes and
dictionary words. In each, the cores are ar-
ranged in a rectangular pattern and are sup-
ported by long bobbins. These bobbins are
firmly attached to a base structure and carry
the primary windings for the cores. A MIRF
module is a complete assembly of magnetic
cores, primary windings for the cores, and sub-
modules of secondary windings with their asso-
ciated diodes. The construction of a module is
illustrated by the exploded view of Fig. 11. The
principal parts of the assembly are the base,
or coil bobbin, assembly and the item wiring
trays.

The coil bobbin assembly consists of a field
of paper bobbins (two per magnetic core) that

are cemented to a 14-inch-thick phenolic board.
Each bobbin carries a ten-turn winding. The
windings on pairs of bobbins are connected in
series to form the primary winding for one
of the magnetic cores. An item tray is a %g-
inch thick phenolic board with a field of shallow
bobbins that matches the field of coil bobbins.
The bobbins on the item tray are slightly larger
than the coil bobbins, permitting item trays to
be stacked up on the coil bobbin assembly. One
item tray can accommodate 286 item wires. The
diodes that are connected in series with the
secondary windings and form the input circuit
to the diseriminating amplifier are mounted on
the edge of the item tray. A MIRF module is
assembled by sliding up to seven item trays
into position on the coil bobbin assembly. One
set of U cores is then inserted into the set of
coil bobbins and held in place by a plate with
a silicone-rubber pad. The other set of U cores
is then dropped into position on the opposite
side of the bobbin coils. Finally, the top plate
(also with a spongy pad) is dropped into posi-
tion to hold the entire assembly intact. The
two sets of U cores are held together under
slight pressure from the silicone pads.

|

Figure 11. Exploded View of MIRF Module.
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A complete item tray is shown in Fig. 12. The
item wires start in the upper left corner of the
trays, where they are connected to a common
bus bar. They pass from left to right in the
first row of cores, then back and forth until
they emerge in the lower left center part of
the tray. The wires then run to assemblies of
diodes, where each wire is connected to its own
individual diode. The output side of the diodes
(the cathodes) are connected together and
wired to a small connector, which is seen in
the lower left hand portion of the tray. Even
though each tray contains detailed wiring for
286 items, only two wires run from the tray
to the external discriminating amplifier, Fig-
ure 12 also shows a pair of primary coil bobbins

with the two U cores inserted. A closeup of a
MIRF module with the top plate removed is
shown in Fig. 13. The tops of one set of U
cores can be seen as well as four item trays.
The connectors for the output of the item trays
can be seen in the lower center part of the
photograph. The discriminating amplifier cir-
cuits (one for each of the seven item trays that
can be included in a module) are located on
the circuit board that is mounted in front of
the magnetic module.

2. Wiring of the Item Trays

The item trays in the Document and Diction-
ary MIRF units store more than one-third of
a million bits of information. To ensure the
greatest possible accuracy of the wired-in in-
formation, two steps were taken. First, the
raw data for the documents were computer-
processed to give a set of punched cards that
contain the detailed wiring information, Sec-
ond, a wiring scheme was devised, which pre-
sented the detailed wiring information to a
wireman in a very simple form, and which in-
cluded a means of checking the accuracy of the
wiring as the wiring was actually done. In this
scheme, the path that a wire was to take was
delineated by a set of lights in an array of
incandescent lamps.

An over-all view of the item-tray wiring
equipment (wiring aid) is shown in Fig. 14.
The empty wiring tray is placed on the wiring
jig in front of the operator. A card is then

Figure 13. Close-up of Document MIRF Module
(Top Plate Removed).

Figure 14. Over-all View of Item Tray
Wiring Equipment.
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placed in the punched-card reader and a pattern
of lights is set up in the wiring jig. Number
36 Nyleze wire is taken from a spool through
a tensioning device to the top of a special wir-
ing tool (shown in the hand of the operator).
The wire from the bottom of the wiring tool
is first soldered to the common bus shown in
the upper left part of the wiring tray. The
tool is then moved along the path specified by
the pattern of lights, leaving the wire wound
in the desired pattern around the item tray
bobbins. Correct wiring at a bobbin is indicated
by a light turned on to yellow brilliance. If a
light is off, or is on at white brilliance after
the wiring tool passes a bobbin position, a wir-
ing error is indicated.

3. Alternative Method of Fabricating Item
Trays

Alternative methods of preparing wired-in
information that may be more easily automated
than stringing of small wire have been investi-
gated. One alternative is illustrated by Fig.
15, which shows an item conductor in the form
of a metallic path etched on a thin, copper-
coated Mylar sheet (half-ounce copper on 2-mil
Mylar). It will be noted that the item conductor
is connected to a bus at the top of the sheet
and to another bus at the bottom, These copper
areas are used for connecting the item con-
ductor to the common bus at one and to a diode
at the other. This sheet contains one item, but
two item conductors could easily be placed on
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Figure 15. MIRF !wem Conductor Formed by
Metallic Path on Mylar Sheet.

one sheet, one being associated with one leg
of the magnetic core and the other with the
other leg. The experimental model contains
a submodule of 75 items on Mylar sheets.

DELIVERED EXPERIMENTAL EQUIP-
MENT

The experimental Multiple Instantaneous Re-
sponse File System is an all-solid state equip-
ment. Transistor drive circuits capable of
supplying two amperes of current to magnetic
circuits, special discriminating amplifiers capa-
ble of operating reliably with a poor signal-to-
noise ratio input signal, and transistor logic
circuits were designed for high reliability, low
cost, and moderate speed. About 300 current
drive transistors, 2500 logic transistors, 2500
printed gate circuits (a group of 6 resistors, 2
capacitors and their interconnecting wiring on
a passive substrate) and 5,000 diodes are used
in the system. Except for sequences involving
the input-output typewriter, the system oper-
ates synchronously under the control of clock
pulses derived from a 50-ke transistor multivi-
brator.

Figure 16. Front View of Experimental
MIRF Equipment.




526 PROCEEDINGS—SPRING JOINT COMPUTER CONFERENCE, 1964

Figure 17. Rear View of Experimental MIRF
Equipment (Doors Removed).

The experimental equipment shown in Figs.
16 through 18 was delivered to Rome Air De-
velopment Center in July, 1963. A front view
of the equipment is shown in Fig. 16. The main
equipment cabinet, the input-output typewriter,
and the display and control unit can be seen.
Figure 17 shows a rear view of the equipment
cabinet with the doors removed. The right hand
portion of the cabinet contains logic circuits
for control of the system, arranged in modules
of plug-in transistor logic boards. The Diction-
ary MIRF unit is contained in the center por-
tion of the cabinet. Directly beneath the MIRF
unit are two modules of drive circuits which
provide current to the MIRF. In the left hand
portion of the cabinet are the Document MIRF
and the transistor circuits for providing drive
currents to it. It will be observed that space
has been allowed for one additional MIRF unit
in the center section and for two additional
MIRF units in the left hand section. This is to
provide for the expansion of the Dictionary
MIRF to 3,000 words and expansion of the
Document MIRF to 5,000 document indexes. A

Figure 18. Front View of Equipment with Document
MIRF Module in Extended Position.

front view of the cabinets that house the MIRF
units and their drivers is shown in Fig. 18.
Here the Document MIRF unit has been pulled
out to show it in its extended position. Below
the MIRF units the wiring side of the tran-
sistor drive modules can be seen.

The format of the typewritten record of a
search in the experimental model is shown in
Fig. 19. The first two lines, “Stanford Research
Institute Project 4110,” etec., are a manually
typed heading for the subsequent search. The
heading was typed while the typewriter was
effectively disconnected from the rest of the
equipment. The search question consists of
three words: “coding,” “computers,” “digital.”
This line was also typed manually. The rest
of the printout is the machine’s response to the
search question. Seven documents responded.
For each one, a four-digit accession number
and the English words that describe the docu-
ment are printed on a single line. The asterisk
prefix on some words have been copied from
the ASTIA abstract. It will be observed that
the three search words appear in every respond-

STANFORD RESEARCH INSTITUTE PROJECT 4110
MULTIPLE INSTANTANEOUS RESPONSE FILE

CODING, COMPUTERS, DIGITAL.

915 *CODING, DIGITAL COMPUTERS, DATA PROCESSING SYSTEMS, LANGUAGE,

920) RADAR PULSES, RADAR SIGNALS, *CODING, DIGI TAL COMPUTERS,

0420 DESIGN, DIGITAL COMPUTERS, *LANGUAGE, CODING, ANALYSIS,

0540 DIGITAL COMPUTERS, ERRORS, LANGUAGE, CODING, MATRIX ALGEBRA

8727 "LANGUAGE, *CODING, "HANDBOOKS, DATA PROCESSING SYSTEMS, DIGITAL COMPUTERS,
9732 DIGITAL COMPUTERS, CODING, TELETYPE SYSTEMS, DISPLAY SYSTEMS, MAPS,

8824 DATA PROCESSING SYSTEMS, DIGITAL COMPUTERS, OPERATIONS RESEARCH, CODING,

Figure 19. Format of Typewritten Record of a Search.
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ing set of indexes. It should be especially noted
that the search words appear in different posi-
tions and different order in the different re-
sponding documents. This independence of
order of the search words and the position of
the corresponding descriptors in the document
indexes is an important result of the superim-
posed coding of the search field.

CONCLUSIONS

From experience with the Experimental
MIRF it is concluded that interrogation of the
magnetic storage units and the over-all control
of the system can be accomplished with reliable
circuits of modest complexity. Storage of the
document index information in wiring associ-
ated with arrays of cores that are physically
separable appears feasible; arrays of cores can
be separated, submodules of wired information
can be changed, and the core arrays reassembled
in a reasonably short time. More work on the
mechanical design of the magnetic modules is
needed, however, to permit easier and faster
changing of the stored information. Based on
the performance of the experimental model,
which contained a file of more than 1,000 docu-
ment indexes, it is concluded that with the pres-
ent design a system building block should con-
tain about 5,000 document indexes. It appears
that as many as ten such building blocks could
be combined in a system whose over-all control
is little more complex than that for a single
building block. Therefore it is concluded that
files of the order of 50,000 indexes could be
built with no major changes in the basic con-
cepts or circuits used in the experimental
model,

Easy communication between a human oper-
ator and the Experimental MIRF System has
been demonstrated. The machine's response to
a search question is essentially instantaneous
in terms of human reaction time and the in-
formation content of the response is sufficient
to allow the operator to start the document
search with a general question and to use the
information received to define a more specific
question, In this way it is possible to home-in
quickly on the documents of special interest.
Several automatic features of the equipment

have proved to be useful. One of these is the
capability of accepting a synonym in the search
question and automatically translating it into
the synonymous descriptor contained in the
machine’s vocabulary. Another feature is the
capability of automatically modifying the
search question inserted by the human operator
and initiating a new search. For example, if
any of the input words have attached to them
a “see-also” reference, that see-also reference
will be substituted for the original word to
form a new search question.
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DESIGN OF AN EXPERIMENTAL MULTIPLE
INSTANTANEOUS RESPONSE FILE*

E. L. Younker,C. H. Heckler, Jr., D. P. Masher, and J. M. Yarborough
Stanford Research Institute
Menlo Park, California

SUMMARY

An experimental model of an electronic ref-
erence retrieval file in which all file entries are
interrogated simultaneously has been designed
and constructed. The experimental model is
designed to store and search on a file of indexes
to 5,000 documents. A document index consists
of a decimal accession number and up to eight
English word descriptors that are closely re-
lated to the contents of the document. The
vocabulary required to describe the documents
is held in a machine dictionary that has a
design capacity of 3,000 words. In the model
delivered to the sponsor, Rome Air Develop-
ment Center, the storage capacity is only par-
tially used. The specification for the delivered
model calls for the storage of approximately
1,100 documents that were selected from the
ASTIA (now DDC) Technical Abstract Bul-
letin and of the vocabulary needed to describe
them (about 1,000 wWords). The document in-
dexes and the dictionary words are stored in
wiring patterns associated with arrays of
linear ferrite magnetic cores.

A search question, consisting of one to eight
descriptors in their natural English form, is
entered by means of an electric typewriter.
During entry of the search question, the dic-
tionary magnetic store is interrogated by the

alphabetic code of each search word. If a word
is not contained in the dictionary, it is auto-
matically rejected. After all words of the
search question have been entered, the docu-
ment magnetic store is interrogated by the
search question in superimposed code form.
The comparison between the search word and
the document indexes is made for all documents
simultaneously and the machine instantaneously
determines if any documents in the file in-
clude the search question. If there are none,
the machine indicates visually that there is no
response. If there is at least one, the machine
counts the number of responding documents
and displays this number. Then it types out
the indexes of all responding documents on the
same typewriter that was used to ask the
question.

INTRODUCTION

Memories that can be searched in parallel
and from which stored information is retrieved
on the basis of content have received consider-
able attention for application to retrieval file
problems.!- % 3.4 This paper describes the de-
sign of an experimental retrieval ile based on
the work reported by Goldberg and Green.?
Since the contents of the semipermanent mag-
netic memory used in the experimental file can
be searched in parallel and multple responses

* The work described in this paper was supported by Rome Air Development Center under Contrsez AF 30(602)-

2772.
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to the search question are permitted, the system
is called MIRF—Multiple Instantaneous Re-
sponse File.’

LOGICAL ORGANIZATION OF THE MIRF
SYSTEM

The logical organization of the experimental
MIRF system is illustrated by Fig. 1. Infor-
mation pertaining to the document indexes and
to the descriptors used in the document indexes
is contained in two major units called MIRF
units. A MIRF unit is basically a magnetic
memory in which information is permanently
stored in the wiring associated with the mag-
netic cores. The Document MIRF is the
principal element of the system. It contains
for each stored document index the document
accession number and the descriptors (in
coded form) that describe that document, as
well as a superimposed search code that is used
in the searching process. The Dictionary MIRF
has two functions. During the input phase of
operation it translates the alphabetic code of
the English word descriptor that is entered
from the typewriter into the binary serial
number assigned to that English word for use
inside the machine. During the output phase,
the Dictionary MIRF translates the binary
serial number of a word that is obtained dur-
ing a search into the alphabetically coded form
of that word.

After the binary serial number of an input
English word has been generated, this binary

VISUML OISPLAY
YES/NO
YES RESPONSE
COUNT
ODICTIONARY MIRF DOCUMENT MIRF
DESCRIPTOR | DESCRIPTOR ACCESSION | SUPERIMPOSED | DESCRIPTOR
ALPHABETIC| SERIAL NUMSER CODE SERIAL
COOE NUMBER SECTION SECTION NUMBER
SECTION SECTION SECTION
'y
1 '
SEARCH
Goce” | [oesceron
GENERATOR s
4 |
INPUT -OUTPUT I L
TYPEWRITER CONTROL

Figure 1. Simplified Block Diagram of MIRF
Experimental Model.

number is translated by a logical process in the
Search Code Generator into a search code that
is assigned to the particular English word.
The search codes of successive words of a search
question are superimposed by adding them to-
gether, bit by bit by an inclusive-OR operation.
When the search question is complete, the
superimposed search code of the question is
compared with the superimposed code section
of the Document MIRF. Each document index
whose search field includes the superimposed
code of the search question is said to respond
to the question. Frequently more than one docu-
ment will respond. By a logical process for
resolving multiple responses,® the accession
number of a particular responding document is
generated. Then the binary serial numbers of
the English words contained in this document
index are generated one at a time. By means
of the Descriptor Selector, each serial number
is transmitted to the Dictionary MIRF, where
it is translated to the alphabetic code of the
English word. This process is repeated for
each responding document.

SYSTEM DESIGN

1. Magnetic Implementation of the MIRF
Unit

The MIRF units of the experimental model
use an interesting modification of the Dimond
Ring’ translator in which the drive and sensing
functions are interchanged. Information is
stored in unique wiring patterns associated
with an array of linear ferrite cores as il-

ONE COUPLING
ONE MAGNETIC ELEMENT
LOOP AND ONE DIOOE
FERUIEST AT RER FILE ITeM
(@) ITEM n
b LA L s D
IR 37 : oLl ITEM 3 NS
= L i~ = H—em2 ., | oerecTom
) i k 1 LITEM |
\J
= ::
Loy
T € 6 6 L T & R
) ) ) s
A i e
=
TEST PATTERN

SELECTOR SWITCHES

Figure 2. Core-Wiring Arrangement for
MIRF Memory.
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lustrated by Fig. 2. Each item of stored in-
formation (a document index in the Docu-
ment MIRF or a descriptor in the Dictionary
MIRF) is represented by a conductor that
passes through or around each associated core
in a unique pattern determined by the informa-
tion it contains. In series with each conductor
is a diode. The cathodes of many diodes are
connected together to form the input to a de-
tector amplifier. Notice that one core is re-
quired for each bit of information, but that
each core can be associated with a particular
bit of many item conductors.

Each core has an input winding that can be
selected by means of a switch. All cores whose
selector switch is closed will be energized when
a drive pulse is applied. A voltage will be in-
duced in each item conductor that threads an
energized core, but no voltage will be induced
in conductors that do not thread the core. A
test can be made on the information stored in
many cores by selecting a particular set of
cores and energizing them. In order for an
item to match the test information, its conduc-
tor must pass outside of every energized core.
Then no voltage will be generated in the item
wire and the input to the detector amplifier
will be held near ground through the item
diode. Voltages will be induced in the conduc-
tors of items that do not match the test; the
polarity of these voltages is chosen to back-bias
the associated diodes. If no item matches the
test information, a voltage will be induced in
every item conductor and every diode will be
back-biased. The input to the detector will
then assume a significantly negative voltage.
Thus, the presence or absence of desired stored
information can be determined by applying the
drive currents to a particular set of cores.
This is a function of an associative or content-
addressed memory : to indicate the presence or
absence of certain information based on the
detailed contents of a search question without
regard to the actual location (or address) of
that information.

Now consider in more detail how a bit of in-
formation of a search question is compared
with information in a MIRF unit. Figure 3
illustrates how a test is made to determine
whether or not the test bit is logically “in-
cluded” in the stored information. This cir-

e conoucTor *
N\ (ITEM WHOSE K th BIT + ONE)
11 )
CONDUCTOR *2
(ITEM WHOSE K th BIT = ZERO)
-V
DRIVE
AMPLIFIER
AND GATE
TIMING
PULSE
"ONE® SIDE FLIP-FLOP

HOLDING Xt BIT

Figure 3. Circuit for Testing. Inclusion.

cuit is typical of those used in the superimposed
section of the Document MIRF. One core is
used to store the kth bit of many items. The
kth bit of the search question is stored in a
flip-flop whose one side is connected by way
of an AND gate to a drive amplifier, which in
turn is connected to the primary winding of
the kth core. The conductor of an item whose
kth bit is equal to one (Conductor 1) passes
outside the kth core. On the other hand, the
conductor of an item whose kth bit is equal to
zero (Conductor 2) threads the core. If the
flip-flop stores a one, the primary winding of
the core will be energized when the timing
pulse is applied to the AND gate. A voltage
will be induced in Conductor 2 (indicating a
mismatch) but none will be induced in Conduc-
tor 1 (indicating a match). If the flip-flop
stores a zero, the primary winding will not be
energized because the timing pulse will be
blocked at the AND gate. No voltage will be
induced in either conductor, and a match will
be indicated on both lines. Therefore, it can
be seen that a stored one bit includes both a test
one and a test zero, while a stored zero bit in-
cludes only a test zero.

The circuit for testing for identity between
the test bit and the information stored in the
MIRF is shown in Fig. 4. This circuit is typical
of those used in the alphabetic descriptor por-
tion of the Dictionary MIRF. The jth bit of
many items is stored in a pair of cores j, and
ju. The jth bit of the test question is stored in
a flip-flop. In this case, both the one and zero
sides of the flip-flop are connected to AND gates
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placed in the punched-card reader and a pattern
of lights is set up in the wiring jig. Number
36 Nyleze wire is taken from a spool through
a tensioning device to the top of a special wir-
ing tool (shown in the hand of the operator).
The wire from the bottom of the wiring tool
is first soldered to the common bus shown in
the upper left part of the wiring tray. The
tool is then moved along the path specified by
the pattern of lights, leaving the wire wound
in the desired pattern around the item tray
bobbins. Correct wiring at a bobbin is indicated
by a light turned on to yellow brilliance, If a
light is off, or is on at white brilliance after
the wiring tool passes a bobbin position, a wir-
ing error is indicated.

3. Alternative Method of Fabricating Item
Trays

Alternative methods of preparing wired-in
information that may be more easily automated
than stringing of small wire have been investi-
gated. One alternative is illustrated by Fig.
15, which shows an item conductor in the form
of a metallic path etched on a thin, copper-
coated Mylar sheet (half-ounce copper on 2-mil
Mylar). It will be noted that the item conductor
is connected to a bus at the top of the sheet
and to another bus at the bottom. These copper
areas are used for connecting the item con-
ductor to the common bus at one and to a diode
at the other. This sheet contains one item, but
two item conductors could easily be placed on

GuuEEsEs0cscsunsesess:
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Figure 15. MIRF Item Conductor Formed by
Metallic Path on Mylar Sheet.

one sheet, one being associated with one leg
of the magnetic core and the other with the
other leg. The experimental model contains
a submodule of 75 items on Mylar sheets.

DELIVERED EXPERIMENTAL EQUIP-
MENT

The experimental Multiple Instantaneous Re-
sponse File System is an all-solid state equip-
ment., Transistor drive circuits capable of
supplying two amperes of current to magnetic
circuits, special discriminating amplifiers capa-
ble of operating reliably with a poor signal-to-
noise ratio input signal, and transistor logic
circuits were designed for high reliability, low
cost, and moderate speed. About 300 current
drive transistors, 2500 logic transistors, 2500
printed gate circuits (a group of 6 resistors, 2
capacitors and their interconnecting wiring on
a passive substrate) and 5,000 diodes are used
in the system. Except for sequences involving
the input-output typewriter, the system oper-
ates synchronously under the control of clock
pulses derived from a 50-kc transistor multivi-
brator.

G Ty
4 ”

Y «

Figure 16. Front View of Experimental
MIRF Equipment.
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Figure 17. Rear View of Experimental MIRF
Equipment (Doors Removed).

The experimental equipment shown in Figs.
16 through 18 was delivered to Rome Air De
velopment Center in July, 1963. A front view
of the equipment is shown in Fig. 16. The main
equipment cabinet, the input-output typewriter,
and the display and control unit can be seen.
Figure 17 shows a rear view of the equipment
cabinet with the doors removed. The right hand
portion of the cabinet contains logic circuits
for control of the system, arranged in modules
of plug-in transistor logic boards, The Diction-
ary MIRF unit is contained in the center por-
tion of the cabinet. Directly beneath the MIRF
unit are two modules of drive circuits which
provide current to the MIRF. In the left hand
portion of the cabinet are the Document MIiRF
and the transistor circuits for providing drive
currents to it. It will be observed that space
has been allowed for one additiona] MIRF unit
in the center section and for two additional
MIRF units in the left hand section. This is to
provide for the expansion of the Dictionary
MIRF to 3,000 words and expansion of the
Document MIRF to 5,000 document indexes. A

Figure 18. Front View of Equipment with Document
MIRF Module in Extended Position.

front view of the cabinets that house the MIRF
units and their drivers is shown in Fig. 18.
Here the Document MIRF unit has been pulled
out to show it in its extended position. Below
the MIRF units the wiring side of the tran-
sistor drive modules can be seen.

The format of the typewritten record of a
search in the experimental model is shown in
Fig. 19. The first two lines, “Stanford Research
Institute Project 4110,” etc., are a manually
typed heading for the subsequent search. The
heading was typed while the typewriter was
effectively disconnected from the rest of the
equipment. The search question consists of
three words: “coding,” “computers,” “digital.”
This line was also typed manually. The rest
of the printout is the machine’s response to the
search question. Seven documents responded.
For each one, a four-digit accession number
and the English words that describe the docu-
ment are printed on a single line. The asterisk
prefix on some words have been copied from
the ASTIA abstract. It will be observed that
the three search words appear in every respond-

STANFORD RESEARCH INSTITUTE PROJECT 4119
MULTIPLE INSTANTANEOUS RESPONSE FiL £

CODING, COMPUTERS, DIGITAL.

9156 "CODING, DIGITAL COMPUTERS, DATA PROCESSING SYSTEMS, LANGUAGE,

0201 RADAR PULSES, RADAR SIGNALS, “CODING, DIGITAL COMPUTERS,

0429 DESIGN, DIGITAL COMPUTERS, *LANGUAGE, CODING, ANALYSIS,

@540 DIGITAL COMPUTERS, ERRORS, LANGUAGE, CODING, MAT RIX ALGEBRA, *

8727 "LANGUAGE *CODING, *HANDBOOKS, DATA PROCESSING SYSTEMS, DIGITAL COMPUTERS,
732 DIGITAL COMPUTERS, CODING, TELETYPE SYSTEMS, DISPLAY SYSTEMS, mAPS,

$824 DATA PROCESSING SYSTEMS, DIGITAL COMPUTERS, OPERATIONS RESEARCH, CODING,

Figure 19. Format of Typewritten Record of a Search.
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ing set of indexes. It should be especially noted
that the search words appear in different posi-
tions and different order in the different re-
sponding documents. This independence of
order of the search words and the position of
the corresponding descriptors in the document
indexes is an important result of the superim-
posed coding of the search field.

CONCLUSIONS

From experience with the Experimental
MIRF it is concluded that interrogation of the
magnetic storage units and the over-all control
of the system can be accomplished with reliable
circuits of modest complexity. Storage of the
document index information in wiring associ-
ated with arrays of cores that are physically
separable appears feasible; arrays of cores can
be separated, submodules of wired information
can be changed, and the core arrays reassembled
in a reasonably short time. More work on the
mechanical design of the magnetic modules is
needed, however, to permit easier and faster
changing of the stored information. Based on
the performance of the experimental model,
which contained a file of more than 1,000 docu-
ment indexes, it is concluded that with the pres-
ent design a system building block should con-
tain about 5,000 document indexes. It appears
that as many as ten such building blocks could
be combined in a system whose over-all control
is little more complex than that for a single
building block. Therefore it is concluded that
files of the order of 50,000 indexes could be
built with no major changes in the basic con-
cepts or circuits used in the experimental
model.

Easy communication between a human oper-
ator and the Experimental MIRF System has
been demonstrated. The machine’s response to
a search question is essentially instantaneous
in terms of human reaction time and the in-
formation content of the response is sufficient
to allow the operator to start the document
search with a general question and to use the
information received to define a more specific
question. In this way it is possible to home-in
quickly on the documents of special interest.
Several automatic features of the equipment

have proved to be useful. One of these is the
capability of accepting a synonym in the search
question and automatically translating it into
the synonymous descriptor contained in the
machine's vocabulary. Another feature is the
capability of automatically modifying the
search question inserted by the human operator
and initiating a new search. For example, if
any of the input words have attached to them
a “see-also” reference, that see-also reference
will be substituted for the original word to
form a new search question.
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 ing on an IBM 1401 computer. The stored cases contained a total of 403,350
‘words and used a vocabulary of 12,144 individual words. These were con-
densed automatically into a root index of 5,584 search terms by eliminating
repetitions and nonsignificant words. The word list derived from a previously
sored library of 60 decisions was used as the initial stored vocabulary for in-
:dexing the oil and gas taxation cases. A batch of 6 separate oil and gas tax
questions was searched in 25 minutes, and a batch of 14 questions was searched
in 44 minutes, exclusive of printout time. The last search involved machine
’mccsing of over 17,300 stored index records.

£, An additional project involves experimentation to determine the best meth-
ods of using optical page reading machines for rapid storage (and perhaps pre-
liminary indexing) of full text materials for computer retrieval.
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The purpose of the project is to provide an automated document retrieval
system by which a researcher may retrieve from a library of legal materials stored
on magnetic tape all the authorities which are pertinent to his question under
search. Current efforts are directed to the storage and retrieval of court decisions

although the present system should also be applicable to pertinent legislation, - STANFORD RESEARCH INSTITUTE 2.124
agency regulations, law review articles, and treatises. Menlo Park, Calif.
E. LeROY YOUNKER, Project Leader 1144

The full text of the cases is copied directly from the reporter volume oato-
punchcards in normal language, and each case receives an identifying “docw
ment number.” The text is then transferred to magnetic tape. Special machine"
programs written for the IBM 1401 or 1410 computer cause the machine o
break the text down into its component words and to process them so that :
word is listed and accounted for in a master word list, and the text location of *
every significant word is recorded in a machine-operated “root index”. ;

Searching utilizes the “keywords in combination” approach. Precedents ity *
volving closely analogous fact patterns may be retrieved by including fact words, 8
as well as legal terms, in the search request. Only one grammatical form ¢
a keyword need be used in a search statement because the root index provides
automatic access to every other form of the same word. Only words found i
the decisions are used as search terms, and the researcher is furnished an
betical listing of these to aid in preparing his request. Synonyms and phrasey
may be used in search request statements. &

Progress has been made in several areas of the project. Testing has bees
completed on the stored library of 60 arbitration cases. The text of 246 f
court decisions, dealing with the taxation of oil and gas transactions, has
keypunched, stored on magnetic tape, and machine indexed for automatic search

An experimental model of an electronic reference retrieval file in which all
entries are interrogated simultaneously has been desi
he purpose of this work is to demonstrate the usefulness of a rapid-feedback,
an-machine relationship in a data retrieval system.
" The experimental model is designed to store the index to 5,000 documents,
fach document is given an accession number and is described by up to eight
nglish words (descriptors) selected from a 3,000-word dictionary. The de-
ered model will contain a 1,000-word dictionary and the index to 1,100 docu-
ats. A search question, consisting of one to eight descriptors in their natural
pglish form, is entered by means of an electric typewriter. The machine in-
ates immediately whether or not any file item satisfies the search question,
d if so, how many file items respond. The machine then resolves multiple
ponses and types out the accession number and full set of descriptors of each
esponding document.
. The document index and the words of the dictionary are stored in arrays of
var ferrite magnetic cores. During entry of the search question, the diction-
iy magnetic store is interrogated by the alphabetic code of each search word.
any word is not contained in the dictionary, it is automatically rejected. After
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all words of the search question have been entered, the document magnetic store
is interrogated by the search question in superimposed code form. Response
to a word validity test or to the file search is obtained in less than 5 micro-
seconds.

Design and construction of the Multiple Instantaneous Response File
(MIRF) experimental model have been completed and checkout of the equip-
ment is underway. ivery to the project sponsor, the Rome Air Develop-
ment Center, U.S. Air Force, wxll_P_e\m_ﬁlE_d/ur_l_n_gihs summer of 1963.

Reference:

(1) Goldberg, J., et al. Multiple Instantaneons Response File, Final Report, SRI
Project 3101, RADC Technical Report TR 61-233, prepared under Contract
AF 30(602)-2142. Menlo Park, Calif.: Stanford Research Institute, August
1961. (AD-266 169)

2.125 STICHTING STUDIECENTRUM VOOR
ADMINISTRATIEVE AUTOMATISERING
[THE NETHERLANDS AUTOMATIC DATA
PROCESSING RESEARCH CENTER]
6 Stadhouderskade, Amsterdam, Netherlands
L. M. C. ]. SICKING, Head, the Library and Documentation Department

The Netherlands Automatic Information Processing Research Center and
the Research Center on Documentation of the Netherlands Institute of Docu-
mentation and Filing are cooperating in a project concerning the automatic
analysis and handling of literature,

The purpose of the project is to develop a number of rules which are ap-
plicable to the automatic analysis and handling of professional literature in
the field of the microsocial consequences of automation.

The initial subject material to be reviewed will consist of a hundred English
and American publications dealing with the above-mentioned subject. After
preliminary rules are developed, a larger literature collection, containing pub-
lications in languages other than English, will be reviewed.

Microcard equipment with selection and scanning devices will be utilized in

the project.

During the last 3 months a list of keywords and a classification have been
prepared.
2.126 SYSTEM DEVELOPMENT CORPORATION

Special Development Department, 2500 Colorado Avenue, Santa Monica, Calif.
ELDRIDGE ADAMS

The purpose of this project is to investigate the utility of machine-prepared
indexes of appellate decisions (using the word “indexes” in a broad sense).

It is felt that such indexes, when published, will provide at least some of the
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benefits of computerized legal search to those who cannot afford to use a
cmputer.

' The project was begun in the Spring of 1962, and has been conducted on a
part-time basis. An experimental data-base of 37 California Supreme Court
Iabor decisions has been keypunched and verified. The IBM 1401 computer
bas been used because it is widely available for demonstration, its use is com-
patible with other legal data-processing projects, and because there is advantage
in its variable word length. Experimental routines for indexing, abstracting,

- editing and preparing concordances have been debugged.

The next phase will involve enlargement of the varicty of indexes prepared,
and circulation of them among potential users for evaluation.

Reference:

(1) Adams, Eldridge and Carabillo, Virginia. "Data Processing and the Law,"”
System Development Corporation Magazine, vol. 5, no. 8, Summer 1962, PP-
1-5. Available from OTS, PB 164 251, Xerox $1.10.

SYSTEM DEVELOPMENT CORPORATION 2.127
Center for Research in System Development,
: 2500 Colorado Avenue, Santa Monica, Calif.
i HAROLD BORKO, Project Leader

* The activities of the Information Retrieval and Linguistics Project may be
divided into three areas of work. Documentation and indexing studies con-

 centrate on deriving automatic and semiautomatic procedures for indexing,

dassifying, and abstracting documents. The studies in linguistics and com-
munication have as their objectives the explication of certain linguistic informa-

' tion from text to assist in machine processing of text and the identification of

those psychological factors that facilitate man-machine communication using
t natural-language vocabularly, Automated content analysis represents a new
area and together with the fact retrieval study completes the current scope of
the project.
L INDEXING AND ABSTRACTING (Harold Borko, Lauren B. Doyle, and Ronald
E. Wyllys)
Work has continued on a mathematically derived classification system. In

aier studies the technique was applied to Psychological Abstracts and to
[EEE Transactions on Electronic Computers. The initial results indicated that

mathematically derived classification systems can be applied to abstracts of docu-
ments in the computer field (1). The programs for this technique were written
for the IBM 7090 computer.

Two new sets of documents obtained from Psychological Abstracts are being

. analyzed in order to determine the reliability and consistency of factors previ-
- ously derived and reported (1). In addition, a comparison will be made be-
- tween machine (i.e., automatic) classification and human classification of the
- documents into the derived categories.
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Key Words: Computer = Storage asd fetrieval

An experimental model Gf an electronic refersuce retrieval file o
which all file entries are {uterrogated simultapecusly has been designed
and gomptructed, The pripcipul purpcae of this work is to demonstrate the
usefulness of s rapid-feedbuck, man-aachine relationship in a data retrieval
syetenm,

The experimentul model (designated the AN/GSQ-81 Document Data Indexi
Set) s desigoed 46 Stoure the indexen - 5,000 documenta. Each document £%7
given en accesslop pumber and {8 described by up to eight English words
(desariptorny) selected from a 5,000 word dictionary, The delivered modeil
contains g 1,000 word dictionary aad the irdexes to 1,100 documents, A
fearch question, consisting of one to eight deseriptors in their natural
English form, is entered by meaps of an electric tyrevriter, The mackine
indicates imnediately whether or got any file {tem satisfies the search
question, and {f so, hov many file items respond. The machine then re-
solves multiple respodses and types out the accession number and full set

of degcriptors of each respording document . .

The Jocument indexes and the vords ef the dictionary are stored (n
wiring patterns associuted with arrays of linear ferrite magnetic cores.,
urtng eatry of the search guestion, the distiopary nagnetic store is ip-
terrogated by the alphabetic code of egeh search word, If the word ia pot
contuined Ln the dictionary, it s nutomatically rejected. After all vords
of the search questicon have been entered, the document maguetic store s
interrogated by the peurch question in superimposed code formm, Responge to
a word wvulidity test or to rthe file search is obtained in less than nix
microsecoprds.,

This equipment can handle synonymous input descriptors and hus the
capability for automatically mod{fylag the manually inserted seareh ques.
tion sccording to certaln logical rules. New searches based on the modi-
fled search question (fer example, substitution of a see-nl3c reference
for one of the original descriptors) are ipitiated autamaticalliy.,

i
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i Cone tus s ol Regmmmendat 10ns

A, Cemelusions

L general L can be copetuded thint all the spw CrLeut iema set down g

the nx;nr:':nn-n'..ll veltiphe  Fogtantangots fesponae FLle ar teehnieal by foasthic,

[nterrogat ton nf the magnel be Storape ueits (MLRKF's) and ovor=utl cuntral ol the

system oo be petomplishod with rebdabile clreutts ol modokt conplextiiy.  Euss

communicat inn hetweon o Dy operistiat ppd Lhe mat Bt bats heen demonstirated, The

machinge's pospatise Lo d seprch guestign s cascRELAl Iy fastuntaneous th temys al

faman renct Lon tame gnd the L b apma L bon gontent of - thuresponse is suffigiont &0

allow the apepator to madily his quustron and pgo direca iy to the docymend tndesvs

of special Antepesl, L1 owan b ook Ludodd tHat gertary Audamat e featurgs s h

s the Bl iy org S YDOROmOEs pipul flpguriplors ol b e et e medlt P reat fan ol

the optginagl senpeh guealion in he nehtoved withouy anduee copplexitv,

Seversd preliminpry gonclusions can he drawn | rom the maghine yiormpgnes

abserved duping the eheck=ol YRR SIS expertnent al moelel (L appesrrs Lhnt the aplos

matic subgtitution o) the seesglso relepghed ol oty Anput desgeeiploe sl usetul

fewture; but Lhat the mot Ul Lt tan nb the ortginal sSereh quest fon by tiking

veighted descriptors from responding doouments appedars to be 1058 uwaeMil, In meny CABCS

the gombination ol thi astyrisked desepiptlor with the artednal suarels Lerms ives

a questlion with ng PUspsiises . A oexaminglion ol B Lo goluet st Piptars Leom

respongding fdoguments L poetivd An order v Mk Lhiast fas bt moky usefal 'he

capabirlity. ol the waperimeptal MLRE cuuipment 1y pee o SO mpu': Hoesceriptors

alsa appears Lo by b paport ant foprure, At her tndorosabing Pt g, whivl bs

not included InoLhe pryoss wromade bl genibd b desppned Enta butan Vit pment, (RIR 8

wiould enable thuy machinge foopetereie doeisent  pndexes whivlh phye fopm of  th

doseriplor wis weimeshad WO bepent, oo b s ot thy poput (euhreh) s riptor, he

' Rirsas Al Eame prond sonl omean ARy, bt diflerent

descriptors would pofuired o

waord endtngs would Lo a b Lowedl
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Postiave concdudions can'he ropobed in pegard (6 three of e most

HROrLant properties of o Dy Seapehisg syatem of (his type Fipst, {1t Ls

caonttuded that searching by me ol a superimposed code I8 Teasihlde hoth (rom

the standpoint of the wireuit i red and the false response perfermgnce thut

s obitatned,; Secund, 1t 18 v fuded that storage of the document indes tnfurma-
tion in wiring associgted witl rrays ol rufun that wre physieally separable is
Icaixbld. Experienco wit] the cvxperimental model shows that the arryvs of cores
ecan he scparapted, submodples ol wiped tnformatidgn can be clunged, and the core
Arrays reassemblod in u reasondtly shory time,  Move work op the mechanbeal design
Gf the magnetic modules is nevded, however, ta peradt eusicr and fpsler ehanging
of the stored infarmation, " Phird, (U {8 concluded thal a busig sytem bulldyng
block has been established.,  The experimental mode]l as delivercd to the sponsor
demonstrates that goad perfaormance can be obtained with u tile of more than 1,000
document indoxes, Experience with theg experimental model indicates that expansion
to five or six thousand document (ndexes gan be aschieyved. It appears thot with
the present design the system bullding block should contpin about 5,000 document
;ndcxus.l [t also gppears that as mpny as ten sueh bullding blocks could He combingd
in a system whose pver-all control is little more complex than that fur o sxhglu
butlding block. Therefore tt is.con¢luucd that files af the arder of a0, D0
indexes could be built with ne major chapges ‘ip the bhasice . concepts or cirevktls
used in the nxpurymvnlul modaed .

B,  Recommendations
A program should he tnttiated for applying the prapoiplos demonst rot ol

o the experimogtal modol 1o G substantiatly Jarger svatem, Specind uttunl;nﬁ
should bHe given ta the method of replizing inlormprtiom varage in the form af
wires associgted with the magnetic cores, The metnod selected should lend 1tsold

Lo automation so that the womplety process ol prepartng stored informat tun can

he machine vomtrolied,

8




) G [ES W VO WV oo applacation of  the Multiple Instiantafgeays Hoshunse

ELbvednnda it mhinakd e init cated, Inithe Hivld of document revelesal o the wlieet
ey TR L b taons. o ward fengih and the pumber and fature @l the Jdesoripiars
ot bon dovsment  indeXxes Cvould Lyes ipvesttrated. THe ase o) phrases ol tso o)
morce worde 45 asvaceh o oentities might also be examined. The application of the MIRF
Briaciples to code and languuge transiation and other sedpch Lyne fpuru!;hnr thnt
Fesuire rapid o eedback should be stndied,  Mery generglized search problems, such
AR AT PR CeroRartiong shoudd be ineluded. - Applicatians that make use af the
inhppent speed of Lhe search equipment should o tnvestigated, {In the cxperimontal
WL LR B PRR P EL G s by fi e LR slowest part ol the svsten), For oxample, the
document oanforngt ton Storage amd e seareh g b ies gl bhe vquipment could be
shared by s tipleiuger consodes, By taime multiplextog techniques, Miny users
vonld he given et fectively private use of the machine., Applications in which the
Hinan coperator o 4s not oo key figure should alse he ux;mxnud. The tnterpal specd
O the equipment makes fopsible the use of digiial gomputers oF othetr computer.
Like machines as input=output devices,
New developments in supuvrimpesgd codineg should be investigatod a5 o
puans ol pmproving the ef fieieney of the searchifng operation.  Reeent work his
shown “that. £t s nossiblo 1o design superipposed c¢odes which cap be docompnsod Lo
IEVe the unugquee sl of gumpopents af che SUPCTNRGSE L aun Husides bethy untgquel y
gecipheranlie, such, sperimposod cades alsn ofler (he pesstbilaty o) totrivvals
wilh paolalse regpoases, With 1he new codes 1L may he possthle oo petadn  the
ddvantages of  superimposed coding (tm example, freedom Leonm the (Leld fndet FImINACY
prudlem) without su:‘x‘érmg from the crdinary disadvantases af, auperimposed coding
(e example, u figite fulase reaponse praliability): A sutpler oversnll desiga

G the qyatem may alac be posattils: usting the aevar superimposed codds.




Y Introduction
A. . Dntes of Development Progfam
A1l work rdlated to the dédsign, construction,  and checkout of the experi-
mental model of :hcixuitiplu Instantancous Response File described in this report
was carried out quxng'thv period from 23 May 1962 to 23 July 1963,
B, -~ Baghgrouad

. o
cburing the period from 1 January 1960 to. 31 July 1961 a study was made

‘oi'}hv.:unsibxli{y of consiructing a data retrieval file of very large capacit:

ih. hich, ad ¥ thes data are in1orrng:2vd csimultancously, ©One characteristic of the

file vas ~that dat shonld be veéry large, containing the order of 2 million items of

“Intornalion.  An item of information should consist of- a single record, including

an xU-n ilicarion number, an abstract and appropriate logical specifications.
ARDiner important characd¢teristic was that during a search, the entire file should

e tested instantaneously (this requirement precluded the use of a serial search),

. The response {ime for all items responding to the search question should approach

Zero, 'Tyc responsc should consist of the item identification number and index
data in fhe form of an abstract.’

During ‘the study, general concepts {or solving the search problem were
devaloped,  Codes and searching technigues suituble for such a file were examined

and ‘a2 simple and efficient testing algorithm for distinguishing between simulta-

aoously “responding 1lems (multiple responses) was originated. Also several

phfsi"Jl realizations suitable for such aw index file. were investigated. It was
cone i uted from i1he study that tha development of 4 data retrieval file having the
Shated :;v(};;<DLLUHS was feasible and that a magnelic implementation of the file

AT permenemi-ostiorage of file information was attractive.

i

— — e, -

nis study wse spon:ored by Rome Air Development Center under Contract ;
AF}C"SO?} ~21k2. Refer to report RADC-TR-61-233, "Multiple Instantanecus ¢
Reopoose File," by J. Goldberg et al, August 1961. AS"‘IA Pcvov't ¥ AD 266 169













