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Nonrandom Binary Superimposed Codes
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Summary—A binary superimposed code consists of a set of code
words whose digit-by-digit Boolean sums (1 4 1 = 1) enjoy a pre-
scribed level of distinguishability. These codes find their main
application in the representation of document attributes within an
information retrieval system, but might also be used as a basis for
channel assignments to relieve congestion in crowded communi-
cations bands. In this paper some basic properties of nonrandom
codes of this family are presented, and formulas and bounds relating
the principal code parameters are derived. Finally, there are de-
scribed several such code families based upon (1) g-nary conven-
tional error-correcting codes, (2) combinatorial arrangements, such
as block designs and Latin squares, (3) a graphical construction, and
(4) the parity-check matrices of standard binary error-correcting
codes.
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I. INTRODUCTION

HE FOLLOWING two coding problems arise in
Tthe representation and handling of data in a

certain type of information retrieval system, to
be described in detail below. Let the sum of two n-digit
binary code words be their digit-by-digit Boolean sum;
for example,

oo
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We seek a large number N of code words such that, for
a given small positive integer m, every sum of up to m
different code words is distinet from every other sum
of m or fewer code words (Problem 1), or logically in-
cludes no code word other than those used to form the
sum (Problem 2). It will be shown shortly that these two
problems are intimately related, hence their simultaneous
consideration in this paper.
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A code whose code words satisfy the condition of
Problem 1 will be said to be uniquely decipherable of
order m, abbreviated UD,. This name derives directly
from the definition, which guarantees that any sum
word composed of up to m constituent code words of a
UD,, code can be decomposed into constituent code words
in only one way. For example, the list of eight 7-digit
code words,

11 000 00
10 100 00
0147010711010
00 110 00
00 011 00
00 100 10
00 001 01
00 000 11

not only contains no duplicates, but when augmented

with all (g) =

tains no duplicates. (This fact can be verified by listing
all of the pairwise sums, or more easily by checking
separately the manner in which sums having three and
four ones are formed.) Thus, this set of eight code words
constitutes a UD, code.

A code whose code words satisfy the condition of
Problem 2 will be said to be zero-false-drop of order m,
(ZFD.). This name derives from the retrieval applica-
tion, to be described in the next section. The three 3-
digit code words having a single one, namely,

100
010
001,

28 pairwise sums of code words still con-

clearly form a ZFD, code, since no pairwise sum such
110 can logically include the other code word, 00 1.
In fact, somewhat trivially, this code is also ZFD,.
Note that it is also UD, and UD,.

In Section II there is a description of the origin of the
need for superimposed codes and their applications—a
discussion which may be skipped by the reader interested
in codes only for their own sake. Basic properties of
these codes and bounds on the code size N in terms of the
order m and the code-word length n are derived in Sec-
tions ITI and IV. Several families of codes of arbitrarily
large size and order are then developed in Sections ITI-VII.

II. APPLICATIONS

A. Retrieval Files

A superimposed code such as a ZFD code may be
utilized in an information retrieval file as follows [1]-[3].
Before encoding, the retrieval file consists of a long list
of entries, one for each document in the file. Each entry
contains an identification number of the document (for
Jater physical retrieval), plus a short list of attributes,
called descriptors, which are selected from a descriptor
dictionary to describe the contents of the document
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in question. A typical dictionary might contain a number
N of descriptors between 10* and 104, and the maximum
number m of descriptors per document would normally
fall between 5 and 15 for a given file. The file size i
essentially unlimited.

An inquiry to such a file takes the form of a prescribed
list of “quiz” descriptors, and a test as to (a) whether
and (b) which documents in the file have included in
their associated descriptor lists all of the descriptors on
the quiz list. Thus, mechanization of the file and the
inquiry process requires that all of the document data
be encoded so that this inclusion test can be performed
rapidly and with a minimum of equipment. Methods
are already available for efficiently encoding the identi-
fication numbers, and for determining which documents
(Step b of the test) respond to an inquiry [4], if 4 means
is available for determining only whether or not any
documents respond (Step a). ZFD,, codes are proposed
for this latter purpose, for encoding the descriptor por-
tions of each document entry in the file,

To this end let each of the N descriptors in the diction-
ary be assigned a unique n-digit binary code word of a
ZFD, code. The descriptor list associated with ecach
document is then represented by a new n-digit word,
which is obtained by forming the digit-by-digit Boolean
sum of the code words of all of its constituent descriptors.
The code words of the quiz deseriptors are summed into
a quiz word in identical fashion. It then follows directly
from the ZFD,, property of the code that, as long as n'v
more than m descriptors are associated with any one
document, the quiz word is logically contained in a particular
document word if and only if all of the quiz descriplors
are included among the descriplors associaled with the
document. If this inclusion test is satisfied for any one or
more document words in the file, in response to an in-
quiry, then it may be arranged so that an output is
provided from the file. Otherwise, no output is obtained.

Various electrical and mechanical realizations of this
type of retrieval file have been constructed or proposed,
[5]-{7] and several are commercially available. For ex-
ample, if edge-notched cards are used, each document is
represented by a card which carries the binary sum word
as a pattern of notches over n possible notch positions
on one or more edges of the card, the bottom edge, say.
An inquiry can be made by resting a stack of such cards
on a set of small bars that are raised up underneath the
stack in those notch positions corresponding to the
loca‘t-ion of ones in the quiz code word. All the cards
havn_ng notches in at least these positions will remain
stationary, while the unwanted ecards will be raised, and
can be separated from the desired set.

Codes presently in use for such retrieval files are
generated by a random selection process [1]-{3]. Each
descr"lptor code word is formed by placing a few one
(typically, three or four) randomly in an n-digit bimlrb
field. The proper value of n for this random superimposed
code can be determined by statistical analysis, to reduce
to a prescribable minimum the probability that an un-
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wanted document will drop out during an inquiry [8]-[12].
Such a “false drop” could occur if a sum code word
‘ogically included one or more code words other than those
1sed to compose it.

While a few false drops can be easily weeded out by
the user of a file, they are nevertheless a nuisance, and
their oceurrence may become intolerable if the number
of them becomes too great. Because of the simplifying
assumptions made in even the best statistical analysis of
random superimposed codes (equal deseriptor usage,
unrestricted dictionary size, uncorrelated deseriptor se-
lection), it is not possible to guarantee a desired minimum
false-drop probability without very conservative design
choices. Even so, a random code will always have its
deviates from the mean performance. Thus, a particular
new code can be expected to have a few bad code-word
combinations, and there is always a chance that a new
code will have poor over-all performance characteristies.
Finally, another shortcoming of random codes is that a
search with one or more negated descriptors cannot be
performed without risking “false misses,”—that is, re-
jection of desired items. ZFD codes do not have this
problem.

It is primarily to overcome these shortcomings that
the new family of superimposed codes has been studied.
Just as with conventional error-correcting codes, they
provide completely error-free performance up to a certain
level of aectivity. Analogously, the random superim-

osed codes correspond to random conventional codes
such as have been discussed by Shannon [13] and Elias [14].

It is also true of randomly generated superimposed
codes that once a sum code word is formed for a docu-
ment, it is not generally possible to determine directly
from this sum all of the constituent deseriptors. That is,
the deciphering of sumwords is, in general, not unique.
On the other hand, it will be shown in the next section
that any ZFD,, code is automatically a UD, code, so
that the sum code words of the new codes are automatically
decipherable.

B. Data Communicalion

Certain crowded communication bands, such as the
amateur band, telephone trunk lines, and certain military
radio bands, are characterized by a limited number n of
channels but a larger number, N, of low-duty users.
Thus, it is not possible to assign for all time one channel
to each user, and some stratagem must be employed to
make the assignments variable and on demand. The usual
practice is to employ a master control unit, a switching
central, or an “operator” to keep track of which channels
are available, and to assign them as needed. In the amateur
bands, eentralized control is dispensed with, in favor of
the less reliable practice of letting each user locate a free

hannel as best he can.

If one could be assured that no more than m users
would be needing the band at the same time, each user
could be permanently assigned a set of channels on which
he was instructed to transmit and/or listen simultaneously.

Kautz and Singleton: Nonrandom Binary Superimposed Codes
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If the assignment were made in accordance with a ZFD,,
code, this user could be assured that his set of assigned
channels would never all be in use at the same time by
any other user or group of users. In this manner, he
could communicate at any time without consulting a
master control unit, subject only to this limitation on
the maximum number m of simultanecous users. If this
limit is not already imposed by the statistics of use of a
particular system, it may not be unreasonable to provide
a rudimentary form of master control which notifies all
users only when the band is full.

The use of broadbanding techniques for the allevia-
tion of crowding in busy communication bands was
argued by Costas [15]. This suggested application of
ZFD,, codes might provide a means whereby the prac-
ticality of the broadbanding philosophy may be tested.’

C. Magnetic Memories

It has been shown [17] that the problem of designing
a certain family of multiply-threaded magnetic-core
matrix memories can be expressed as the search for a
suitable winding pattern which can be expressed in an
N-by-n winding matriz A. The binary entries of this
matrix deseribe compactly which of the n drive windings
are threaded through which of the N cores which com-
pose the memory array. The reader is referred to the
literature for a detailed formulation of this problem in
matrix terms. We note here only the close relation be-
tween the principal design parameter of these arrays,
the selection ratio s, and the order m associated with the
matrix A when it is used as the basis for a superim-
posed code. In terms of the so-called excitation matriz,

A = AAY,
with elements N\;; (2, § = 1, 2, -+ N), the selection
ratio is
Min (A;)

Max (\:) |

It is shown in Section IV that the matrix A is a general
representation of a binary superimposed code whose
maximum order is bounded by

P»ﬁn ) —1
m > _—
-— l\ ‘- .
L Ia\ (kn)

and (later) that this inequality may frequently be re-
placed by an equality. As a result of this correspondence
between the problem of memory design and the problem
of developing desirable superimposed codes, it should be
possible to make use of results obtained independently

' Another communications application related to binary super-
imposed codes has been propose ({ Cohn and Gorman [16], and has
to do with the use of a suggested family of codes having limited
superp(l):mon properties for the selective calling of stations in a
networ
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on either problem to generate additional solutions to the
other.

In addition, it was shown by Minnick in 1957 that the
higher selection ratio obtainable in a multiply-threaded
memory may be exchanged for the property of simul-
taneous access—that is, the ability to apply simultaneously
more than a single address, and (with proper readout
circuitry) to read out simultaneously the contents of the
memory at all of these addresses [18]. In fact, it is this
particular use of the additional windings that conforms
most naturally to the superposition properties of the rows
of an A-matrix (code words of a superimposed code).

Many magnetic-core memory arrays may also be used
as the basis for the design of access switches, which differ
from memories mainly in the addition of extra bias or
inhibit windings and currents, and in the manner of
use [19]. The principal design parameter of access switches
is the load-sharing factor, which is normally equal to the
difference between the two quantities which form the
quolient in the above expression for s. However, we can
still expect a mutually beneficial exchange between
the catalogs of useful access-switch designs and binary
superimposed codes, even though the notions of efficieney
do not correspond exactly for the two problems,

11I. TueoreTicAL RESULTS

In this section ZFD,, and UD,, codes are given mathe-
matical definitions, and their interrelationship is shown.

The superposition sum z = z V y (designated as the
digit-by-digit Boolean sum up to now) of two n-di-
mensional binary vectors z = (', 2%, --- z") and y =
W', o, --- y") is defined by:

e [0 it 2l = yl=io | o

1 otherwise

Also, a vector z is said to be included in a vector y if an
only if

wy = y.

From a given code C,, which is a collection of N n-
dimensional binary vectors called code words, we may
readily construct for k = 2, 3, --- N the kth super-
position sum set Cy, which is the collection of all of the
superposition sums of these code words of C,, taken

exactly k at a time. Thus, the set C, contains (I\) vectors,

which for & > 1 are not necessarily all different. In
considering the sequence of sets Cy, Cs, «-- Cy, -++ , We
are particularly interested in the value of k at which
duplicate vectors first appear, either within the same set
C,, or between C, and some earlier set. Toward this
end, we have the following theorem and corollary.

Theorem 1: 1f the sets C, Cs «-- Cnyy are disjoint
(that is, if no vector occurs in two different sets of this

list), then the set C,, contains exactly('::) different vectors.
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Proof: Suppose that two of the (ImV) vectors in €,

<+ Y, are all code words

|

were equal:
I|VI,V et Vl'-.‘:ylv.'/zv >t W

where z,, 73, *** T, and ¥y, s,

in C,. Then
Y NT VI Ve

Vg, =uy \idg V = Ny

for every j = 1, 2, -+ m. But C.,, and C, are disjoint,
so that each of the code words yy, ¥s, * -+ ¥. must belong
to the set of code words |z, £, ++* z,]. Thus, there are

no duplicates in €, and €, must contain (;) different
vectors.

Corollary: If the sets C,, Cy, ---
N

then the set C, contains exactly ( ‘) different vectors

ke
for k = 1,2, --- m. This theorem and corollary are used
below to relate zero-false-drop and uniquely decipherable
codes.

If only C,, Cs, --- C, are disjoint, then ', need not

... are disjoint,

= [N .
contain (m elements, For example, the code C; con-

sisting of the seven cyelic permutations of (1101000)
has C,, C,, and C, disjoint, but C, contains only eight

ek S™

elements, rather than (‘{) = 35. Furthermore, if Ci,

C,, -+ C, are disjoint and €. contains (\) (-lcmcnts,‘
m
Cy, Cs -+ C..y need not be disjoint. For example, the

code C, with elements a = (1100), b =
¢ = (0110) has for C,, the sum vectors a V b = (1111), ;
aVec= (1110), and b V ¢ = (0111), and for Cy the
single element @ V b VV ¢ = (1111): the sets €', and C;

(0011), and

3) = 3 elements, but €, and C;

are disjoint, (', contains (

are not disjoint.
A ZFD,, code may now be defined to be a set C, of code 4
words for which no sum y, V y. V -+ V g, of j € m code
words is included in any other sum z, V 2, V -+ V &
of k < m code words, unless y,, s, --- y; all belong to 1
the set of code words z,, z,, --- z,. Clearly, a code that
18 ZFD,, is also ZFD, for 1 < k < m as well. An equivalent
and somewhat more intuitive definition follows from the
next theorem:

Theorem 2: A code is ZFD,, if and only if no sum
, VxaV -+ V x,0of k < m code words includes any
other code word y; not used in this sum.

Proof: The sufficiency follows directly from the defi-
nition. If the sum z, V z, v -+ V z, of k < m code
words includes no other code word y;, then it cannot in-
clude asumsuchasy, VvV --- Vy, V ««- Vy,of j < ",
code words, unless y,, y., -+ y, all belong to the set o
code words {z,, z,, - -+ z,}.

In terms of the sequence of gets C,, C,, -+
we then have the following theorem.

C’k, e
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Theorem 3: A code C, is ZFD,, if and only if the sets
C,, C,, -+ C,., are disjoint.

Proof:

1) If the sets €y, Cy, + - C,.y are disjoint, then a code

word y, can be included in thesum z, V 2, V- -V 2,
for k < m only if y, is one of the code words z,,
Za, *** ., S0 that C, is ZFD.,,.
If C, is ZFD,, suppose that C; and C,, for
some 1 < j < k < m + 1, have a common
elementz, Vo, V o« V=, Va V 2+ V 1
But if each y, is one of the code words z,, z,, -+ - z,
then we cannot have j < k, and thus C,, Cs, - -+ C,..,
are disjoint.

2)

A UD,, code may be defined to be a set €, of code
words such that equality of any two sum vectors, each
composed of no more than m code words, implies that
the two sets of constituent code words of the sum vectors
are identical. Thus Theorem 4 follows.

Theorem 4: A code C, is UD,, if and only if the sets
¢y, Cy, -+ (', are disjoint, and C,, contains (ﬁz’) different
vectors.

Proof:

1) Suppose that the sets C,, C,, --- C,, are disjoint
N) different elements. Then

kN) different
elements, and no two superposition sum vectors,
each composed of no more than m code vectors
but not composed of identical constituents, can be
equal without contradicting either the condition
that C,, (5, - - C,, be disjoint, or that (', contains

(ﬁ)diﬁ'erent. elements for 1 < k < m.

Suppose that the code C; is UD,,. Since equality of
two superposition sums of < m code words implies
identity of the two sets of code words, Cy, C'y, €, are

and that C,, contains (

each set (', for 1 < k < m contains (

disjoint, and ', contains (Z) different elements.

The relationship between ZFD and UD codes now
follows directly from Theorems 3 and 4, and may be
summarized as:

ZFED, = UD,, = ZFD,,_,

= UD,.y= +++=ZFD, = UD,.
Moreover, as shown earlier by counter examples in terms
of the sets C,, the reverse implications do not in general

ZFD, . =» UD. = ZFD,, ete.

An alternative statement of the ZFD, condition is as
follows. Imagine that the code words in (', are arranged

Kautz and Singleton: Nonrandom Binary Superimposed Codes
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as the rows of an N-by-n matrix 4. Then theorem 5
follows.

Theorem 5: The code €, is ZFD,, if and only if every
subset of m + 1 rows of A contains an (m + 1)-columned
identity submatrix.

Proof: The condition that C; be ZFD,, is equivalent
to the requirement that in each subset of m -+ 1 rows of
A, no one row may be included in the sum of the other
m. This will be the case if, and only if, each row of this
(m + 1)-rowed submatrix has a one in some column in
which all other rows have a zero. Conversely, if every
subset of m -+ 1 rows contains an identity submatrix of
order m + 1, then no one of these rows may be included
in the sum of the other m; hence, C, is ZFD,,.

IV. Bouxps

A weak upper bound on the size N of a n-digit UD,,
code can be obtained by merely counting the total num-
ber of different vectors in the sets €', 'y, --- C,, and
noting that this number cannot exceed the number of
nonzero, n-digit binary numbers:

- ()

Better bounds result through the use of some inter-
mediate parameters. The number of ones in code word
x; is called the weight w, of that code word, while the
overlap \;; between two code words z, and z, is simply
their dot product—that is, the number of digit positions
in which both words have ones. It will be convenient to
refer to the minimum weight w,.;, = Min, w, and the
maximum overlap An.. = Max, ; N\;;, 7 # j, where the
Min and Max operations are taken over all N code words,
Now if a given code has a maximum overlap \... for
all pairs of code words, then no particular (\... + 1)-
tuple of ones (that is, no set of An. -+ 1 particular digit

positions) can appear in more than one code word. The
total possible number of such (\... + 1)-tuples over n

<28 =%

(1)

positions is just Q\ and the 7th code word

n

mAax + ] Y
1
x“'Ill
N code words, then, we have the condition:

.i ()\,,,..w-'l- l) s ()\,,,.,n+ 1) £

If all code words have the same weight w, this bound

(A t " )
J\y < max ] "

(3)
w
()\m.‘ 4 1)

Moreover, if w; > m A, + 1, then the ith code word
cannot possibly be contained in the sum of any m other
code words, since it overlaps each of these other code

accounts for just ”_‘*_ 1) of them. Summing over all

(2)
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words in no more than ... positions. Thus, a code with
minimum weight w,;, and maximum overlap Au. IS
ZFD,, for all m up to some value which satisfies

where the brackets denote the integer part of the quantity
within.

In terms of the A-matrix, we may observe immediately
that the \,; are the off-diagonal elements of the N-by-N
matrix

A =44

while the w, are the diagonal elements: w;, = \,;. There-
fore, the search for an n-digit, N-word, ZFD, code (',
for which the lower bound (4) on the largest order m is
maximized, is equivalent to the search for an N-by-n
A-matrix which maximizes in A the ratio of the smallest
diagonal element (less one) to the largest off-diagonal
element.

The following theorem provides a condition under which
the order m of a ZFD,, code is equal to the bound (4).

Theorem 6: If every \,..-tuple appears in two or more
code words of a code, this code is ZFD,, but not ZFD.,.,

for
e [h;‘]
e ‘\“III ‘

Proof: The code is at least ZFD, by the bound (4).
But if every \,..-tuple appears in two or more code words,
then for any code word whose weight is w; < (m + 1)\ uu.
there can be found (m -+ 1) other code words whose sum
contains it. Thus, the code eannot be ZFD,, .,.

If a code is ZFD,, for a value of m higher than the
minimum set by the bound (4), numerous overlap possi-
bilities are ruled out by the presence of code words of
weight less than m MA... + 1. The following theorem
shows this for the case of words with weight no greater
than m.

Theorem 7: 1f any code word of a ZFD,, code has weight
no greater than m, it must have a one in some position
in which no other code word has a one.

Proof: If not, this code word would be contained in
some sum of m other code words, and the code would
not be ZFD.,..

It follows directly that if all code words of a ZFD,
code have weight w; < m, then N < n; i.e., the number
of code words is then no greater than the number of
positions in an individual code word. Equality (N = n)
is then achieved only if all code words have weight one.*

If some of the code words of a ZFD,, code have weights
no greater than m, say w, < mfori = 1,2, --- Ny, then
the number N of code words satisfy a revised condition

: However, UD. codes with w = m and N > n do exist, as will
be shown in Section VI.
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corresponding to (2), namely,

& w.~l) : w; )<(n—N.)
Z + l + --\Zn'l max + l i Amnl + I ;

=1 mas

This bound takes into account the fact that at least N,
of the n positions are used only once in the code. In fact,
any code word whose weight is no greater than m can
have its weight reduced to one without reducing the
order m of the code, since each such code word has a one
in some position in which no other code word has a one,
Similarly, any code word whose weight exceeds m A\, + 1
can have its weight reduced to this value, by arbitrary
deletion of ones, without reducing the order m of the
code. If the value of \,.. is deereased as a result of these
deletions, the proecess can be repeated. Thus, given any
ZFD,, code, another possibly different Z7'D_, code having
the same values of n, N, and m, but with all weights w,
equal to unity or satisfying m 4+ 1 < w, < m N\, + 1,
can be derived.

Clearly, then, the elimination of any weight-one code
word and its corresponding digit position from a ZFD,
code will reduce by one both the n and N-values of the
code, without changing its order m. In a similar manner,
any ZFD,, code may be augmented with any number of
weight-one code words, to increase both n and N by the
same amount, without changing the order m of the code.
While this process of “linear’” decrease or increase may be
useful in obtaining codes of particular desired sizes from

other known codes, its inefficiency indicates that a svnrch’)

for more perfect codes should exclude weight-one code
words, allowing only weights in the range
m+ 1 <w < mi,..+ 1.

If all code words have the same weight w, then the
bounds (2) and (4) above reduce to

QW n )
N < Rmat l 3)
w
58, o

m > [ﬂ_ ]]. (6)
x"IIl

Johnson has provided some refinements of (5). In our
notation, these read:

Rln—1lin~—2 = Neuax (7
Ns[w[w— 1 [w—:?[”' [:'n—)\,m] .”]jl]]’(’)

and

- nfw — \_..)
N L | 5—"max/ g 2 8
S I:wz ok ] when w' > 1) (8)

Also, interchanging zeros and ones,
Nn, w, A\uis) = Nty — w0, n — 20 + Aus)-

In the special case A, = 1, the weight reduction
process described above yields weights of unity and
Amx + 1 = m + 1, and no others. “Linear” deletion of

9|
i

I

[ )
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the weight-one words then yields a constant-weight code
which achieves the lower bound (6): m = w — 1. These
codes are discussed in detail in Section V.
Finally, for a constant-weight UD,, code, the bound
(1) may be refined to
= (N = (n
%)< Z0)
in which the right-hand sum expresses the number of
possible n-digit binary vectors whose weights lie be-
tween w and mw. Even if the weight is not constant, then
for any UD,, code we have the inequality

£@)<20)

which may be verified by showing (in a comparison of the
right-hand side with (1)) that the presence of any code
words of weight w, < m makes it easier, not harder, to
satisfy the inequality.

V. Consrrucrion or ZFD Copes

A. Codes Based Upon Conventional Binary Error-Cor-
recting Codes

Our approach to the problem of constructing ZFD
codes is to search among the known families of conven-
tional error-correcting codes for those which have desir-
able superposition properties, or which can be modified
to have these properties. This search has yielded a
number of potentially useful code families of arbitrary
order and of arbitrarily large size and length. However,
further work would undoubtedly lead to better codes, as
most of those given here can be augmented with addi-
tional code words (N increased) without reducing the
values of n or m.

For given n and m, the “linear” augmentation process
described in Section IV shows that the maximum size
Nouw(n, m) of a ZFD code is strictly increasing with z,
since

Nows(n, m) > Nouln — 1, m) + 1.

Thus codes of any particular size or length can be formed
from the next smaller member of one of the code families
offered in this section. Similarly, such particular codes
may be obtained by deletion of digits and/or code words
from larger codes. Furthermore,

N, m) > N, m’) i m’ > m.

The list of the n weight-one n-digit binary vectors
(t.e., the code defined by 4 = I, the n-by-n identity
matrix) provides a trivial example of a ZFD, code,
having N = n = m, which cannot be augmented to
form a larger code of the same length and order. These
.codcs achieve the bound (1), and will be used later in
this section as building blocks for the construetion of
larger codes by composition methods.
One large class of known binary codes, the binary
group codes [20], can be ruled out for direct use as super-
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imposed codes. Since these codes contain the zero vector,
they are only UD,, and not even ZFD,. Even with the
zero vector deleted, most of them are not ZFD,, since
the code usually contains a vector of large weight (such
as 111 -+ 11) which includes at least one of the vectors
of small weight.

If all of the code words of a ZFD,, code are constrained
to have the same weight, however, its overlap \,.. may
be related to the minimum number d of differing digits
between any pair of code words; namely

Auu“) i}

which allows the bound (6) to be written

d = 2w —

w— 1
Mo fe———

(10)
w—3

The quantity d may now be identified as the (minimum)
distance, which characterizes the error-correcting property
of a group code (or of any binary error-correcting code,
for that matter). Thus, the search for a ZFD,, code of
fixed weight w can be viewed as the search for a constant-
weight conventional error-correcting code of distance

_ 2wim—1). + 2'
- m

d

One simple way to generate constant-weight error-
correcting codes is to extract all words of the desired
weight w from an arbitrary error-correcting code. This
selection will certainly not reduce the distance. In fact,
if the distance of the original code is odd, the selection
will increase it to the next even value, since two code
words of the same weight can differ only in an even
number of digits. For example, it is known that the number
of weight-w words in the Hamming single-error-correct-
ing (d = 3) code of length n = 2" — 1, for any » =

2, 3,4, --- , is equal to the coefficient of z* in the poly-
nomial [21]
TASY L' ~ St ] L] — N LU = TR AR
P(z) = (4 2" 4+ n(l x)(1 z°) }
S M= = D =)
6 24

Thus, all N = n(n — 1)/6 code words of weight w = 3
can be used for a ZFD,, code of length n. Since the dis-
tance of the constant-weight portion of this code is now
d = 4, the order of the code, from (10), is at least m = 2.

Unfortunately, most group codes do not lead to interest-
ing ZFD,, codes, because of the property of group codes
that the distance equals the weight of the minimum-
weight nonzero code word; thus, d < w. If this weight
is even, then (10) gives (forw > 1)

w—1 =[2_;-’]=1
> = = .

m >
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so that for maximal-distance separable (MDS) g-nary
codes, for which d, = r, + 1, the maximum order is

370
and if the weight is odd,

r

w— 1 )
: YL A e Kty
m>|\‘ = l}—-
it 2

While these are only lower bounds on m, they can be
expected to be close to the actual order, unless the num-
ber N of weight-w code words is very much less than the
bound (3) would indicate may be possible. Therefore,
constant-weight ZFD codes of large order must be gener-
ated either from one of the few known nonsystematic
codes, or from a method other than selection from classi-
cal binary error-correcting codes. The ZFD codes con-
structed below are derived from g¢-nary error-correcting
codes and from the block designs of statistics.

B. Codes Based on g-nary Codes

A ¢-nary error-correcting code is a code whose code-
word digits are members of a set of ¢ basic symbols [20].
If ¢ = 2, we have a binary code, and the symbols 0 and 1
are generally used. However, our main interest in this
section is with values of ¢ greater than two. Many ¢-
nary codes are known which have various lengths n,
and various g-nary distances d, (minimum number of
differing g-nary digits between any pair of code words)
[20], [22].

We intend to form a binary superimposed code from
a g-nary code by replacing each ¢-nary symbol by a
unique binary pattern. To simplify the discussion, assume
initially that each of the ¢ binary patterns has unit weight
and length ¢. Thus, the ¢g-nary symbols 0, 1, --- ¢ — 1
are to be replaced by the ¢-digit binary vectors 100 - -- 0,
010 --- 0, ---, 000 --- 1, respectively. (The generaliza-
tion to other binary patterns will be deseribed in the
next subsection.) A g-nary code of length n, is therefore
transformed into a binary code of length

(11)

and the binary distance is twice the ¢-nary distance:
d = 2d,. The number N = N, of code words remains
the same. Since the binary code has constant weight
w = n, (one one per ¢g-nary digit), its ZFD order is given

by (10), and is
Ng =1
8 2 [ﬂ. " dc].

In the interests of maximizing m for fixed length n, and
size N,, we seek g-nary codes whose distance is as large
as possible. A study of maximal-distance g-nary codes
has revealed several code families, and some interesting
special properties, when the code is separable—that is,
when the number n, of digits can be separated into k,
(independent) information digits and 7, = n, — K,
(dependent) check digits. These results have been re-
ported in a separate paper [22]. In particular, it has been
shown that the distance is bounded according to

d. <r.+ 1,

n = qn,

m = [%L:—':I (12)‘>

Equality in this expression follows directly from Theorem
6, and the observation that each \... = (k, — 1)-tuple
is repeated just ¢ times. Also, the k, independent digits
imply a total of

(13)

code words in the code. These three relations, (11), (12),
and (13), therefore relate the parameters ¢, k,, and n,
of MDS g-nary codes to the parameters n, N, and m of
the binary superimposed codes derivable from them.

MDS g-nary codes are known to exist for several
ranges of parameter values [22], but the most useful
family for present purposes is the set for which ¢ is any
prime power (> 3), and which uses any values of k, and
n, that satisfy

g+12n,2ki+ 12 3. (14)
In the conversion of these codes to ZFD codes, we may
note from (12) that for preseribed m, and for any par-
ticular values of ¢ and k,, the use of a length n, larger
than 1 4 m(k, — 1) serves only to increase n while N
and m remain constant. With this minimum value of n,, _
therefore, the parameters of the ZFD code family are
(for k, > 2);

n

qil + mk, — l)l]

ke

(15)

N=.gq J
where ¢ is any prime power, and ¢ > m(k, — 1) = 3.
(The inequality (14) is now satisfied automatically.)
We have therefore demonstrated the existence of ZFD
codes of arbitrarily large size and order, and whose size
N grows exponentially with length n, for fixed order m.

This lower bound on ¢ governs the minimum size of
th(:ise ZFD codes; for example, for k, = 5, then ¢ > 4m,
an

n = 4m(l + 4m)
N > (4m)°

so that g-nary-based codes with k, > 5 are extremely
large—certainly too large to be of much interest for the
types of applications discussed in Section II. Even for
k. = 4, reasonably sized codes exist only when the maxi-

mum order m is small (2 or 3). For the other cases, we
have

ky=2: ke =3
n= gl + m) n = ¢(1 + 2m) '
N-=q2 N= ql

qg2m q = 2m.
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When k, = 2, codes are known for which ¢ is not re-
stricted to be a prime power, but the range of ng is now
reduced from that given by (14) to

I{g) +22mn,23

where L(g) is the number of pairwise orthogonal Latin
squares of order ¢. Again, using the minimum value of
n,, the same expressions for n and N result, but now the
integer ¢ must be chosen large enough so that

I{q) 2 m — 1.

It is known that L(g) is no greater than ¢ — 1, and is
at least as great as one less than the smallest prime-power
factor contained in ¢ [23]; e.g., L(12) = L(2°-3) > 2,
and L(12) < 11. When g is itself a prime power, these
limits are equal, and the bound stated earlier (¢ > m)
results. ’

When k, = 2 and m = 2, then n, = 3 and only one
Latin square is needed; any value of ¢ > 3 is satisfactory
as a basis for the resulting weight-three ZFD, code
havingn = 3¢ and N = ¢’

The construction of MDS g-nary codes is deseribed
in Singleton’s paper [22]. Suffice it to note at present that
the family presented above includes as special cases the
Reed-Solomon [24] ¢g-nary codes (n, = ¢ — 1), ¢g-nary

“parity-check’” codes (r, = 1), simple repetition codes
(k, = 1), part of the family of Golay [25] single-error-
correcting g-nary codes (r, = 2, n, = ¢' — 1), and several

codes based on orthogonal Latin squares (k, = 2) [26].

These g-nary-based ZFD codes are certainly inefficient
in one respect, in that they are splil-field codes; that is,
each code word’s binary digit sequence, or field, can be
separated into distinet sections (the sections have the
same lengths for all code words) which are encoded
separately. Fach of the w sections has length n, and
contains a single one. In general, such a code may then
be augmented with additional words, without decreasing
its distance (henee its order), by letting the number of
ones in each section increase above unity. For example,
the ZFD, code based upon the ternary code with k, = 2,
n, = 3, has the N = ¢° = 9 code words

001 001 001
001 010 100
001 100 010
010 001 100
010 010 010
010 100 001
100 001 010
100 010 001
100 100 100.

Without increasing the length n = 3¢ = 9, or decreasing
m, three more code words may be added:

111 000 000
000 111 000
000 000 111

vielding a ZFD, code of size N = 12.

C. Codes Based on Composilion with g-nary Codes

It was assumed in the last Section V-B that each
digit of the g-nary code was represented as a weight-
one binary ¢-tuple. However, there is no reason why a
more general representation of these g symbols cannot
be used, provided only that any set of up to m different
such symbol representations has a superposition sum
which itself satisfies the ZFD,, property. Thus, ¢ words
from any ZFD,, code containing at least ¢ words may be
used. Since such a code may have a word length less
than ¢ (the length of the weight-one ZFD, code used
previously), the total number n of binary digits necessary
for the g-nary-derived superimposed code may be much
less than gn,, the earlier value.

This type of g-nary symbol representation may be
advantageously regarded as a method of composition,
in which a small ZFD code, having parameters n,, N,,
and m,, say, may be converted into a larger ZFD code,
having parameters n;,, N,, and m,, on the basis of an
n~digit g-nary code having k, independent digits. The
relations between these parameters are direet extensions
of (11), (12), and (13):

Ny = NNy
[

.Vl —C/] £

m, = min (mgy, m,),

where ¢ is a prime power now bound by the inequality
n,— 1 <q <N, and

,,,_["-«_—']
Lk — 1)

Using a value of n, no larger than necessary to render
Mo = My = My = m, we get

n, = n,l1 + m(k, — l)}l

(16)
Ny = q" J

where
m(k, — 1) < ¢ < N,.

The choice of a weight-one code for the smaller ZFD
code means that n, = Ny, = m, = ¢, and yields the code
family (15) derived in Section V-B.

Starting with a simple weight-one code, repeated
compositions can be carried out, keeping the order m
fixed, to build up arbitrarily large ZFD codes.” Different
g-nary codes may be used at each stage of the composition.
If the same type of g-nary code is used (except for the
value of g itself, which is replaced by ¢’ = N,), then a
second composition on the code (16) yields directly

ns = ngfl + m(k, — 1)}*
N, = ’I“'
3 Of course the original code for repeated composition need not
be a weight-one code, or even a ¢g-nary code, but can be any ZFD

code with the proper parameters. The block design codes of Section
V-D can serve as particularly good original codes.
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where
mk, — 1) £ ¢ =N; = ¢'".

(Clearly, if ¢ is a prime power, then ¢’ = ¢ is also a
prime power.) After ¢ such compositions on a weight-
one original code, there results

qil + m(k, — 1)}°
N.=gqg"

where, as before, the prime power ¢ must satisfy
qg > m(k, — 1).

The number ¢ of compositions may be optimized with
respect to ¢ and k, by noting that replacement of ¢ by
¢ — 1 can be compensated for by replacing ¢ by ¢", to
keep N. constant. This substitution changes the length
to ¢"*{1 + m(k, — 1)}*", which represents an increase
(¢ too small) or decrease (¢ too large), depending on
whether

n,

(17)

Re—=1
1+ mk, — 1)
is greater or less than unity, respectively. Thus, for

given m and N, g should be selected in accordance with
not only a lower bound, but now an upper limit as well:

14+ mk, — 1) < ¢ ' <1+ mk, — D™
2, this range becomes
14+m<q< 1+ m?,
and for k, = 3,
(1+2m'”2 < g <1+ 2m)*~.

(In this last case, the lower limit is satisfied automatically,
since ¢ = 2m.)

When k, = 2, this composition method is valid even
when ¢ is not a prime power, provided only that
L{g) > m — 1, as before. The validity follows directly
from the fact that

For k, =

].(lf) 2 L(q),

an inequality which may be established without difficulty
on the basis of the following construction.® Let the set of
L pairwise orthogonal Latin squares of order ¢ be
Sy, --+ S, -+ Sy, written as matrices in the symbols
0,1,2, -+ g — 1, with general element s}’ - - - . Then a set
of L pairwise orthogonal Latin squares 7'y, -+ , T, --- T,
of order ¢~ and of general partitioned form

e (%)
Ty T,
T, = o ;:' !

where 7'} is a ¢-by-g array, can be constructed by letting
T3 =8 + @i,

where J is a ¢-by-¢ array of all ones.

4 This proof is due to B. Elspas.

IEEE TRANSACTIONS ON INFORMATION THEORY

October

D. Codes Based on Block Designs

The block designs of statistics constitute a multi-
parameter family of arrangements of objects, which for
present purposes may be conveniently represented as
matrices of zeros and ones. The tncidence matriz S of a
so-called balanced incomplete block design (BIBD) with
parameters (v, k, b, r, \) has b rows, v columns, k ones
per row, and r ones per column, and is such that the dot
product of every pair of columns is just X\. The well-
known identities

or = bk
kr—1) = Xe — 1)

must be satisfied.

Either the rows or columns of S might be identified
with the code words of a constant-weight code. If each
column of S is a code word, then we have

A = 8' (= the transpose of S),

so that
n==b
N=p
w=r
Aii = A = Mnaxe

But » £ b for a BIBD, and thus N < n, yielding an
uninteresting family of superimposed codes.
If each row of S is regarded as a code word, then

4 =38,
so that
n=uy
N=b
w=k
Nii S Muas

where p... is the maximum dot product of any pair of
rows of S. Hence

A3 [lr — l:| s [k — l]‘
““I.I M")l‘

Unfortunately, there is no simple relationship between
Amax nd gty for BIBD’s in general. If A = 1, then it
may easily be shown that p... = 1, so that®

m=w-—1=%k—1,

but if A > 1, then all that can be said in general is that
2 < pue < k.

The theory of block designs is incomplete, although
constructions are known for a number of families and
for some isolated designs [27], [28]. Unfortunately, the
parameter values of practical interest in forming super-

& Equality and maximality of this value of m follow directly
from eorem 6.

i

. )
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imposed codes are beyond the range of most of the
designs tabled for statistical use. The principal excep-
tions to this situation occur for X = 1, for which useful
designs are known with the parameters,

1);

(n. w, ' TN =
w— 1
specifically, for

F=3v=10r3 (mod6),b=r2r+1)/3,r=@w—1)/2;
so that w 3, n 1 or 3 (mod 6),
N=nln-=1)/6m=2

k=4v=3 —1,b= /4 r = prime power; so that
w 4, (n — 1)/3 = prime power, N
nin — 1)/12, m = 3.

nn — 1)

w, k,r. by \) = =)

Note that these codes achieve the bound (5), and there-
fore cannot be made larger for the same length and the
same weight. (In fact, it can be shown that any ZFD,,
code achieving this bound is equivalent to a BIBD.)
The designs for the k 3 family are called Steiner
Triple Systems [27], and have had a previous applica-
tion to coding problems [26].

V1. Coxsrrucrion oF UD Copes

A. UD Codes Based on Parity-Check Matrices

While UD codes can certainly be obtained by using
ZFD codes of the same order (see Theorems 3 and 4),
it may be possible to take advantage of the less stringent
defining condition expressed in Theorem 4 to obtain UD
codes which are larger than ZFD codes of the same order
and length. Presented below are three different approaches
to the construction of UD codes of small order. Some of
these turn out to be quite efficient.

The transpose H' of the parity check matrix H of a
conventional binary e-error-correcting code is known to
have the property that the set composed of its row vectors
and all sums of up to ¢ of them contains no duplicates [29].
This property is exactly what is desired for the A matrix
of a UD, code, except for the type of summation in-
volved: the H' matrix is based on modulo-2 (exclusive-
OR) addition while the A-matrix is based on Boolean
(inclusive-OR) addition. Consequently, H' cannot be
used directly as an A-matrix with m = e, but we might
profitably seek some way to modify H * 50 that uniqueness
of these row sums is preserved, even under Boolean
addition.

We demonstrate below such modifications for e
and e = 3, yielding UD, and UD; code families, re-
spectively.

For ¢ = 2, let each binary digit in H * he accompanied
in the same row by its complement; e.g.,

= 2

0 — 01

1 — 10.

This substitution can be effected by using, for example,
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the matrix
A=[H:H',

in which /7° is the binary complement of H"‘. The addi-
tion tables for elements of the H® and A matrices may
now be compared,

@ | 01 v 01 10
0 01 01 01 11
1 1 0 10 11 10

Clearly, any pairwise row sum of A can be unambiguously
transformed back to the corresponding row sum of H':

00 — 0
10— 0
11 — 1.

Similarly, any row of A can also be uniquely trans-
formed to a row of H':

01 —0
10— 1.

The dual interpretation of 10 will give rise to no
ambiguities, as long as a row of A can be distinguished
from a row swmn. This is indeed the case, since no row of
A contains 11, but every row sum contains 11 as evi-
dence of differing digits in at least one digit position.

Since uniqueness of rows and row sums is preserved,
the matrix A represents a UD. code if the matrix H'
represents a 2-error-correcting code. The family of Bose-
Chaudhuri codes [30] for ¢ = 2 have at most 2x check
digits (number of columns of H') and a total of 2* — 1
digits (number of rows of H'), for all positive integer
values of ¢ > 2. Since A has twice as many columus as
H', then

n <
N

4u
=2 —1.

Therefore, for every doubly even value of n, a UD, code
exists of size

N =2 —1,

The exponential growth of these codes guarantees that
they will be larger than all previously derived ZFD,
(hence UD,) codes, for sufficiently large values of n.

For ¢ = 3, intercolumn relationships of H' must be
somehow represented in A, since any form of simple
substitution such as 0 — «, 1 — B8 is not adequate to
maintain a distinction between all of the double and
triple sums:

0®0®]=]1 but «a VaVgBg=aVpVS§
0D1I@1 =0J

1@1=0} but BVB=BVEBVS.
1P1P1 =1




374

It is possible to show that if every pair of columns of H'
is recoded in 4 according to the transformation

00 — 1000
01 — 0100
10 — 0010
11 — 0001,

then the resulting A-matrix represents a UD; code if
the H‘-matrix represents a triple-error-correcting code.
The Bose-Chaudhuri codes [30] for ¢ = 3 have a matrix
H' with 2° — 1 rows and no more than 3u columns,
for every positive integral value of ¢ > 3. Since a pair
39“) ways, the

of eolumns may be selected from H' in (

number of columns of A4 is

n < 4(3,)“) = 6u(3u — 1)

and the number of rows is

N=2"—1.

This code is inefficient for relatively small values of n
and N, since N > n only for u¢ > 13 (n > 2964), but it
is asymptotically attractive:

N> oVeas

This growth rate is about the same as occurred for the
g-nary ZFD, codes obtained by iterated composition
withk, = 2andg=1+m = 4;

N = 2",
B. Codes of Weight Two Based on a Graphical Construction

The best codes of constant weight w = 2 can not be
ZFD, codes, according to Theorem 6, but may be UD,
codes. We derive below two such code families, and
show that their size N grows asymptotically as n”

Consider first the split-field case, when each of the ones
is confined to a separate portion of the n-digit code word.
Let a given code word have its two ones in the ith digit
position of the left portion and the jth digit position of
the right portion. The entire code may then be expressed
compactly in the form of a binary matrix G, whose
general entry g,; has the value 1 when and only when
the code contains such a code word having ones in the
ith and jth digit positions of the left and right portions,
respectively. Clearly, the size N of the code equals the
total number of ones in G.

To satisfy the UD, condition, no two ones in ¢ must
occupy the same pair of rows and columns as two other
ones; that is, no row of G can contain a pair of ones in
the same two positions as another row. Thus, we seek
for G a binary matrix with a fixed semiperimeter n,
and containing a maximum number N of ones, such that
the dot product of any two rows does not exceed unity.

This requirement will be met by the matrix of a BIBD
[27] whose parameters (v, k, b, 7, \) are given by:
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n=v+b
N =kr
A=1L

To the extent that these designs exist, N will be maximized
for fixed n when the ratio v/b = k/r is as near unity as
possible. In the case of complete regularity, therefore,
G must be the matrix of a symmelrical BIBD: v = b
and k = r, thus n = 20 and N = k°. These symmetrical
designs are known to exist for all values of k£ for which
k — 1 is a prime power [27], and from the block design
identities they yield the relations:

n=20"—k+1)
N = kk — k+1).

For these values of k, then, there exist split-field UD,
codes of weight two and of size

Z-(l + v%n - 3).

N

Asymptotically,
nﬁ/?
2v/2

Consider next the case when the two ones are not
restricted to separate portions of the code word. Let
each of the n digit positions of the code words now be
represented as a node of an n-node graph. Each code
word may then correspond to an undirected branch be-
tween the two nodes which represent the positions of its
two ones. In these terms, we wish to place on an n-node
graph a maximum number N of branches, subject only
to a certain condition which corresponds to the desired
UD, property: no branch-pair may be incident on the
same set of nodes as another branch-pair. Thus, neither
of the partial graphs in Fig. 1 is allowed. Cycles of lengths

7

Fig. 1.

N

4 and 3 can therefore be excluded, and 2-cycles (duplicate
code words) and 1-cycles (weight-one code words) can
be ruled out as needlessly wasteful. Therefore, we seek
maximal n-node graphs which contain no closed cycles
of length shorter than 5. Sufficiency of this condition is
obvious: every n-node graph whose shortest cycle length
is at least 5 generates a UD, code of weight 2.
Completely regular graphs of this type have been
studied previously by A. J. Hoffman and R. R. Single-
ton [31], and are called “Moore graphs of diameter 27.°

¢ The pertinence of the Hoffman-Singleton paper to the present
problem was suggested by E. F. Moore.
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In terms of the degree t of the graph—that is, the number
of branches incident on each node—certain equalities
‘must be satisfied which rule out all but four possibilities:

t=2 n=235 N=5
t=3 n=10 N =15

t =17 n = 50 N =175

t = 57 n = 3250 N = 92,625.

The first two graphs are shown in Fig. 2, the third is

(a) (b)
Fig. 2,

listed in Hoffman’s paper, and the fourth case is un-
decided. The code parameters are related to the degree by:

. 80 that

n=1+1¢

: ni (1 +r)
o et
N-’—ll/{;t]

For values of n intermediate between those listed above,
the next larger complete graph may be pruned, one node
with its incident branches at a time, to remove the least
number of branches at each step. The sizes of some of
these intermediate codes are listed in Table I. In any
case, we have the approximate asymptotic growth,

3/2
n

2

N ~

which is slightly better than for the corresponding split-
field UD, codes, but is still poorer than the growth for
the UD, codes which are based on parity-check matrices
of conventional double-error-correcting codes, and which
are presented in the previous subsection. The codes of
Table I are also much poorer than the simplest ¢-nary
and block-design-based ZFD, codes of Section V.

TABLE 1

n N n N
5 5 30 70
10 15 35 9
15 25 10 120
200 8b 45 145
25 50 50 175

Kautz and Singleton: Nonrandom Binary Superimposed Codes

375

C. Pairwise Composilion of UD, Codes

It was shown in Section V how a three-section, split-
field, ZFD, code can be formed from a known ZFD,
code of one-third the length. The code words of the three-
section code have the form

(a,)(by)(e1r)
(a5)(ba)(Caz)
ete.,

in which the partial words a,, as, --- and by, bs, --- are
selected independently as code words of the smaller
code. The third partial words, ¢,;, €ss, - -+ are selected
from the same code in accordance with a certain Latin
square, whose row and column indices are related to the
first and second partial words. Thus, from a given ZFD,
n-digit code having N words we may compose a new ZFD,
code having 3n digits and N* words.

We will now show that large UD, codes may be similarly
composed from smaller UD, codes, the only difference
being that the length of the third field is considerably
less than that required in the ZFD, case. Equivalently,
UD, codes can be formed whose size N is much greater
then ZFD, codes of the same length.

If the partial words a,, a,, --- and by, bs; --- are
seleeted from a UD, code, then the first and second fields
of the superposition sum,

(a; V ax)(by V by)esy V 622)

can certainly be individually deciphered into their con-
stituents. Without a suitable third field, however, the
two interpretations

(ay)(b2)(es2)
(,“'.')”'x)("zl)

(a;)(by)(eyy) and
(a'.')(._l"z)("z'.')

cannot be distinguished. We therefore require that
Gy V G2 # Cyy V Cay.

This condition can be expressed more naturally by
arranging the entire set of third-section partial words
¢;; into a N-by-N matrix C, just as was done for the
Latin square. The row and column indices correspond
to the selection of the partial words a; and b;, respectively.
Thus, each element in the matrix € is the third section of
one of the N* code words being derived. The above
condition now reads
(L V 6 #Z Cit V Cisy '1.95,\', ]?51

for every set of four elements which form a rectangle
in the matrix. That is to say, opposite diagonal sums
must be different for each 2 X 2 minor of C.

If ¢,; is limited to a single binary digit, the largest
(C-matrix meeting this condition is readily seen to be a
3 X 3 identity matrix:
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100
010/
001

Ci=

Starting with a 3-digit, weight-one code (which is certainly
UD,), having the three code words

001
010
100,

the matrix €, yields a 7-digit UD. code having 3° = 9
words

01051851001 1
00 010 0
001 100 O
010 001 0
010 010 1
010 100 O
100 001 O
100 010 O
L 050 110000 A%

We seek next a 9 by 9 matrix €. whose entries ¢;;
satisfy the above minor diagonal condition. In general,
we need to convert a 3*-by-3" matrix €, into a 3**'-by-3"""
matrix Cyy, p = 1, 2, -+ | in such a way that C,.,
satisfies the minor condition if €, does. To this end,
suppose that such a €, satisfies this condition and has a
partition into ninths of the form

X Y Z
G =17z X Y
Y- Z X

where X, Y, and Z are 3" -by-3""' submatrices with
vector elements. C; certainly has this partition structure.
Let the notation 1X designate a matrix X, all of whose
vector entries are augmented (on the left end, say) with
a binary 1; similarly for 0X 1Y, 0Y, 1Z, and 0Z. We
will now show that the matrix

[ 11X 10Y 10Z |00X 01Y 007 '
(10Z 11X 10Y (00Z 00X 01Y

10Y 10Z 11X 101Y 00Z 00X |

00X 00Y 017
01Z 00X 00Y
00Y 01Z 00X

00X 00Y 017 |11X 10¥ 10Z 00X 01Y 007
01Z 00X 00 110Z 11X 10Y | 00Z 00X 01Y |,
00Y 01Z 00X |10¥ 10Z 11X | 01Y 00Z 00X
00X 01¥ 00Z |00X 00¥ 01Z | 11X 10¥ 102
00Z 00X 01Y imzooxoor: 10Z 11X 10Y
LO1Y 00Z 00X 100Y ()IZOOXE 10Y mzu.\'_‘

which has the same partition structure as does C,, also
satisfies the minor diagonal condition.
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First of all, note that the X, ¥V, and Z portions of the
binary vector entries ¢;; in each of the ninths of C,,,
are the same within each ninth. Hence, any 2 X 2 minor
falling entirely within one of the ninths will certainly
satisfy the condition. In fact, any 2 X 2 minor whose
corners fall in different ninths will also satisfy the condition
for the same reason, except perhaps if its horizontal
or vertical corner pairs fall in corresponding rows or
columns of different ninths. In these cases, however,
the added digits serve to keep the condition satisfied,
by providing a digit pattern over these corresponding
positions exactly as was used in C,, The first added
digit handles the ease when the four corners of the minor
fall at corresponding locations in four different ninths.
The second added digit handles the case when the minor
lies entirely within a line of three adjacent ninths, but
its left and right corner-pairs (or top and bottom corner-
pairs) fall in corresponding columns (rows, respectively)
of these three ninths.

As a result, all minors satisfy the diagonal condition,
and C,,, is a satisfactory matrix for a UD, code.

With each increase of p by one, two binary digits
are added to ¢,;; thus, the entries in C, are 2p — 1 binary
digits in length. The UD, code obtained by iterated
composition therefore has, for each positive integral
value of p, a size N and a length n(p) given by

N=3" np=2np-1)+ 2p—1),

or
n(p) = 6:2° — (2p + 3).
Asymptotically, then,
N ~ 3",

The ZFD, codes obtained by iterated composition also
had N = 3% but for them, n(p) = anlp — 1),
so n(p) = 3""", For these values of p, then,

NS :{I/')\'n)l"‘l'.'

which is much less than the corresponding value of N
for the UD, codes.

VII. DiscussioN

We have shown in Sections I-VI how a new class of
codes, nonrandom binary superimposed codes, may be
used in storage and communication systems, and we have
derived for these codes several properties and construe-
tion methods over a wide range of parameter values.
Not considered in this first investigation of ZFD and UD
codes are problems associated with their implementation
in encoding and decoding logical circuitry, and the
formation of truly optimal codes. Also, it would some-
times be useful to be able to use part of the distance of
the codes for noise protection, even if the order of the
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code must be reduced to do so, and to determine the
trade-off between the degree of error-detection and the
order,

In the theoretical area, better upper bounds on N as a
function of n and m would be desirable, as would a better
undertanding of the inner relationship between ZFD and
UD codes.

Comparison of known ZFD codes with one another
reveals that the largest short codes are based on block
designs, and the largest longer codes are based on ¢-nary
error-correcting codes. Since the block-design codes all
have fixed weight, these results suggest that block-design
codes of large weight, if they exist and could be found,
would turn out to be superior. Indeed, the fact that ¢-
nary-based superimposed codes are split-field codes, and
can be augmented in almost every case, indicates an
avoidable incfficiency that could be overcome with a
more uniform distribution of ones throughout the code
word, such as occeurs in block-design codes.

A comparison of ZFD and UD codes with random
superimposed codes suffers from the same difficulties
that are encountered in comparing deterministic and
random conventional error-correcting codes. Some sort of
channel statisties (here, deseriptor usage statistics) must
be assumed, in order that a set of quantitatively related
error (false-drop) probabilities may be assigned to the
oceurrence of the various numbers of different types of
errors (here, the numbers of quiz and document de-
seriptors). From the point of view of actually carrying out
the comparison analytically or computationally, the
situation is further complicated in the case of super-
imposed codes by the unavoidable dependence of the
result on additional parameters: the size of the file, and
the ratio between the numbers of quiz and document
descriptors. Also, in the retrieval application, the mean-
ingfulness of the result is liable to depend rather critica}ly
on some assumptions which are not at all met in practice
(equal descriptor usage, and lack of interdeseriptor cor-
relation).
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MORE REVIEW

ing sensitive only within a portion-of
the visible spectrum while the diode
works through the infrared region.
The phototube, however, is superior
in terms of bandwidth and equivalent
resistance. A typical tube can op-
erate over a 3:1 bandwidth with a
resistance greater than 100K ohms,
but the diode, limited by shunt capac-
itance, has no more than 1000 ohms
impedance, in a 5- to 10-percent fre-
quency band.

The most common use envisioned
for modulated light beams is as a
communication carrier. Such a system
could have a bandwidth of several
thousand megacycles and a beam
width of only a few miles at distances
as great as that to the moon. Other
possible uses exist in the fields of sur-
veying and astronomy, where dis-
tances could be measured to small
fractions of a microwave wavelength,
and emitted light studied for possible
natural modulation frequencies.

ROBERT JOE PRICKETT

| meeting review

BINARY SUPERPOSITION

The first fall meeting of PGIT was
held late in September, at the Philco
auditorium in Palo Alto. The speaker,
Dr. William H. Kautz, addressed an
audience of about 30 on the subject,
“Data Communication through Binary
Superposition Channels." Dr. Kautz is
a senior research engineer, specializ-
ing in switching theory, coding the-
ory, and logical design at SRI's com-
puter techniques laboratory.

The speaker described a new family
of binary codes developed originally
for an information retrieval applica-
tion. The first portion of his talk was
concerned with this retrieval applica-
tion, then a possible communications
application of these novel codes was
sketched. Finally, the third and major
portion of the discussion centered on
detailed properties of the codes, and
techniques for constructing them.
Retrieval Application

The retrieval application was de-
scribed in terms of a model for in-
formation retrieval from a large file of
documents—10,000 to 1,000,000 doc-
uments. Each document is provided
with an accession number and a set
of relevant descriptors. These descrip-
tors are chosen from a dictionary of
terms, and each such descriptor is
assigned a binary code word of fixed
length, n, containing a small number

november 15, 1962




ploy the heterodyne scheme, for it
has advantages in frequency selectiv-
ity and angular discrimination. The
best optical filters pass a band 100
gc wide, but a heterodyne system,
detecting only at the intermediate
frequency, could look at much nar-
rower bandwidths. And the local oscil-
lator and received signals must be
exactly parallel when they strike the
detector surface. Otherwise, the beat
frequency will vary in phase across
the face of the detector and will be
canceled out in the resulting current.
This property enables the detector to
serve also as a high-gain antenna.

A modulator has been built using
a microwave cavity and a bar of KDP
(KH2PO,). Crystals of KDP exhibit a
nonuniform directional dielectric con-
stant when subjected to an electric
field. This property is employed to
produce elliptical polarization on a
polarized light wave passing through
the cavity. The simplest device con-
sists of a cavity, containing the crystal
of KDP, resonating in the TMgo
mode. The unmodulated light beam
is fed through a polarizer and into one
end of the cavity. It then passes
through the KDP crystal which is at
the center of the microwave electric
field. Here the two perpendicular
components of the light wave are de-
layed unequal amounts to produce
elliptical polarization. The now mod-
ulated light beam then leaves the
cavity and passes through a second
polarizer to produce an amplitude
modulated, linearly polarized beam.
Several other crystals can be used as
modulators, including ADP (NHj;-
HPO,), ZnS, and CuCl. The last two
look very good electrically, but have
proven difficult to grow. A modulator
employing KDP has produced 15 per-
cent modulation on a laser beam
when driven by one watt at 3 gc.

PIN Diode

A second demodulation scheme
uses a PIN diode (a three-layer diode
having positive- and negative-doped
regions separated by a layer of in-
trinsic material). When the diode is
properly biased, all carriers are
swept out of the intrinsic region and
no current flows. But, if the intrinsic
region is then bombarded by light,
electrons are freed and flow out in
the form of a detected current. The
diode can operate over a much
broader part of the spectrum than
can the photo cathode, the latter be-

(Continued on page 12)
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of binary 1's. The coded descriptors
pertaining to any given document are
superposed on the same n-bit field.
Superposition here means a bit-wise
inclusive-OR operation (as in the
punching of holes in a card). An in-
dividual in search of information con-
cerning, say, superconductive thin
films consults the dictionary of terms
and finds "‘superconductivity’' and
“thin films" among them. The n-bit
code vector obtained by superposi-
tion of the coded descriptors for
“superconductivity’ and "thin films"
is used as a "'quiz word'' against the
entire document file. The test is on
logical inclusion (rather than identity
match); thus, any document whose
superposed descriptors have 1's in
each position where the quiz word has
1's will be caused to "drop out," i.e

be selected for the searcher's atten-
tion. Among the documents (acces-
sion numbers) thus called to attention
will certainly appear all documents
bearing both desired descriptors.
However, other documents also may
appear in the output, since the for-
tuitous combination of 1's from en-
tirely unrelated descriptors may place
I's in all the specified positions. Such
documents are called ''false drops'’;
they are rejected only by user inspec-
tion. Clearly, a useful system must
have a fairly low false-drop rate.

Existing Systems

Systems are in existence that em-
ploy this kind of superposed coding
for document retrieval. In the past,
coding assignment of descriptor
codes for these systems has been ac-
complished by random selection of
code words, with some weeding out
of obviously interfering codes. (For
example, the same or nearly the same
code words should not be assigned
to different descriptors) Such ran-
domly selected codes will still suffer,
of course, from false drops. However,
the false-drop rate is statistically
predictable, at least on the basis of
suitable randomness assumptions. In
practice, these assumptions are not
always met. For example, not all de-
scriptors are used with the same fre-
quency, nor are they used independ-
ently of each other. Thus, the pre-
dicted false-drop rate for ramdomly
selected superposed codes is only a
rough guide.

Random superposed codes suffer
from another limitation relative to the
desired retrieval application. It was

(Continued on page 14)
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e Frequency Coverage: 1000 cps to 150

mc (min.)

® Gain: 40 db min. (48 db typical)

¢ Input & Output: Designed for 902 sys-

tems. Will operate in any low impedance

system without performance degradation.

e Qutput Capability: 0.5v p-p min. at 902

(1.5v typical).

... Plus these added features

o Noise figure: < 10 db average e Regulated
power supply @ Stability: 0.03 db/volt line change
(typical) ® Zero warmup time e Fast recovery time
on overloads to 60 db. ® Gain control range of 15
db min. e Standard BNC connectors ® No micro-
phonics ® Size: 3" h x 4" d x 9” w e Price: $355

INPUT & OUTPUT WAVEFORMS
EG -+ G Model 751 Puls-
er Viewed on Tektronix
Sampling System. Time
Base: 5 nsec/div.

FREQUENCY RESPONSE
Marker @ 150 mc,

;.fc—; RHG ELECTRONICS LABORATORY, INC.
7 94 Milbar Blvd., Farmingdale, N.Y., MY L2100

Area Rep: WALTER ASSOCIATES
P.O. Box 790

Menlo Park Calif., DA 3-4606
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required that document codes be
uniquely decomposable into the orig-
inal set of descriptors from which they
were composed, assuming that no
more than a given number, m, of
descriptors apply to each document.
A code with this property is called
"uniquely decipherable to order m,"
or "UDy" for short. Random super-
posed codes fail to possess this prop-
erty.

Kautz/Singleton

The codes developed by Dr. Kautz
and his associates, principally Dr.
R. C. Singleton, are specifically tail-
ored to provide this UD,, capability
by systematic assignment of descrip-
tor codes. Moreover, they possess
zero false-drop rate when no more
than m descriptors are superposed
per quiz word used for searching.
Thus, these codes are also "ZFD,
codes" (zero false drops to order m).
The speaker indicated later that these
two properties are related in an in-
teresting way.

A possible application of these
ideas to communications was pointed
out. Consider the problem of sharing
n channels of the frequency spectrum
among N transmitters, where N > n.
This is usually done on a specific time
and frequency basis, with exclusive
assignment of a given frequency to
a given transmitter (at least for cer-
tain hours of the day). However, using
the concept of superposed coding,
one might assign to each transmitter
several channels of the whole "field"
of n, selected either randomly or on
the basis of Kautz's codes. If no more
than m transmitters are "on” at a
given time, it should still be possible
for a receiver to extract the desired
information from one transmitter,
even though other transmitters may
be simultaneously using some of these
frequencies. Similar schemes have
been suggested by Costas (see Proc.
IRE, Dec. 1959, pp. 2058-68). They
may be more efficient in the utiliza-
tion of bandwidth in congested situa-
tions than conventional frequency
assignment techniques.

Code Construction
The formal problem of superposed

code construction is as follows: "Find
a large number N of n-bit code words,
such that for a given integer, m,
every (inclusive-OR) sum of up to m
words is (a) distinct from all other
such sums (UD,, property), or (b) does
not logically include any other code
word (ZFD, property).”

In order that the resulting code be
efficient, it is, of course, desirable that
N be as large as possible. The speaker
pointed out that very little is known
about this optimality question.

The relationship referred to earlier
is the implication:

ZFDn = UDy = ZFDpy, etc.

In the connection, there is also an in-
teresting analogy to the properties of
standard error-correcting codes.

Construction of these superposed
codes was first described in terms of
a constant, w, the number of 1's per
descriptor code. Codes with w = 1
yield the trivial code with N = n
that is ZFD,. For w = 2 one can find
UDs codes for which N behaves
roughly as n®2/2. Actual values of N
for small n are:

noo= 4 56,70 810 SaiEEES0
N = 3 560800 15 3 ewiliis

These UD. codes were constructed
by an ingenious graph-theoretical ap-
proach. In fact, let the n nodes of a
linear graph be interpreted as posi-
tions of 1's in a word, and let a
branch joining two nodes represent a
weight-two descriptor code. Then the
problem of constructing UDga codes is
seen fo be equivalent to finding
linear graphs of n nodes and N
branches which contain no closed
loops of fewer than five branches
(i.e., no triangles and no quadri-
laterals). The maximum values of N
are shown above.

Techniques using balanced incom-
plete block designs (and partially
balanced incomplete block designs)
may be employed to construct ZFD,
codes with w = 3, 4, etc. For these
codes N ~ n 2/6.

Dr. Kautz described in some detail
how the properties of error-correct-
ing codes can be exploited to con-
struct UD, for which N = 2%/ — 1,
They are obtained by first selecting a
parity check matrix for a double-
error-correcting Bose-Chaudhuri code
of length N. This matrix will have N
columns and n/2 rows. Consider the
column vectors of this matrix. Each
column vector is doubled in length
(to n) by replacing zeros by the digits,
01, and by replacing ones by the digit
pair, 10. The resulting set of N vectors
form a UDs code.

Latin Squares

Other techniques for construction
of superposed codes involve the use
of Latin squares to permit the com-
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position of given codes to yield larger
codes. For example, a given UD, code
with parameters n and N can be iter-
ated to yield a UD2 code with param-
eters, n' = 3n and N' = N2, Ex-
tension of this technique by using sets
of orthogonal Latin squares yields a
ZFD,, code with parameters n" =
(m=1)n and N = N2, provided that
it is possible to find m — 1 orthog-
onal Latin squares of size N by N.
(This is known to be possible for
m < N if N is a power of a prime
number.)

As an example of this technique,
Dr. Kautz mentioned that the (trivial)
code withn =N =8 and w = |
could be iterated to yield first a
ZFDé code with n' = 56 and N' =
64, which can in turn be iterated to
result in a ZFD6 code with n = 392
and N = 4096. A randomly selected
code for N = 4096 would need
n = 100 in order to reduce the false-
drop probability below 104. How-
ever, the deterministic code is better
in terms of its guaranteed perform-
ance level, the lack of dependence of
this performance on descriptor fre-
quency and interdescriptor correla-
tion, and also its unique decipher-
ability up to six constituent descrip-
tors.

Several other construction tech-
niques were mentioned, among them
the use of nonbinary error-correcting
codes as a starting point, and also
other composition methods.

Unknown Optimals

During the question-and-discussion
period following the lecture, Dr.
Kautz was asked if these codes were
in any sense optimal. His answer was

essentially that almost nothing is

known regarding this point; the in-
formation theoretic point of view has
not yet shed any light on it. Another
questioner asked if multidimensional
extensions of Latin squares, e.g., Latin
cubes, had any application here. Dr.
Kautz's answer indicated that there
are a number of different generaliza-
tions of this sort—most of them not
applicable to the coding problem.
The possible use of some sort of Latin
hypercube, as well as some other com-
position methods, is the subject of
present study. He plans to publish this
material early next year.

The small, but alert, audience pres-
ent at the lecture seemed to be quite
intrigued by the novel ideas pre-
sented by Dr. Kautz, judging by the

(Continued on page 16)
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COMPLETE NORTHERN CALIFORNIA
COVERAGE FROM MOXON.....

A modern manufacturer’s representative is no longer a happy-go-lucky fellow
with a battered briefcase ... It takes a large, technically competent field staff
plus complete service, sales, and advertising backup to give you the coverage
you need... Moxon Electronics, an organization of over 30 people, is this
type of representative. .. Call your Moxon Man often.

MEET THE SAN MATEO STAFF

Dave Peters

Regional Manager

Dave is one of the oldest (in experience) Moxon Men,
having joined the firm in 1957 B.Sp. (Before Sputnik).
Before coming north to head up the San Mateo office,
he was one of the top Moxon Sales Engineers covering
the San Fernando Valley and Southern Coast which in-
cluded the important Pacific Missile Range and Vanden-
berg Air Force Base.

Gene Ward

Sales Engineer

Gene recently joined the Moxon organization after four
years at MELABS where he was branch engineering
manager. He has had extensive experience in microwave
instruments and systems, and holds an EE degree from
the University of California.

Gary Schmidt

Service and Inside Technical

A welcome addition to the San Mateo office is Gary, who
joins Moxon after four years with Neely Enterprises in
customer and field service. In addition to acting as appli-
cation engineer Gary will also set up a local service
department.

Vivian Stikes

Office

Vivian has been with Moxon Electronics since 1955 and
knows the products backwards and forwards...so for
accurate prices, delivery dates, and fast follow-up infor-
mation, ask for Viv.

PLUS IMPORTANT SALES, SERVICE, AND ADVERTISING BACKUP

Our first office was located in the basement of Mox’s San Mateo home in 1951,
and Mox still spends a good portion of his time calling on Bay Area customers
... Another frequent visitor is Larry Courtney, who is responsible for the
company’s advertising and promotional activities...our Service Manager,
Darrell Tomlinson, is “on call” at all times to assist our new Northern Cali-
fornia service man in the shop, in the field, or in the training of customers...
That’s why we say, “You get complete coverage from Moxon Electronics!’

3

15 41st Avenue, San Mateo, California
r:l‘a?t)rSn?c? Flreside 5-7961

corp. SERVING NORTHERN CALIFORNIA FOR OVER 10 YEARS
REPRESENTING

ALFRED, ATI, ASTRODATA, CLAIREX, CMC, J-OMEGA, MARCONI,
RUTHERFORD, SYSTEMS RESEARCH, TALLY, TRYGON, AND VIDAR.
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MEASURE AND

~~ STANDARDIZE
FREQUENCIES

TO ONE PART IN 10 BILLION!

MODEL VLA Receiver Phase Comparator
and MODEL SRA Servo Phase Shifter

make an automatic system for standardizing
local frequencies to VLF standard frequency
broadcasts. Graphic records of corrections
made to local oscillator signals. Uses inex-
pensive oscillators. Each unit 314" standard
rack panel,

MODEL VLA $1490 MODEL SRA $1990
Three frequency receivers now available

L L ]

33735530429 .90 %
MODEL WWVC COMPARATOR

Highly sensitive (1 uv) crystal controlled
receiver for utilizing WWV and WWVH trans-
missions in precision audio and radio
frequency work and time interval measure-
ments. 2” oscilloscope, 3" speaker.

514" x 19" x 914" rack mount ........ $790
Cabinet model ... ... $850

MODEL SR7-H WWV RECEIVER

Dual conversion type. S meter, phone jack
and speaker. Noise limiter, antenna trimmer,
and provision for oscilloscope or headphones.
314" x 19" x 814" rack mount or 314"

12" x 8Y4" bench model ... ius

MODEL WVTR RECEIVER

All transistorized for utilizing WWV and
WWVH broadcasts. Frequencies to 25 me-
crystal controlled. Rack 314”x19"x514".

Battery power $5560 AC power supply $590
Portable WWVT (9”x12"x5") available $590

MORE REVIEW

number of impromptu groups seen
discussing these ideas during the
coffee break which followed the lec-
ture. It was felt that the 1962-63 sea-
son had got off to a flying start by
this stimulating talk.

BERNARD ELSPAS

meeting review
PGCS MEETING WITH AIEE

On September 25 Cecil M. Kort-
man, manager, systems design, elec-
tronic systems, research and engineer-
ing, Lockheed Missiles and Space
Company, presented an informative
and interesting paper, titled "Sample
Data Telemetry for Satellite Applica-
tions," to a joint meeting of the Com-
munications Divisions of AIEE and
PGCS. The paper was supplemented
by a large number of excellent slides
depicting both systems' concepts and
actual hardware.

Mr. Kortman laid the groundwork
for his paper with the past history of
satellite telemetry, going back to the
utilization of the early FM/FM sys-
tems. The various classes of data
normally handled between the space
vehicle and the tracking station were
analyzed with respect to the basic re-
quirements of speed and accuracy.
These requirements were then com-
pared with the capabilities of the var-
ious present-day modulation tech-
niques.

Examples of past and present pack-
aging of the space-vehicle hardware
emphasized the progressive strides
that have been made in this field.

Photos of tracking-station facilities
illustrated the high degree of integra-
tion required by these systems.
Ground-station predetection record-
ing techniques, demodulation tech-
niques, and analogs to digital con-
verters were described. Also con-
sidered from the system data analysis
flow chart was the reduction of re-
dundancy that could be achieved in
data processing.

MAURICE H. KEBBY

meeting review
NOISE IN OPTICAL MASERS

The October 17 meeting of PGED/
PGMTT at Stanford heard Dr. Wil-
liam Louisell, visiting associate profes-
sor, now on leave from Bell Telephone
Labs, speak on quantum noise in op-
fical masers, showing that the limit of
sensitivity of the optical maser is de-
termined by what is called quantum
noise. The problem was treated by

statistical methods, and the results
give a noise figure that is in agree-
ment with experimental data.

First, giving a brief review of the
changes necessary to convert from a
classical formulation of a problem to
a quantum formulation, Dr. Louisell
discussed the harmonic oscillator and
the electromagnetic field in a cavity.
These problems were set up in almost
identical manner, and in fact the elec-
tromagnetic field in the cavity could
be considered to be a collection of
harmonic oscillators with a total
energy equal to the sum of the energy
of the individual harmonic oscillators.
Then to change to a quantum formu-
lation of the problem, the two vari-
ables, momentum, and position or
electric and magnetic field, which
commute in the classical problem, are
now restricted so that the commutator
of these two variables (now con-
sidered as operators) is ih. The elec-
tric field in the cavity now may only
have certain discrete values, that is,
only a value corresponding to some
integral number of photons.

The formulation of the problem in
statistical terms involves setting up a
function of the field amplitude which
will give the probability of the field
having any given amplitude. It is pos-
sible to set up a generating function
which will give all properties of inter-
est for the system merely by differ-
entiation, instead of integrating sep-
arately to find the various moments
required.

The example used to depict the
amplifier or attenuator was a cube
of material in which atoms are being
excited by radiation from outside. It
was assumed that the atoms had pre-
viously reached an equilibrium tem-
perature with a Boltzman distribution
of energy. Then for the cast of no
input signal and no input noise, the
statistical generating function was ob-
tained. This generating function
showed that there was an output
noise signal even with the zero input
conditions, which must then be of
quantum origin. The energy distribu-
tion in this noise signal is gaussian and
at optical frequencies corresponds to
a temperature of about 10,000°K/
photon and, at microwave frequen-
cies, corresponds to only a fraction
of a degree. |t was pointed out, how-
ever, that the very high equivalent
noise temperature at optical fre-
quencies is not a meaningful param-

(Continued on page 19)
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ROUGH DRAFT 9 April 1965

Title: Development of Non-Random Binary Superimposed Codes

Objective:Develop and evaluate a family of non-random binary superimposed
codes, for a broad range of parameter values appropriate to infor-
mation retrieval systems. These codes should be simultaneously
(a) efficient--that is, not wasteful of binary digits--and (b)
easily implemented in encoding and deciphering circuitry or
programs.

Importance of the Problem: Superimposed codes are required in one type

of content-addressed information retrieval system, in order that
the list of '"descriptors' which represent each document may be
compactly stored in a manner which facilitates later recall, in
response to an inquiry. The way in which this is done is
. described in detail in a recent technical paper by SRI authors.*
There are also shown the distinct advantages of non-random codes
usually employed in such retrieval systems. Several non-random
code families are described, but the problem of developing really
efficient and easily implementable codes still remains.
There is also a potential application of these codes to certain problems
in making channel assignments within crowded communication bands.
SRI Approach: The development of these new codes will follow the approach
now classical for the development of any new code: we seek
an algebraic or oombinatorial structure which generalizes
known, simple examples of the sought-for code to the general

case, in such a way that high efficiency is maintained. There

‘ *W. H. Kautz, and R. C. Singleton, "Non Random Binary Superimposed Codes,'

IEEE Transactions, Vol. IT-10, No. 4, pp. 363-377 (1964)
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SOME PROBABILITY PROBLEMS CONCERNING
THE MARKING OF CODES INTO THE
SUPERIMPOSITION FIELD

by Dr. G. Orosz' anNp Dr. L. TaxAcs? |
Budapest E

'WE deal here with some problems of superimposed random coding that arise
when marking codes into the codefield. Our investigations are concerned |
with a general model. Systems used in practice are special cases of this, and
may be deduced from it by making appropriate simpli%g assumptions. We
ive exact formulas for the distribution oFthc marked sites in a codefield and
gr the distribution of multiple marking of a site. These results are obtained
by applying a general theorem in progabili due to K. Jordan. Some ac-
quaintance with superimposed random coding and knowledge of basic
combinatorial and probability theory are assumed.

1. Suppose there are n sites in the codefield, grouped into p subfields con-
taining m,, fy,..., 1, sites respectively. Thus
n= ty+ngt+ ...t My,
Random codes or ‘words’ consisting of v marked sites are to be written into
this codefield. Of the marked sites, v, are to fall in the first subfield, v, in
the second,... and v, in the pth. Thus
v=n+vt..+V. ‘
: The number of distinct patterns, or alphabet of letters, that can be formed ’
by marking v, of the n, sites in the ith subfield is the number of different
ways of ing v, distinct objects out of n,. To wit
(me!ve) = ng!/(me—v ) !
Each distinct word is made up from a letter formed in each of the subfields.
Thus the size of the vocabulary, which is the number of words that can be
i rmedthun i e ) o ) () ). (1)

Suppose a selection of N distinct words drawn from this vocabulary are
superimposed on the codeficld. The number of such selections is

(V(n,v)! N). (2)
2. The number of letters that can be formed out of v, marks in the ith
subfield without marking any of k; specified sites is
(("\'_hi)!"()‘

! Library of the Eotvis L. University.
# Mathematical Institute of the Hungarian Academy of Scences,
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\ppiving this to the whole codefield we see that the number of words that
cave k specified sites unmarked—k, being in the first subficld, ky in the
!ﬂ‘tﬂd, &c.—is

Vin—k,v) = ((m —Jy)!vy)((me—kes) ! va)...((n,— k) ! v,)

and N distinct words can be drawn from this restricted vocabulary in
(V(n—k,v)! N) (3)
ways.

2) and (3) show that, if all words are equally likely, the probability of
k specified sites being unmarked, k ranging from zero to n, is

(Vin—k, %) N)/(V(,)! N). ()

3. In general the number of sites marked when N words are superimposed
is less than the sum of the number of marked sites in cach word severally,
because some of the marked sites may be common to two or more worcz
To get information about this the probability distribution of unmarked and
maricd sites must be found. The tool for this is K. Jordan's theorem giving
the probability of exactly k events occurring out of a possible n (see p. 234).
Here we will take non-marking as an occurrence of an event at a site, and
marking as non-occurrence.

Application of the theorem in this sense gives the probability of exactly k
marEed. and n— k unmarked, sites as

Po= 3 (—1y-ne(iin-kB, (s)

f=n-

where
By =73 (m!fi)(m!)s)-.(n,! jp ) (V(r—j,»)! N)/(V(n,¥)! N)  (6)

is the binomial moment of the distribution {P,}, k ranging from zero to n.

Also we can determine the probability of at most k marked sites with af
least n— k unmarked sites. For this we use the second form of K. Jordan's
theorem, which gives the probability of at least k events occurring out of a
possible n (see p. 234). The required probability is found to be

W= 3 (-0 k-1, o)

jn—

By means of the moments B, we can determine also the mean and variance
of P,. For this it is enough to consider B, and B,:

Bi= & n{(1— /) V(m¥)! NY/(V(m,%)! N} (8)
By=3 3 o mef (1= (/) (1= (oa/ma) ¥ ()] N}/(V 1, )! N}+
+ 3 (w1 2){ (= (/) 1=/ (= 1)) Vn0) LN}V (%) | N). (9)
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Whence we have : the mean number of unmarked sites

B,,
the mean number of marked sites
n—B,,
and the variance of the number of unmarked sites

2B,+ B, B.

4. The probability of specified sites being marked can be found similarly
by applying the general theorem to the occurrence of none of the events.
Thus the probability of k specified sites being marked (regardless of what
happens to the other sites) is

Q=3 (~1) 3 V) (Vi) N/(Vims)!N), (10

the summations being over all partitions of j and k.

5. Because the words are superimposed, a marked site may belong to
more than one of the N words. A site in the ith subfield can be an element
of (m—1!v—1) of the (n;!) possible ith letters and cannot be an clement
of the remaining (n,— 1!¥;). Hence the probability that, when N words are
superimposed, a site in the ith subfield be common to j words—that is, be
marked  times—is

{(v/m)V(m, ) K (x— (/) Vi, v)! (N )}
) e —
P = Vi) TN] (j= o, 1, 3,..., N).

(11)

The average multiplicity of marking at a site 1s
N :
2 Jp" = N/,
i=0
and the variance of this is

y { ’ e
£ (- N0 = Nsm) 1= )= (N= 1)/ (V. 9)= 1)
The mean number of j-fold marked sites in the whole codefield is

i npy

i=1
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APPENDIX
The theorem of K. Jordan states that:

1) the probability of exactly k events occurring out of n possible events,
Ay, Agiiey Ay, 18

Pe= S (—1)-*(j! kB,
J=k
By— (k+1'k)By.,+ (k- 2" k)By.y ...+ (—1)"%(n!k)B,;

(2) the probability of at least k events as

Pp= 3 (—1y*(j—1!k—1)B,

= By— (k! k—1)By.y+ (k41! k—1)Byig- ..t (= 1)"*(u—1! k—1)B,.

In both expressions B,=3 P(Ay Au.-- A, )

where the right-hand summand denotes the probability of joint occurrence
of the  specified events, A;,. A4.,,..., 45, whether the remainder occur or no.
The summation extends over all j~fold selections from all the A's without
repetitions, so the number of terms i each sum 1s (n! ).

Inversely the B;'s may be expressed in terms of the probabilities, P, or
B, thus i
B, = > (k!'))P,

=

&

{_(k R ) U
ko~
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have been gathered together with great labor
and expense, from one library to another.

From time to time a professor who has
built up a great subject collection in one in-
stitution transfers to another and will then, if
unable to bring his special collection with him,
want to build up a second one even if most of
the books concerned will very rarely be used.
One of the questions that the future must face
is whether collections that fall in this cate-
gory can be transferred bodily from one in-
stitution to another as the demand for the
books shifts, And, carrying the problem one
step farther, can university authorities get
together and say that only one will do the ad-
vanced work in certain limited fields and that
others will refrain from duplicating that work?
Would this be restraint in trade?

Another question which libraries have not
yet faced squarely is whether a library which
takes the responsibility for a limited field,
spends the money to buy the books, catalogue
them and serve them, can be expected to make
them available without charge to scholars who
have no connection with it, when its own stu-
dents pay high tuition before they are allowed
to use the library.

Whatever may come out of the situation
described in the above paragraph, it must be
realized that cooperation among libraries at
a distance will always be confined largely to
books that are little used or very expensive,
and this expense must be considered to in-

clude not only the cost of purchasing the ma-
terial, but the cost of cataloguing it, storing it,
and making it readily available. Each of these
four types of expenditure is important,

No attempt will be made here to consider
the place of new methods of reproducing
printed materials in codperative development
of research collections, but that place is sure
to be of growing importance,

Finally, the point should be made that
books that are used frequently should be in
even small college libraries., The same is
true for many reference works and for stand-
ard bibliographies which are of use in learn-
ing of the existence of material and, if possi-
ble, in determining the library in which it is
located. And this leads us to say again that
cooperative acquisition should in most cases
deal with material that is used almost alto-
gether by advanced scholars in their original
research or for graduate students preparing
their doctoral dissertations. These are the
books and pamphlets that make the difference
between the good college and the great univer-
sity library collection, that make necessary
the tremendous staffs for cataloguing and pub-
lic service and the library buildings that at
present prices may cost $5,000,000 to
$10,000,000 or more to construct, It is the
costs involved directly or indirectly in these
books and pamphlets that have made cobpera-
tive acquisition desirable, will undoubtedly
make it necessary, and should make it more
satisfactory as the years roll by.

ZATOCODING APPLIED TO MECHANICAL
ORGANIZATION OF KNOWLEDGE

ABSTRACT

The mechanical organization of knowledge
for retrieval of stored information can no
longer neglect the developments of point-to-
point communication theory, since both deal
with information and handle it by machines.

*President, Zator Company, Boston, Mass,

CALVIN N. MOOERS*

The most versatile retrieval systems are
those which delegate a separate tally to each
information item, and which impress marks
on the tally for the machine to read and to use
for selective purposes. Coding is the rela-
tionship between these marks and the intellec-
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‘tual content of the information items. Coding

determines the complexity of the selective
machine and the utility of the whole process.
A set of invariant coding principles is stated
which define maximum coding efficiency for
any tally selecting machines, and parallels
are drawn between these principles and the
conc lusions of modern point-to-point com-
munication theory. Zatocoding is defined--
the system which superimposes random sub-
ject code patterns on the tally--and it is found
t obey each of the invariant principles of
coding efficiency while still allowing the sim-
plest possible selector machine structure

I Introduction
I Information retrieval by machine
Il Retrieval systems and communicatio
theory
IV Principles and practice of Zatocoding

I - INTRODUCTION

Zatocoding is a system of coding lor se-
lecting recorded intelligence by means of a
machine. It is of special importance to the
documentalist because it gives him powerful
new tools of idea specification for retrieving
information from storage. Zatocoding has
practical economic consequences because it
can enormously enhance the information-
handling capabilities of the most elaborate
large-scale machines, and also because it can
be practiced with extremely simple machines.

Machine handling of ideas is an old art in
the field of point-to-point wire and radio com-
munication. Yet, over many years, communi-
cation technology has had little influence upon
the closely related problems of documentary
information retrieval. Within the last decade
there has been a burst of developments and
fundamental advances in communications tech-
nology which can no longer be ignored if docu-
mentation techniques in information searching

. E. Shannon, "A Mathematical Theory of Communication,” Bell Syotem Technical Journal,
v. 2. pp. 379-423, 623-656 (July, October, 1948),
.. E. Shannon, “Communication in the Presence of Noise,® Proc. LR.E., v. ¥7, pp. 10-21

(January 1949).

are not to be left far behind. Since the war, the
author's research has been directed primarily
toward this aspect of documentation.

The nature of the advance represented by
Zatocoding can best be followed by drawing
parallels to recent progress in communications
and related technology. Typical advances are
frequency-modulated radio-telephony, military
radar, electronic digital computing machines,
and pulse-code systems of speech modulation.
These advances stem from two sources: im-
proved components and improved systems.
Typical new or improved components are high-
powered magnetrons, cavity resonators, photo-
electric tubes, and semi-conductor diodes.
Equally important is the recent development of
entirely new systems or schemes for using
these improved components. The components
needed to construct a frequency-modulated
radiotelephony system were available in the
earliest days of radio broadcasting. Yet fre-
quency modulation as a possibility was actually
discarded because at that time there was no
realization of the tremendous advantages that
could be secured through its use in a properly

dcn?!gl system.
ecently developed communications systems

--including computing machines which have to
talk to themselves and their operators--owe

a great deal to the new discipline called
"communication theory." Communication
theory' deals with systems of transformation
of information {rom one medium to another,
as from voice to electric current; with modes
of representation of information within cir-
cuits, storage elements, and transmission
channels; with interaction between noise,
operator and equipment imperfections and the
modes of information representation; and
with ways to overcome these imperfections
The relevance of communication theory
documentary problems is obvious whes we
realize that a document of paper & vokes, W
a television picture can emeh carry wtelli

william G, Tuller, "Theoretical Limitations on the Rate of Transmission of Information,”

Proc. LR.E., v, 37, pp. 468-478 {(May 1949).

Norbert Wiener, “Cybernetics,” John Wiley & Sons, New York, 1948,
The bibliographies of the Shannon and Tuller papers are recommended,
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gence, and that their transmission and utili-
zation have many common problems.

Zatocoding?® is a new system, related to
these new communication theories. It is es-
pecially capable of handling the problems of
documentary information retrieval by a ma-
chine. As measured by capability of dealing
with ideas, and by economy in machine struc-
ture, Zatocoding is the most efficient coding
system presently known. Its efficiency is re-
lated to the several close analogies that exist
between it and certain of the system require-
ments for high-efficiency point-to-point sig-
nalling. In particular, I wish to mention that
Zatocoding has parallels to the probability
and choice concept in coding of messages,*
and to the use of random codes* for trans-
ferring message ideas in communication
theories.

Zatocoding is a considerable departure
from the earlier methods of coding used for
information retrieval, and therefore it has
some unusual characteristics. Referring to
Fig. 1, code patterns, representing the de-
scriptor ideas, are superimposed in the single
coding field, and thus they intermingle and
mix. The coding patterns are initially gen-
erated by a mechanical random process, and
they are then assigned to the subject ideas in
any order. For selection, the marks and
spaces of the codes are not matched, but in-
stead pattern inclusion of the marks only is
employed. Rejection of unwanted material is
governed by statistical rules, allowing a slight
percentage of "extra" unwanted material to
come out with the desired material. In most
cases, the coding and idea- manipulating cap-
abilities of a given set of equipment can be
enormously enhanced by Zatocoding, as a few
examples will show.

The Rapid Selector® operates on a film
memory in which the coding field for each
frame has some 218 positions that can be

*C. N. Mooers, “Putting Probability to Work in Coding Punched Cards,” paper
ing American Chemical Society, New York City, September 1947

ing on Zatocoding.

marked by opacities. Assuming a collection

of 5,000,000 documents--comparable to the
Library of Congress--a Zatocoding pattern of
8 marks per subject idea can be used. The
coding field can hold up to 18 such subject pat-
terns, and selections can be made upon any
combination of these patterns. The size of the
Zatocoding descriptive vocabulary 1s unlimited.
In comparison, the present Rapid Seiector cod-
ing system (and associated optical-electronic
adjuncts) records only 6 subjects in the field,
it searches and selects upon only one subject,
and combinations of subjects cannot be used to
specify selection

A Hollerith card has 960 positions that can
be marked by punching out holes. If the col-
lection of records s moderate-sized, that is,
of less than 10,000 pieces, Zatocoding patterns
of only four punches can be used. In this case,
165 different subject ideas or record state-
ments can be put into the card by Zatocoding
for use in selection and correlation. An en-
tire medical or sociological case history
might be recorded on only one card. Again,
the size of the descriptive vocabulary is un-
restricted. With conventional procedures, it is
impossible to record 165 statements on a Hol-
lerith card because there are only 80 columns
which are available for numerical codes.

The very high efficiency of Zatocoding
makes it the technique of choice for coding the
simpler edge-notched cards. The typical Zato-
card shown in Fig. 1 has only 40 positions that
can be notched. Yet this card is suitable for a
collection of 10,000 items, or larger. and it
can be sorted with Zator equipment shown in
Fig. 2 at speeds of around 800 cards per
minute. (The electronic Rapid Selector is
only 12 times faster.) Seven independent,
cross-referencing subjects can be notched by
Zatocoding into the 40-position Zatocard.

Another version of the Zatocard has 72
field positions and it can hold 13 subject ideas.

1 12th Meet-
U.S. and foreign patents pend-

C. N. Mooers, “Information Retrieval Viewed as Temporal Signalling"” Proceedings of the
International Congress of Mathematicians, Cambridge, Massachusetts, September 1950,

3Shannon (1948) ibid, p. 379,
{Shannon (1949) ibid. p. 17.

® Anon., “Report for the Microfilm Rapid Selector,”™ Office of Technical Services, U.S. Dept.

of Commerce, Washington, D.C, (1949),
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Simulteneously Selective Patterns

‘ flash 17 25 % 38
b ’ A’,
camere 1 8 290 3

{
5 11 15 % I

selective device

LV

IATOCODING

Y

ROLTON,  MASSACHURITTS

Descriptors Zatocodes

seloctive device 3 1 1B »
fils tally 4 17 2 »
photo-electric sensing 1 11 3% &
sudio frequency code 9 16 29 3
camera 1 8 29 %
flash 17 25 A 38
counting 8 26 3

Reference
U. S. Patent No. 2,295,000
Mpid Selector-Calculator

Richard 8. Morese, Rochester, N. L

one claim

O

Fig. |. ZATOCODING, illustrated with a 5 by 8 inch edge notched Zatocard for the tally.
Note that the random Zatocode patterns in the field overlap and intermingle. Selection on the
combination of three descriptors, “flash,” “camera,” and “selective device,” is according to the
inclusion of the pattern of arrows into the pattern of notches in the coding field. Zatocards are

sorted by the selector shown in Figure 2,

It is suitabie for more complicated indexing
problems or larger collections.

To explain why Zatocoding is able to give
such large advantages over older methods, it
is necessary to examine concepts inherent in
information retrieval by a machine and to
compare these concepts with the more famili-
ar methods of classification, indexing, and
card-cataloging. Following this discussion,

the section on retrieval systems and commu-
nication theory states some new principles of
information retrieval systems and shows how
they apply to machine operation irrespective
of the intellectual schemes. The final section,
on principles and practice of Zatocoding, out-
lines the characteristic features of Zatocoding
and gives the step-by-step procedure for the
design of a Zatocoding system,
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Fig. 2. THE ZATOR SELECTOR, capable of sorting edge notched Zatocards at the rate of 800
cards per minute. The black box=like portion of the Zator Selector is vibrated by a motor in the
base. At the bottom of the box, a row of holes allows pins to be inserted to form the selective
grid pattern. For selection, a pack of Zatocards is placed notched edge down on the vibrating
grid, The rejected cards are those whose edge notches do not fit the pattern of the grid; hence
they are supported on top of the grid. The edge notches of the accepted cards fit the grid and the
cards drop down through the grid to a distance equal to the depth of the notches, In this way, the
accepted cards are offset slightly below the rejected cards. To separate the rejected cards from
the accepted cards the operator spears the pack of rejected cards through the small hole on the
sdge opposite the notches and lifts the pack out. The accepted cards, being offset below the re-
jected cards, are not engaged by the spearing tool; they drop out from the pack onto the table.
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O - INFORMATION RETRIEVAL BY
MACHINE®

Information retrieval is the name for the
process or method whereby a prospective user
of information is able to convert his need for
information into an actual list of citations to
documents in storage containing information
useful to him. It is the finding or discovery
process with respect to stored information.

It is another, more general, name for the pro-
duction of a demand bibliography. Information
retrieval embraces the intellectual aspects of
the description of information and its specifi-
cation for search, and also whatever systems,
techniques, or machines that are employed to
carry out the operation. Information retrieval
is crucial to documentation and organization
of knowledye.

We will be concerned here with information
recorded and stored in a collection. The unit
of information is a single document, paper, or
report. Storage facilities and reproduction
processes are not considered.

The subject matter of each document or
other unit of information is characterized or
described by means of a set of "descriptors”
taken from a formal vocabulary of such terms.
A "subject heading list" will call to mind a
rough approximation of what is meant here.

If we allow the word "machine" to extend to
any physical or material structure that is use-
ful for information retrieval, we find that clas-
sified documents, index lists, and card cata-
logues are all machines for the organization of
knowledge. This being so, it will be useful to
examine them here to give perspective to our

discussion.
Classification is a system of mechanical

organization of knowledge in which usually the
documents themselves are placed in a physical
arrangement defined by a "classification

* schedule."” The classification schedule is a
predetermined listing of combinations and pat-
terns of descriptors, with the order of listing of
the combinations and patterns usually supported
by a set of logical, or arbitrary, arguments and
conventions., A classification of documents is
thus a passive machine. Classification systems

are usually held to be systems for information
retrieval, and not merely elaborate forms of
storage. If so, then it should be possible for a
prospective user of information to find his in-
formation by first consulting the classification
schedule, and then by going directly to the de-
sired documents. Moreover, he should have a
fairly high expectation of success in efficiently
finding what he wants to by this operation. As
we all know, classification systems do not in
fact meet this ideal. I believe there are some
fundamental reasons why they can never do so.

An index is (usually) an alphabetical listing
of single descriptors and their simpler combi-
nations. The index format may be either a list
on a sheet of paper or entries on a set of cards.
To each such entry there is a page number or
other citation to the location of the original
document or unit of information. The list of
index entries is the tangible machine of infor-
mation retrieval, The documents themselves
may be stored in any order, which is a great
advantage. Information retrieval is accom-
plished by naming one or two or three descrip-
tors, finding an entry with the desired combina-
tion in the list, and then following the citations
to the original document, Indexes are powerful
tools of information retrieval, though they run
into difficulty when handling a large number of
interacting descriptors. They must be sub-
divided finely enough so that a human search-
er will not tire before finding his entry--a
serious weakness of a practical index. We
note, however, that an index has greater flex-
ibility than a classification system in handling
useful combinations and variations of descrip-
tor patterns.

Human frailties can be avoided by turning
the search job over to an active non-human
machine, Each unit of information in the col-
lection is then given a tally which can be
manipulated by the machine. The tally may be
a punch card, a frame of photographic film, or
a section of a magnetic recording tape. The
tally bears two kinds of information: a) a ci-
tation to the storage location of the unit of
information, and b) the set of all descriptors
applicable to that unit of information. These

®Compare: C. N. Mooers, “The Theory of Digital Handling of Non-Numerical Information
and its Implications to Machine Economics,” Zator Technical Bulletin No. 48, Zator Company,
Boston, 1950,
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descriptors are written on the tally in a fash-
ion that can be "read" by the machine, such
as by punches, dots, or magnetic spots.

When the tallies are cards and a human
being instead of a machine reads the descrip-
tors recorded on them, the system reduces to
the ordinary card catalogue. However, hu-
mans are expensive to use--especially com-
pared to the simplest machines, such as the
Zator machine--and they have many frailties.
They are slow, inaccurate, inattentive, and
quite definitely limited in their ability to
search through multitudes of cards for de-
scriptor combinations of high multiplicity.

To return to the non-human machine: The
descriptors used on the tallies must be broad
for greatest utility. "Aircraft” and "helium"
are excellent descriptors, but the typical sub-
ject heading "aircraft, lighter than air, helium
filled™ is too narrow and specialized. Such a
narrower meaning can be generated with
broad descriptors, for finding purposes, by
specifying both "aircraft” and "helium"”
among the descriptors of the information.

Each document or unit of information is
characterized by a set of descriptors taken
from the vocabulary of descriptors. Each de-
scriptor of the set applies to, or is true in
some way of, the information content of the
unit of information. The descriptors operate
independently in this type of characterization.
The fact that there are several descriptors in
the set may mean that they formed some in-
teracting combination in the original document,
or it could just as well mean that they relate to
independent ideas scattered through the docu-
ment. Using descriptors in this fashion drops
almost all relationships between the ideas rep-
resented by the descriptors.

1s this an undesirable degeneration of the
information? ls it therefore abhorrent? Evi-
dence shows that it is not, for several reasons.
In the first place, it actually works very well
in actual information retrieval systems. Also,
relationships are subtle things, depending upon
the point of view in most information situations.
A person looking for information cannot be ex-
pected to have a cut-and-dried point of view,
nor can he be sure of the relationship. All he
is sure of is a very few of the objective or con-
crete facts of the situation, that is, the descrip-
tors of the kind mentioned.

Here a distinction is very important. The

distinction is between communication of infor-
mation by language (which we don't need) and
the appropriate language for finding informa-
tion (the kind we must use in information re-
trieval). The point is worth a longer discussion
than can possibly be given here.

The relationship between the machine lan-
guage of punches, dots, or spots on the tallies
and the intellectual content of the original docu-
ments given by descriptors is called the coding.
The very nature and design of the machine used
for information retrieval is determined pri-
marily by the coding system adopted. The
actual competence of the system to retrieve in-
formation also depends almost entirely upon the
coding adopted.

Serious mistakes in coding schemes have
been made by adopting or designing a mechan-
ism first, and then using Procrustean techniques
to force the coding scheme to [it the limitations
of the machine. Certain experiments with
tabulating machines provide examples of this
approach. Equally serious mistakes can arise
from taking the methodology of other systems--
e.g., the decimal symbolism developed for
classification by physical array--and forcing
such a methodology upon machines which could
otherwise be made highly capable and versatile.

Efficient coding systems for the tally method
do exist. Therefore, it is pertinent for us to
review the reasons why the machine-sorted
tally method deserves special consideration as
a technique of information retrieval:

1. The load of tally manipulation, descrip-
tor sensing, and the problem of choice or se-
lection is all turned over to a machine.

2. High-speed tally-searching machines
already exist and speedier machines have
been proposed. Such a machine can very rap-
idly scan all the tallies in a collection and
compile an exhaustive demand bibliography to
the specifications of any prospective user of
information.

1. Pre-determined schedules of descriptor
combinations are not necessary nor are they
employed with tallies. The descriptors oper-
ate independently. Thus retrospective
searches can be made for interrelations or
correlations between descriptor ideas that
were not foreseen when the descriptors were
separately recorded on the tallies. In con-
trast, according to conventional library
methods, the searcher is limited to interre-
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lations actually foreseen and recorded by the
cataloguer. Separate descriptor ideas are
very objective, while the interrelations (dear
to the cataloguer) depend upon the point of
view. Unfortunately the points of view of the
engineer and the cataloguer are often differ-
ent.
4. The combination of many descriptors is
used to specify a search. In coding the struc-
ture of an organic chemical compound, 15 or
20 descriptors might be used on ome tally. To
search for this compound and its relatives, as
many as 6 or 8 descriptors might be used to
specify its class. With a capable code, 2 ma-
chine can handle this easily. Human methods
would be most inefficient and liable to error.

§. The documents themselves are stored
in any convenient order or fashion. Storage
is uncomplicated by classification.

8. Changes, or the inclusion of new knowl-
edge or descriptors, do not upset the system
or the storage arrangement. Because the
descriptors are used independently, new ones
are simply added to the vocabulary along with
the rest. Unlike a classification schedule, the
vocabulary is a mere listing of descriptors
and there is no attempt at logical structure.

7. Finally, an important conceptual point:
By the tally method the knowledge contained
in the collection of documents is given no
actual organization until a user requests in-
formation. Only at that time is "organization"
brought into being. Then the request is framed
by a set of descriptors, the machine scans the
tallies, and prepares a demand bibliography.
In this sense, every time a request is met, the
collection is "organized"” from a new point of
view.

Il - RETRIEVAL SYSTEMS AND COMMUNI-
CATION THEORY

Tally methods hold outstanding possibilities
for mechanical organization of knowledge--pro-

vided that a competent coding system is adopted.

In this section we will consider those general

principles of coding which hold irrespective of
machine details, tally details, or philosophy of
coding. These are invariant principles of cod-

ing systems. When these principles are
obeyed, the coding system is efficient--and
conversely. These coding principles have
some remarkable parallels to principles
otherwise developed in communication theory.
Certain of these parallels will be indicated
through references.

The speed of scanning the tallies is roughly
proportional to the complexity of the searching
machine, and is inversely proportional to the
size of the tally field. Certainly, it will take
longer, or require a better machine, to search
a tally having a field with 1,000 positions than
to search one with 100 positions. It is highly
desirable to scan all the tallies.

Principle 1: SMALL FIELD. The size of
the tally field should be made as small as
is compatible with the other requirements
of the problem.

With a small tally field, made desirable by
selector simplicity and overall speed, it is
necessary to plan for maximum utilization of
the field. To give the tallies the greatest pos-
sible powers of separation or selection, the
patterns of marks and spaces on the tally fields
should have the greatest variety possible. No
blank areas should recur on tallies because of
information not recorded. Neither should simi-
lar patterns recur frequently on the same por-
tions of the field.

With these assumptions it can be shown
algebraically that the greatest number of dif-
ferent patterns in the tally fields--and thus the
greatest varfety--will occur when approximate-
ly one-half of the positions in the fields are
marked, and when the patterns are as random
as possible.”

Principle 2: FIFTY PER CENT. What-
ever the coding system, maximum wutili-
zation occurs when the density of marks
in the field is in the neighborhood of 50

per cent,

Principle 3: RANDOM PATTERNS. Max-
imum utilization requires random pat-
terns in the tally fields.

7 Completely random patterns correspond to “white noise” of signal theory. Compare Shan-
non (1949) ibid. p. 17. Randomness of this kind gives an ultimate coding of intelligence, and
Zatocoding utilizes this property.
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The coding system should be specifically
designed only for finding, searching, discover-
ing, or retrieving information. The coding
should not be influenced in any way by fea-
tures of arrangement or storage of documents.
Neither should the coding be concerned with
communicating the information in the docu-
ment. The coding should talk about--not
communicate--information. If a man wants
information on the effect of temperature on
his experiment, he should not 55 ;orca to
anticipate that the critical temperature is 10
degrees before he can cause a machine to ~
produce his information from the files. He
wants to ask the retrieval system a question
about temperature in his experiment, not tell
it. If he knew the answer was 10 degrees, he
wouldn't need to go t¢ an information source.
The descriptors used o« the tallies should
only outline the information of the document.
They should specify oniv what kinds of infor-
mation can be found there.

Principle 4: RETk!r VAL LANGUAGE.
The coding of the tallies should carry
only “retrieval language.”™ The ordinary
“communicative language” that conveys
actual information remains in the docu=-
ment itself, or if it is on the tally at all,
it is confined to the written abstract and
it is not marked in the coding field,

The distinction between communicative
and retrieval language is stressed here be-
cause it has long been an ideal in library
science to "pin-point" the documents by a clas-
sification symbolism. Pin-pointing in this
fashion is tantamount to communication. Theo-
retical studies in our organization, and practi-
cal experience gained from setting up a wide
variety of successfully operating information
retrieval systems, point to the definite conclu-
sion that communicative language or pin-point-
ing is incompatible with successful retrieval.

Another invariant principle is the concept
of choice® in an information retrieval system.
One does not pick information or documents
from an infinite universe of documents. Selec-
tion is always referred to a finite--though pos-
sibly very numerous--collection in storage

® Compare: Shannon (1948) ibid. p. 379.

somewhere. Therefore, all that information re-
trieval can accomplish is a choice of one or
more documents from such a finite collection.

How much choice is involved? Certainly it
is much easier to choose one item from a col-
lection of ten than it is to choose one item {rom
a collection of ten thousand. How much easier?
Also, If it is easier to make the first kind of
choice, a simpler coding should saffice for the
smaller collection. Fortunately, these matters
have a very simple and satisfactory quantitative
formul ation.

The choice of an item [{rom a collection of
two involves only a single twe - valued decision:
choose the first, or chooss the socond. We can
designate the two values by 7 and | and we can
call these digits. It regu:sv. two such elemen-
tary decisions in series &=  house one ilem
from a collection of four W« f1irmt split the
collection in half, and decise which hall we
want, then in that hall we decide which of the
two objects we will finally ¢hoose. Thus for a
collection of four items, the choiwe which
represents any one item can be specified by
two digits in series, and in fact the four objects
can be respectively represented by the symbols
00, 01, 10, and 11. It is noted that this is pre-
cisely the binary enumeration system® that is
much used in the internal operation of con-
temporary electronic digital computers. To
enumerate eight objects will require three
digits. Note that 2° = 8,

Principle 5: CHOICE. If there is a col-
lection of no more than 2% objects, we can
specify a unique choice of one of them by
means of a symbol having no more than §
digits, each representing an elementary
two-vaiued decision

Values of 8 for collections of several
sizes are as follows:

Size of Number of Two-valued
Collection Decisions for Choice
10 5
1,000 10
100,000 17
1,000,000 20

® Also called “dyadic numbers.” Compare G, Birkhoff and S. McLane, “A Survey of Modern
Aigebra,” pp. 33-34, Macmillan, New York, 1944,
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A machine for the selection of tallies
scans or reads the marks and spaces in the
tally field. The machine actually compares
the patterns found on the tally field with some
pattern of marks or spaces held in the ma-
chine 1o define the selection. Each mark or
space in the pattern of the machine represents
one value of a possible two-valued decision,
and if there are 8' such marks, then the pat-
tern has the capability of mnklng a unique
choice among as many as 25 objects. If the
size of the searching pattern S' is larger than
it needs to be, as compared to the magnitudes
of the choice among the actual number of
items in the collection, the coding is ineffi-
cient,

Most machines and systems discussed in
the literature are extremely inefficient,
Therefore they are able to record fewer de-
scriptors in their coding fields, and they re-
quire more apparatus for searching than
might otherwise be the case. Samain'® em-
ploys a selection pattern of 36 marks and
spaces to select upon a single descriptor,
Most of his examples of selection are by two
or three descriptors, having combined pat-
terns of 72 or 108 places respectively., He
mentions collections of the order of one mil-
lion pieces, Such collections would allow
adequate choice by a selection pattern of only
20 places. If he always used two or more de-
scriptors for selection, he could represent any
descriptor by a pattern of only 10 places in-
stead of his present 36.

These considerations give rise to the next
principle.

Principle 6: DESCRIPTOR LENGTH, The
number of effective marks or spaces in the
pattern representing a descriptor should be
set by the requirements of choice among

the actual collection, and not by the size of
the vocabulary as is the usual p»

Let us consider a collection of 4,000 docu-
ments which has a notched card information
retrieval system with 1,000 descriptors in the
vocabulary list. It is known in advance that all

s tice now,

selections from this collection will be stated
with three or more descriptors acting together.
How many marks or spaces are required for
the descriptor patterns?

The conventional answer is that each de-
scriptor must be given a pattern 10 places iong,
otherwise the descriptor patterns will repeat.
This pattern length is ridiculous when analyzed
according to the choice required by selection.
Since three such patterns will always be useu
in selection, the total selective pattern would
always be 30 places long.

A choice among 4,000 pieces really re-
quires a selective pattern of only 12 places.
The correct answer, therefore, is that the in-
dividual descriptor patterns need have only
four marks or spaces.

A paradox now appears. The patterns of
some descriptors may be duplicates of other
descriptors, yet we can still define the choice
of the tally we want. The paradox is resolved
when we notice that in addition to the desired
choice, there is a statistical possibility that
some unwanted descriptor patterns on unwanted
tallies will by chance duplicate the patterns
being searched. When this happens, extra tally
selections will occur, though their number will
usually be inconsiderably small and their oc-
currence can be approximately predicted from
the details of the coding. The phenomenon of
such "extra tallies" is inextricably bound up
with the adjustment of the length of descriptor
patterns in this fashion to increase coding ef-
ficiency.

As a final consideration in this section,
we note that the manner in which the descrip-
tor code patterns are recorded in the tally
field has an enormous influence on the com-
plexity of the selector machine and upon the
competence of the whole system for imorma-
tion retrieval, While these factors can be
evaluated quantitatively for differest manne: s
of recording, all that will be dome bere s 1o
describe the several simpleat posaibiltties
There are two design choices 0 be made
First, the tally field can be subdivided nto
mutually exclusive sublields with each sub-
field taking only one descriptor pattern, or the

® Jacques Samain, A New Apparatus for Classification and Selection of Documents and

References by Perforated Cards,

" pp. 680-685, also pp. 158, 230, and 265 in “Reports and

Papers Submitted, The Royal Society Scientific Information Conference, 21 June to 2 July 1948,
The Royal Society, London, 1948. See also Samain, pp. 22-26, Rept. 17th Conf. Int. Fed. Docmn.

(1947).
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field can be left undivided and the descriptor
patterns can be superimposed one on top of
the other in the same field.

Del;q Choice 1; "Mutually exclusive sub-
s" vs. "superimposed codes."

Second, the system can be operated so that
the selector looks for a given descriptor pat-
tern in some invariant position in the field
(e.g., the descriptor for "red” is always found
in the third subfield), or the selector mech-
anism can be made more complicated so that
it can search out descriptor patterns in many

alternative (subfield) and positions in the
field.

Design Choice 2: "Invariant position" vs.

ternative position" scanning.

For example, Samain employs mutually
exclusive subfields with alternative position
scanning. Alternative position scanning is a
very powerful technique. However, it re-
quires an elaborate and expensive sensing
mechanism because of the need to search
many alternative locations in the field.

Conventional, small-scale, notched card
systems employ mutually exclusive subfields,
but avoid the expense and complications in
sensing mechanisms by using fixed locations
for descriptor codes, "invariant position scan-
ning.” This compromise severely limits the
usefulness of such information retrieval sys-
tems and makes them incapable of handling
many problems."

IV - PRINCIPLES AND PRACTICE OF ZATO-
CODING

Zatocoding can now be defined as a system
for using machine-sorted tallies for informa-
tion retrieval in which the coding system has
superimposed codes and the selector employes
invariant position scanning. The great advan-
tage of this combination of design choices is
that the powerful capabilities of alternative po-
sition scanning can effectively be attained while
using a very simple invariant position scanning

machine. Moreover, Zatocoding follows each
of the coding principles set out in the preceding
section. Therefore, the Zatocoding system al-
lows simple machine structure, gives the maxi-
mum efficiency of codes, gives minimum size
of coding field, and allows maximum scanning
speed for a given situation.

By means of an example, let us follow
through the steps in setting up a Zatocoding in-
formation retrieval system.'? To make the ex-
ample quite definite, at each step we will give
the appropriate numerical quantities along with
the basic design formula when possible.

Example: We wish to design a retrieval
system for a collection of 4,000 documents.
There are 1,000 descriptors in the vocabulary.
We wish to use as a tally a simple notched-
edge card having only 40 positions in its coding
field (Small field, Principle 1). From an
analysis of our problem, we anticipate that, in
almost all cases in which we wish to make a
search for information in this collection, we
can define the selection by at least three de-
scriptors acting in combination.

The design proceeds as follows: The col-
lection of 4,000 pieces is just less than 2'% so
that the choice involved in selection will re-
quire a pattern of 12 operating positions (Choice,
Principle 5). Almost always, three or more
descriptors will be used in selection, so a
single descriptor pattern need have only 12/3
= 4 marks in its code pattern (Descriptor
length, Principle 6).

Zatocoding uses no subfields. The whole
field receives the codes, and so the marks of
the individual code patterns are superimposed
one after the other on the field. The spaces of
one code pattern may be filled up by the marks
of another code pattern. Therefore, only the
marks in the pattern have an invariant mean-
ing. A Zatocode is then really a pattern of
marks only, not of marks and spaces. In our
example each individual pattern must contain
four marks. Since the field has 40 positions
in it, the possible number of different pat-
terns of four marks is given by the number of
combinations of 40 things taken four at a

11C. N. Mooers, “Zatocoding for Punched Cards,” Zator Technical Bulletin No. 30, pp. 6-9,
Zator Company, Boston, 1950. This contains a complete discussion of the effects of the com~

promise,
2mhid. pp. 9-19.
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time, which is precisely 91,390, However,
only 1,000 patterns out of this set are needed,
and the question is how to choose them.

It is imperative, for the successful opera-
tion of Zatocoding, that these patterns (as-
signed to the descriptors) be chosen by some
mechanically random process from the set of
all patterns (Random patterns, Principle 3).
The reason for the randomness is that the
marks from the successive patterns overlap
and intermingle to some extent, as they are put
into the field, with the marks that are already
there. This intermingling is at a minimum
onl» when the patterns are random patterns.

re is nopossible systematic way of assign-
ing patterns ;o descriptors which is better than
by completely random assignment. In fact,
several systematic assignments that have been
tried gave impossibly bad performance.

In order to assign Zatocoding patterns to
the descriptors, we proceed as follows. The
patterns are first generated. Balls numbered
from one to 40 are mixed and then drawn four
at a time from a container, to be replaced for
the next random draw, These four numbers
are an appropriate random pattern. A list of
such random patterns is made, We already
have a vocabulary list of descriptors. It
doesn’t matter in what order they are. The
random patterns are then assigned to descrip-
tors by giving the first pattern to the first
descriptor, the second to the second, and so
on for all the descriptors, That is all, for
code asgignment,

I am often asked whether the patterns of
marks and spaces cannot be assigned accord-
ing to some analogy to the successive digits of
a decimal classification symbolism. Sucha
method seems attractive only until it is analyzed
with respect to its consequences with superim-
posed codes. Because similar marks in the
patterns would overlap with undue frequency,
the method is worthless. Random patterns must
be used with Zatocoding.

Since the Zatocoding patterns are placed in
the same coordinate position in the single cod-
ing field of a tally, how do we know when the
coding field is full and can hold no more pat-
terns? With mutually exclusive subfields, the
situation is very simple. Only as many codes
can be recorded as there are subfields. A
mathematical analysis of the Zatocoding situa-
tion shows that the optimum amount of informa-

tion is carried in the tally field when around 50
per cent of the field positions are marked by
descriptor codes. This result confirms, by
another method, our conclusion of the previous
section (Fifty per cent, Principle 2) concerning
maximum utilization.

To return to our example, the codes have
four marks apiece, and are recorded or notched
into a field of 40 positions. Therefore, it would

seem that we could record _“_)4(19 = 5 different

codes. Actually because the codes overlap, we
can place more codes than this in the field be-
fore the density of marks reaches 50 per cent.
The rule is that with random codes the sum of
the marks of all the codes is equal to 69 per
cent of the number of field positions when there
is an average density of marks of 50 per cent.
In our example, the number of Zatocode pat-
terns that can be notched into the card is thus
(0.69) (40) _ 6.9

st a9 or effectively 7 patterns.

Machine Zatocoding selection of the patterns
in the tally fields occurs when each mark in the
selection-defining pattern is matched by a cor-
responding mark at the same position in the
field of the selected tally. This is illustrated
in Fig. 1. The tally field may have more marks
than the selective pattern, but it cannot have
fewer and be selected. This type of selection
is called "selection by pattern inclusion," and
the selective pattern is "included” in the field
pattern. Zatocoding selections are made us-
ually according to several descriptor patterns
operating simultaneously. For instance, the
selection might be according to "flash,”
*camera,” and "selective device." Only those
tallies which bear the marks of all three of
these descriptors are specified for selection.
In the terminology of symbolic logic, this se-
lection is according to the "logical product®
of the three descriptors,

It is expected that there may be other un-
wanted tallies which bear none of the desired
descriptors, but whose patterns by chance
combine in such a way as to imitate the se-
lective pattern. These produce "extra" se-
lected tallies. By proper design of the Zato-
coding system according to the rules above,
these extra tallies are made inconsequential.
Desired tallies are never excluded by such
chance operations; instead, a few other tal-

lies may be included in the selection. This is
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all right. By application of probability theory,
the average number of extra tallies to be ex-
pocudcubopudicted. If the design rules
given here are exactly followed, only one
extra fally per selection will occur on the
average whatever the size of the collection.

Control of the number of extra tallies is
accomplished through the length of the pattern
MMMMulecﬁmdmmm
the rejection of the unwanted tallies. The
logic is as follows: The selective pattern al-
ways matches the field pattern of the desired
tallies, and they are always selected. We can
eliminate them from our consideration of how
the extras are rejected. All the tally fields
are coded with random codes having an aver-
md-mtydmuno(solnrcou. A single
mark in the selective pattern will reject by
chance only half of the unwanted tallies in the
collection. It will accept the others. The
second mark in the selective pattern will in
mnrcjocthautheunndodhnmmnnn
accepted by the first mark. This cuts the
number of unwanted tallies to one quarter,
and s0 on. Each successive mark added to
the selective paltern improves the accuracy
of the rc)oct!onbyluctordouhu. In
the example, the selective pattern of 12
marks can be expected to exclude all of the
unwanted tallies in the collection of 4,000 ex-
cept one, on the average. We note also that,
unmlorcodtomnamrchddhodby
only two, instead of three, descriptors, the
odocﬂnp-norndodysmubvwldmo'
possibly 16 extra tallies to appear. These can
easily be recognized among the desired tallies,
and can be discarded.

The same design principles apply to any
other size of collection, design of tally, or ma~-
chine. A collection of a hundred million (10%)
mmﬂmamqundﬂ
marks for a descriptor to give almost perfect

performance (with an average of one extra tally)
on a single-descriptor selection. A Hollerith
card could take 25 such descriptors. Selection
could be made on any combination of descrip-
tors, or on single descriptors, taken from a
vocabulary of unlimited size. By comparison,
th.noreunalmeﬂnodsdcodu(,'mnmmci-
cal codes and alternative subfield position scan-
ning, results in a very complex machine and 2
vocabulary limited to 1,000 descriptors at most.

The extreme simplicity of Zatocoding se-
lection, employing pattern inclusion selection
and invariant position scanning, reflects in a
corresponding simplicity and economy of the
selective machine. At ordinary speeds of tally
scanning (in the order of 1000 per minute) 2
simple mechanical grid, sensing notches in the
edge of cards in a pack, is completely adequate.
By going to more elaborate technologies, of the
kind now used for television broadcasting from
movie films, more than 1,000 tallies can be
sensed per second. By several further modifi-
cations in the manner of use of these electron-
optical scanning devices, selection speeds in the
order of 1,000,000 tallies per second are ap-
parently possible. In another paper'? the author
has described such a super-speed machine,
calling it a DOKEN or "documentary engine,"
and has discussed the associated organs appro-
priate to such scanning speeds.

In conclusion, where the simplest and high-
est speed selector is desired for sorting upon
the logical product of descriptors, Zatocoding
is preferred because it realizes the maximum
efficiency in coding. It achieves this efficlency
by matching the intellectual choice represented
bytheodocﬁndouﬁwoutomcholco rep-
rmwwhmmrdmmmcm-
tion. The inmovations of Zatocoding are the use
of superimposed random codes, and a statistical
prediction and control of the associated phe-
nomena of extra selected tallies.

3¢ N. Mooers, “Making Information Retrieval Pay.” paper, 118th Meeting American Chemi-
cal Society, Chicago, September 1950. Published as Zator Technical Bulletin No. 55, Zator

Company, Boston, 1951.
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MULTIPLE CODING
AND THE RAPID SELECTOR

CARL S. WISE axo JAMES W. PERRY

INTRODUCTION

Documentary information — the record of human experience —is essentially
polydimensional in character. An historical event, for example, has such dimensions
as time, place, persons and organizations involved, and nature of action occurring. The
record of a surgical operation is concerned with such different types of variables as the
patient's symptoms, the pathological conditions thereby deduced, treatment, and the
result of treatment. A chemist describes his experiments in terms of the interacting
materials, the reaction conditions, the substances produced and accompanying effects,
such as the evolution of heat.

Our use of recorded information is also, in the great majority of instances, poly-
dimensional in character. An historian will rarely be interested in all facts recorded
about a given country, province or city, nor is it likely that he will wish to be informed
of all historical events which are recorded as happening during a given time interval.
It is much more probable that he will be seeking records dealing with the history of
some one country during a certain period of time. Similarly a physician will ordinarily
not wish to know about all patients having a given set of symptoms, or all instances in
which a given treatment was prescribed. It is much more likely that his interest will
be centered on the combination of some certain treatment and a given set of symptoms.
A chemist will rarely be interested in all syntheses carried out under a given set of condi-
tions, e.g. high pressure. He is much more likely to be interested in the effect of a certain
set of reaction conditions on individual compounds or groups of compounds.

INDEXING AND CLASSIFYING METHODS

As discussed in a recent paper,! the polydimensional nature of recorded information
is also evident when one observes how subject indexes are constructed. Thus in Chemical
Abstracts — recently characterized? as having “the best indexing which has been achieved
anywhere to date™ — index entries almost without exception relate to some combination
of entities, concepts and processes. This becomes clearer on considering a typical group
of entries.’

' ulose, adhesive extenders from, 8737i
Lxggodl‘ of, P 1980c, P 2436cd.
as filler for urea-HCHO condensation products, P 6865d.
hydrolysis of, P 405b.
hydrolysis of, to pentosans and hexosans from, P 5593b.
1 “Conventional and Mechanized Search Methods.” 8. W. Cochran and J. W. Perry. Ind. and Eng. Chem. In press.

1*“The Rapid Selector.” Ralph R. Shaw. J. of Documentation 5, 164-171 (1949).
* Chem. 3. 43, 10667 (1949).
76
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hmunated bowrd twom, P 3197c.
phenel condensation products from, P 1217a.
supersonic vibrations in sepn. of cellulose in, P 404i.

Classsfication, another widely used method of arganizing information, uses different
types of criteria for establishing classes and sub-classes. Synthetic resins, for example,
are classified” on the basis of chemical structure, physical properties, processing methods,
practical applications, etc. A classification system consists, in essence, of some permuta-
tion of a given type of criteria.

In constructing an index, it is not practical to provide separate entries for every
combination of entities, concepts and operations mentioned in the material being indexed.
If this were attempted, the index would be too bulky. Nor is it practical to establish
as separate classes and sub-classes every possible permutation of all basic criteria used in
chssification. If this were attempted, the resulting complexity of the system would
defeat its own purpose. Skill 1n ndexing and classifying consists, to a large degree, in
foreseeing and selecting from all possible combinations of entities, concepts and opera
tions, those which appear to be most likely to prove useful to the user of the index or

No amount of human skill in devising indexes and classification schemes, however,
can anticipate future trends in viewpoint and in research. Yet it is precisely in the direc-
tion of the unexpected correlation and the surprising result, that the most spectacular
progress is made.

CONCEPT CODING

A start toward overcoming the practical restrictions imposed on conventional
indexing and classifying methods has been made during recent years by the application
of punched cards.* The methods developed for using punched cards — though differing
considerably in detail — have one feature in common; different holes, or combinations
of holes, are used to indicate different types of characteristic variables. Asa consequence,
sorting operations can be directed to any one variable (e.g. geographical location, or time
mterval) or combination of variables. Punched cards have permitted us to take the first
steps toward developing systems of information analysis capable of permitting searches
to be directed to new, unforeseen combinations of entities, concepts and operations.
It is the purpose of this paper to point out how one of the coding methods developed
with punched cards might be applied to the rapid selector which has been under test
at the Library of the Department of Agriculture during the past year.!

The coding method to be considered, as developed by one of us (CSW) for “Key-
sort™ cards, permits coding to be based on a vocabulary of 456,976 concepts, of which
any sixteen (or less) may be coded on a single card. No restrictions whatever are imposed
on the nature of the concepts coded on any one card. This method of coding resembles

‘U. 8. Patent Office, Monnal of Classification, Amended Washington, D. C.
‘ uau-gn:uc.a L Ferrn K. T :d’:‘l.hy.ﬂh Ofice of the Secretary, Amarican
Chemmical Society, Washington, D. C.
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conventional indexing insofar as it may make use of an extensive vocabulary. It differs,
however, from indexing in several respects. Perhaps the most important of these is the
ability to direct a search to any one concept or to any combination thereof. Another
distinguishing feature is the fact that the card coding method does not scatter entries
throughout an alphabetic register as an index does, but punches the concepts pertaining
to a given item of information in a single card and thus keeps concepts pertaining to a
given item grouped together. The fact that only sixteen concepts can be indicated on
a single card has not proved troublesome in actual experience with punched cards.
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The mechanics of this coding method are quite simple. Each concept is assigned a
code designation of four letters. Thus “‘starch™ might be assigned the code STAR and
“Applied Chemical and Dye Corp.” the code ACAD. The punching of these code
designations is carried out using four rows (“‘fields") of twenty-six holes each. The four
rows of holes are used to code the four successive letters in the code designations with
the first letter always punched in the first row, the second letter in the second row, etc.
Figure I shows a card punched for the code designation COAL. The punching in each
of the rows of holes is accomplished in such a fashion that the sorting operation results
in a downward motion of all cards corresponding to the code being searched.

Let us consider how the following abstract might be coded.
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ABSTRACT
lon exchangers in sugarjuice purification. Mario Garino (Univ. Genaa, ltaly).
Ind. saccar. ital. 41, 103-5 (1948). — In some expts. made on juice of Italian manuf.,
i}mgoboeraed;hattodﬁnimulg.o(mguwbm it is necessary touse 15.5g.
resin. — G. A. B.

CODING OF ABSTRACT (from Chemical Abstracts, 42, 921/g (1948)).

Subject Headings Coding of Subject Headings
M. Garino (theauthor)........M G A R
Ind.saccar.ital..........cocvets Ry TR S8
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Frouns I
A card with corresponding punching is shown in Figure II. If it were desired, the
oodhucmﬂdbeumxledmhmludcaddirbmlmuiu.e.g.ﬂ]&lfapmiﬁmdw.
Withregardtomrchingopazdau.ithobvhuthatthilwdwmbesdecwd
byaaurchdirectedwanyazdthccodupmd:edintbemd. It is perhaps a little
less obvious that a search directed to the combination *lon-exchange,” “Resin,” “Sugar-
juice,” “*Non-sugar™ does not require that each of the four code combinations (viz.
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IONE, RES], 8UJU and NSUG) be searched separately. Instead, all cards pertaining
to the desired combination of concepts will respond to a searching operation directed to
the code combination IEJG (built up from IONE, RESI, SUJU and NSUG). Alternately
one might use the combination SSSE (from SUJU, NSUG, RESI and IONE). The
possibility of using more than four sorting needles is also worthy of mention. Thus
wemightuoesixneedlumwchforNandRint.beﬁrstrowo{holes(NSUGand
RESI),SmdUintheseomdrow(NSUGmdSUJU).Ninthet.birdrow(IONE)
and U in the fourth row (SUJU).

As already noted, it is not practical to punch more than sixteen four-letter codes
on any one card. The reason for this is that the chance of undesirable interference
between codes becomes excessive. How this arises can be seen by referring to the coding
of our example abstract as shown in Figure II. This card will respond to a sort directed
to the code designation STAR (SUJU, ITAL, ITAL, MGAR). If we use STAR
as our code designation for “starch," then our example card will appear as an unwanted,
extra card in a search directed to STAR alone. A search directed to “starch" (STAR)
and “enzyme" (ENZY) will, however, not result in undesirable selection of our unwanted
card. It can be stated as a general rule that the probability of unwanted extra cards
appearing drops off rapidly as the number of codes being searched increases. A mathe-
matical analysis of the probability relationships has been made® and will be published”
in the near future. Although the mathematics is not difficult, the complete analysis is
rather lengthy. We shall limit ourselves to stating a few of the results.

If nine entries were punched in our cards, then the mathematical analysis predicts
that a searching operation directed to any four-letter code designation will result, on an
average, in seven unwanted extra cards being selected per thousand cards sorted. If the
sorting is directed to two of the four-letter code designations, then the probability of
extra cards drops to less than one per ten thousand cards sorted. If three code designa-
tions are used in sorting our expectation of obtaining an extra card practically vanishes —
it is less than one extra card per million being searched.

Sﬂnﬂnlyifwepumhaixtemmuiuinwwds,thminamdirecwdmasingk
four-letter code designation the mathematical analysis predicts that we may expect
less than three extra cards per hundred being searched. As before the number of extra
cards drops rapidly if our searching operations are directed to two and three four-letter
code designations. The corresponding expectations of extra cards are less than one per
thousand and less than four per hundred thousand, respectively.

Practical experience”* with “Keysort™ cards coded by this general method has been
well in line with these predictions concerning extra cards.

*“Generalited Punched-Card Codes for Chemical Bibliographies.” C.S. Wise. Paper presented at the 112th national
%mm*&m& ok .h'mdul Indexing and Sorting " C. 8. Wise,
=Y T T L e
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APPLICATION TO THE RAPID SELECTOR

According to information® ™ * available to us, the rapid selector employs an optical-
electronic system for scanning a reel of motion picture film on which are entered both
abstracts and corresponding index entries. The abstracts are entered by micropho-
tography one after the other on one longitudinal half of the film, They are indexed in
conventional fashion® and a seven-digit number assigned to each index entry. The other
longitudinal half of the film provides space for entering these seven-digit numbers as
patterns of transparent and opaque dots, The code numbers corresponding to the index
entries for a given abstract are entered one after another on the film as a group. Abstracts
are selected by interrogating the device with any one of the characterizing seven-digit
code numbers from the index.

As set up at present, the rapid selector machine is a device for high speed consulta-
tion of conventional indexes. In other words, those restrictions, which publication of
indexes on printed sheets has in the past imposed on indexing methods, have been carried
over into the modus operandi of the rapid selector. It is our purpose to point out one
possibility of overcoming these restrictions by a radical change in the coding method
together with a minor alteration of the rapid selector’s scanning system. In order to
understand this possibility, it is necessary to consider the rapid selector’s scanning
operation in a little more detail.

A coding area as set up at present measures 0.280 inches by 0.340 inches. As shown
in Figure III, this area is divided into twelve rows each made up of eighteen squares.
Two adjacent rows of squares are used to code each seven-digit number. The coding
of any given seven-digit number is a uniquely determined pattern of opaque and trans-
parent squares as shown in Figure [V, Before starting a search, a mask is prepared which
has holes punched corresponding to the opaque squares in the pattern being sought.
During the searching operation light passes through both the mask and the code areas
on the moving film until such time that the punching in the mask corresponds exactly
to the number being sought. This momentary blackout, detected with the aid of one or
more photocells, trips an electronic circuit and thus, with the aid of high-speed flash
photography, takes a picture of the abstract corresponding to the desired index entry.
Since only one searching mask is used, it is possible, with the existing arrangement, to
search for only one index entry. In other words this arrangement does not permit
searches to be directed to combinations of index entries.

It would be possible to search for combinations by adapting to the rapid selector
the form of concept coding described above with “Keysort™ cards. Such adaptation
might be done in a variety of ways. We shall limit ourselves at this time to describing
only one particularly simple form of adaptation.

As already noted, the coding area in the rapid selector is being used at present to

for the Microfilm Engineering Research 8¢ Minn. and Arlington, V
R'mﬂ- mumw&* HT wlﬁ, h!d'qauu In press. 4
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code six numbers of seven digits each in six double rows of squares with eighteen squares
in each row. Scanning is directed to one double row of holes representing some one
seven-digit number. Two changes would be required. In the first place, the searching
mask would have to be extended to cover all the squares used for coding. It would

SYNGC MARKS
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seem likely that this would involve relatively minor changes in the optical portion of the
scanning device. The electronic trip circuit and the photoflash recording of selected
items would scarcely require essential change. Secondly, the assignment of significance
to the squares in the coding area would have to be changed. A simple setup, which

Fiounz IV

illustrates the underlying principle, would be the following. Let us agree to restrict
our coding to banks of thirteen squares each in the twelve rows of holes. Then in each
double row of holes we can assign one single square to a single letter of the alphabet.
In six double rows of squares, we can code six different letters, just as on the “Keysort™
card we coded four different letters. This would permit us to use a six-letter code




would be advantages in not permitting the

field to exceed sixteen. If this were done, mathematical analysis predicts that a search
Mmmﬁ—huuﬂcmﬂbcupxwdwpmdwebodnnommmwd
extra abstract per hundred being searched. If the search were directed to two six-letter
oodedaigmdaud)eapecﬂﬁmdammwmwdabcmdmpowhudnnaninm
thousand searched. lfthzmmbuddrktccroodededgmu’omisﬁnundwm
chmﬂnpmhtiﬁtydmunwanwdahmmdmpcmb‘dnnminammim. It
Mubmlbdhd:iomcﬁmthtdndnpkoodin(mmmdimdmm
medaﬂythﬁmddndﬁm-qminuchdtbetwdvem By proper use
d’themahingdxtquinachoodigﬁddtheabowmﬁandupmmd
obnitingmwanwd.m:bmmanhzgxudyinpmmd. We shall not attempt
at this time to describe in detail how this might be dooe. One possibility would be to
assign digits from one to ten to the ptwim-ly\nmd.qmmintwo.dﬁcmt
mdmuﬂwwhmdﬁubdxwﬂi‘g.

RESUME

The simple coding scheme proposed gudyw&enmbsdmdedﬁpw
tiunmihble.inamdn.hrdmﬂiuthtmbemadeinmymwdzidd
mmmdhmdmﬂﬁuamwmmupwm
of at least sixteen coded entries. ltappanlih!ydmdmeadmupmhe.imd
witbwtthzmdfamwh&emdeimdthenﬂm.
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Multiple Word Coding vs. Random
Coding for the Rapid Selector.

A Reply to Calvin N. Mooers

In a previous communication (1) an improved
method of coding for the Rapid Selector was
suggested, Since then, & rather severe criti-
cism of this has been made by Calvin N.
Mooers (2). Thanks are due to him for pointing
out that our paper may have given a slightly
misleading impression to some people. How-
ever, this was not caused by our inadequate
statistical analysis, as Mooers seems to feel,
but instead resulted from a too brief treatment
of the word coding method. Although these
matters have already been treated elsewhere
(8), it now seems desirable to give a more de-
tailed summary in the pages of American Doc~
umentation, Furthermore, in answer to the
spirited critique of Mooers, several new details
will be mentioned.

The main objections of Mooers seem to be
only two in number. First, the multiple coding
method is accused of being inflexible, and sec-
ondly, he believes that the non-random nature
of the English alphabet is a fatal defect. These
objections will now be discussed in detail.

FLEXIBILITY

Mooers believes word coding to be inflexi-
ble in that it does not permit variation in the
number of marks in certain of the code patterns.
That is, he thinks it is not possible to use a
“two-letter, four-letter, or even fifteen-letter
code for certain of the ideas”. Actually the
writer has already published the details of a
simultaneous use of a three-letter and a five-
letter code. The same flexibility has been used
in 2 word coding method for the Dyson cipher
for chemical compounds, which may use any-
thing from one letter up to twenty or more,
Furthermore, in this same paper (3) is ex~
plained the important new principle of indica-
ting relationships between words, as well as
the simultaneous indication of combinations of
words, Or, to put it in mathematical terms,
multiple word coding is flexible enough to re-
cord combinations of ideas, as does Zatocoding,
but it can also record permutations of ideas.
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Not only words, but complete sentences can be
coded by word coding techniques. Perhaps
Mocers’ objection to our use of the word “poly-
dimensional” was due to his former lack of
knowledge concerning the linearly-independent
nature of Dyson coding or of sentence coding.
In fairness to Mooers it should be pointed out
that the Punched Card book was still in press
at the time of his October 1950 criticism.
Word coding also is flexible enough to be
adaptable directly to the literature without be-
ing dependent upon the continuous use of a
coding dictionary, Unfortunately Zatocoding
does require this extra and unnecessary step.
Furthermore the ideas and the codes selected
to represent them are totally unrelated, since
the latter are obtained by a mechanical ran-
dom process (4). At this point it should be
stressed that there are logical reasons to as-
sume that a code book will have as many head -
ings (main places to look) as an index directly
to the words themselves, As Crane and Ber-
nier (5) put it, “Consider a single heading, 2-
Butene, Where could information about this
compound be put, except under 2-Butene or a
synonym? ... In passing, its noted
that if some means of simplification of an index
to a mechanized system should be found and
the number of headings reduced, then this
same improvement could probably be applied
to an index directly to the literature.”
Moreover a random system like Zatocoding
has 2 double handicap, because it requires two
translations, once when the material is first
coded, and again when the information retrieval
step occurs, Undoubtedly this causes more
inefficiency than does the use of a non-random

alphabet in word coding.

A RANDOM DISTRIBUTION OF THE
ALPHABET FOR CODING PURPOSES.

Mooers obtains a Q of 0,619 when n = 16 on
a non-random alphabet and 75% of this or a Q
of 0.466 for an equally distributed alphabet,
This can be accepted as substantially correct,
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For example it has been found by actual experi-
mentation (3) that with respect to extra cards
‘/Aﬂlom: non-random alphabet (s equivalent

to a theoretical 19 letter random alphabet (i.e.
7% of 26). This means that we can code only
76% as many words if we confine ourselyes to
using an unmodified 28-letter alphabet as we

we had a perfectly random 28 letter
system.

Now in spite of the non-random distribution
of letters in pure English text, there are at
least two good reasons why this s not a fatal
defect,

(1) Word Coding Can Use a Modified English
Text.

In actual practice, word coding {8 more
complex than the simple outline given in our
article on the Rapid Selector. For example, it
uses Arabic numerals, Greek letters, Dyson
symbols, punctuation marks, superscripts and
subscripts (6). This being the case, the calcu-
lations by Mooers concerning our method are
all based on a2 false assumption. In reality,
our values are on the conservative side. In the
interest of simplicity in explaining both the
code and the somewhat involved mathematics,
we deliberately restricted ourselves to an al-
phabet of only 26 letters per field, instead of
the much larger possibility of 38 per fleld.

(2) Word Coding Can Use a Magnified and
Random-type Alphabet.

There is one other detail that should have
been stressed. This is the possibility of con-
verting the alphabet into a theoretical random
one. This has been done by others and could
easily be adapted to word coding for the Rapid
Belector. The clearest description of the gen-
eral idea is given in a discussion of triangu-
lar methods of alphabetical coding by Cox,
Casey, and Balley (7). They describe it as
follows: *To facilitate alphabetical coding, we
made a study of the alphabetical distribution in
the first, second, and third letters of proper
names, as they occur in the Author Index of
Chemical Abstracts, in American Men of Sci-
ence, and in two small private bibliographies
(TM ’.,“‘)uooc mlk-”lﬂﬂ
double -hole field shown in Figure 8 can be
used to code the third letter. Table 4 shows
that E,L,N, and R occur most frequently as the
third letter in proper names. The six-position
double -hole field can code 30 symbols, four

more than the 26 letters of the alphabet, so the
extra places are used to split E, L, N, and R
according to whether the fourth letter of the
name, which follows E, L, N, R, is {n the first
half of the alphabet or the second half,*

In this same paper, Cox et al. also use an
alphabet shorter than 26 letters which they
make by combining some of the letters. Thus
the 26 letter alphabet, which admittedly is not
random, may either be expanded or contracted,
and in either case the resulting modified “al-
phabet” approaches the theoretical random -
type.

This possibility of having more or less than
26 positions per field led C. 8. Wise to make
his extensive mathematical caleulations (3) in-
to the proper way to divide the total number of
holes into flelds. Thus if the information prob-
lem is too large for a 26 letter alphabet, it can
be expanded into a statistically random “alpha-
bet” of 30, 100, or even 1000 positions per field
by the general method of Cox, Casey, and
Bailey. The only difference is that the word
coding method uses combinations of directly
coded fields instead of the combinations of
selective-triangular-type fields used by the
above authors.

CONCLUSIONS

Word coding has been shown to be extremely
flexible, faster than a random method requir- -
ing dependence on a coding dictionary, and
adaptable to a completely random alphabetical
system. It also can show relationships between
words or ideas, In addition to showing mere
combinations of ideas. For these reasons the
writer believes it to be generally more ef-
ficient than Zatocoding. However this single
field random sorting method used by Mooers
does make use of sound statistics, as has al-
ready been pointed out (8). Its weak points are
in failing to have some of the practical advan-
tages obtainable by multiple word coding.

Carl 8. Wise
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Auxiliary Publication Service

During the period of January 1 to November
14, 1983, 360 additional documents were acces-
sioned, making a total now on file of 2,742,

During the period, 537 copies of documents
were ordered and serviced.

The following journals and institutions de-
posited documents during the period:

ADJUTANT GENERAL'S OFFICE

AMERICAN JOURNAL OF PHYSICAL
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CHEMICAL ENGINEERING PROGRESS

DR. HENRY FIELD

GENETIC PSYCHOLOGY MONOGRAPHS

JOURNAL OF APPLIED MECHANICS
JOURNAL OF APPLIED PHYSIOLOGY
JOURNAL OF APPLIED PSYCHOLOGY
JOURNAL OF CLINICAL INVESTIGATION
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MEDICAL CLINICS OF NORTH AMERICA
NORTH CAROLINA STATE COLLEGE
TRANSLATION SERVICE
OELAHOMA AGRICULTURE AND
MECHANICAL COLLEGE
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cation” presented to the Board of Trustees
meeting July 25, 1961 and published in AMER-
ICAN DOCUMENTATION, Vol. Hi, No. 3, and
also the report on suxiliary publication dated
January 39, 1963 presented to the annual meet-

ing 1963,
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I. Papers on Information Retrieval Theory

MOOERS' LAW; OR, WHY SOME RETRIEVAL SYSTEMS ARE
USED AND OTHERS ARE NOT.
ZTB No. 136 (December 1959), 2 pp.
An excerpt, with modifications, from the last section of
"Information Retrieval Selection Study, Part II: Seven
System Models," ZTB 133, Part II; RADC-TR-59-173,
listed below.
Some retrieval systems, although technically rather poor,
nevertheless receive intensive use, while other systems, some -
times technically very much better, receive very little cus-
tomer use. Why? MOOERS' LAW stater: "An information
retrieval system will tend not to be used whenever it is more
painful and troublesome for & customer to have information
than for him not to have it." This assertion is discussed.

INFORMATION RETRIEVAL SELECTION STUDY. PART Ik
SEVEN SYSTEM MODELS, by Calvin N. Mooers,

ZTB No. 133, Part II; RADC- TR-59-173 {August 1959),

39 pp. (Work supported by the U, S, Air Force, Rome Air

Development Center, through Contract AF 30(602)-1900. )
The problem of fitting information retrieval systems to the
needs of the users is examined and 2 variety of information
handling situations involving retrieval-like functions is con-
sidered. The system models are designed for: (1) the labora-
tory scientific information retrieval; (2) high output perform-
ance for many wers; (3) high performance on the input side;
. (4) cooperative input; (5) routing, in which documents provide
_ the "questions” and a persom is the retrieval "answer"; (6)
storage of fact alone; and (7) the machine in the role of a
teacher. The last section discusses the factors that determine
why some retrieval systems are wsed and others are not.

THE APPLICATION OF SIMPLE PATTERN INCLUSION
SELECTION TO LARGE- SCALE INFORMATION RETRIEVAL
SYSTEMS, by Calvin N. Mooers.
ZTB No. 131; RADC-TN-59-157; ASTIA AD No. 215 434
(April 1959), 20 pp. (Work supported by the U. § Air
Force, Rome Air Development Center, through Contract
AF 30(602)-1900.)
Simple pattern inclusion selection, ordinarily described as
" superimposed coding,” is able to provide selection only ac-
cording to the logical product of the prescribing descriptors,
i.e.,according to "AND". The advantages and limitations of
this coding method are discussed. Conditions under which it
can be advantageously used are stated, and code system
design rules are given.

INFORMATION RETRIEVAL SELECTION STUDY. PART I:
EXTENSIONS OF PATTERN INCLUSION SELECTION, by
Calvin N. Mooers.

ZTB No. 133, Part [; RADC-TR-59-169 (August 1959),

39 pp. (Work supported by the U, §, Air Force, Rome Air

Development Center, through Contract AF 30(602)-1500.)
Techniques for extending the capabilities of simple pattern
inclusion selection are described. The extensions provide
selection according to "OR", "NOT", "GREATER THAN", and
"FOLLOWED BY™. The required selective logic and its impli-
cations to machine complexity are discussed. It is shown that
selection according to "NOT" is unable to produce the results
ordinarily claimed for it; this result holds irrespective of the
digital code used.

THE INTENSIVE SAMPLE TEST FOR THE OBJECTIVE
EVALUATION OF THE PERFORMANCE OF INFORMATION
RETRIEVAL SYSTEMS, by Calvin N. Mooers.

ZTB No. 132; RADC-TN-59-160 (August 1959), 20 pp.

(Work supported by the U, S, Air Force, Rome Air Devel-

opment Center, through Contract AF 30(602)-1900.)
The intensive sample test uses as its standard an approxima- :
tion to a perfect information retrieval system. The hypotheti-
cal perfect system is defined as one in which every retrieval
system customer has read in detail every document in the %
collection with respect to every question of possible interest |
to him. The test uses representative samples of customers and
of documents. Each customer examines a subsample of dnt)cn-'r
ments, formulates questions to be answered by the documents -
he has examined, and rates question-document pairs as
"crucial”, "revelant” or "not revelant". The questions are
given to the retrieval system operators, and their results are
scored only with respect to the question-document pairs in
the sample. Measwures of performance and statistical consider-
ations are discussed.

SOME MATHEMA TICAL FUNDAMENTALS OF THE USE OF

SYMBOLS IN INFORMATION RETRIEVAL, by Calvin N.

Mooers.
ZTB No. 123; RADC-TN-59-133; ASTIA AD No, 213 782
(April 1959), 18 pp. (Paper presested at the Internstiomal
Conference on Information Processing, UNESCO, Paris,
France, June 13-23, 1959, Work supported by the U. §, Air
Force, Rome Air Development Center, through Coatract
AF 30(602)-1900.)

A lattice theory model and formalism is presented for the pro-

cem of gaining information through observation, reporting the

informatiom, and retrieving It. Anumber of theorems result.
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A MATHEMATICAL THEORY OF THE USE OF LANCUAGE
SYMBOLS IN RETRIEVAL, by Calvin N. Mooers.
ZTB No. 122 (1959), 38 pp. (Preprint of a paper pre-
sented at Area 6 of the Internations]l Conference on
Scientific Information, Washington, D, C, November 16-
21,1958; to be published in the Proceedings of the Con-
Conference.)
A topological model is presented which relates the language
symbols of retrieval to the documents retrieved. The model
is applied to families of retrieval systems: using (1) descrip-
tors, (2) characters with hierarchy, and (3) characters with
logic. The retrieval operation is represented by a transforma-
tion from & point In 2 retrieval space P to a point in a docu-
ment space L. Two different retrieval transformation are
defined.

RETRIEVAL BY THE METHOD OF PROXIMITY
TRANSFORMATIONS, by Calvin N, Mooers.

ZTB No. 113 (February 1958), 41 pp. (Unpublished; a

limited number of preliminary copies ase_avadsbir,)
A theory of retrieval for discovering documents that are
similar in content to a given document, yet with the precise
manner of the similarity being unspecified. Documents are
represented by points in an abstract space, A measure of
closeness or proximity is discussed which has the property
that documents similar in subject content are close to the
given document. The measure of similarity can be biased
with respect to different subjects (such as physics or biology)
tiwough the use of pro-descriptors that perform proximity
transformations on the points in the abstract space. A method
of coding is described and areas of application are discussed.

SOME MATHEMATICAL IDEAS NEEDED FOR A RETRIEVAL
THEORY, by Calvin N. Mooers,
ZTB No. 111 (September 1957),36 pp. (Unpublished; a
limited number of preliminary copies axeaxailable. )
A tutorial paper sketching some of the mathematical ideas to
be used in the development of a mathematical theory of in-
formation retrieval. Topics included are: sets, elements, and
objects; classes; defining relations and equivalence classes;
pertial ordering, disjointness and conjointness; duality, chain
condition and level; cup and cap; trees, lattices, and Boolean
lattices; transformation between sets; tramsformations between
algebras; and spaces and open sets,
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II. Papers on Inductive Inference

A PROGRESS REPORT ON MACHINES TO LEARN TO
TRANSLATE LANGUAGES AND RETRIEVE INFORMATION,
by R. J. Solomonoff.

ZTB No. 134; AFOSR-TN-59-646 (October 1959), 17 pp.

(Work supported by the U, S, Air Force Office of

Scientific Research, through Contract AF 49(638)-376.
This paper discusses theoretical work which makes it possible
for 2 machine to be programmed to leam to translate between
two simple, synthetic languages, after it has been given a
large set of correct examples in 2 suitable training situation.
A system is described in which 2 machine would leam to as-
sign descriptors or other search indices to documents after
having been given a large set of examples, Limitations and
problems are discussed. A umified method is proposed for re-
solving the difficulties of both routines,

PROGRESS REPORT: RESEARCH IN INDUCTIVE INFERENCE
FOR THE YEAR ENDING 31 MARCH 1959,by R, J.
Solomonoff. <
ZTB No. 130; AFOSR-TN-59
240 (May 1959), 12 pp, (Worl
Force Office of Scjents
AF 49(638)-376.)
Research is reported ethods of discovering the grammars
of phrase structur ges, on self-improving machines,
and on approxlm@on languages. The concept of "language™
has been gcur@zed to Include patterns of many extremely
diverse types.

) ASTIA AD No. 216
ported by the U, § Air
search through Contract

THE MECHANIZATION OF LINGUISTIC LEARNING, by

R. J. Solomonoff.
ZTB No. 125; AFOSR-TN-59-246; ASTIA AD No. 212 226
(April 1959), 16 pp. (Paper presented at the Second In-
ternational Congress on Cybemetics, Association for Cy-
bemetics, Namur, Belgium, September 3-10, 1958, Work
supported by the U, § Air Force, Office of Scientific Re-
search, through Contract AF 49(638)-376.)

Techniques for the mechanization of inductive inference have

been extended to the discovery of the grammatical rules of

certain elementary language types, including phrase structure

languages, in a suitable tnfning situation. It is also shown

that in some idealized cases it is useful to consider the prob-

lem of leaming to translite languages as a problem in discov-

ering the grammatical rules of a new type of "generalized

language."
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A NEW METHOD FOR DISCOVERING THE GRAMMARS OF
PHRASE STRUCTURE LANGUAGES, by R, ], Solomonoff.
ZTB No. 124; AFOSR-TN-59-110; ASTIA AD No. 210 3%
(April 1959), 13 pp. (Paper presented at the Internation-
al Conference on Information Processing, UNESCO, Paris,
Framce, June 13-23, 1959, Work supported by the U, S, Air
Force, Office of Scientific Research, through Contract AF
49(638)-3786.)
A techmigue similar to the one described by Chomsky and
Miller for finite state languages is used to give a complete
grammatical description of a phrase structure language, This
is discovered by a systematic process of deletion and reinser-
tion of phrases and pairs of phrases, and the mse of a "teacher”
or equivalent to determine if the resulting sentences are ac-
ceptable sentences im the language.

AN INDUCTIVE INFERENCE MACHINE, by R. J. Solomonoff.
ZTB No. 128 (1957), 7 pp. (Preprint of a paper presented
at the 1957 Convention of the Institute of Radio Engi-
neers, New York, and published in the Convention Record,
Section on Information Theory. Mr. Solomonoff was at
that time associated with Technical Research Group,
New York.)

The machine is designed to operate as human beings seem to,

Inductive inferences are made by classifying events and the

outcome of events within suitable categories. Accuracy of in-

ference is largely dependent upon how good the categories

are. Categories are tested empirically, and new categories

are formed by the operation of 2 small set of transformations

and tested again. Thesg¢ are combined with other categories
, and tested, and this process is repeated over and over again.

The behavior of & simplified machine in leaming to perform

some arithmetic operations on the basis of a set of correctly

worked examples is analyred in detail.

M. MISCELLANEOUS

THE NEXT TWENTY YEARS IN INFORMATION RETRIEVAL:
SOME COALS AND PREDICTIONS, by Calvin N. Mooers.

ZTB No. 121; AFOSR-TN-59-245; ASTIA AD No. 212 225

(March 1959), 18 pp. (Paper presented at the Western
Joint Computer Conference "New Horizons in Computer
Technology," San Francisco, March 3-5, 1959, Work sup-
ported in part by the U, S Air Force Office of Scientific
Research through Contract No. AF 49(638)-376.)
Future information retrieval machines will assign descriptors
to text (a crude kind of mechanical translation), and assist
the customer in using a retrieval system. Several forms of
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education of the customer by machine are predicted: helping
him formulate search requests, helping him read the docu-
ments uncovered in the search, and producing essays on any
given subject upon request. Machines can become archival
devices to store facts, not texts, Human-machine communi-
cation will become very important.

THE DUFFER UNIT: THE REQUIREMENT FOR DESK-TOP
KEYBOARD TRANSCRIPTION UNITS IN INTEGRATED
MECHANIZED RETRIEVAL SYSTEMS, by Calvin N. Mooers.
ZTB No. 126 (April 1959), 8 pp.
The proposed duffer unit is an individual desk-top input-
output transcriber for permitting direct customer interrogation
and access to the contents of a large-scale information re-
trieval system. In addition to present machines for input
transcription by skilled typists and high-speed machine print-
out, we need foolproof, relatively slow-speed keyboard input
and tapeprinting output devices matched to the human who is
a duffer at the keyboard. Each customer of the retrieval sys-
tem should have his own duffer unit giving him direct access
to the central information system for quick iaterrogation and

rapid response.
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May 24, 1960

Mr. R. W11liam Austad
Research Englneer

Computer Techmiques laboratory
Stanford Research Institute
Menlo Park, Califormia

Dear Mr. Austad:

Your letter arrived just as Mr, Moocers was about to lsave for
a trip out of the country, so he was not able to answer in person.

Mr, Mooers asked we to write you that the formulas im yowr letter
of May 19 are correct assuping that Mﬂw_zﬁl
frequency and without correlation between descriptors. BEmpirical results
with Zatocoding systems shows that the formulas tend to be conservative,

However, for noneuniform use of descriptors and for use of descripe
tors that end to be correlated with other descriptors, corrections may
be necessary. Mr. Mooers said that he would have to discuss with you the
detalls of your application and the point at which corrections would
be required. He certainly could not do this in a letter, and his reports
have never developed this point in sufficient detail to be helpful to you.

!‘h:. Mooers therefore suggests that you get in touch with him per-
sonally some time after June 28,

'.37 tnﬂ; yours,
ZATOR COMPANY

Chaddlld D . Mpoers

Charlotte D. Mooers (Mrs, Calvin N.)

PIONEERS IN INFORMATION RETRIEVAL
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SUPERIMPOSED PUNCHING OF NUMERICAL CODES
ON HAND-SORTED PUNCH CARDS

Summary.

Both the users and processers of informa-
tion--particularly in the realm of science and
technology--have long been aware of the fact
that the information in a patent, paper or sim-
ilar document will be characterized by a vari-
ety of features, such as yarious entities (sub-
stances, devices, apparatus, etc,), their atiri-
butes, one or more processes or interactions,
attendant circumstances and the results of in-
teraction, The multidimensional nature of in-
formation has been the basis for successful
application of sorting devices permitting in-
formation to be selected on the basis of any
one feature or combination of features. (1)
Experiments with newly developed IBM equip-
ment, (2) have demonstrated that grouping con-
cepts into arrays sometimes called abstrac-
tion ladders is a convenient method for making
generic terminology available as a basis for
conducting searches. The present paper out-
lines a punching system which would permit
abstraction ladders to be coded for hand-
sorted punched cards., The punching system is
undergoing test at the present time. The re-
sults of these tests will be reported subse-
quently.

Introduction,

Hand-sorted punched cards are supplied by
the manufacturers with holes perforated in
rows along the periphery of the card. Although
the rows of holes along one or more edges of
the card are often arranged two deep (occa-
sionally three, or even four deep), for the mo-
ment we shall consider only those holes that
form a row nearest an edge of the card, Any
one of the holes so positioned may be rendered
operative with regard to sorting, by cutting
away the cardboard between the hole in ques-
tion and the periphery of the card, This oper-
ation--usually referred to as punching--con-
verts the hole into a notch, The sorting oper-

JAMES W. PERRY*

ation consists of taking a group of cards, align-
ing them, inserting a sorting needle into some
one hole, and then ruffling them so that the cards
that have been punched (i.e. notched) at the hole
will drop from the needle, (3)

Of themselves, the punching and sorting op-
erations are mechanical manipulations devoid
of inherent meaning, Intelligent use of the cards
requires that meaning be attributed to the punch-
ing of a given hole. This may be done most
simply by assigning some one meaning to the
punching of a single hole, Thus Breger (4) at-
tributed the following meaning to the punching
of certain individual holes when building up a
file of information on the geochemistry of coal
formation.

Examples of Headings Used by Breger
Genesis (of coal, humus, petroleum, etc.)
P

eat

Lignite

Bituminous coal

Lignin

Wood

Humus, humic acids, ete,

The possibilities of this simple approach--
sometimes called direct coding--must not be
underestimated. Since sorting operations can
be directed to combinations of holes it is pos-
sible to select cards dealing with combinations
of subjects, Thus, it is easy for Breger to se-~
lect those cards dealing with “humus,” *origin”
and *bituminous” and in this way he can search
out all information in his file dealing with the
role of humus in the origin (or formation) of bi-
tuminous coal. On the other hand, there is no
denying the fact that using a single hole for each
subject severely limits the number of subjects
that may be punched and are thus made avallable
for analyzing information when building up the
file. This limitation may well prove intolerable
when dealing with complex subject matter.

*Bjorksten Research Laboratories, Madison, Wisconsin; address at present, Massachusetts

Institute of Technology, Cambridge, Mass,
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A number of less simple punching schemes
--all based on assigning meanings to different
combinations of holes--have been devised. (3)
One such scheme permits any one of the digits,
1 to 9, to be punched in a group of four holes.
With this system, punching a single hole suf-
fices to indicate the digits 1, 2, 4, or 7, while
3 is indicated by punching the holes used sep-
arately for 1 and 2 and 5 by punching the 1 and
4 holes, 6 by the 2 and 4 holes, 8 by the 1 and
7 holes and 9 by the 2 and 7 holes. Although
having useful features, this punching scheme
and its variations suffer from the limitation
that, for any one card, only one numeral can
be punched in the field of four holes. Thus 1
and 2 punched separately would be indistin-
guishable from the punching for 3 while a card
punched for both 6 and 8 would respond to a
search directed at any one of the four holes or
any combination of them. It is true that this
system can be used to punch very large num-
bers., Thus successive fields of four holes
each can be used to indicate successive digits.
For example, such flelds--twenty-four holes
in all--permit any one number up to a million
to be punched in any one card., However, the
limitation of one number per card severely
restricts the usefulness of this type of punch-
ing scheme. In practice, this punching system
has proved highly effective for coding such da-
ta as a serial number, e.g. of a machine part
or patent, the date of a transaction, number of
{tems sold, price per item, date of birth, pub-
lication date, volume and page number for a
given paper. In general, this coding scheme
works well for those types of data which re-
quire a single value to be entered on any one
card.

If, however, it is desired to have avallable
a large list of subject headings from which
several may be selected to characterize the
subject matter of some one item of informa-
tion, then the coding systems described above
have not proved entirely satisfactory. This
paper is written to outline a simple coding
scheme designed to permit any six of 99,909
code numbers to be entered on a single hand-
sorted punched card. Each code number cor-
responds both to some specific subject head-
ing and to at least two more generic headings.
The punching scheme to be presented permits
the organization of subject headings into arrays
sometimes referred to as abstraction ladders.

A simple example suffices to suggest the
possibilities. For purposes of analyzing infor-
mation dealing with minerals, we might set up
a number of broad groupings of terminology,
one of which might be related to minerals them-
selves and to which the number 3 might be arbi-
trarily assigned. Under this main heading we
might decide to set up “carbonaceous minerals”
as a principal subgroup, with “coal” as a sub-
subgroup and, subordinate thereto, “bitumi-
nous coal”, The abstraction ladder might then
be encoded as

Minerals 3---
Carbonaceous minerals 309--
Coal 3095~
Bituminous 30052

In assigning code numbers, it is well to take in-
to account the number of subgroups that it may
be advantageous to set up at any one level,

Thus in our example, asignment of two digits to
specify the subgroup “carbonaceous minerals”
makes it possible for the code to accomodate

in all 99 categories of equal rank with that sub-
group, while assignment of one digit each to
designate “coal” and “bituminous coal” provides
the possibility of setting up 9 categories on each
of these two levels, (In tests now in progress
the zeros are being reéserved for general cate-
gories, not further specified).

The organization of terminology into arrays
for analysis of information will not be discussed
in detail in this paper. Suffice it to say that ex-
perimental investigation both at the U.S. Patent
Office and at MIT have demonstrated the useful-
ness of properly designed arrays of terminology
for the analysis of information preparatory to
searching by mechanical devices. (5)

With these arrays, using a five digit number,
e.g. 30052, to code and punch a specific entry,
such as “bituminous coal”, automatically
causes the card to be punched for more generic
headings, in this case, 3095~ for “coal®, 309--
for “carbonaceous mineral”, and 3---- for
“mineral”. In describing the punching system
the initial digit (1.e. 3 in the code number 30952)
will be called the first digit and successive dig-
its are counted from left to right (thus, in our
example 0 is the second digit, 9 the third, 5 the
fourth and 2 the fifth).

The balance of this paper will be devoted to
presenting the punching system which has been
designed so that both more generic terminology,
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e.g. “mineral”, "carbonaceous mineral”, and
also more specific terminology, e.g. “coal”,
*phituminous coal”, will be equally available,
for defining and directing a search, After de-
scribing the system, its mathematical analysis
will be summarized in order to provide indica~-
tion of how the system may be expected to
work,

The first digit in each code number is
punched directly in a field of ten holes. (See
Figure ). For the second digit a field of
twenty holes is set up and this is divided into
two subfields. The decision as to which sub-
field is to be used hinges on the first digit in
the code number. The left-hand subfield is
used if the first digit is 0-4 and the right-
hand subfield if the first digit is 5-9. Once the
proper subfield has been selected, the hole la-
beled to correspond with the second digit is
sought out and punched. The third digit is
punched directly in a field of ten holes. These
three fields are located at the top edge of the
card. The fourth and fifth digits are each
punched in a field of twenty holes at the bottom
of the card. Both these flelds are divided into
two subfields of ten holes each. The decision
as to which subfield to use in punching the
fourth and fifth digits is based on the preced-
ing digit in exactly the same way as when
punching the second digit in Field 2,

In punching the cards preparatory for sort-
ing, the same fields are used for punching suc-
cessive code numbers. The punching system
will readily accomodate up to six code num-
bers. Figure II shows Fields 1-3 of three ex-
ample cards punched, respectively, for the
first three digits of one, two and six code num-
bers.

In considering the operating characteristics
of this punching system, attention will be cen-
tered at first on Fields 1-3 in which the first
three digits of six code numbers are punched.

As is evident from Figure II, considerable
overlapping between code numbers may occur
and this may result in *phantom” combina-
tions causing a card to respond in an undesired
fashion. Thus the card in Figure II, punched
in Fields 1-3 for the numbers 718, 346, 893,
414, 508, 112, will be sorted out when & search
in Fields 1-3 is directed to the number 318
even though the card was not punched for that
number because the information entered on
the card was not concerned with the subject

/situation, Wise (6) has first assumed that there

heading associated with 318. Such unwanted
cards, if they should appear in sufficient num-
ber, might become troublesome. It is worth-
while to investigate mathematically the proba-
bility of such cards appearing. R
_—1In applying probability theory to this type of

uoqualprobabmtytm.tmomnumhorwmbo
punched. He then derived the following equation:

G=H- u(l-'u—l)x m

where H is the total number of holes in a field;
X is the number of digits entered in the fleld,
i.e. the number of instructions to punch the card
(In our case, we are investigating the situation
when six code numbers are punched. Hence

X = 6.); and G is the number of holes actually
punched. In general, G will be smaller than X
as, under the basic assumption of equal proba-
bility of punching any one number, there is
some chance that if one of X punching instruc-
tions causes a hole to be punched, another one
of the X instructions might be directed to the

/

same hole, The formula given takes this pos-

sibility into a e
this formula to our three fields we

find that G/H, i.e. the fraction of the field actu-
ally punched, is as follows:

Field Number G/H
1 0.47
2 0.265
3 0.47

If we insert one needle each at random into
the three fields, the fraction of the file that
would be predicted to drop out would be
(0,47)(0.265)(0.47) = 0.058 or 5.9%. This per-
centage is an approximate measure of the num-
per of random cards that would be dropped out.
For small files, say up to 1000 cards, this drop-
ping fraction might correspond to a tolerable
number of unwanted cards, For larger files,
further discrimination to eliminate unwanted
cards might have to be provided and a possible
means for accomplishing this will be presented
subsequently. Before doing that, let us consider
the dropping fraction for a search directed to
the first two flelds. This would be
(0.47)(0.265) = 0.125 or 12.5%. Interpretation
of the significance of this percentage must take
into account that it is an average value and that
it includes both wanted cards--i.e. those
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punched for the number in question--and also
unwanted cards, i.e. those selected because of
“phantom” combinations, For a range of 99
subjects with 6 subjects punched per card, the
fraction of cards punched for any one subject
would be 6/99 or very nearly 6%. In other
words, our calculations would suggest that for
every wanted card we might expect one addi-
tional unwanted one. Such a ratio might prove
intolerably large and here again further dis-
cerimination might prove helpful,

In considering how to provide additional
discrimination, we first observe that the tend-
ency for individual digits of different code num-
bers to act independently is the reason why
“phantom” numbers are generated. This un-
desirable tendency can be counteracted by pro-
viding a closer link between successive digits
of each code number, To this end the sum of
the first two digits of each code number is
punched in the card and, in another field, the
sum of the second and third digits. The mode
of punching these sums requires further ex-
planation.

In the first place, these sums are punched
in the inner row of holes along the top of the
card. These inner holes are punched by clip-
ping out the cardboard between a given inner
hole and its companion outer hole. The inner
holes are not punched to the edge of the card
so that punching them will not interfere with
the punching of the outer holes. When a
searching operation is directed to some one
inner hole, cards in which that hole has been
punched do not as a rule, fall free of the needle
but drop about one-fourth of an inch. The next
step in completing separation of the cards is
to align them, then withdraw the sorting needle
and reinsert it in the upper left-hand hole--a
hole that is never punched. On ruffling the
cards, those that previously dropped about one-
fourth of an inch will now fall free of the needle.

In order that sums of successive digits may
provide maximum discrimination it is neces-
sary to take into account the frequency with
which certain sums will be generated when two
digits are taken at random. The table of sums
shows, for example, that 18 results only from
adding 9 with 9, while 8 may result from add-
ing up eight different combinations (0 + 8;
2+6;3+5;6+2;4+4,etc.).

0.1 3.8 8 5 8 ¥ 8.3
o0 3 2 8¢ 8B . 8T &Y
I3 8 3 % 8.8 7T 8930
2|12 3 45 6 7 8 81011
3|3 4 5 6 7 8 9101112
4/4 5 6 7 8 910111213
5/56 6 7 8 910 11 12 13 14
6|6 7 8 910 11 1213 14 15
7(7 8 910 11 12 13 14 15 16
8(8 910 11 12 13 14 15 16 17
9

9 10 11 12 13 14 15 16 17 18

If the sums are written out in ascending

numerical order, the corresponding frequency
of occurrence increases from 1 to 10 and then

decreases to 1 again.

01284656717 8°9
10 11 12 13 14 15 16 17 18
Ocgurrence 1 2 3 4 5 6 7 8 910

$ 81 8 5 4.8 3°1

By pairing the sums off--and treating the
sum 9 independently-~the joint probability of
occurrence assoclated with each of the pairs
can be made equal.

0 1 2 3 45661789
10 11 12 13 14 15 16 17 18

Qccurrence 10 10 10 10 10 10 10 10 10 10

The palred sums and the sum 9 generated by
adding the first two digits of a code number are
coded in a field of twenty Inner holes. Two holes
are used for each pair of sums (and ). Which
of the two holes is punched is made dependent
on the numerical value of the second digit of the
code number, If this digit is 0-4, then the left
hole of the pair is punched, while if the second
digit is 5-9, the right hole of the pair is
punched, This method of punching insures that
each hole will be punched with equal frequency.
Consequently, with six code numbers punched
in the field, application of formula I indicates
that the fraction of the field punched will be
0.285.

The paired sums generated by adding the
gecond and third digits are also coded in a sec-
ond field of twenty inner holes. As before, two
holes are used for each pair of sums and the
left hole of the pair is punched if the third digit
of the code number is 0-4 while the right hole
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of the pair is punched if the third digit is 5-9.
As before, the fraction of the field punched
will be 0.265,

If a search is directed at random to any one
hole in each of the first two fields and to the
field in which the sums of the first two digits
are punched, then the percentage of cards that
would be expected to be selected would be, on

an average, (0.47)(0.265)(0.265) = 0.034 or 3.4%.

While for a search directed to the first three
fields and the two fields for sums, the percent-
age of cards that would be expected to drop
would be, on an average, (0.47)(0.265)(0.265)
(0.47)(0.265) = 0.004 or 0.4%.

As searching operations are extended to the
fourth and fifth digits, the percentage of cards
that would respond, on an average, would be,
respectively, 0.1% and 0.03%.

It may have occurred to the thoughtful
reader that a random search directed to the
first two fields and the field of sums for the
first two digits is predicted to result in se-
lecting on an average 3.4% of the cards in the
file, while the percentage of cards coded for
the first two digits of any one code number
will be 6/99 or very nearly 6%. This appar-
ent discrepancy is caused, as a little reflec-
tion makes clear, by the fact that the coding
system is set up so that certain random
searches will result in more cards being se-
lected than in others. Thus certain random
searches will not correspond to the punching
for any one code number. As an example, con-
sider a search directed in the first field to 3,
in the second field to 9 preceded by 5-9, and
in the appropriate field of sums to the sum
pair 6-16 associated with 0-4 as a second dig-
it. Punching no one code number in a card
will cause it to be selected by such a search,
Some cards may nevertheless respond; for ex-
ample, a card punched for 32 and 79 (and any
other four numbers of two digits each, for ex-
ample 25, 56, 84, 64.) If instead our random
search were redirected in the first field to 8,
in the second field to 2 preceded by 5-8, and
in the appropriate field of sums to the sum
pair 0-10 associated with 0-4 as the second
digit, then all cards punched for 82 will re-
spond and so also will the previously men-
tioned example card punched for 32, 69, 25,
56, 84, and 84. This second type of search,
which corresponds to some actual code pum-
ber, would be the only one ever conducted

when using a card file, Hence, a further exam-
ination of the possibility of obtaining unwanted
cards is in order.

Let us imagine, first of all, a search directed
to some digit in Field 1. This search will
cause 47% of the cards to drop. These will con-
sist of cards punched for the number being
searched (6%) and unwanted cards (41%). To
effect further separation, the cards previously
selected are submitted to a sorting operation
based on the second dizit punched in Field 2,

In estimating the effectiveness of this search-
ing operation for eliminating unwanted cards,
we must recall to mind, first of all, that we are
assuming that each card is punched for six code
numbers~--the one for which we are searching
and five others. Each of these five will require
the punching of five numbers randomly distrib-
uted over the twenty holes of Field 2. On an
average, therefore, 5/20 or one-fourth of our
unwanted cards will be punched at any one hole
in Fleld 2. Hence, of the 41% of unwanted cards,
three-fourths or 30,8% of the original file will
be eliminated, After this sorting operation the
isolated cards will consist of all the unwanted
cards (6% of the original file) and nearly twice
as many unwanted cards (10.2% of the original
file). Three-fourths of these remaining un-
wanted cards will be eliminated by a sorting
operationdirected tothat hole in the appropriate
field of sums which corresponds to the two dig-
it code number for which we are searching.
Thus after these four sorting operations, the
selected cards will consist, on an average, of
all the wanted cards (6% of the original file)
and less than half as many unwanted cards
(2.6% of the original file).

In estimating the probability of obtaining un-
wanted cards, the order of succession of the
searching operations was represented as being
Field 1, Field 2 and the appropriate field of
sums, In order to reduce the number of cards
to be handled as rapidly as possible, it is adyis-
able, in the first searching operation, to use
two needles, one each in Field 1 and in Field 2.
Mastering the knack of a two-needle search may
require a little practice, but such a search in
one operation will isolate, on an average, from
the file 16.2% of the cards, which would then
require resorting in the field of sums.

Before concluding discussion of searches
directed to two-digit code numbers, it should
be noted that a search directed to one such
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number would actually oceur in practice only
when there is interest in selecting out all
cards dealing with one--and only one--broad
subject. It is much more likely--the nature
of information being what it is (1)--that a
gsearch will be directed simultaneously to sev-
eral broad subjects. 1f only two broad sub-
jects are searched simultaneously, the pro-
portion of unwanted cards becomes smaller.
If Fields 1 and 2 and the appropriate field of
sums are searched, we find on applying the
same reasoning as before, that more than four
wanted cards will be selected for each un-
wanted card. The percentage of the file ap-
pearing as unwanted cards calculates out as
being, on an average, 0.00085%. This means
that, for all practical purposes, an unwanted
card would appear rarely, if ever, in a search
directed to two broad subjects, each punched
as a two-digit code number, If our simulta-
neous search to two broad subjects makes

use only of Fields 1 and 2, then the percentage
of unwanted cards would be 1.4% of the total
file. It might not be necessary in many cases
to conduct a second supplemental search di-
rected to the fields of sums.

Similar calculations with respect to
searches directed to Fields 1, 2, and 3, and
the two fields of sums shows that when
searching is directed to the first three digits
of a code number the percentage of the file
appearing as unwanted cards would, on an av-
erage, be nearly 0.4%. This small percent-
age corresponds to a number of unwanted
cards, almost certainly too small to cause
serious difficulty when working with a file of
moderate size. For a similar search directed
to two subjects, each represented by three-
digit code numbers, the percentage of the file
appearing as unwanted cards would be less
than 0.01%. For such a search conducted
without benefit of the two fields of sums, less
than 0.4% of the file would be expected to ap-
pear as extra cards.

Concluding Remarks,

The punching system described requires
less than half the holes on a standard “E-Z
Sort” card. (7) This means, of course, that
there are plenty of holes remaining for fur-
ther coding if that should prove necessary.

No punching system can be better than think-
ing devoted to the question of how information
is to be analyzed and encoded. Much careful
thought must be devoted to developing an ef-
fective system of analysis if the coding system
described is to function with maximum effec-
tiveness.

REFERENCES

(1) Perry, ].W. “Information Analysis for
Machine Searching”. American Docu-
mentation 1, 133-139 (19850).

Wise, Carl 8. and Perry, ].W. “Multiple
Coding for the Rapid Selector”. Amer-
{can Documentation 1, 76-83 (1950).

(2) Chem. & Eng. News. 29, 4214 (1051)

Perry, ].W. and Casey, R.S. “Litera-
ture, Mechanized Searching”, in *En-
cyclopedia of Chemical Technology”,
Vol. 8 (in press). Interscience Ency-
clopedia, Inc., New York, 1952

Perry, ].W. “The ACS Committee on
Scientific Aids to Literature Search-
ing”, Chem, & Eng. News. (in press).

(3) Casey, Robert 8, and Perry, J.W. “Ele-
mentary Manipulations of Hand-Sorted
Punched Cards”., Chapt. 2 in “Punched
Cards. Their Application to Science
and Industry”, edited by Robert 8.
Casey and ].W. Perry. Relnhold Pub-
lishing Co., New York, 1951,

(4) Breger, Irving A. “Application of Simple
Coding Procedures to a Specific Prob-
lem”, Chapt. 3 in “Punched Cards.
Their Applications to Science and Indus-
try” cited above.

(5) Bailey, M.F., Lanham, B.H, and Leibowitz,
J. “Mechanized Searching in the U.S.
Patent Office”. Abstracts of Papers,
120th Meeting, American Chemical So-
ciety, Sept., 1951, p. 2F.

willlams, T.M., Reid, A.M, and Perry,
].W. Unpublished experiments.

(8) Wise, Carl 8. *“Mathematical Analysis of
Coding Systems”. Chapt. 20 in “Punched
Cards. Their Applications to Science
and Industry” cited above.

(7) E-2Z Sort Systems, Ltd., S8an Francisco,
Calif.,




o Wz , Vel T Ne 2, /i./u_./ 195 &

AN OPTIMAL PUNCH CARD CODE FOR

GENERAL FILES*

INTRODUCTION

In a single-field superimposed coding sys-
tem, each subject to be recorded on a card is
associated with a pattern of signals or marks
(punches) selected {rom a field of possible lo-
cations for such marks. The card has only one
such field and there are no restrictions on the
location, within the field, of the marks consti-
tuting the pattern. When the cards are sorted,
during a given search, they are tested for the
presence of the pattern of marks corresponding
to the subject sought, and all cards displaying
that pattern will be selected.

But, because there is no restriction upon
the distribution or arrangement of the marks,
the several patterns corresponding to the sev-
eral subjects on each card generally overlap
and may partially or, by chance, even com-
pletely coincide. Moreover, the pattern for any
one subject may completely coincide with a
group of marks present among those corre-
sponding to several other subjects on the card.
Because of this, when the cards are sorted for
a particular subject, cards may be selected
which do not relate to that subject. Such cards
are called unwanted, extra, or “false drops,”
and the ratio their number to Y
total file of cards (or the total file of unwanted
‘cards) is called the dropping fraction, F, of
extra cards. . B

The object of code design is to keep F min-
{mal while providing the greatest freedom in
the coding of information on the cards and the
greatest speed, convenience, compactness, and
simplicity — i.e., the greatest economy = com-
patible with an acceptably small F. As these
desiderata conflict, the problem is one of se-
lecting the best compromise. Fortunately,
this compromise may be fairly well defined.

PAUL T. GILBERT.JR.**

Zatocoding: The advantages of single-field
superimposed coding have been discussed by
Mooers' “*, who_employs it in his system of
«Zatocoding.” Wise' has examined the mathe-
matical basis of such coding, and records
experimental observations of dropping frac-
tions obtained with a single-field superimposed
system. The characteristic feature of Zato-
coding is the use of randomly selected numbers
for translating any subject into a set of marks.
As an example of one type of Zatocoding, a card
may have 40 punch positions, constituting the
field. For any subject, four numbers are se-
lected at random (as by drawing from a hat)
from among the numbers 1 to 40, and these
four numbers ‘are the code for the subject. For
example, the subject “rare earth” may be as-
signed the code 22-24-34-39, and whenever
“pare earth” is encoded, the positions 22, 24,
34, and 39 are punched. In seeking information
on rare earths from the card file, one sorts it
for the punch positions 22, 24, 34, 39, simuilta-
neously or in any order, by any suitable me-
chanical means, such as the shaking box de-
vised by Mooers. The cards thereby selected
will include all those mentioning rare earths,
in addition, usually, to several cards which
happen to be punched in these four positions but
are not concerned with rare earths.

A record of all such codes is kept in a cod-
ing dictionary, to which reference is made
whenever one wishes to prepare a card for the
file, or to sort the file for a desired subject.
Subjects or terms thus coded are called de-
scriptors and may consist of a single word, a
phrase, a number, or any other symbol having
a specific meaning which is to be indexed.
Mooers, in describing his system, emphasizes
the importance of r
of descriptor codes. Departures from

*This paper represents work done for Beckman Instruments in the spring of 1952, and was originally presented before

the American Chemical Society in Los Angeles in 1953,
s+Beckman Instruments Inc., Fullerton, California.
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sandomness result in loss of efficiency, 1.e.,
other things being equal, an increase of F,

Orthographic Coding: In considering multiple-
field versus single-field superimposed coding
systems, Wise shows that the latter yields the
smallest F for a given total number of punch
positions, or holes, and a given number of sub-
jects per card. However, its advantage over
multiple-field systems in this respect is not
very great and Wise favors multiple-field cod-
ing because it introduces the possibility of or-
dering the cards to some extent. But the at-
tainment of maximal efficiency requires the
use of a random code, which precludes order-
ing with respect to any aspect of the subject
unless restrictions are to be placed upon the
manner of coding the subjects. It is this com-
plete freedom from restriction — freedom from
the need for recognizing categories— that
makes Zatocoding particularly attractive. For
2 miscellaneous file 1 therefore agree with
Mooers in favoring a random single-field sys-
tem for providing the greatest flexibility as
well as the greatest efficiency. If the file is
special and devoted to a relatively few subjects,
e use of more than one field is indicated. In
ch cases an arrangement comprising a few
small direct-coded fields, coupled with a larger
superimposed-coded field, may be most useful.

The subject of this paper represents a
modification _of the Zatocoding principle,
wherein, instead of random numbers, certain
pairs of letters (or other elements) taken from
the descriptor itself, automatically provide the
code. In using this method, one merely chooses
from the spelling of the descriptor, according
to an easily memorized pattern, those letter
pairs designated for the code, and punches
them into the edges of the card. The field of
punch spaces, or holes, is correspondingly
marked with groups of letter pairs, so that each
pair belongs to a particular space. This sys-
tem might therefore properly be called an
orthographic single-field superimposed code.

The rationale and the mathematical argu-
ments underlying the design of a successful
orthographic code are rather involved and will,
therefore, be given following the presentation
of the practical steps for the design of such a
code.

A RECOMMENDED ORTHOGRAPHIC CODE

scriptor Code: The steps in designing an

orthographic code are given below. First, the
descriptor coding system must be specified,
which designates the letter pairs to be chosen
for punching. This is shown in Table I. As an
example, according to the table, the descriptor
pH, having two letters, is punched in the spaces
on the card corresponding to Ph, Hp and Pp
(i.e., the three letter pairs formed, re-
spectively, of the first and second, the second
and first, and the first letter doubled). In this
discussion, the first letter only of a letter pair
will be capitalized. “Coulometry” with ten
letters is punched in the spaces for Ou, Om,
Tr; *lon exchange resin” is punched On, Xc, An,
Ev, Si. In general, sufficiently long descriptors
are punched into the spaces corresponding to
the pairs obtained from the second and third
letters of each consecutive group of three let-
ters. The rule is further imposed that if,
among the first three punches for a descriptor,
any punch by chance coincides with another, the
next higher space is punched (or the next beyond
that if the first is already occupied by a punch
for this same descriptor). Thus all descriptors
will have at least three distinct punches. Of
course, if several descriptors are to be punched
on a card, punches from different descriptors
may, and frequently do, occupy the same space.

TABLE I: RECOMMENDED DESCRIPTOR CODE

No. of letters Letter pairs to be punched

| 1.1 and the next two higher spaces
2 1.2 21 1,1

3 L2 23 351

4 1.2 28 34

5 1,2 34 45

L] 1,2 34 56

1 2,3 45 0,7

8 236878

8.10, 11 23 56 69

13,13, 4 2,3 66 89 11,12

15, 18, 17 2.3 58 89 11,12 1415

Field Specification: Second, the spaces of the
field must be assigned to letter pairs, or
groups of them. For a medium-sized field the
best possible such assignment demands a field
of 55 spaces, as is shown in Table [I. To illus-
trate the interpretation of the 58 symbols of
this table, Aug designates the space assigned to
the letter pairs Au, Av, Aw, Ax, Ay, Az, Aaq,
Ab, Ac, Ad, Ae, Af and Ag. B is the space for
all letter pairs beginning with B; HafJK pro-
vides for Ha, Hb, Hc, Hd, He, Hf, and all pairs
beginning with J or K. The (26)* or 676 possi-
ble English letter pairs have thus been dis-
tributed among the 55 spaces of the field.

To encode the subject pH, one punches the
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spaces designated Pak, Hgz, PizQ; to encode
Spectrophotometry one punches Pah, Tmr,
PizQ, Est. In this latter example note the ap-
plication of the rule regarding overlapping: be-
cause Ph would fall in the space Pah already
occupied by Pe (the first punch for the descrip-
tor), Ph is punched in the next higher space,
viz., PizQ; further, To falls in the same space
as Tr, already punched, but as there are al-
ready three distinct punches the overlap is al-
lowed to occur and 7o yields no new punch.
Lastly, B¢ falls in the space Est. I both pH
and Spectrophotometry are to be punched on the
same card, then after pH has been punched,
Spectvophotometry yields only the additional
punches Tmr and Es!, because Pah and PizQ
have already been punched for pH.

TABLE It RECOMMENDED FIELD SPECIFICATION

Aug Due r lsv Nhr Rbe T
Arm Dit G Lae Nsz Rin Tor
Anr Bet HatJX dm Oug Rot Ted
At Bgm Hgz Las Ohm ™ Ulp
B Engq twe Mal On b Ugk
Cah Er lam Mgz Oot S0 VWX
Cio Est I Nad Pah L Y
Cpx BubZ lor Neg PizQ Teh

Now, if the file is to be sorted for the sub-
ject pH, all the cards are tested for punches in
the positions Pak, PizQ and Hgz. All cards
having the descriptor pH will then be found.
Cards having Spectrophotometry but not pH
will not drop out unless they, by chance, have
other descriptors (e.g., Photomelry) which
yield a punch in the position Hgz. Also, of
course, still other cards having none of the de-
scriptors mentioned, but having punches in the
three spaces tested, will drop out and must be
discarded by hand selection, or, by further re-
stricting the subject pH, to retest those cards
already sorted. For example, if the searcher
is interested only in pH meters, he may, at the
outset, test the whole file in the positions Pah,
Hgz, PizQ, Maf, Teh, Er, which are the codes
for pH and Meler separately. Much better se-
lectivity will then be obtained, that is, there
will be far fewer extra (unwanted) cards than if
the file were sorted only for pH. If he suspects
that the makers of the file might have coded pH
meters as a single descriptor pH-meler, he
will test the spaces Mgz, Es!, Ev. He may not
test simultaneously for Pah, Hgz, PizQ, Ma/,
Tehk, Ev, Est, because this will yield only cards
containing pH, Meter, and pH-meter (plus pos-
sibly a very few extra cards). If he wants all

cards containing pH and Meter or pH-meter the
two sortings must be conducted separately
This emphasizes the principle that, withia
limits, a compound subject is better coded by
parts, because if coded as a single descriptor
its parts cannot be sorted separately. Also the
code of the single descriptor gives poorer se-
lectivity, as it is usually shorter, than do the
combined codes of the several partial descrip-
tors.

RATIONALE OF ORTHOGRAPHIC CODING

Frequency Distributions of Letlers: A system
of multiple-field ng has been used by
Wise''® which anticipates some of the features
of orthographic coding. But, as he shows, there
is appreciable loss of efficiency due to the non-
random or nonuniform distribution of punches
in his word coding. Utilization of his fields is
only about 73% efficient, and this causes the
dropping fractions of extra cards to be several
times as great as those theoretically attaina-
ble. Recognizing the nonuniform density of
frequency distribution characterizing a system
in which all the letters of the alphabet are given
equal weight, Cox, Casey and Bailey® studied,
with a view to improving coding systems, the
relative frequencies of the first, second, and
third letters of proper names and separated the
alphabet of author indexes into 50 equal parts.
The great bulk of all recorded informatiom
is expressed, or is generally sought, in terms
of words the elements of which are letters. M,
in the present system, the letters of the de-
scriptors (digits of numerical descriptors and
other symbols. neither letters nor digits, are
treated similarly but more easily) are to be
used for coding, one is confronted with 26 of
them (in English), with widely varying relative
frequencies. To assign at least one space of
the field to the least frequent letters, and sev-
eral spaces, in proportion to their frequencies,
to the others, requires an unduly large numbes
of spaces, and leaves unanswered the questions
of how to choose one of the several spaces of
the more frequent letters. This problem is re-
solved, if the field is divided among the single
letters in such a way that each is represented
proportionally to its frequency. Then, in ordes
to preserve uniform distribution of punches,
the same principle must be applied to the des-
ignation of these several subspaces for the
commoner letters. To keep the most desirable
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feature of the system, viz., simplicity of auto-
matic descriptor coding, some other easily
recognized feature of the word must be used in
d@eciding which of these subspaces to select
when one of the commoner letters is to be
punched. The simplest scheme appears to be
the use of another letter of the descriptor.
This suggests the using of pairs of letters as
the primary entities for coding. To get the
same frequency distribution of the second let-
ter of the pair, as obtains for randomly-chosen
first letters, it is necessary to choose a second
Jetter so far removed from the first, within the
descriptor, as to be essentially uninfluenced by
the first letter. This is not possible for short
descriptors. The first letter following a given
random letter does not exhibit the same fre-
quency distribution, and the second letter fol-
lowing a given letter has a frequency distribu-
tion still decidedly influenced by the reference
letter. Even the third letter would not be es-
sentially uninfluenced. Moreover, in choosing
letter-pairs thus widely separated in the word,
the coding becomes more difficult, and requires
greater care and increases the possibility of
or. On the contrary, the pairs of letters
st easily recognized, remembered, and re-
ded are pairs of consecutive letters.
Pairs of consecutive letters, however, ex-
hibit 2 special frequency distribution, and if the
876 pairs are to be equitably assigned to a
samber of spaces constituting a coding field,
their frequency distribution must be measured,
‘ In obtaining such a measurement, descriptors
4 must be chosen at random, and it is important
to select a proper source of such descriptors,
As the coding system is intended for completely
miscellaneous and general files and indexes of
a more or less technical character, one may
sssume that Chemical Abstracts, which covers
many fields allied to chemistry, is rich in the
special terminology of biology, mathematics,
: etc.,, and is also completely cosmopolitan,
]l might be a suitable source of descriptors for
! Jetter-pair counting. Selecting words, phrases,
and names likely to be used in file sorting, in a
random manner {rom various parts of Chemical
Abstracts, 1 counted 10,000 letter pairs, taking
ench letter of each descriptor as the initial let-
ter of a pair, and including also the pair con-
sisting of the last letter followed by the first,
While revealing the frequencies of the 676
peirs, this count provided, incidentally, the
encies of the 26 single letters, These are
in Table I

Table M

FPrequencies of Single Letters in Technical Descriptors

A 1.17%% g 0.15% § 5.00%
B 1.51 K 07 T 182
c 4.9 L 588 U A
D 3,00 M AN v Wum

E 1067 N .11 w 0852
r 1.3 o 1" X 0@
G 204 4 138 Y 1.68
H .60 Q oas zZ WM

I 0.38 R 7.4

The frequencies depend upon the fraction of
proper names admitted to the count. For ex-
ample, L and O become more frequent when
proper names were omitted, and § less so,
while / and C were little affected. I had no sat-
isfactory criterion for determining the fraction
of proper names but I used what I thought to be
a judicious proportion. Some files will be de-
voted, largely, to personal names and others
mainly to subjects. These distributions are
valid, moreover, only for files in English. The
distribution of single letters and pairs will
vary with the language and should be sepa-
rately determined for any language in which
orthographic coding is to be used. No doubt the
differences in this respect between English and
the several Teutonic and Romance languages
would not be great; those languages, having a
less heterogeneous etymology than English,
would probably exhibit an even less uniform
frequency distribution of letter pairs. A mod-
erate admixture of descriptors in languages
other than English should not cause noticeable
loss of efficiency.

Important Parameters: To assure sufficient
selectivity, i.e., sufficiently small dropping
fractions for files which may become quite
large and which may, not infrequently, have to
be sorted for single descriptors, a minimum
number of field spaces, H, must be imposed.
For the simpler systems for general filing
recommended by the Zator Co., H = 40. This
is adequate for files of approximately 10,000
cards provided not over about 28/N descriptors
(N being the number of punches per descriptor)
are to be punched on each card. A careful con-
gideration of the requirements of adequate
crogs-indexing for a highly miscellaneous
technical file convinced me that 28/N is unduly
restrictive (as will be shown later, N should
not average less than 3) but if 38 many as 12 or
13 descriptors are permitted for the more
crowded cards one will seldom need to make
more than one card for the indexing of any
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gingle item. The word item should be under-
stood as referring to a technical article or ab-
stract, a page or section of a research note-
book, a piece of correspondence, a sectlon of a
book, a manufacturer’s bulletin, a memoran-
dum, a set of data, etc.; clearly, a whole book
or a long article would require several or per-
haps many cards for complete indexing. How-
ever, a single item not capable of subdivision
without loss of indexability, may require as
many as a dozen descriptors. On the other hand
many items will require few descriptors, pos-
gibly only one. Dilution of the file by cards
with few descriptors allows the use on some
cards of a number of descriptors exceeding the
optimum specified by the theory of single-field
superimposed coding.

Therefore, 1 considered the optimum for H
to be between 50 and 60 for files of a few thou-
sand cards which may need to be sorted occa-
sionally for single descriptors. If at least two
descriptors are to be used for each sorting,
such a range of H would be useful for files of
100,000 cards; but many situations will arise in
which only one descriptor can be used in the
search, and in such cases the average dropping
fraction in an optimal coding system with A be-
tween 50 and 60 would amount to thousands of
cards of the 100,000 total in the file. To ac-
commodate single-descriptor searches with
larger files, progressively larger values of H
are required: for 100,000 cards H would have
to be about 200 in order to keep the extra cards
down to about 100 for a single descriptor. A
field of 100 spaces would be useful, on the same
criterion, for a file of about 20,000 cards. It is
necessary to weigh the extra cost and labor of
coding and sorting involved with larger values
of H against the greater time needed for hand-
sorting extra cards when information repre-
sented by a single descriptor is to be retrieved.
It is probably worth the acceptance of much
hand-sorting for the occasional single-descrip-
tor search when H is 55, provided the file does
not greatly exceed 10,000 cards.

Field Partition: The choice of 55 for H, was
dictated by the peculiarities of the distribution
shown in Table IIl. For ease in locating the
spaces to be punched, the letter pairs should
be arranged in almost alphabetical order along
the edge of the card. To avoid confusion, the
borders of adjacent first letters should not
overlap. For example, because the frequency
of F is somewhat less than 1/H while that of G

appreciably exceeds 1/H, it might be assumed
that, in the interest of attaining a uniform dis-
tribution, the one space should include all pairs
beginning with F plus a few beginning with G,
while the next space should contain the balance
for G: but this practice greatly complicates the
field designation. By use of cardboard strips
cut to lengths proportional to the frequencies of
the 26 letters (Table IiI), and placed on & con-
verging grid, I found that for H in the range 50
to 60, more or less, by far the best {it between
letter-frequencies and integral numbers of
field spaces could be obtained with H = 55. The
problem resembles that of selecting 16 for the
atomic weight of oxygen in order to make the
greatest number of elemeénts have the most
nearly integral atomic weights. This choice of
55 for H, nevertheless, demands certain group-
ings of letters: V, W and X were put in one
space; @ was placed with the second half of P;
J and K with the first half of #;and Z with the
last sixth of E. Thus Z is the only badly mis-
placed letter;but it occurs infrequently and this
one exception is easily remembered. Similarly,
J and K, in the wrong position with respect to 1,
seldom occur. A great deal of juggling and
successive eliminations of possible systems
convinced me that this was the best partition of
the 55 spaces for first letters (cf. Table ID,
combining departures from uniform distribu-
tion of punches (most nearly equal probabilities
of being punched for all the spaces in the field)
with maximal convenience of finding spaces.
The secondary division demanded equal
care. For a given first letter, the 26 letter
pairs usually show an extremely uneven dis-
tribution. In particular, Ev, In, and On are so
abundant (Table IV) that with H=055 they
slightly overfill a single space. I H were much
greater than 55 these three letter pairs would
need to be subdivided. Such 2 division would
be very awkward for H up to about 80, as By,
In, and On could hardly occupy an integral
number (1 or 2) of spaces without badly dis-
torting the distribution. For H between 80 and
about 120, these pairs could be equitably as-
signed to two spaces each, in which case the
frequency distribution of the letters next fol-
lowing Er, In, and On, respectively, would have
to be measured, and the two spaces for each
split according to the third letter of the triplet.
Returning to H= 55, the other, less frequest
letter pairs are such that several can be
grouped in each space. Use would be more
convenient if, for first letters having more thas
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Table IV

Frequencies of Pairs of Consecutive Letters in Technical Descriptors
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one space, the spaces could be so divided that
the first of the second letters in the first space
were a. E.g., for first letter A, the subdivision
Aal, Amq, Ars, Atz would be more convenient
to use than the adopted division Aug, Ahm, Anr,
Ast, which requires that one think in terms of a
circular alphabet with a following z. But the
Aal division, although the best of its kind, in-
volves decidedly larger departures from uni-
form distribution than the Awug division. In
some cases it was, apparently, only by sheer
good fortune that even a consecutive grouping
of the second letters could be made, regardless
of whether one of these groups began with a.

Descriptor Code: To avoid pitfalls, the specifi-
cation of the descriptor code (Table I) likewise
required care in formulation. For words of a
given number of letters, the frequency dis-
tribution of the first pair of letters will dif-
fer from that of the pair consisting of the sec-
ond and third letters, or of subsequent pairs.
Also, certain letters of words in many catego-
ries, such as the names of the metals or the
names of measuring instruments, are more
characteristic of the word, or perhaps more
useful in distinguishing closely similar but dis-
tinctly different words, e.g., phosphoric, phos -
phonic; phosphate, phosphite; photometer, pho -
tometry, than other letters. But an unduly
difficult code that requires precounting the
letters of the descriptor and laying-out of the
code as a separate step, may waste much time
in coding and produce frequent errors. The
special advantage of the orthographic over the
numerical Zator system is that no coding dic-
tionary is needed for either coding or sorting.
Thus if the orthographic code is so simple that
the translation from spelling the descriptor to
punching can be carried out mentally without
delaying the punching, the coding operation
requires, in effect, no time at all. Considera-
tion of categories of words from the viewpoint
of differentiating them with the fewest punches,
together with the mathematical theory of the
relation between descriptor code and dropping
fractions, and experience in using several al-
ternate coding systems, led to the adoption of
the code of Table I.

Many alternative systems of partitioning
the field and choosing a descriptor code were
considered and discarded for reasons of ineffi-
ciency or Inconvenience. For example, deliber-
ate omission of letters, such as rare letters or,
perhaps, all vowels, resulted in inevitable loss

of selectivity among closely related words, loss
of identity of certain shorter words, and need-
less cases of high dropping [ractions that coulé
be easily avoided in a properly designed sys-
tem recognizing all the letters. The system f1
nally adopted has proved so easy to use and has
yielded such excellent efficiency that it appears
entirely satisfactory from every viewpoint.

For those who may wish to redesign the
field partition for larger values of H, Table I¥
gives the counts of the 676 letter pairs from » }
series effectively totalling 9951 pairs. It muss
be emphasized that in undertaking such a de
sign, to violate the principle of uniform distri
bution is to waste spaces. Because convenience
and economy depend so strongly upon efficiency
in terms of dropping [raction, the wasting of
spaces by under-filling shouid be avoided bw
devising the most equitable distribution of
letter pairs—or triplets when necessary -
compatible with speed of card punching.

MATHEMATICAL THEORY

To obtain experimental proof of the effi
ciency of the coding system, it was necessary
to predict the dropping fractions. The equationa
of Wise' and the close approximations of
Mooers® are not satisfactory for such a predie
tion when the number of descriptors per cars
varies widely. According to Wise, if N is the
number of punches per descriptor, D the num
ber of descriptors per card, H the number of
spaces in the field, and G the average numbes
of spaces actually punched in the card (whick
will be less than ND because of coincidences).
then

D
o= 1- (A 4

According to Mooers,

-ND/H (

G/H =1 - ¢
These expressions, for practical systems, gen-
erally differ by less than 1%. The ratio G/W
{s the average fraction of spaces punched, ané
is equal to the total dropping fraction for sort-
ing with one needle, F,. If S is the number &
needles used in sorting, i.e., the number
field spaces tested for punches, then accord
to Wise, the total dropping fraction for sort
with S needles is exactly
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Fg= sCc/sCx @

# which 4Cp is the binomial coefficient or the
sumber of combinations of B things taken A at
® time, given by 4Cpg = B//A!(B - A)] Accord-
ing to Mooers, approximately

Fg = (G/B)S., )

Por S =1, equations (3) and (4) are the same,
but because the values of G calculated in the
two different ways differ slightly, the same
difference appears in F,. Equation (3) gives
progressively smaller values for Fg as S in-
creases, than does eguation (4), because (4)
does not allow for the fact that after the file is
sorted for one position, all the cards selected
are already punched in that position and the
average number of remaining punches is less
than the number that would be found in H -~ 1
spaces of a pack of unsorted cards.

But in an actual file with D variable, the
trend is in the opposite direction. The Fg val-
wes tend to rise above the values indicated by
(4) as S increases, and so (4) comes closer to
the actual situation than (3). This is because
higher values of S the extra cards are, to
increasing extent, those with larger D, and
these cards are dominant in the smaller drop-
ping [ractions. In a code with N punches per
#escriptor, the exact average dropping fraction
will be given by

P
Fg= L % noPePosCo/sCn ()

w which NDPG is the probability that a card
with D descriptors will have exactly G spaces
senched and Pp is the probability that a card
will have exactly D descriptors. Since ND is
#fen written X (the total number of intended
punches or punching *instructions”®), ND* G can
®e written yPe, the probability that for X in-
sended punches there will be X - G coinci-
#wences. The value of yPq; depends implicitly
m N,

Member of Descriptors: In this evaluation, Pp
. 4 the inexact element, varying from file to file,
@ was measured for the miscellaneous file
in the test, and the resulting slightly er-
't distribution was smoothed to yield the Pp
given in Table V. It must be noted that
depends also upon the manner in which de-
ors are to be subdivided: pH and Meter
two descriptors but pH-Meter is ome.

i

Table ¥
Frequency Distribution of Numbers of Descriptors per Card

D Po D Pp
1 002 s 19
3 017 B 12
3 043 10 103
‘ 083 i 090
5 118 12 088
3 128 13 011
1 A

Because one might be interested in PN and
Meter separately, these should be recorded as
distinct descriptors. On the other hand, it
seems pointless to split Genmeral Electric into
two descriptors —unless, in the interest of
obtaining improved selectivity with long words
in a system with fixed N, this name be split
merely to give it more punches. This, however,
is unnecessary with the code of Table 1. The
identification of long names of organic com-
pounds is one of the severest problems facing
the student of coding. Systematic schemes
have been devised by several people, and one of
the Zator systems deals very neatly with or-
ganic compounds. Though I have not been par-
ticularly concerned with organic compounds, it
is clear that Mooer's system could be used in
the same file with an orthographic system
without conflict. For casual indexing of organic
compounds in a miscellaneous file, the ortho-
graphic code of Table I works sufficiently well,
and, circumvents most of the immediate diffi-
culties. Trichloroethyleme, despite the length
of the word, can be coded as a single descrip-
tor without loss of selectivity; that is, the prob-
ability of its having the same code as any
closely related compound is very slight. If it
is 80 coded it cannot, however, be found by
searching for Ethylene or for Chloro com-
pounds. For a general file, one will have to
exercise judgment in the naming, choice, ar-
rangement, and splitting of long or complicated
subjects; thus the searcher may have to try
several different descriptors if there is doubt.
This problem is common to all systems for the
retrieval of information. For example, if a card
refers to a table of the density of methanol
at various temperatures, the descriptors might
be listed as Methanol, Methyl, Alcohol, Density,
Temperature -coefficient, Expansivity. And, if
one wishes to fill the card with extra (admit-
tedly possibly useful) words, Specific-gravity,
Cubical, Expansion, Coefficient, etc. may be
added. As this can be carried to extremes, one
should strive to emulate the judgment so
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admirably displayed in the indexes of Chemical
Abstracts. Yet, the indexes of even that journal
will not answer every reasonable question.
How, for example, can one find all applications
of flame photometry except by perusing the en-
tire journal, abstract by abstract? Obviously
the single-field superimposed coding system
greatly simplifies such a search, provided the
maker of the file has had the forethought to
punch Flame, Photometry, and Application on
every pertinent card. The good judgment used
in Chemical Abstracts was a guide in preparing
the cards which gave the values in Table V.

General Theory of Dropping Fractions: The
evaluation of equation (5) requires the tabula-
tion of yPn. If N exceeds 1, the formulas for
XPg are of little help and a straightforward
calculation by sliderule is as quick as any
method except the use of a complex computer.
XxPg was thus calculated throughout the signifi-
cant range (up to D= 13 and G = 13N)for H = 55
and N=2 and 3. To reduce arithmetic, a cer-
tain amount of extrapolation and interpolation
can be made by means of graphs of log yPg
against (X - G) and by means of approximate
equations of the type

xpczww-zob-cc (6)

in which a, b and ¢ are empirical constants.
This plots as a straight line in certain ranges

on semi-log-log paper.
K N=1, it is easy to show that

()

¢ : X
XPG =”E1 (-I)G ””CG'GC#VE .

The general expression for dropping fractions
in a system having no rule against coincidences

among punches is

G
Foe: I
S * &s Xe =

(-0°™Cq6.Ch.5 Pxin M

(8)

in which Py is the probability that a card has
exactly X = ND punching instructions. The
index X does not really depend upon G because
the addends become zero when X is less than
G, and (8) would still be valid if the second
summation started at X = 0,

Whereas (8) gives an approximation to the
true Fg in a practical system, it is desirable te
evaluate Fg for systems with N = 2 and N= §,
no coincidences among the N punches for &
single descriptor being allowed. This is done
by means of (5) and Table V. The purpose is to
find out how much improvement there might be
in going from N = 2 with its relatively poor
word-selectivity but favorable G/H values, to
N = 3 with its better word selectivity but larger
G/H. (Note that for N =2, H = 55, there are
only ,Cy = 1485 possible two-punch combina-
tions, so that {f there are several thousand
different descriptors in the file many will in-
evitably have identical codes; but ,C,, = 26,200
allows a much greater effective vocabulary of
descriptors without overlapping). The results
for Fg become more instructive if we compare,
not Fg for S equal to integral multiples of N,
but Fr, defined as the average dropping frac-
tion resulting from sorting the file for T de-
scriptors. S will average less than TN when N
exceeds 1, because of punching coincidences.

TEN EN
Fr = Fg'TNPs = z
T* oy TSTNPs = 5 Zo b5 d

TNPs - DNPG . Pp - 5Cg/sCy,

in which TNPS is the same function as pyPg
with D= Tand G = §. Table VI shows the cal-
culated values of Fr for N = 2 and 3 for selec-
tion of one, two and three descriptors.

Table V1

The advantage obtained with N = 3 is not ag
great as might have been expected, considering
the much larger vocabulary of distinct descrip-
tor codes available with N = 3. By allowing for
the greater time required to punch a code with
N =3 and the greater time required to sort un- .
wanted cards with N = 2, it can be shown that
N = 3 becomes the more economical if the file,
regardless of its size, is sorted at least
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several hundred times for a single descriptor
or several thousand times for two simultaneous
descriptors. As it is likely that many sortings
will be done before the file wears out and must
be duplicated, economy favors N = 3, but not by
a great margin.

Choice of Descriptor Code: On the basis of
these results it becomes possible to estimate,
quite closely, the performance characteristics
of certain descriptor codes which are more
practical than those which simply assign N
punches to each descriptor, regardless of
length. Four codes which were considered are
listed in Table VII. The symbols in this table
are interpreted thusly: for Code A, exactly two
punches (no coincidences allowed) are assigned
to words of up to 7 letters; 3 punches, of which
one may coincide with another (the average will
be 2.98 punches when H = 55), to words of 8 to
11 letters; 4 punches, among which up to 2 co-
incidences are allowed (i.e,, at least 2 distinct
punches required), to words of 12 to 14 letters,
etc. For Code D, 3 punches are assigned to
words of up to 4 letters; 4 punches (no coinci~
dences) to words of 5 to 14 letters; 5 punches
(one coincidence allowed) to words of 15 to 17
letters, etc. These descriptor codes are in-
creasingly “dense,” i.e., involve increasing
numbers of punches per card.

The average number of punching instruc-
tions per card for any code is given by

X = {; XL fL D, (10)

in which X; is the average number of distinct
punches (not punching instructions) for a de-
acriptor of L letters (as listed in Table VII), /1,
is the fraction of descriptors having L letters,
and D, is the average number of descriptors
per card.

Table VLI

Practical Descriptor Codes

2, 296, 3191, 484, 5.75,et.
3, 3, 395, 487, B5.78,0tc.
3, 3.95, 4.87, 5.8, etc.

3, 4y 493, B.844ec.

vowpy

The Fg for these codes must now be ob-
tained from the X values found from equation
(10), and by interpolation and comparison with
the Fg for the pure codes N=2 and N = 3 and

estimated Fg for N = 4. The labor of calcula-
ting Fg directly for N = 4 would be very great,
but the extrapolation is, I believe, sufficiently
reliable. With the assumption that for mixed
codes, like those of Table VII, the curves of
(Fg)/S against S can be found by interpolation
between the corresponding curves of pure codes
(an assumption which must err on the safe side);
and, with the ff values, obtained by a count of
130 cards, shown in Table VIII, the pertinent
data for the several pure and mixed codes were
calculated. The results are shown in Table IX,
The datum of chief interest in Table IX is Fy ,
the effective average dropping fraction for a one-
descriptor search, given by

Fgq = ; FfoL (11)

in which Fx; is the function Fg for § = X ; if

Xy, is not integral. It is easy to interpolate

(F XL)I/ XL between adjacent integral values of
S.

It should be noted that the distribution
shown in Table VIII concerned a sample for
which Dg = 7.74, the value which was used in
calculating the data for codes A, B, C and D
and the values of X and of F, by the Mooers and
Wise formulas. On the other hand, the distri-
bution of Table V implies D, = 7.47; this value
is involved in the Fg for the pure codes. The
corresponding errors in the Fg for the mixed
codes are slight and, again, on the safe side.

Table VIO

Frequency Distribution of Numbers of Letters per Descriplor

L W L &
2 010 1 058
H 027 12 081
‘ 087 13 083
5 148 1" 007
i 094 15 008
1 120 18 000
] 139 1 .008
v 092 18 002
10 143

Whereas Codes B, C and D give nearly mini-
mal values of Fg, the average dropping fraction
for an average single descriptor, it is impor-
tant to consider the Fg values for single de-
scriptors of certain lengths, For Code A,
Fy = .096 is the average dropping fraction for
descriptors of up to 7 letters; F, 4 = .0327 is
the fraction for descriptors of 8 to 11 letters,
For Code B, F, = .1235 obtains for descriptors
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of up to 3 letters, and F, = .0470 for 4 to 11
letters. For Code C, F, = .0478 applies to de-
scriptors of up to 11 letters. For Code D,
Fy = .0835 is the fraction for descriptors of up
to 4 letters, and F, = .0442 applies for 5 to 14
letters. Clearly any mixed code in which the
shorter descriptors have X7 much below the
average suffers from excessively large drop-
ping fractions when the file is sorted for these
shorter descriptors alone. Code C, which lies
in the optimal range of economy, and which, by
assigning extra punches to longer words, is not
prejudicial to them, does not have this defect
with respect to the short words. The shortest
descriptors have 3 punches, and the average
number of punches per descriptor (X/D,) is
3.11. For these reasons Code C appears to be
almost uniquely the best descriptor code when
H - 55, and the frequency distributions of num-
bers and lengths of descriptors is as shown in
Tables V and VIII. It is this code which takes
the particular form embodied in Table 1.

EXPERIMENTAL TEST

The Files: The theoretical expectation of
dropping fractions having been thus completely
worked out, a test was made of the actual effi-
ciency of files built upon these principles. A
file of 442 cards was punched according to Code
A, and another file of 126 cards was punched
according to Code D. The two files were ran-
dom portions of a well-shuffled file of 568 3 by
5 inch cards with the descriptors and refer-
ences or abstracts typed on them. In preparing
the abstracts the descriptors were typed or
underlined in red to make them conspicuous for
coding and sorting. Each card has a 1/4 inch
hole in the upper right-hand corner and a 5/32
inch hole in the lower left, to permit checking
the orientation of all the cards in the pack, and
to facilitate sorting. The cards were punched
with a hand-punch producing a notch 3/18 inch
wide across the base, 1/8 inch wide at the inner
edge, and 1/4 inch deep. Punches were located
with a template card having the first 28 spaces,
Aug through Lnz (Table II), marked on the lower
edge, each space occupying 1/8 inch, and the
remaining 27 spaces (Maf through ¥) marked
on the upper edge. In addition, for coding num-
bers or number-letter combinations, the first
25 even numbers (00, 02, 04,..., 48) were
marked above the first 25 spaces of the lower
edge, and the next 25 (50 to 98) were marked in

the first 25 spaces of the upper edge. Odd
numbers were punched each in the space be-
longing to the preceding even number. Nu-
merical descriptors could then be treated like
words, and were subject to the same descriptor
code. In punching, the template was clipped to
each card in turn, and the descriptors read and
punched into the edges. One to two minutes
were required per card — about 10 seconds per
descriptor.

Card Sorting: A box operating like the Zator
sorting box was made, with 28 holes, 8 per inch,
accommodating 3 mm steel knitting needles.
For a given descriptor, or set of descriptors,
needles were set in the box corresponding to
all the punches on one edge, and those cards
keying to the needles on that edge could be
made to drop by the depth of a notch (1/4 inch)
below the rest, and were separated by skewer-
ing them through the holes in the corners. Be-
cause of the roughness of the edges and the
slight and variable curvature of the cards,
shaking a box did not satisfactorily drop the
wanted cards if the entire pack numbered more
than a few dozen. However,a jet of compressed
air, played over the upper surface of the pack,
proved to be very effective in forcing the
dropped cards downward, permitting separa-
tion. The air jet consecutively and momentarily
separated each card from its neighbors while
simultaneously pushing it downward. The
larger file of 442 cards could be sorted in this
mander in a single pass. Each edge, of course,
had to be sorted separately. The method was
ineffictent in several respects, but sufficed for
the purpose of the test.

Choice of Test Descriptors: The file punched
with Code A was tested for various values of

from 2 to 7 with 101 descriptors, and the file
with Code D was tested for S = 4 with 67 de-
scriptors. It became fairly evident that the
manner of choosing descriptors influences the
dropping fractions. H test descriptors are
confined to those known to occur [requently in
the file, Fy (for wmwanted cards) tends to be
larger than is the case when the descriptors
are chosen from a sufficiently random source.
In this respect, even Chemical Abstracls did
not appear to be a sufficiently random source.
It may be assumed that there must be at least
10° useful technical descriptors in the world,
more probably 10"; while the number of differ-
ent descriptors in the test file was of the order
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of 10°, The probability that a random descrip-

. tor should occur in the test file can therefore

pardly exceed .001. Yet descriptors chosen
from Chemical Abstracts were present in this
file at least once in over 10% of the cases,
This reflects the fact that both the file and
Chemical Abstracts were biassed in favor of
chemistry. Because of these considerations, it
was deemed permissible to separate the Fq
values obtained with descriptors mot occurring
fn the file (as representing more nearly a ran-
dom sample from the universe of descriptors),
from those obtained with descriptors occurring
in the file. (representing the vastly smaller
group of subjects biassed by fore-knowledge of
the contents of the file).

of extra cards selected, A is the total number
of cards in the file, and W is the number of
wanted cards — those which should be and are
gelected. The total sort is E plus W. Because
of the extremely small probability of the oc~-
currence on any card of any one descriptor
randomly chosen from the universe, the theory
developed on the preceding pages applies to the
unwanted cards in the file, and should be tested
with E/(A - W), not with (E+ W)/A. Biassing
of a file by partial specialization in certain
subjects might be expected to increase the Fg
even for random descriptors above the theoret-
ical, but, as shown below, this does not happen,
and the increase of Fg for occurring descrip-
tors is not pronounced. That there apparently

Table IX

Characteristics of Descriptor Codes for H = 58,

X x F‘ ’3

Code (Eqn. 10) 5: (Mooers) (Wise)
N=2 15.5 3 .48 248
N=3 33.2 3 345 M7
N=4 3.0 4 431 434

A 203 2.63 310

B 23.8 3.08 352

C 4.1 3.1

D 30.3 39 424

Afile will be tested more often for descrip-
tors expected to occur in it, than for those less
likely to occur. If such biassing causes Fq to
increase above the theoretical the extent of this
departure should be known. But, on the other
hand, to find whether the descriptor code and
field partition yield results agreeing with the
theoretical, a completely random sample of un-
biassed descriptors should be used —i.e., de-
scriptors essentially not occurring in the file.
This would seem to be a contradiction; but with
a probability of occurrence of only 001 at
most, the chance that 1 descriptor in 100 should
occur is only 0.1 or less, and a sample of 100
nonoceurring descriptors may be considered at
least 99.9% unbiassed.

The files subjected to test were by no
means completely miscellaneous. A little less
than half of each was devoted to various as-
pects of the subject of flame photometry. In
accordance with the tendency discussed above,
descriptors chosen from within the subject of
flame photometry appeared to give somewhat
larger dropping fractions than other descrip-
tors. It must be emphasized that these are
dropping fractions of unwanted or exfra cards,
given by E/(A - W), in which E is the number

F
(Egn. 5)

\/?; Vi; E F, Fga
.238 243 248 251 0594
A 44 382 358 .0438
418 432 445 456 0435
.300 309 318 .320 0508
341 .351 .360 .366 0486
.343 354 363 .369 0448
411 426 AN A48 L0480

is an increase with occurring descriptors sup-
ports the opinion of Wise that a multiple-field
system is better for specialized files. But the
magnitude of the increase is such as to indicate
that a file must be quite highly specialized be-
fore the single-field system is to be preferred
to a multiple-field.

Test Results: The results with the files of
Codes A and D are shown in Table X. Itisto
be noted that the descriptor Plasma (in Code A)
gave a particularly unfavorable F, because its
code was identical with that of Flame; the re-
sults are evaluated with and without Plasma.
Malfunctions of this kind provide a good argu-
ment in favor of larger values of N despite ap-
parently unimportant gains of average effi-
ciency. One might say that the noise of the
system is worse with smaller N. Additional
tests with § above 2 with Code A were not suf-
ficiently numerous to give results of signifi-
cance: however, they agreed, roughly, with
theory. The 0,, values are standard errors of
the mean, obtained by dividing the standard
errors of the individual Fg by the square root
of one less than the number of trials,
Regarding the tendency for descriptors
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occurring in the file to give higher dropping
fractions, it can be calculated from Table X that
for Code D there is a probability of .85 that the
mean F, for nonoccurring descriptors is ac-
tually less than that for descriptors occurring
at least twice in the file; and for Code A the
probability is .964 that the mean F, for de-
scriptors occurring not more than 3 times is
less than that for descriptors occurring more
than 3 times. But, if the case of Plasma is
omitted, the probability becomes .946. Never-
theless, the totality of data makes it 99% cer-
tain that occurring descriptors give higher
average dropping fractions than completely
random descriptors. The differences of Fy for
Code A or of F, for Code D for the two classes
of descriptors appear to amount to a factor
having a probable value of only about 1.5, for
these particular semi-specialized files.

1 - (Fg)l(S
Q- l“” (‘1 : (F::I%mz, (13)
o obs)

For example, if @ is .9 in a particular experi-
ment, the average dropping fractions may be
expected to equal the theoretical dropping frac-
tions for the same code operating in a .9 N
spaces, and the system is as efficient as a
100% efficient system of .9 H spaces. As men-
tioned earlier, Wise observed a Q of about .73
in using his word coding system. The effi~
ciencies of the tested orthographic systems are
shown in Table XL

The general weighted mean efficlency fac-
tor for all descriptors not occurring *“fre-
quently” —i.e., not over once with Code D or
three times with Code A (for which the file was
three times as large) —is .99 with an experi-

Table X

Observed Mean Dropping Fractions of Extra Cards

No. of
Code w trials
A 0
1
0,1
2,3
0-3
4w
4up (a)
D 0
1 14
0,1 52
2w 15
all 87

(a): Omitting the case of *plasma.”

Bfficiency Factor: To calculate the efficiency
of utilization of the 55 spaces from the data of
Table X, the S-th root of the observed Fg must
be converted into the corresponding X, accord-
ing to Mooers, by means of

1 — (Fg)¥/S = ¢X/F, (12)

This does not give the true value of X; but if it
is compared with the corresponding value of X
found by equation (12) from the theoretical value
of Fg from Table IX, the ratio of these X values
(theoretical over observed) gives an efficiency
factor @, which is an accurate measure of the
extent to which the field has been utilized.
Hence

8 Fs 0, of Fg
2 1047 0150
2 0131 .0088
2 0927 0101
2 a2t 037
2 1018 0107
2 149 0240
2 128 0128
- 0389 10043
[ 0883 0128
. 0441

. 0808 0128
| 0478

mental standard error of the mean of about .03.
The weighted mean for strictly nonoccurring
descriptors is also .99. These statements pre-
suppose that the theoretical calculations are
exactly correct. Unevenness of the distribu-
tion functions Pp and f7, random errors of
sample selection, uncertainties of interpolation,
error in the assumption of applicability of the
theory of pure codes to mixed codes, and ime |
consistencies in Dg, all contribute to the um-
certainty of the theoretical Fg values. As
pointed out earlier, these errors may raise,
slightly, the calculated values above their true
values. The efficiency factors found above may
therefore be slightly too high; but this error is
probably smaller than the .03 standard error of
measurement of the final result.
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Inasmuch as Codes A and D have shown
practically perfect efficiency — an effective loss
of perhaps no more than one space out of 55,
despite a mean departure of 15% from uniform
filling of the spaces due to ipequities of the
field partition — it seems certain that Code C,
which was not tested but which, for the reasons
earlier enumerated, i8 recommended as the
best code, would be equally efficient, The
dropping fractions shown for Code C in Table
IX should therefore be accepted as valid.

CONCLUSIONS

Bxtension to Larger Fields: The theory having
been corroborated experimentally, it should be
permissible to calculate Fg for codes similar
to C for fields of any size. If H is increased,
then, either D, can be increased in proportion,
the same descriptor code being kept and the
dropping fractions remaining unaltered; or Dy
can be left unchanged (with great improvement
in dropping fractions); or X can be increased
by Increasing the average N, with some im-
provement of selectivity. Since yCp increases
very rapidly with both N and H (N small and ¥
large), there seems to be little advantage to

creasing the average N above 4 when H is
much more than 55. For instance, with H = 72
and N= 4, there are (Cn = 1.0 million different
codes, and the probability of accidental colnci~
dence of codes for different descriptors is
negligible except for the very largest miscel-
laneous files, such as the card catalog of a
great library. This should not be construed as
an argument against more than 4 punches for
long descriptors, which often differ orthograph-
ically In subtle ways and will defy distinction

unless the descriptor code is sufficiently gen-
erous of punches to minimize the likelihood of
failure to incorporate those subtle differences
into the code.

Advantages: To summarize, in particular:
Code C for fields of moderate size will yield an
average dropping fraction within 2% or 3% of
the absolute minimum theoretically available;
compared with Code D it entails 20% less
punching and gives 7% better Fg; and for no
descriptor does Fg exceed .048 for H =56
whereas Codes A, B and D (and any other dif-
fering in like manner from C) will give about
twice as great an Fg for certain descriptors.

In general: The labor of translating de-
scriptors into orthographic code is so slight
that it does not add to punching time and may
be called negligible. By contrast, all other
coding systems which I know, require a trans-
lation step which consumes time. The Zator
system (which provided the basis and suggested
the idea of orthographic coding), in its general
form, requires the use of a dictionary or sepa-
rate file to control the random number sets,
This increases the labor of coding several-fold,
There is absolutely no limit, in superimposed
single-field coding, to the nature or amount of
information (within the foreseeable bounds of
human endeavor) that can be recorded in a file,
and the decisions that have to be made regard-
ing the manner of expressing this information
in orthographic code are no more difficult than
in the simplest possible indexing systems.
Every concept must have a name, and almost
all names are arbitrary and subject to uncer-
tainty and variability. Further, there is no
limit to the length or complexity of a descrip-
tor, unless one employs absurdities. Because

Table X1

Observed Efficiency Factors

Code w

A 0 323
1 270

0,1 304

2,3 347

0-3 318

4up .366

4up (p) 357

D 0 443
1 490

0,1 458

dup 406

all 466

(R): Omitting the case of *plaama.”

Observed (Fg)'/3

9., of (Fg)'/8 Q oof Q
023 95 08
016 117 08
016 1.02 o1
083 87 18
017 9 08
031 T8 10
018 8 08
012 1.01 03
021 88 01

91
025 87 08
95




98 AMERICAN DOCUMENTATION

the translation step has been suppressed into a
process of much simplicity, the probability of
error {8 minimized. Economy and efficiency
approach their theoretical limits, but with the
retention of complete [lexibility. Dropping
fractions can be controlled by choice of field
size, although for any new size recalculation of
a good letter-pair partition is demanded; and in
case the file is overspecialized its convenience
can be improved by adding extra fields for
direct, selective, or sequence coding. By suit-
able mechanization the coding and punching
could be made simultaneous with the typing of
descriptors on the cards, and, for sorting, a
device might be envisaged for removing the
desired cards in a single, simple operation.

Mechanics: For files of approximately 10,000
cards, hand-sorting is sufficiently rapid. It is
probably most easily performed with cards of
the Keysort type (McBee Co., Athens, Ohio),
although Mooers claims excellent results with
his shaking-box selector. The ideal card, for
the code recommended in Tables I and II, should
have 55 holes along the upper edge. By punch-
ing out the holes indicated by the code, a card
is made which drops completely out of the pack
when the pack is needled for any descriptor on
that card. The use of compressed air in sort-
ing appears to have advantages of speed, neat-
ness, and prevention of excessive wear. Dura-
bility is important for cards which may be
handled many thousands of times, and the use
of air for sorting will result in less stress and
friction than will the more conventional flexing
and shaking techniques.

Keysort cards with 55 holes on one edge
would be unduly large for most indexing pur-
poses. A good size is the 3.3" x 7.5" card of
the IBM type; but the McBee Co. considers it
impracticable to punch more than 33 holes on
an edge, allowing 1/2 inch at each corner. U H
were to be reduced to 33, 8o that the code could
be accommodated on one edge of an IBM-size
card (5 holes per inch), Fg for the file studied
in this report would increase to .15, a fraction
intolerably high except for small files of per-
haps not over a thousand cards. The probability
of searching for one descriptor instead of more
than one, multiplied by the time required to

hand-sort the extra cards for a one-edge sys-
tem, must be balanced against the extra time
required to sort both edges of a pack of cards
on those occasions when sorting one edge yields
too many extra cards. It would seem prefera-
ble, on this basis, if an IBM card with 33 holes
on each edge were adopted, that H be increased
to 68. Fq for Code C would then become .0286,
an improvement of 56% over Fy for H = 55. In
many searches the needling of one edge only
would yield a sufficiently small sort to make
the second needling either very easy or unnec-
essary. An alternative to the use of 68 holes
would be to assign 55 for the field partition of
Table II, and reserve the remaining 11 for spe-
cial purposes. A further improvement would
be the invention of a better system applicable
to two rows of holes on one edge, with a deep
and shallow punch permitting free dropping of
the selected cards. It seems unlikely, however,
that better over-all economy could be attained
with any such system without elaboration of the
mechanization. Although this investigation has
been concerned primarily with the development
of orthographic coding for the improvement of
hand-sorted punched-card indexing systems, it
is certain that the orthographic method can be
applied profitably to any mechanical or elec-
tronic system for the coding and retrieval of
information.*
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ZATOCODING AND DEVELOPMENTS IN
INFORMATION RETRIEVAL

By Carvin N. Moogrs
or, Zator Cos ny, Baston, Massachuselts
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London, 7th September, 1955 !

INTRODUCTION
TT is a pleasure, as a visitor to your country, to find myself invited to 1
talk to this audience about information retrieval. The invitation, as it

canic to me, contained the implication that there was a considerable |

curiosity here about my activities in this field in the United States. Son
preliminary reconnoitring before the meeting convinced me that this was
indeed the case. Your curiosity, then, furnishes me with an excellent

excuse to talk about a number of things that I have been doing over th

&
past few years.

Information retrieval is concerned with the finding of information. Its
problems can usually be considered quite apart from matters of how the
documents containing the information arc stored. My own particular
interest lies in the devising and application of machines, and particularly
digital machines like card sorters, to information retrieval. A little later

I will describe in detail one of my machines and the Zatocoding System of i
which it is an essential component. |
RETRIEVAL MACHINES AND THE LIBRARY l

The use of machines for the retricval of information is a subject surc
to stir up a good deal of interest among many audiences. Along with this
interest, I find there are usually a number of misapprehensions about the
application of the machines. For this reason I want to open by telling

something about where these machine retrieval systems have been
installed, what they are used for, and who decides to install and to operate
them. The big surprise is the ‘who’. Professional librarians have not
taken a very active part in using these machines. This fact should be a
matter of serious concern to the profession.

To my knowledge, no university library collection, nor large municipal
or governmental library, nor any other large archival collection is organ-
ized by a machine retrieval system. At the present, the reason for this is
primarily economic. The cost per item for organizing such a collection is
too high to be justified. Machine retricval systems are found almost
exclusively in research or scientific applications. They are used to organize
relatively small collections of documents of high utility such as research

. . . I
reports and selected parts of the journal literature. Among my clients the
typical collection has about 5,000 items organized. They will haye spent :

between $1 and $5 per document to do the organization. :
A company that has a machine retrieval system will usually have in
addition a special library collection with a librarian in charge. The
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machine system is usually separate from the library, except possibly f,
the storage of the documents. In particular, this means that thcpir{t ,l; g ot
aspects of dealing with the retrieval of these high-utility docume S
placed in the hands of a librarian. This situation is not acci l-ms T
there are good reasons for it. <ve Emnd,
.ln :.l_nulshcll, the reason is: these documents are so valuable t}
sc.lcnnhc staff cannot afford »ef to take over the intellectval orga 11( 'ﬂ‘.c
of them. Modern retrieval machines have plaved a part in fn;'gn;r'“lm' s
chlSu.‘)n. These machines make it possible for the scientific staff mmlg ‘E”‘
nrgnn‘!znlion without taking up an inordinate amount of thc‘ir tim(-”'(.m
machines have also eliminated certain deficiencies and conxtmink. 1}1":
h:.u'c long driven scientific and engineering minds away fm‘m‘tl\ f.S l-j‘:‘:
nigues of classification and indexing. The n‘mchincs pcrn:lit new m: IITU-'
mtu.mm-tinn description and selection. These new modes have a \'crl 'h "‘
fnscm_:mnn for the scientists, The scientists say that the new mo l}mu-“'
s‘f‘ccnnn make sense. What is more, they consider that the nc\\'t:.~ :"
niques make so very much sense that they are actually willing to du(:T“‘:
work inve nl\'cd in applying the machines to their information ‘Zullcctinx-f
In my expericnce, it is the director of research and his immediate staff \\-l: .
uSun”'_\ decide to put in a machine retrieval system. They are :\lm'(l.1 it
who follow through the initial stages of scnim; up the imcllcc;unl :n'l:.”:r
th_c rclrn.c\'al system. Later, when the set-up l;criud is over, the analys:s
:».t l.hc incoming documents is handled by engineers ur, tcchni;‘i'.n;:
I'yping and punching the cards is turned over to clerks. Librari Tare
seldom to be seen. i T
.l.lhr.m:ms are left out of the picture because they all too often have
ng:xthcr .thc inclination nor the background that is needed. The nn'u;’ir
of §]3cc:;tl ‘il)r;l’ri.ms in the United States do not have any scicmi.!ilc cx‘
perience or training. Most of them have majors in hismr;', literature or
languages. They cannot be expected to react to the technical content of a
document in the same way a bench scientist will. Many librarians '\r;:
uncasy f\lsfmt nmci_lincs. Mathematics for most of them is a c;lus;' ‘tl-r
f:;:,l:l|:ncl_<:”:,,:; .Jm:::::l::;:;:;ﬂl,:ic?'uSC (I‘xc m(.)dcrr.\ ra_‘tricv.”{l dc.\‘iccs are
1 ! ; standing of the implication of their coding
d:)c;s involve a little bit of simple mathematics. -
g e R b e e i
nstall; s that the very intellectual tech

niques of ¢ ific 2 . . - A S
jues of classification that have been drilled into him during his training
|

- . » ' H N - : 2

are a major hindrance to his operating a modern machine retricy

et R TR | : :
ystem. H‘.L.*L_,.lrL fighting words, and 1 wish I could make a maj
f1eres 1 yeumet e - 1

[ l;,x;; Tl‘l.l"h' document them from my experience. In the course of my

W \ scting ic 5 1 i lati i :

‘ u; in m.rgunl\_; clients in the installation of machine systems 1 have
md continuously to assi . v 10 valedrni $ 1 =

y sist people in unlearning notions about classitica:

tion as it is taueht in libr ; ] i
i 1 : it is taught in library schools. Unless these rigid notions A
ished ne cannot take the U b c il
lishexl, onc canns t take the full advantage of the power and fexibilit
in intellectual ranization permitte - ¢l i i i
Organi; .lla‘m permitted by the machines. We shall discuss
% ¥

sOMme " these poin » later eocts .
yme of these points in the later section on descriptors. One example ¢

: : 2L
the mischie ioid notions is gi 3
¢ mischicf of rigid notions is given by the unsuccessful experiment 1@

® 3

MOOERS: ZATOCODING

machine retrieval during 1946-49 at the Atomic Energy Establishment
1t Harwell.! Aside from a poor use and choice of commercially available
machines, this experiment was much hampcrcd by the strict use of the
Universal Decimal Classification.

Where, then, does the trained librarian fit into the picturc? It is my
orediction, based upon observation of actual installations, that the
working scientists will continue to supervise the intellectual aspects of
cetrieval of certain special classes of documents and information having 2
very high value to them. The librarian and his staff will co-operate at
carious levels to make this easier for the scientist, possibly by taking over
part of the typing, clerical and warehousing aspects of the job. However,
the classes of special documents needing this kind of detailed attention by
the scientific staff will constitute only a fraction of a company’s total
Jocumentary collection. The rest of the collection, being the majority of
‘he total bulk, will continue to be the direct responsibility of the library
staff. This part of the collection may or may not be organized by retrieval
machines, depending upon 2 variety of circumstances. One of these
circumstances will be whether the librarians in the near future will be
ready and capable of exploiting the full possibilities presented by the

;n-.n;hincs.

THE ZATOCODING SYSTEM

Now, to change the subject, I wish to give a description of the Zato-
coding System for information retrieval. This is the mechanical retrieval
cwstem with which 1 have had most of my experience. It is also a system
about which many of you have expressed curiosity as to how it works,
and why. With the help of some pictures and diagrams I hope to explain
it to you.

At the outset, it must be realized that the Zatocoding System is a
highly integrated retrieval system. The apparent simplicity of its various
parts is deceptive. The parts have been devised or developed with a

¢ the greatest user satisfaction in information

single goal in mind: to giv
retrieval. If a change is made in any one of the interlocked parts of the

system, the change is usually found to react seriously and detrimentally
upon the performance of the system as a whole. For example, Zatocoding
(as a coding scheme alone) could be practised with ‘needlesort’” cards
instead of with the Zator ‘8co’ Selector. The immediate penalty would
be that card sorting speeds would drop down to one-fifth of the original
speeds. Other apparently superficial changes in other parts of the system
vould be found to be quite as detrimental.

Zatocoding Systems, as they are currently employed, all have a well-
defined target. They are not used for any library collection or any file of
papers. Neither do we ordinarily organize collections of books. Books are
often sufficiently well catalogued so that they already give an adequate
degree of user satisfaction. Instead, the target is usually a collection of
high-utility reports, journal articles or other papers. The collections
| 20,000 items. High utility of the items to be
because a machine retrieval system

aumber between 1,000 anc
organized is the controlling factor,

——

},‘u\-,‘.‘_*;
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I‘ ig. t.—Sorting cards with the Zaror ‘800"
b.clu'mr. Cards are taken from one of the
side trays, are sorted, and are then placed
in the other side tray, The accepted cards
are dropped to the table in front of the
machine,

anr ‘800’ Selectorand the edge-notched
Zatocards. This is the most tangible
part of the system, and vet in some .\\':n's
it is the least important i\.\rr. The second
part is the new technique of random
pattern subject codes with notch patterns
representing subjects superimposed into
rhcmlgcufllhcmrd.'l'hisisrhc[:u-:cmling
technique. The virtue of Zatocoding
is that it allows a very simple machine to
perform rapidly a kind of search that
otherwise (with non-superimposed code
patterns) would require cither use of a
complex and expensive machine or
would require a time consuming sorting
and resorting of the cards with a .~implc}
machine. The third part of the Zatoc wing

6
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involves considerable time
and expense to set up
and maintain. To balance
this cost the pay-off from,
the accessible information
must be relatively large
and predictable. Thys 4
company will havea variety
of retrieval systems. There
may be a Zatocoding
System for a collection of
research reports. A classi.
fied shelving scheme may
be used for hard-cover
booksand bound volumes,
A vertical file may be used
for technical correspon-
dence.

A Zatocoding retrieval
system has three parts.
There is the mechanical
part represented by the

Fenruagy 1956

B 7 g

ul : 2

“;\'. 2.—Cross-section of the
Zator *80g" Selector showing
the vibrating motor and the
manner in which most of the
cards stay on top of the seleeting
rods,
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System is the most important. It is the system of ‘descriptors’ by means of
which retrieval questions are turned into prescriptions for search. Our use of
descriptors represents one of the more subtle changes over prior practice,
and it is a little hard to explain them without actually working with them.
However, I shall try to tell how they and the rest of the system go
together.

The Zatocoding System is the kind of retrieval system in which one
card is made up for each of the reports in the collection. Notches in the
cdges of the cards permit a mechanical sorter to scan the cards and to
select some of them. The subject content of each report is related to the
pattern of notches in the card by the coding scheme. Therefore the sorter
is able, by a strictly mechanical process, to select cards from a pack
according to subject matter of the reports which the cards represent. All
the cards are scanned for each retrieval question. Scanning all the cards
every time is not a disadvantage when the selector machine is as fast as
the Zator machine. Such complete scanning has an enormous advantage
in that the cards need not be kept in any order. All card filing is thus

climinated.

THE ZATOR SELECTOR

The selector machine is the easiest part of the Zatocoding System to
understand. Figure 1 shows the Zator ‘800" Selector in operation. A pack
of about 200 cards is placed into the black boxlike top of the selector.
I'he box is vibrated by a little motor, as shown in Figure 2. Near the
bottom of the box are rods or needles running from front to back. Each
of the rings you see in the picture is attached to a rod. By means of the
rings it is easy to pull out the rods and to insert them again in a different
selective pattern. The Zatocards, like the one shown in Figure 4, bear
notches in their edges representing the different subjects. To select upon
1 pack of such cards, the pack is placed in the selector machine with the
notched edges down. That is, the notched edges of the cards rest upon
the sorting rods. Most of the cards in the pack will rest upon the top of
the grid formed by these
rodds, However, some, as
hown by Figure 3, will
havenotchesinthe position
ofeach of the selector rods.
These cards will not be

‘pported on top of the
tods. They will shakedown
from the rest of the pack.
They are the desired cards.
Looking again at Figure 3,
we see that the rejected
cards can now be engaged
9% a rod which is stuck
tarough the line 6f holes near the top edge of the cards. The desired
cards, having slipped down a little bit, are not so engaged. When the rod

Fig. 3.—Diagram of how the cards whose
notches fit the pattern of the selector rods
drop down from the rest of the pack.
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is lifted, the rejected cards are carried on the rod and are lifted -
scl’ccmr_ The desired cards drop free from the pack to the tacb] out of th,
I'he whole operation of selection with the Zator ‘8oo’ Sel ity
casy. T]mc ’sclccmr holds an easy handful of cards. About o:c‘or is ver
fhc \:!wr.\tnvlg action of the selector is sufficient to se arqtcc SlCmnd Of
T'hercfore the sorting speed really depends upon how "ilgbl; \'o‘u’:,:a\:“f:

vour hands. Speeds of be i
vour hands. Speeds of better than 8co cards per minute are easily attai
I nan ARS POl BURVIC 81 GAsliy attained

Thus the designation, the ‘800’ Selector.

Before long I expect to make available a Zator ‘200’ Selector, 1 1
have the advantages of being cheaper, of not requiring an '] ( Sl
connection, and of having bricf-case portability. Its speed of i
per minute, while lower than the other selector, is neverthel e
with Hollerith machine card-sorting speeds. ' T

Znurcards come in two styles. One style has notches only in a si
edge; it has only forty notching sites. The style of card (hat)is ’ﬂ.b_lng’c
by the <_:ommcrcinl clients has two edges giw.:n over to notchcsl' ‘;']C”“‘l
Fnt:fl of seventy-two notching sites. Nearly twice as much dc,ccr'm'S :
indication can be notched into such a card. In sorting these donh.lc- ‘P!“‘“
::x:ds lhcl sclccu:)r’is set up to scan the top edge of the cards. All (hctc‘ :\rtl
;‘ ;c::';n:m'mﬁh' his gives a p_nm;u.l selection, a pack amounting to onl

ndrec _c:mls. The selector is then set up for the patterns on the
bottom edge of the cards. The small pack of partially selected cqr.lx' is ‘-. >
thmug'h.. It goes very rapidly because there are a few hundrc‘d ‘c\l:\lr
most. The c;m.ls that come out of the second selection are the ‘l "\ od
cards. Most of the selection time is taken by running the first ‘1“"*‘
th_c d«).\:l»lc-cdj_:cd cards. Thus the speed of selection is almost i Al 'u' 5
of which style of card is used. i e

I'ne Ranpoym Cope SCHEME

lhc CCOt d ! < ) ‘: >
S 1 .\r[()f‘h 1LOCK '4 ; ‘Stc > - O Supx l'll 0S5
l A¢( C )(‘ln oSystem 1s the l'.\nd m _Ul Cril l >eq

coding scheme called Zato ing.2 T in i ieni
2 called Zatocoding.® To explain its significance, 1 might

yoint out ths »re are two di 3 i
fu 2 u tl]a.u there are two different ways of coding information into
itches in » edege of a ca Grst 3 li
s lt the uLT of a card.® In the first way of coding, the pattern ot
) (‘ ‘.CS ¢ 1ec 2 ' is 'y 7 :
e «-r‘.m_\ subject ‘A’ is carefully kept separate and distinct on the
aAr( 1 * patte 7 . F i
: rom the pattern of notches for any other subject ‘B’. This is the
OMMmMon-sense w B . : {3 ; 3
G n ]sui.sgl W .1_; of doing things, and is the way that has ordinaril
een used. It has the disady oe ' ; .
e s the disadvantage that one never can be sure whether it
b ; [ * ern for \ or the pattern for ‘B’ that is notched on the right
1and side, in the middle, or on the left-! side of :
T e, 1¢ left-hand side of a card. In scannin
o [n,:.“t ave to make a separate search for each possible location, or
ave to use a complicated s - i i :
A use a complicated and expensive machine to try all the man:
combinations for you. ! .
In the othe ; F i :
h her way of coding ‘hich i1s the Zat { i !
SR Rc SeK B ding, which is the Zatocoding method, tix
patterns of notches for both subjects ¢ ‘B’ e
rmi i h subjects ‘A’ and ‘B’, and the patterns tor an
IHNCTE SUDICCES DCSIACS, Arc ¢ . T i i
e esides, are all overlapped or superimposed in an undivide

irea of the card. One would think th: 11 g i
¢ would think that this would lead to an awful mis-

nee thing is that it doesn’ .
< I 5 ‘, that it doesn't, prov 1dcd you go ﬂbl)u( the mat
the Zatocoding method. In order to keep the patterns

8 &
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from resembling cach other too much cach pattern is made as different
{rom the others as possible. One way to do this is to use random patterns.
These are patterns generated by flipping a coin, or by some other similar
means. In fact, any patterns that are ‘random-like’ in the sense that they
nave very little resemblance to each other, and that have notches falling
with approximately equal incidence on all the sites, can be used for
coding. Numbers that you make up out of your head or that you might
ke from the telephone book are not random, because certain digits and
combinations will recur too often.

The Zatocoding method of using superimposed random-like code
patterns is illustrated by Figure 4. On the card shown, the various subject
descriptors have been written out. Opposite each of the descriptors are

Simultansously %elective Patterne

flash 17 25 N 38
T

canars 1 8 29 %
1

a=lective device ) 11 1% %9

: ‘ 7

AR TR RS TIIRA EA RN R R

L\Vi Vi !,_l] \_L‘L}L/_Ll_«‘r‘&;«i LI\ i lUuyA\z'ﬂM
|

- o 4 L I
Descriptors Zatocodes fference
Y SO LR U. S. Patent Ne. 2,295,000

salective device

fils telly W 17 2 ® fmpid Selector-Calculater

Picharéd 3. Morse, Rochester, LR A

photo-electric sensing 1 11 3 &
sudie fraguency code 9 16 2 N
cazars 1 8 29 one clsia
flash 17 25 % B8
counting 8 26 3 N

O 2

S

manner that the random-like codes aré super-

Fig. 4.—A Zatocard illostrating the
2d arrows at the top illustrate how the

e
sosed in the edge of the card. The lines ar
les for the three sclective descriptors are combined to give the selective pattern.
The rule of selection is that the pattern of the arrows must be included within the

pattern of notches on a sclected card.

the four Zatocode numbers corresponding to the four notches of each
ards of an actual installation the codes would
though the descriptors would be.

h selection is performed by

descriptor pattern. In the ¢
not be written on the cards in this way,
Figure 4 also illustrates the manner in whic

; @
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Zatocoding >
4 ding. I.n the case shown, three subjects simultancously def;
desired selection. They are: ‘flash’, ‘camera’ and ‘selecti Bt
S \ : “flas : a and ‘selective device', -
individus J Sf thei iy
chtlix\lml codes, and the method of their combination to form tlg i
sclective pattern, are shown by i " e
\ are § the diagram. The 7 '
il ki : \ am. The arrows correspond -
R t nll SL‘IL(_U\L pattern of rods as set up in the card selector I‘I “;.d |
1¢ card s m wi sele y i
i -;m“ n \\1ll. be sclected, because there are notches inu -
m(;rc l\} here there is a selector rod. Note that a selected card nnvt‘u 3
= slu vjects (and thus more notches) than the sclecting prcsc‘r" by
¢ selector extracts all card ‘ i
; Xtr ards that have at least all of
iR ts At . ast all of the prescrilict
ject I“n.rtunntd_\ this is the kind of selection that is mostl ol £
an information retrieval system g
This kind of selection is als
P ’1 d of selection is also easy to mechanize with a simple mach
orae : achine
AL I :;,[]tum are coded into the one area of the card, so the macl e
e = : £ 3 X 9 9 achine
e cfm Innkl in only one place. It is as easy to look for the joi ;
of several patterns as it is to | ) i
: $ as ook for one pattern. This is wi
a simple machine like the ‘8c0’ A
: - e ‘800’ Selecto > i i
mliia s r can perform complicated jobs
Zatocodi d iari
i h.nglhns om“hnrmlcss peculiarity that often disturbs people fa
s an nl.\ wuld. When one sets up the codes in the selector and 1! :
; i R : S H fnen
ol :tll e T.kullnn lnpcm(mn on a collection of cards one gets
% selected cards. Besides the | { E : i :
' . s the handful of cards th: ain t)
subjects that were 1 e e el
s ths prescribed, there will often b
: i n be two or three Iy
\‘h()s . . ) LCC Carny
v (.'”uh;t.cts do not correspond in any way with the prescribed sul
s. 1ese are ‘ex s" 7 di s
e 3 wre thg extra cards’ of Zatocoding. They are harmless
3 r Agl 1ey are so few in number and are so casy to discard. We do n :
iy oy . . scard.
‘,_-r“,'\ ‘1 mlu.t I]Mf}\. Absolutely none of the desired cards with the pr
b C S *CtS 1sse ! i
e d su 3](Lt; |ls missed by the coding. This minor foible is a !n-'l;\‘ ‘
sequence of the use of superi s i S i ed' vodi
e sy Lfl!]l[?()ht(l coding. Superimposed codin
ity ]‘» .v(\‘lm.lg? of permitting a very simple selector machine
5 ‘]‘ dvantage the few extra cards are the price we pay. By varving
> numbe
e :.:- «l»! nntcluﬁ in each Zatocode pattern we can make the number
xtra cards as small as we desire. Thus oible is e
e . Thus the foible is completely under

While Zatocodi R :
I.'mm’l;'"t‘i(:"‘;["f:‘l“‘.k' h‘\ ite an interesting mathematical and statistics
Sl - : Is not necessary to be a mathematician to use the method
7 s‘Mm‘\"’B\f'l"l'("'\".”_“j /l';-”'m oding method as a mere mechanical part !
machine sc.lcc.(nr it “\ ‘ltilgl} s thnrmf_gh]'\- tested by practice. Like 1
ey * .(.m- e used according to some very simple instru
e a3 L»r(‘«(l)i f“\“l “lj’”’.‘ about the theory, since we know it will operitc
I’Cl'-"'mm.!l klss'lL:n( .7'111.. ‘l”r. A, i have no difficulty in letting cleri
or work lh\.‘“ﬂl‘..lchl‘l'lic ‘;i;:;(ct:)rf” subjects, code or punch the Zatocards,

I HE I)l SCRIPTOR Dl\ |"U.\’.\R\ b\ STEM
ll\ \'I ar ( as ( “ i ' P
S ) contrast to St . 3
: l - : C SIr ”_L"ll[l()r\\ Jr(l I.ILLhﬂnlCS of (hk (-“d‘ i
.l.lll “1.1(, Ineis the f.\lld art o . W ! ¥ ] 1is part i" C
l t fh(. /..l[l C ‘lllﬂ royvstem, I 1 l ;

the descrip - :
scriptor dictionary  system.- For successful performance of a0

1

Horm f1 clriey ll 3 < C 3 P . g .
atlo I I q S\S 0
I I A n stem 1t 1S lh NOost important P'“‘ l ‘“l“ 3

»!
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Jlictionary ‘system’ because it is not merely a list of subject words,
nstead it comprises several different kinds of lists, each having a definite
«ct_of rules for-its-use. The descriptor dictionary system is primarily an
: ¢t is the means for coupling the mind of the information
he Zatocoding System so that the hardware

an do the work of selecting wanted subject matter from the file.

An information retrieval installation, and particularly the dictionary
..stem, should be orientated towards the requircments of the user, This
aight scem to be an elementary and generally practised principle. It is not,
Lowever, as we shall see when we examine some of the consequences of
e principle and compare them with som

¢ accepted library practices.
For one thing, user groups differ. One org

stellectual tool. 1
_archer to the hardware of t

anization may be concerned

with the use of polymers in the manufacture of pressure-sensitive tapes.
\nother organization may be concerned with the physical chemistry of

nolymers used in adhesives. To a first approximation their library collec-

tions may be identical. If the orientation of the retrieval installation were
f the collections, the descriptor

«» be made primarily towards the content 0
stems would be nearly identical. This kind of orientation
in accepted library practice. That is why
ibratians find it so odd when I say that two collections of this kind may
have descriptor systems that are quite different. In my installations the
Jeseriptor systems are different to the extent that the two groups of users
.re faced with different types of problems; or that they ask different
questions; or that they ask them in different ways. To_give the greatest
‘onvenience to each user group 1 develop for each a special vocabulary of

criptors. [This technique is described in the answer to the query by
"'f?.’%homc in the discussion.] Only in this way can the high intrinsic
.alue of a special information collection within a company or agency be
wtched by the performance of a retrieval system.

Now to answer the question, “What are these descriptors, and how do
fiey differ from what librarians have been using all along?’ A descriptor
s closely related to the ‘subject heading’ of library ygn_qti_cg,ﬁt_ho_ugh a

) ing. For instance, a subject heading
night be: ‘oils—effect of temperature on viscosity’. In descriptor analysis

‘e would use the separate descriptors ‘oils’, ‘thermal’ and ‘viscosity’.

[hese descriptors, when taken together, delineate the idea of the subject
generally of

heading. BEach descriptor stands for an idea or concept,
ather broad scope. The descriptor word is merely a symbol for an

7oued descriptor meaning. Descriptor meanings are clloscgioLafgigrlgd
2 way that will facilitate retrieval by the uscr group- Retrieval meanings
need not conform strictly to standard technological usages of the descrip-
or word. Because the meanings are often slightly differeat from the
sudinary usage, TS cssential that the descriptor dictionaty system includes
1 list of “scope notes’, one Mn‘ﬂpﬁur.’_\\”gﬁs& an alpha-
ctically arranged list of scope notes to “make “the full range of chosen
Jeanings easl y accessible to anyone desiring to use the Zatocoding
Svstem. Let me reassure you that these special descriptor meanings are

orivate meanings, for use in retrieval only, and that there is no intent

° : °

Jictionary sy
«cems to be the tendency

lescriptor is usually broader in mea
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(no.r. hkch.ho.od) of imposing them upon ordinary specch or i
writing within or outside 2 company. . Sy
The fact that descriptors are conceptually broad has a
desirable consequences. Be : e inihe
: - Because they are broad, the user’s intell
unive h can be covered by i ——
e covere a relatively small Tist 6f descripr;
¥ seem strange to a librarian, used to thousands of subject h e
to learn that our retrieval i i ey
il { rieval installations employ only about 250 or 1y
scriptors, Because there are so few descriptors, they are relativel -
to remember. This is a real advantage in usin the Th Bt
meaning of each descriptor makes it easy tg dcc'ind'c itsc VCf)l'.br:adl!: <
- ; applicability
; : ; ity to,
. gx\tn r;il;)(c:dm%nt. \Vcdug to avoid finely drawn distinctions between
osely ideas and descriptors. Precision i i "
: - n i y
broad descriptors. Narrow id . A e 2
ideas can almost always be synthesized by 1}
use of several descriptors. Since there are so few descriptors, w. ordi A
try to set them all out on a si per i A
} single sheet of in such 1
will be easy to find and t. & e i,
o use. We call this sheet the ‘descri :
ke ) ¢ ‘descriptor schedule’,
uscp::sc oli; tsl:cl lsctlimca.lu!;]arc put in the hands of the scientific personnel wk;
allation. They are also given ini "
) a booklet containing th
notes and a set of simple directi i e, )
irections for using the retrieval T
e o : 2 retrieval system. T
mbu]a:i :.‘sxs;‘ ll: hr:idms and using the correct descriptors the alphabetica!
s -f' of the descriptors and their scope notes has interpolated in it
cferences, from various words and expressions that are not descrip
tors, to presumed descriptors. ;
The ori i ; i i
e ':cm;n;)n Em\-:m?s the user is particularly evident in the manncr
= "m) xsrn the incoming documents. Here again we find significant
i ;:1 & t:’s rom accepted library practice. In analysis we make no attempt
dc‘c.ri e e mcsdsagc of the document and to write a little abstract usin:
pr;scr[‘)-c(!r [\\l())crl Is in such a way that the message of the document is
i h.‘ ¢ GC\.c this philosophy is mistaken. It is the same erroncous
L S :
i hl[:- y tha tn.cs to use the infinite range of possible U.D.C. symbo!s
ool {;0 \ l’pn:asc: words in an artificial language, and that tries to express
s ?ocscl:\ e fl ‘docur_nc{u s message by one or two of such symbols
st r tl cir “pin-point’ precision. At the symbolic and coding leve!
e (.hil . :mcl not message preservation, must be our goal. T have turned
dch[:i ‘osop 1y inside out. We use a small schedule of individually broxd
dc;cri[:(or cnnhccpts, and in analysis we choose the half-dozen or dozen
e ptors whose broad meaning touches upon the meaning in the
ocument, yet we make no attempt to preserve the particular mz«‘l“c of
the document, il
a This plulus.nph'\- nf" analysis was determined by our decision to put the
{,::(;'; nr}nlf) sing t-hc incoming document into the same kind of a situation
g e ml ;)r-rmuorl user faces. The user has a difficult problem. He is
& onted by nothing but a schedule of descriptors, elaborated by som<
SCO - _— ' ?
ﬁmfu .‘m_)l.cs. With these u')ols he must discover how to retrieve informa
5 ‘\\ 10se nature may be in large part unknown to him, but which, when
u.lsu:s it, will appear useful to him.
Fi n the analysis process we try to put ourselves in this user’s shoes.
irst we scan or read the document. We then put the document to one
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d we concentrate upon the descriptor schedule. We work down
the page, descriptor by descriptor, exactly as if it were a check list. For
ach descriptor we ask, ‘Would anyone who would be interested in the
message of this document try to use this descriptor as part of his retrieval
prescription 2 Or, ‘Does the meaning of this descriptor touch in any way
(relevant to the user group) upon the message of the document 2" If the
snswer is ‘yes” for any descriptor, this descriptor is chosen as one of the
Jescriptors to characterize the document. This is really a filtering tech-
nique, and we call it that. We filter the schedule of descriptors through
ocument. Those that stay in the filter are the chosen
descriptors. Cases of doubt about the applicability of a descriptor are
wesolved by choosing it. Such a doubtful descriptor may be just the one
that will later be tried in a retrieval prescription by some eventual user.

This very definite and explicit use of the filtering technique seems to be
pew in retrieval systems. For us it has proven to be invaluable in giving
the systems a consistent intellectual structure. Consistency is a real prob-
There may be as many as six or more contributing analysts. This
ill change over the years. Yet their efforts, in the form of notched
e are quite satisfied with the high level of consis-
d when the filtering technique has been

ade an

the message of the d

lem.
Jroup w
cards, accumulate. W
iency that has been achieve
rigorously applied.
Another desirable consequence of the filtering technique is that it
Mlows us to make a substantial downgrading in the required level of
technical background or competence of the analysing personnel. If there
were no recourse to a filtering approach there would be heavy demands
upon the ability of the analyst, because he would have to foresee all the
possible future uses of a document. Of course, this is very difficult. The
«chedule of descriptors eliminates most of this problem, because in a
fashion it is a check list of future contingencies as worked out by the top
people in the laboratory. Yet, to use it, the analyst need make only very
simple judgments. We have found with many kinds of documents that
an intelligent technician can do the analysis on almost all the documents,
with only the most difficult items being saved for analysis by an engineer.
The burden of using a schedule of 250 or 350 descriptors can be eased
by a simple device. In Figure 5 is shown a portion of about one-quarter
of the descriptor schedule of one of my clients.! It is seen that the descrip-
tors are grouped, with each group being composed of rather similar
descriptors. At the top of each of the groups there is a question, such as,
‘Is there a type of fluid flow?’ In using this kind of a schedule the analyst
first looks at these questions. 1f the answer to any of the questions is ‘yes’,
then the analyst picks out the one or more appropriate descriptors below
the question. If thé answer is ‘no’, he goes on to the next question. Use
of the filtering technique in this dictionary system then amounts to
working through a list of about twenty questions rather than through
150 individual descriptors. Carefully chosen ‘leading’ questions as in this
example can make the analysis particularly casy.
I wish to stress that this grouping of descriptors is not a classification.
<Grouping is merely a device for convenience. Another device for con-

: @
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venience is th
which is certainly ag
alphabetically
the filtering technique
An actual analysis proceeds as follow
is whether to include
Obviously worthless m
dilute the system. In m
ments they have passed
the document. Dependin

What material
wos studied?

Metols
Gases
Plastics
Alyminum
Magnesium
Titonium
Air

What is the type
of fluid flow?

Fluid flow
Internal flow
Subsonic
Tronsonic
Supersonic
Hypersonic
Laminar
Turbulence
Slip flow
Compressibility
Viscosity
Vortices
Shock waves
Finite span
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at the same descriptor may
ainst all canons of classification
arranged

Is the process dynamic
(rather than static)?
Vibrations

Transient response
Impact

Stability

Velocity

Is 1t @ stobility and
control problem?

Stability

Control

Static

Dynomic = Trans. resp,
Longitudinal

Loteral

Derivatives

Damping

Weight and bolance

©.9., center of gravity,
moments of inertis, etc.,

’
Are there specific
oerodynamic loads?
Lift
Drog
Moment
Gust
Presswe

Center of application
®.9., vetod, center,
conter of pressure, ote

Or 15 there another
aerodynomics problem?

Boundory layer
Aeroelasticity
Flutter
Downwash
Stall and buffer
Interference
Hydraulics
Trajectory
Droplers
Modifying Technique
Performance

appear in tw
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O Or more gl’OUpS'

We find thae an

schedule of descriptors is useless for analysis by
, and it is not used. X ;
s. The first decision of the analys;
the document (or class of documcms) or nc'.(,
atter should not be allowed to raise costs or o,
ost cases, by the time the analyst sees the docu.
a threshold test of utility.
& upon the obscurity of the writing, or the richness

He then scans or reads

13 structurol strength
aond elosnciry involves:

Stress and steamn
Plasticity

Failure

Ultimate properties
Material properties
Aeroelosticity
Flutter

Is a thermol process
involved?

Thermodynomics
Thermodynamic-constarts
Combustion

Heat transfer

Cooling

Convection

Conduction

Thermal

Radiction
Acrodynamic-heating

Fig. s.—Part of a typical schedule of descriptors showing the grouping of the
descriptors and the manner in which leading questions are used.

of the content (there is often an inverse correlation), this scanning takes

from five to twenty-five minutes, Fifteen minutes is not a pess
average for technical reports. He then takes up the descriptor schedule
and uses the check list of questions, writing down the chosen descriptor
words on the Zatocard. This takes him about two minutes. The card then
goes to the clerical staff for typing the title, and sometimes the abstract.
of the report, and for e ing and punching. The significant point about
the analysis is that the greatest part of the analyst’s time is taken by his
merely gaining a familiarity with the message of the document. If the
content of the document is to be probed to this depth, there can be
short cut to this time for analytical assimilation. Let me stress that
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step of assimilation accounts for §6 to 75 per cent. ut" the sotal cost of
running a retrieval system! No mere change from one lxl')r:u:y method or
retrieval machine to another can alter this time of assimilation.

Of the various parts of the descriptor dictionary system, I have so f?ar
described the schedule of descriptors and the alphabetically nrmng.cd. list
of scope notes. This brings us to the actual coding portion of the dlcuqn-
ary system. Since Zatocoding uses random code patterns for the descrip-
mfs,‘nnd since random patterns are rather tricky to remember and‘ to
transfer from book to card, we have a problem in accuracy. Its solution
lies in the elimination of the mental transfer step. Our technique is
illustrated in Figure 6, which shows part of one page of a code dictionary.
The descriptor words are listed alphabetically down the page. Across

Gceers mach. (r29) 7- N=- Jo~ar
v v v v
Slacha kra) Fo the Al 0~
v v v
e.-tk..r.l.“ (1e2) 12~ - 22
v v v
Y atemic (i) wr7=A22~ 29
v vV V. Y. . r
BEREREREE 7 PR -'..'n'n'u',"'/,'u'n'.,'n'."«.'.-'u'n',*.'n'.»;.n-
RANRRNARE ANRAN AL ARNANL AN AR AR GRRER
TomIC
v v v v

Fig. 6.—The code dictionary in use for transferring code patterns to the Zatocards.
Positions of the code notches are marked oh the card by pencil, and are punched later.

cach line are the descriptor word, a control number for the code pattern,
which I will ignore, and the group of four numbers representing the four
randomly placed notches for the descriptor pattern. To use this code
dictionary the coding clerk reads a descriptor from the card, finds the
page and line of the descriptor, and lays the card down on the page
under the descriptor entry. He aligns the notching position ‘numhc‘c'
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of the card with the vertical fiducial line on the page. When the card s ;
this position the “V-shaped marks on the page coincide precisely wj.:
the p-nsitinns on the card that are to receive code notches. The Clcr;,.
transfers these locations to the card with pencil marks. There is no mental
step nor remembering of code patterns. Accuracy is very high. After 3
the descriptors on the card have been coded, the marked sites are ﬂ“!Chc:i
out with a hand ‘ticket punch’. The completed card is then tossed an,
where in the file.

The last component of the descriptor dictionary system that 1 shal|
discuss is the device we use for dealing with authors’ names, compan;
names, trade-marks, and the like. Instead of setting up these as individua|
descriptors, and explicitly assigning them code patterns, a technique of
ciphering is used to produce the random-like code patterns. This process,

SNt = = Mol IC T S S S SN M
e AuL:(';HIJHLH\.OPQ\!,Y,MVHAIJI,I_Q.J'iIIJ—%AIL-
—_—— RASTUNWXS2224 547 e ARE Q(.Lﬁ.nuu_&lﬁ_hllt_
— 11 —— A G I TR LANOPQASTUY W £32395 6289
San— :.\. ANSLIASTUYW LS LA 4470 ANCOErGwTY IK
1iJv s ey AQCQ('G-::“LHuOPlRS[qV\/I 12
8 1 : ' ‘w-:'l-:-"'la- X ' EiTTT T ETTITTYY o
'3 "lf]lln x'”i’l”‘ x'-.—-»x'-u R
Ll VAT TTTITTY

<$CAT‘T‘ER coD! v&)

-

(0

Fig. 7.—Diagram showing the method of scatter coding which is used for authon’
names, corporate names, trade names, cte.

which we call “scatter coding’, is illustrated in Figure 7 for the compan:
name ‘Zator’. A card to be coded is laid down «;n the scatter code sheet
with the left-hand edge of the card opposite the index line ‘C’ for compans
names. Then the first five letters of the name are spelled out, using the
five rows of alphabets on the sheet, beginning at the top. Note that thesc
alphabets are displaced so that letters of hi'_;ix frequency like ‘e will not
coincide at the same site on the card, and so ﬂ‘..\t there will be an approy
mate uniformity of incidence of notches in the manner requjred by ¢
Zatocoding method. These scatter codes are sufficiently random-like,
provided that no more than three or four are used on one card. We have
some standard rules to eliminate useless parts of names like ‘cnrpur.nin't'.
and to do so in a consistent and repeatable fashion.
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There are a large number of possible ciphering methods for scatter
coding, all of which produce random-like codes. The one shown has
mplicity, but it would not be suitable for coding all the items notched
into the card. In a case where a cipher method must be used exclusively,
as in a collection of names, we have found that a more elaborate cipher
based on letter pairs will give the degree of randomicity called for by
Zatocoding principles. Other workers have since rediscovered ciphers of
this class and, in a burst of enthusiasm, have gone on to suggest that all
word lists and code dictionaries can thereby be abolished. This suggestion
is not as good as it sounds. For one thing, ciphering is a mental operation
and is very prone to mistakes. What is worse, if the descriptor list is
climinated it is impossible to use the filtering technique or to secure its
considerable virtues.

The proof of a retrieval system is in its using. This brings me to a
matter that is seldom considered in discussions of retrieval techniques or
machines. The information user is generally unable, for a variety of very
good reasons, to prescribe at the outset exactly what he wants from the
document collection. What happens is that he formulates the best trial
prescription for a search that he can, and he sorts the cards. He looks over
the selected cards. On the basis of the titles and abstracts on the selected
cards, he gets a better idea of how to prescribe a second search. Then he
makes a second search, or even a third search, each time getting more
useful information and better citations. Such a succession of searches is
the only way to find things when the original question is diffuse or when
the needed facts or theories are unknown to the searcher. A succession of
searches cannot be avoided by improving the retrieval system, It is due
10 a shortcoming in the user. In this situation, the retrieval system should
be planned and used so that the machine helps the user to overcome his
limitations. The machine can do so by providing a fezdback of informa-
tion from the collection to the user, educating the user as he searches, and
cnabling him to converge on the information he needs.

In order that such a cyclic search process may operate, the machine
search time must be relatively short, in the order of only a few minutes.
One of the reasons that a good index such as the Industrial Arts Index is
so useful and generally satisfactory for some kinds of retrieval is that the
cyclic search time is very short, and that intermediate answers in the form
of titles are available quickly. This time factor, more than any other, sets
the upper limit to the size of collection that 1 would recommend for
tetrieval by the Zator ‘800’ Selector. A thirty-minute search time is about.
is long as a scientist or engineer would like to wait for an answer, and
this corresponds to about 25,000 cards. By this same consideration, I
mmnm practicality of some suggestions advanced for setting
up large-scale retrieval machines in a few central geographical locations.
Most workers would have to query such a system by telephone or mail,
and the cyclic search time would be in the order of days or perhaps a week.

Furure DEVELOPMENTS

It scems to me that we can expect interesting future developments in
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retrieval devices along at least three lines, The first is the appearance
some new high-performance devices which are inexpensive, portabl . nj
suitable for use by the individual scholar or scientist. I fcci this is :im'
prediction, because I have two of such devices now in development l?c
second line is the application of retrieval techniques to large-scale gcr;cri!c
purpose computing machines and to large, complex special devices
.thc class of the Eastman Minicard machines, This will be of particullr.
Importance to governmental bureaux having large bodies of inform:m'«:]xf
that ‘must be serviced for purposes of their own internal opcmtizm-..
Servicing of Social Security records is a case in point. '
_ The third line is a little more speculative, but rather more exciting. |
ls.thc possibility that retrieval devices for certain very large collcctti)(;nt
will become both simple and relatively cheap. T am presently studying (m\'
class of such a device, which T call “Zatopar’. This device will n'llmz:' :h:
user to ‘plug in” a set of descriptors and, within one minute, to get m.-r
the vnlu‘mc and page numbers, or serial numbers, in a list of ci’tations. .\1.-
speculations anticipate table-top devices containing no electronics .{.r
elaborate mechanisms. The common denominator of such incxpcn.si\ c
retrieval devices is that they be manufactured in an ‘edition’ like a bool
and that they be used to index a widely used collection of information.
.An example is the indexing of Chemical '.'I/u/m(/;, with about 1+ million
items, by a device costing perhaps less than $1,000. Smaller collections
could be serviced by cheaper devices. Considerably larger collections
seem to be within its scope. .

Fx‘)r any device to be able to handle up to a million or more items, with
cy clic search times of but a few minutes, and yet be cheap prcsex;IS no
little problem. Certainly the aspect of cost alone prcclud’cs expensive
clcctrnnfc components. Nevertheless, it has seemed that a heavy use of
cl.cctrnmc circuitry has been an inevitable part of proposals for achicving
high-level retrieval performance. 1 believe that this dependence upon
clcct.mnics is a transitory situation. In another paper® I have explored the
thesis that memory capacity (such as marks on a record), which is cheap,
can l)c. traded for manipulative organs (like electron tubes), which at
expensive. This problem was studied with respect to the retrieval o
structured information (e.g. clectronic schematic diagrams and chemic
tormule) for which all previous approaches had rl‘quircd the use of
expensive manipulative organs, My conclusion was that the trade of
mcl;lnx‘y c:lls.z(:i(l)' !'nrl manipulative organs could be made, and that the
trade was very desirable for at least a laroe class of ¢ informati

The essence of the :1rqun:cntL !‘L:d‘“l:;:[: ‘l.ll:\“(.:;;:(l:ll:xc(l):’lrfd 'm‘t '"'m.’. ¢

3 } S $ CASy to st
In the past we have performed the analvsis of documents and have code
the descriptors or other descriptive characters into the retrieyal svste:
memory in a straightforward fashion, quite as a telegraph codes the words
of a telegram. When the time came for a search to be made we require!
the search machine to figure out whether our search prescription had an
relevance to each and every one of the coded representations for cic
(lﬂk.'lﬂ‘.)(“ll(’. Expensive manipulative organs were therefore called int
action for each and every search, requiring a costly retrieval machine, M
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aper showed how the descriptors furnished by the analyst can be pre-
digested into a new kind of codes for the retrieval system memory. When
cconomy of memory capacity is not the object, the descriptor codes can
be preset into all the possible combinations that could ever be needed for
search. Fortunately, when we use an appropriate theoretical basis the
number of combinations is not too large. Since this job needs to be done
only once, we can hire an electronic computing machine to do the work
of preparing the ‘copy” for the retrieval system memory. Thereafter, the
selective machine need only be capable of the simplest kind of a matching
operation upon the prepared codes. Such a search machine can be exceed-
ingly simple, with little or no loss in capability. There are probably
several possible ways that this technique of predigestion can be carried
out. The one in my paper depends upon the mathematical lattice proper-
ties of interlocking sets built upon the descriptors of the documents. This
particular technique is applicable to a variety of machines, including those
of the rapid selector category, the Minicard machines, the simplest sorted
card systems, in addition to the Zatopar device for which it was studied.
When the technique is combined with the simpler forthcoming high-
performance retrieval devices, some very attractive joint cataloguing and
union cataloguing projects for ordinary library materials become a future
pnssibility.
ErI1LOGUE

Machines used for information retrieval are right now a very disturbing
clement. Developments have been so rapid that before a librarian or
research administrator has been able to understand one process several
new methods have been announced. While there is admittedly much
confusion at all levels, there is, I believe, much reason for optimism. We
are probably at the threshold of practical solutions to some very old (and
some very new) problems in the retrieval of documentary information.
The challenge is large, but the opportunity for us all is quite as great.

[n closing, I want to acknowledge my deep indebtedness to my clients
who have suggested or initiated so many of the practices and ideas
appearing in this paper and who have had the courage to try out these

ideas in their retrieval installations.
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Discussion
Mr. Acarp Evans (Ministry of Works) ask ‘! i
retrieval claimed by Mr. .\lom:s’ was dcpcndcn) ntsl;o:o:'l:cd:; t:fed?clgcholl;’-:n i
) SpEAKER rc[\licd that efficiency in retrieving desired references is ladcpcnd:'u f
size of collection, but does depend upon the adequacy of analysis of the docu i
&c?tm(_mzds :r;:notkr c:;l:ttct. and for a given selective prescription they occumrc :::
raction of the tota ion. ipti i
s sy ection. The same prucnpnon. on a larger collection wij]
Dr. D. J. Casenrar (Institute of Cancer Rescarch) commented on the
:"_‘l)cctru: f\hcroscopc Society’s bikliognphy on punched cards, the coding ofr:,w?nch‘(::l:
+ ;ll lotllcs y lins.:d cﬁmndhh;.l Mooqs ideas. The system did not allow for subject approach
ek :;’ ; . To all material on tumours, twenty-six five-letter combinations had
Sreaxex said that these cards did not use the superim posed codi i
paper, b\u'uscd another form of numerical coding. The dmﬁm:;mt;dbm l‘)hc
Campbell is not due to the coding method. It is the fault of a poorly woﬂte{!-ou';
schedule of descriptors. This fault is probably a consequence of the group's lack of
experience in sctting up retricval systems. The speaker said he had found it essential
to work closely with each of his clients while they were setting up their descriptor
systems. Left to their own devices, the clients were sure to make mistakes n:sull:i
in {){ob::na (;f this kind—and a few other mistakes besides. g
Mg, B. ickery (LCL, Lid., Ake ced |
Wi il mm(’l iy td., Akers Division) asked if the code were made up of
Seraxex replied that he vses both broad and relatively specific descri ing
back to the preceding question, he said that a wcll-chos'cnp:mroad dcscn![’:tz':c::l‘:rl:‘:t
taken care of the ‘tumours’ problem. Ordinarily there is complete freedom to use
broat! or narrow descriptors in any combination. Sometimes a limited number of
dcscnpt?m are ‘linked" into a fixed hicrarchal order by the way the code patterns are
set up. For example, in onc installation, when the descriptor ‘mittens’ is coded, the code
p.un':m l'nr' ‘clf_nhing' goes on the card automatically at the same time. The sa;rw is true
for *boots”. When a scarch is prescribed by ‘clothing’, all the linked items emerge
whether or not anyone thought to put in the code for ‘clothing’. The speaker cmphasizcd'
that although these linkages are casy to set up, and often appeared attractive, closer
s{ud_v a;;im::; .1I_I of x!l:c installations had resulted in the decision not to use the tech-
nique. technique has a i it i i
ol ndcz.mug“ clumsiness, it is a source of confusion, and these factors
hd:::nj Bixo (Aslib) asked if the technique was the same as Perry’s ‘abstraction

S_na.wr.n said.nu, and added he did not think abstraction ladders would be uscful in
retrieval. He said that Perry's abstraction ladders are almast identical in concept with
the system of the Universal Decimal Classification, with the one using letters and the
c:thcr numbers in its symbolism. So far, there has been no announcement of an installa-
tion s'ucc;-ssfully using Perry’s system. A coding system similar in principle, based upon
the L-.D.(T:, was tried at Harwell, and the record shows it contributed to the failure of
that experiment. An abstraction ladder may have as many as a dozen levels, counting
upw?nj‘s. 'l'hc linkages tried by the speaker had only two levels, and three lc:'ck would
be his limit. 3 '

Abstraction l.l\ldt.:rs present some perplexing problems that have yet to be elucidated.
Before one can begin coding at all, every kind of object in the universe must be fitted
into some ladder, and the listing of all these 1adders seems to be an endless task. There
have been no suggestions as to how this can be made into a finite operation. Another
problem is that *dug’ is both a ‘mammal’ and a ‘friend of man’. This puts him into two
dnﬁ-x_cm abstraction ladders and gives him two different letter codes. Any other object
can similarly be put into a large (and unlimited) number of different abstreaction ladders,
~and would thus bave as many different codes.

Dx. 1. ). Casrurrr said that he considered two or three levels to be inadequate.

Seeaxen said he thought he agreed with Dr. Campbell. One must distinguish between
the need to have different levels of generality and precision as Dr. Campbell probably
had in ||--'|v‘.d and the number of levels in an incernally linked coding system. Wich
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Jescriptors there may be no levels of internal linkage in the coding. Yet the selective
prescriptions ‘A’ ‘AB’, *ABC’ and ‘ABCD’ give four different levels of precision,
obtained merely by conjoining descriptors. Since a typical card may have a dozen
descriptors, in this sense a dozen levels of precision are available.

Mr. A. H. Horroway (Ministry of Supply, TPA.3/TIB) asked (a) whether the
speaker had any proposals for cxtending his system for use with larger collections,
and (b) was he right that, in a collection of about 2,000 documents which were assigned
the speaker’s average of five and a half descriptors apiece, about half the cards sclected
in a scarch would be ‘false drops’”.

SPEAKER in answer to () said that the card sorter shown would not extend conven-
iently to collections larger than about 25,000 or 50,000 items, but that machincs suitable
for larger collections scemed probable (part of the discussion of such machines was
included in the paper as revised for publication). In answer to question (§) the number
of extra cards has no relation to the number of cards coming out with the desired
content. In scarching with two descriptors upon a pack of cards in which half the sites
bear notches, about 1 card in 256 of those sorted will appear as an extra. For a pack of
2,000 such cards there will be approximately 2,000/256 = 8 extra cards, There will be
approximately cight extras whether we scarch upon an impossible prescription like
‘flying’ *horses’ having no desired cards, or we scarch upon a prescription like ‘brown’
‘horses’ which might produce twenty desired cards. Also, if the cards have an average
of only five and a half descriptors, rather than their full capacity of thirteen, then less
than half of the cards’ sites will be notched, and the number of extras will drop sharply.

Mg. C. W. Creverpoxn (College of Acronautics) said that it had been interesting to
learn that organizations were willing to spend up to §5 per document on indexing. It
bore out what the Aslib Acronautical Group had been saying, namely that some types
of material should be indexed more intensively than others, and it was probable that
from an economic aspect it would be better to use two systems. He asked if any rescarch
had been done on comparing the costs of indexing to the efficiency in different systems.

Spraxer said that such cost figures came from estimates of yearly cost divided by the
number of cards prepared per year. The costs would be somewhat lower if special
abstracts were not put on the cards. In the opinion of the speaker, so long as the same
level of analysis was used, the cost of maintaining the system would be about the same
whatever system was used. To cut costs, you must cut down on the time spent by,
analysts in reading; they cannot go into the documents so deeply. A less detailed analysis
might make appropriate a simpler retrieval system, such as an ordinary vertical filing
system. On the other hand, the various systems differ greatly in the efficiency and
reliability with which they perform information retrieval. One measure that the speaker
has used to measure information retrieval performance is the size of ¢ ion that can
Fe thoroughly searched in thirty minutes by the particular system. For schemes now in
iisc or proposed, the ‘thirty-minute size’ varies from a few hundred documents to
millions of documents.

Mn. R. G. Trorxe (Royal Aircraft Establishment, Famborough) asked how Mr.
Mooers chose his descriptors.

Speaxer said that getting the descriptors is an empirical process. When a Zatocoding
System s to be set up at a client’s company, a working panel, usually consisting of the
director of research and some of the top scientific personnel, is gathered. The speaker
works with them: They start with a pile of reporis on top of a desk, take the first one,
read the abstract and look it over, and then ask, ‘Why would anyone in this company
be interested in using this report #* The answer may come out that it is about prapellers,
that it is about acrodynamics, and that it is a wind-fumnel study. Each of these is written
down as a presumptive descriptor. The same empirical process is followed with the
next report, and so on. Sad experience, on more than one oceasion, has given convincing
proof that descriptors ‘dreamed up’ in an armchair, without reference to actual reports,
arc worthless. By the time that some fifty reports (sclected to give a good cross-section
of the company’s interests) have been worked over, better than 8o per cent. of all the
final descriptors have been discovered. At this stage the descriptors are written out on a
large sheet. This is the rough draft of the schedule. Related descriptors are grouped in
the draft. Some more reports are then studied, using the draft descriptor schedule to
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analyse the reports. This adds a few more descriptors, and rough spots in the drafe
schedule are ironed out. During this stage scope notes are being written on how to use
the new descriptors, Tt has been the speaker's experience that the client’s people on the
working panel will have put in a total of less than 150 hours from the bcginning of the
process until the time that the schedule is ready to hand over to the typist for final
tvping. The speaker follows the client’s work very closely during this whole sct-up
period. His goal is to teach the client thore ughly, so the client will be capable of operar.
ing the system with no need of further help. During the set-up period he usually holds
three sessions, each one day long, at the client’s plant. The setting-up period usualls
lasts about two or three months. A follow-up visit is made a year later. The dcscripu.}
schedules are remarkably stable, and at the ead of the first year only about ten or fifteen
descriptors out of about 300 in the schedule require substantial modification. Less
adjustment is required in succeeding years.

Mg. B. C. Vickery thanked the speaker for his lucid explanation and asked how the
groups of descriptors were chosen.

Seeaxrr replied that grouping was merely for convenience. Appropriate descriptors
were casier to find when related ones were placed near each other. When the possibility
of grouping is explained to clients they enthusiastically take up the idea. They have
definite ideas about the relationships between the different parts of their technology,
and they group the descriptors in a fashion that will be most useful to them.

Mx. S. Whrran (Ministry of Supply Radar Research Establishment) asked if M
Mooers” retrieval system could be used with L.B.M. or Hollerith cards.

Srsxer replicd that a licence to use the patented system in the United Kingdos
would be needed, and that one of the more expensive of the LB.M. machines could do
the kind of selection required.

MR. AGarD Evans thanked the speaker.

THE FUTURE PUBLIC TECHNOLOGICAL LIBRARY
SERVICES
SHOULD A NEW PUBLIC TECHNICAL LIBRARY SERVICE BE
BASED ON THE TECHNICAL COLLEGES ?*

By D. J. UrQusuart, Pa.D.
Department of Scientific and Industrial Research

London, 21st October, 195§

THE topic 1 wish to present is not a simple one and the position is
confused by discordant voices each advocating different solutions to
quite different problems. T will present to you certain facts which seem
to me to be important, and some possible interpretations of these facts.
The whole is designed to provoke discussion of the problem of improving
our technical library service. The essential thesis is that the future lines
of development of public technological library services will be mainly
influenced by factors outside the control of the library profession but
which must be appreciated if librarians are not to act like King Canute
and attempt to stop the incoming tide. Lest my reference to this anecdote
should conjure up a picture of a spot on the English coast and a twice-
daily tide, let me urge you to treat the world as our stage and the next
few decades as our unit of time.

Against that background I want to present to you a series of proposi-
tions. The first proposition is this: Library services are determined by social
reeds and not the aspirations of librarians or budgetary considerations.

[ know that whenever 1 attend library conferences or read about them
[ find that one theme dominates. It is that libraries need more money. The
repetition of this theme by itsclf does not help its realization, for, despite
the current administrative arrangements, libraries are but instruments,
They exist only to meet some of the requirements of society. It is on the
basis of these requirements, and these requirements only, that arguments
for additional resources should be based. Let us not forget that the total
expenditure on libraries in this island is a mere bagatelle compared with
the total national income. In the past, libraries have been treated as
cultural amenities. If it could be shown by a consideration of economic
values that it was desirable to increase the present library expenditure
tenfold, that could be achieved. So far the case for spending cc asiderably
more on libraries rather than other things has not been prepared, or, if it
has, it has not been voiced sufficiently clearly in the right places.

[t is the job of Aslib or the Liprary Association to present a general case
for libraries., I wish only to draw your attention to some consequences of
tsimple fact which is well known to all of us. The fact is this. We must
cat. We in this island cannot feed ourselves without importing. We live

“ The views expressed in this paper are intended to provoke discussion. They are

fut necessarily the views of the author’s department.
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EDITOR’S CORNER

Publication in the April 1950 number of AMBRICAN
DocumenTATION of an article * Multiple Coding and
the Rapid Selector™ by Carl S. Wise and James W.
Perry has prompted a spirited critique by Mr. Calvin
S. Mooers, President of the Zatwor Company of
Boston. In furtherance of the aims of AMERICAN
DocuMeNTATION it has been decided to devote the
entire space available in this issue for editorial com-
ment to the communication. The opinions expressed
are entirely those of Mr, Mooers.

CODING, INFORMATION
RETRIEVAL, AND THE RAPID
SELECTOR

The stimulating article by Wise and Perry’ opens
the discussion of a large and important field of
documentation which I personally hope will receive
considerable attention in future issues of AMerICAN
DocumentaTion. Pertinent recorded information
cannot be used unless its very existence — and
then its location — is discovered in a large collec-
tion. Thus “information retrieval,” the discovery
process, must be distinguished from the ware-
housing and reproduction aspects of documentation.
Indexing systems and classification systems are
charactenzed by the authors as being incapable of
practicable information retnieval when faced by the
changing demands of future trends in viewpoint and
research. With this conclusion and with the brief
supporting arguments of the authors, | definitely
agree. Indexing systems and classification systems
are enormously defective when objectively com-
pared to the functional requirements of efficient
information retnieval. The defects are logically
inherent in the two systems and no amount of
ingenuity, revision, or disputation can remove
them. However, these two documentary pro-
cedures have by now become so well established,
and have accumulated such a weight of precedent
and authority, that any brief critical assertions about
their utility cannot be expected to make much of a
dent in the situation. What is needed 1s an extended
critical analysis backed by a tightly-knit line of
reasoning and many solid examples. We can hope

1C. 8. Wise and J. W. Perry, "Multiple Coding and the
Selector,” v. 1, pp. 76-8), American Documentation

(Apeil 1950).

that from some source — and the sooner the better
— there will appear such a full and rnigorous
treatment of the logic of this situation.

To use the terms ‘polydimensional” and
“dimensional™ in describing the way in which a
piece of information can be factored into a set of
cooperative descriptive concepts is to invite future
nomenclature trouble when the underlying theory
of information retrieval is finally developed more
completely. About the factoring process there is
no question. But, unless the terms “polydimen-
sional” and “dimensional” are used only in a
figurative sense to suggest the interplay and coop-
eration of the descriptive factors, employment of
these terms will soon lead to divergences in meaning
and to the misdirection of thought. Dimensionality
in the simpler cases deals with (1) the number of
Cartesian coordinate axes of a space, or (2) the
number of linearly-independent components of a
vector, and in a very much more sophisticated
sense, (3) the extension? of these concepts to the
large — though limited — class of objects which
make up a “separable metric space,” which then
includes concepts (1) and (2). In my investigations
of this subject, | have found that the concept-
factors cannot be given a strict dimensional inter-
pretation compatible with the basic ideas under-
lying any of these three notions of dimensionality.

A severe criticism must be directed towards the
proposal that the particular code described by the
authors be installed in a large-scale information
retrieval machine of the type of the Rapid Selector.
This criticism is based upon the inefficiency of this
code in the utilization of expensive machinery,
upon the code's inflexibility, and upon the code’s
incapability of utilizing with greatest economy the
coded areas on the film strip. Large-scale informa-
tion retrieval installations will be expensive by any
measure, and every effort must be made to secure
efficiency in these directions. Economy in machine
complexity leads to the additional benefit of fewer
breakdowns and periods of mechanical inoperative-
ness. Greater efficiency in storage of selective
coding on the film gives the additional benefits of
less film to store and a more rapid scanning to the

' W, Hurewicz and H. Wallman, “Dimension Theory."
Princeton University Press, Princeton (1948).
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end of the shorter film or, alternatively, of much
more selective information stored on the same
length of film.

Only one aspect of inflexibility will be men-
tioned here. In a coding system depending in its
selection upon the operation of statistics, as that
described by the authors does, it should be possible
to vary the number of marks in certain of the code
patterns. That is, in the authors’ language, 1t
should be possible to use two-letter, four-letter, or
even fifteen-letter codes for certan of the ideas
Only in this way will the system be versatile

to meet the varied intellectualstatistical
demands of the operation of a large information
collection. These matters have been previously
treated elsewhere.?

Non-economical use of the coded areas of the
film strip leads to other — and equally serious —
sources of ineficiency. The authors' coding method
forms the code patterns by spelling out the mnitials
or fragments of words from a statement of a subject.
Thus, “resins” receives the code “RESIL™ etc.
The letters employed in such a code do not appear
with equal frequencies, since such letters as K and
Y are seldom used in the language, while E or S
appears very often. What happens then n the
coded area of the film (or in any other selective
card or device) is that after only a few codes have
been put into the coding field, the positions for
E and S will most surely be marked. On the other
hand, even after a full set of descriptive factors
have been coded into the area, the positions such
as K and Y will be marked in only a very few cases.
Statistically, it 1s almost always possible to predict
that the positions corresponding to those letters
of the first kind will be marked, and that those of
the second kind will be unmarked — irrespective
of the subjects coded. Therefore, the coding post-
tions corresponding to the letters of both high
frequency and low frequency will really have a very
low utility in actual selection. This is because we
know a-prioti — independent of the subject —
how they will be marked. There would be little
loss if these letters were left out altogether.

Efficiency in the utilization of the coding area
demands that code-mark frequencies be equalized.

1. N Mooers, “Zatocoding for Punched Cards,” Zator
Technical Bulletin No. 30, Zator Company, Boston (1950).

 first stated this requirement several years ago in
a discussion of coding principles. Violation of the
principle can lead to serious nefficiencies with large
collections and when a large number of codes must
be used to desctibe each item of recorded informa-
tion, as in the Rapid Selector. The effect s particu-
larly critical when a large number of codes are
recorded in a single field. While the effects of a
violation may be tolerable 1 a small collection
(1,000 items) of hand-sorted cards, and when no
heavy demands are placed upon the coding capa-
bilities, this “statistical™ tolerance does not extend
to the large. heavily-coded collection. There the
non-uniformity of frequencies definitely introduces
a senious waste of coding capabihty

Because of these non-uniformities m frequency,
which apparently are not taken mto account by the
authors' computations. their stated values for the
occurrence of extra or unwanted selections are in
considerable error. In what follows, these non-
uniform frequencies will be included in the compu-
tation for the rate of occurrence of the extra selec-
tions, and comparisons showng the impairment of
efficiencies will be made.

By the Wise and Perry method for Rapid Selector
coding, the coding field attached to one frame of
film is divided into six subfields each containing
26 positions, one position for each letter of the
alphabet. We shall now focus our attention upon
one subfield and consider the statistical probabilities
for the different positions being marked when there
are one, two, or in general n different codes added
to the field. Let p(x.n) symbolize the probability
of the letter posttion designated by x being marked
when there are n codes in the ficld. Whenn = 1,
there is only one code, and thus one mark in the
subfield in a single letter position. Por different
single codes, this mark will appear at different
positions, and thus p(x,1) represents the letter fre-
quencies for all the letter-codes.

The statistics of the selection process depends
upon p(x,n) which is easily computed from p(x,1).
Since p(x,1) is the probability of the position x
having a mark when n = 1; then 1 — p(x.1) s the
probability of this position being unmarked. For

‘C. N. Mooers, “Putting Probability to Work in Ccdh:
Punched Cards,” American Chemical Society, abstracts

pq;ere. 112th meeting in New York City, September 1947,
p. 14E.




AMERICAN DOCUMENTATION

[227

two codes (1 — p(x,1))! is the probability of posi-
tion x being unmarked (since the occurrences are

independent), and so on. Thus

1 — px,n) = (1 — p(x,1))", or
plxm) =1 — (1 = px,1))*

Consider now the statistical occurrence of extra
selections (in the one subfield) with respect to a
large number of typical codes, with the letter fre-
quencies given again by p(x1). We want to
average the probabilities over all the possible letters
in order to find a weighted probability depending
jointly upon the marks in the subfield described
by p(x,n) and upon the selection code probabilities
described by p(x,1). The weighted probability for

the one subfield comes out as:
T p(x,1) plxn) e
E:‘.. plx,1)

With selection based upon six subfields, the
weighted probability for the occurrence of extra
selections is simply ¢, assuming selection by a
single six-letter code. If it is a two- or threecode
selection, with no repetition of code letters, then
the ratio of extra selections will be respectively
2" and Q.

Thus, everything is seen to depend upon p(x,1).
The values of these letter frequencies vary from
language to language, are different when counted
for the first, second, third, etc. letters of a word,
and soon. The mode of making divisions between
words, as illustrated by the codes shown in the
article, will also make some difference in the statis-
tics. Some practical compromise on a letter fre-
quency distribution must be assumed. As a source
of the frequencies, we will use the list compiled by
Fletcher Pratt for English text,® with an adjustment
made for the frequency shifts due to the elimination
of the article “the.” The Wise and Perry method
has a high preponderance of initials, but the same
source indicates that mitials have an even greater
lack of uniformity in frequency than text. There-
fore, by taking the text frequencies we should have
a conservative estimate of the losses in coding

efficiency.

* P. Pratt, “Secret and Urgent, the Story of Codes and
Gmphm.“ p. 252, Blue Ribbon Books, Garden City, N. Y.
(1939).

For simplicity in listing and computation, the
letters are grouped by mean frequency, as follows:

Frequency
Letter (p(x,1)
E 0.142
A, O NRLST 076
D,L.LF,.C,M,UH 030
G TP W,B 019
V.K.X.].RZ 003

We note that if the frequencies of the letters were
uniform, each would have the frequency 0.038.

The computation is now straightforward and
merely involves the substitution of these numbers
for p(x,1) into the formula for p(x,n) and  for a
given choice of the value n. It is then found that
Q = 0.619 when n = 16 as suggested by the
authors. In comparison, if the frequencies had
been equally distributed, we would have had
9 = 0.466, or less than }4. Because the ratio of
extra selections depends upon a very high power of
9, these differences in the magnitude of  — which
may scem small at this point — become very
significant when we take the sixth, twelfth, or
eighteenth power.

By computing the powers ¢, 2", and Q'* we
arrive at the corrected values for the ratios of extra
selections, and these can be compared with those
stated by the authors and which seemingly are
based upon the erroneous presumption that non-
uniformities in frequency can be neglected:

Actual ratios
found by
Ratios given by considering
Wise and Perry  frequencies
One<code selection less than 1/100 1/18
Two-code selection less than 1/10,000 1/350
Three-code selection less than 1,/1,000,000 1/6,000

The promuse is far short of the performance that
can be statistically expected. By the corrected
ratios, a threecode selection upon the Library of
Congress collection (assumed here to have five
million items) would result in over 800 unwanted
selections, that is, information items having nothing
to do with the subjects desired, instead of the more
reasonable five extra selections that might be ex-
pected from the authors' original figures.
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The actual loss in coding efficiency due to non-
uniform frequencies, and incurred through the use
of the authors' method, can be objectively measured.
We will make the comparison in efficiency by con-
sidering the situation n which the selective con-
cepts are recoded m such a way as to achieve a
complete uniformity of frequencies, that is, by the
use of random patterns of marks for the codes. This
is the method of Zatocoding, and is described else-
where.* In the article the effective coding field was
taken as 6x26 positions, or 156 positions, Here,
we will let the size of the coding field be the unknown
variable, and we will let n = 16, and will let the
ratio of extras for a single code selection be 1/18
as found above. 1t is then found that the authors’
performance could be duplicated in a coding field
having only 97 positions, instead of 156 positions.

Therefore, neglect of the frequency distributions
of the letters used in the codes results in an mefh-
ciency measured by a 61 per cent increase in the
required coding field space, and simultaneously
an equal increase either in machine complexity or
in running time during the scanning operation.

In considering a type of coding based upon words
and fragments of words, as in the Wise and Perry
coding, there is one more deleterious effect that is
of first magnitude. In the study above, we have
seen that single-letter frequencies cannot be
neglected in arriving at an estimate of the occur-
rence of extra selections. Neither can the letter-
pattern frequencies be neglected. Otherwise fla-
grant situations like the followmng will occur
(where we form the codes with the first three
letters from each stem):”

Word Six-letter code
radar, automatic tracking RADAUT
radiocactivity RADACT
radio antenna RADANT
radio arsenic RADARS
radicautography RADAUT

Here are distinctive subjects taken from three
different fields, yet in one case the codes are identical
and in the other cases there are only one or two
(rather than six) letters of difference in the codes

to allow them to be distinguished. The statistics
of the situation shows® that if “radar, automatic
tracking” is the subject of selection, then approxi-
mately one-half of all the references on “radio-
activity” will also appear as unwanted extra selec-
tions due to the high correlation (all but one letter)
of these codes.

This situation prevails in a more obnoxious form
within the same subject field. Consider an attempt
to make a selection upon “‘radioautography™ by the
use of “radio phosphorus,”™ where we intentionally
want to exclude such items as “‘radioautography”
by “radio arsenic.” In spite of our use of a dual-
statement prescription, such an exclusion depends
only upon two letter positions, or a probability of
one-quarter, Total elimmnation of correlations,
giving six code letters of difference, gives the
powerful discrimination of 1/128 between these
two subjects.”

Besides confusing similarly spelled ideas, such
correlations result in a very low number of effective
selective positions and a correspondingly high ratio
of extra selections when measured against the whole
collection. Thus, a selection upon “radio autog-
raphy ™ with “radio arsenic™ has (because of dupli-
cations) only eight different selective positions
operating (instead of twelve), and therefore gives
a ratio of extra selections of * = 1/45. By elimi-
nating correlations, as is done by Zatocoding,'
there are cleven to twelve selective positions
operating, and the ratio of extra selections becomes
(1/2)"" = 1/2,000, when measured against the
whole collections. g

Let us see what can be done in a specific instance
by using the full field of 12x18 positions that is
available in the Rapid Selector and by applying it
to a collection of five million items (e.g. the Library
of Congress). The Rapid Selector field has a total
of 216 positions available for coding. Using
Zatocoding, with its high coding efficiency, we first
set the absolute number of extras to be expected
in scanning the five million items with a three-code
prescription to a value less than unity (actually less
than 1/3 in this case). Then, from the formulas
given elsewhere!! we find that a single code should

* C. N. Mooers, ref. 3.
C. N. Mooers, ref. 3,
C. N. Mooers, ref. 3.
C. N. Mooers, ref. 3.
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have a random pattern consisting of eight marks in
the field. The field can accommodate eighteen such
patterns, and therefore it can code eighteen descrip-
tive aspects for each information item. The number
of available code patterns or designations comes to
about 10* or a hundred million million.

The debilities and criticisms cited before all
disappear by this method. Using standard pro-
cedures, the number of marks in the code patterns
can be varied with ease when that is statistically
desirable. The spotty use of the coding field is
climinated by the intentional use of uniform fre-
quencies in the codes. Correlations between codes,
and their undesirable consequences, also disappear.
The ratio of extra selections is at a true minimum
value consistent with the amount of information
being coded into the field. One-, two-, and three-
code selections now have an actual ratio for extras
of less than 1/500, 1/50,000, and 1/5,000,000,
respectively, In short, figures such as these are
the true measure of the performance that can be
expected with the Rapid Selector using an efficient
codmg.

We can conclude that a revision of the coding
for the Rapid Selector will surely produce advan-
tages, since the present system allows selection only
by a single statement, and the coded field records
only six different statements. Nevertheless, pro-

posals for a coding system for a large-scale selective

device should be advanced with caution, particu-
larly when the coding system depends upon statis-
tics for certain features of its operation. Extra-
polation from a small hand-sorted punch card collec-
tion is misleading if it i8 not accompanied by a
rigorous mathematical or statistical study of the
factors involved and their consequences. The
fundamental principles that govern the validity of
superimposed coding — what the authors call
“multiple coding™ — have been available for several
years. Their extension to very large collections
has been studied in detail,'? and these theoretical
predictions have now been justified by experience
in collections running to as lar 30,000 cards.
Superimposed coding, particularly in the refinement
known as Zatocoding (as in the last example), is the
most efficient coding method known at the present
time for the selection of information.”® It can be
expected to be a most important factor in the future
design and performance of large-scale information
selection instruments.
Carvin N. Moozss

1 C. N. Mcoers, "The Application of Random Codes to
the Gathering of Statwtical Information,” Zator Technical
Bulletin No. 31, Zator Company, Boston, 1949. Based upon an
M. . T. thess (math.), January 1948.

1 C. N. Mooers, “The Theory of Digital Handling of Non-
Numerikal Information and its Implications to Machine
Economics.” Paper presented before the Association for Com-
me&uy. March 19%0. Zator Techmical Bulletin
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SUPERIMPOSED CODING WITH THE AID OF RANDOMIZING
SQUARES FOR USE IN MECHANICAL INFORMATION
SEARCHING SYSTEMS

by
H. P. Luhn

ABSTRACT

Superimposed coding is the technique of recording a plurality of units of in-
formation in a common coding field for making them available for simultaneous
analysis. This technique produces secondary code combinations which,
while unintended, might nevertheless represent valid codes. Such occurrences
are minimized if the code combinations used have, as a set, the property of
randomness. The encoding method described in this paper brings about this
property by a standard operation. This eliminates the necessity of arbitrarily
assigning random numbers to given terms and of maintaining a dictionary of
such assignments. With the new methods, the randomized designation becomes
a function of the original term and may therefore uniquely be derived when or
wherever required. The paper also contains a description of the ELCO code,
another form of encoding derived by standard procedures rather than by assign-
ment.

The original manuscript for this report was dated June 15, 1956.




SUPERIMPOSED CODING WITH THE AID OF
RANDOMIZING SQUARES FOR USE IN MECHANICAL
INFORMATION SEARCHING SYSTEMS

by H. P. Luhn

INTRODUCTION

The problem of how to most effectively place information on re-
cords is important in any mechanical process used to scan records in order
to take desired information from them. In business records, a limited
number of classes of information terms are used. Because of the limited
number of these classes, it has been the custom to insert the information
in fixed areas or fields on the records. With the use of punched cards, this
system of fixed fields became particularly significant. This was because
once a card reading machine was adjusted for a given record format, there
was no question as to the meaning of the information recorded in it.

The type of information discussed here is of a more general char-
acter. Great difficulty is encountered in assigning fields to the many
classes of information terms that might possibly occur. The number of
such classes may vary from record to record and there may be more than
one term that could be assigned to a given class. Obviously, if allowance
was made for a maximum of such variations, the number of fields would
be so numerous that the record form would assume impractical dimensions.

One way to overcome this obstacle is to abandon the concept of
fixed fields and to record information in serial form, separating and iden-
tifying classes of terms by special division marks. This method is being
used in column-by-column card scanning systems* and in systems where
continuous tapes serve as the recording means.

*H. P. Luhn, "The IBM FElectronic Information Searching System"
International Business Machines Corporation, Engineering
Laboratories, Poughkeepsie, N. Y., 1952
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In cases where recordings of the above type are not feasible, two
systems have been developed to bring about the effect of serial scanning.
The first system uses punched cards in conventional card processing
devices. It consists of duplicating a given record as many times as there
are terms to be scanned and in such a way that each of the resulting cards
has a different one of the terms in a fixed field. This process is some-
times referred to as 'field rotation' and after reading the fixed field of all
of the cards in the set, all the information contained in the record has been
scanned¥ .

The second system is designed to give similar results with the
use of a single card. It is referred to as 'Superimposed Coding' and
consists of recording a plurality of information terms, one over the other,
into one common field. An example of this type of recording is given in
Fig. 1 where three code numbers have been recorded in a single four
column field of an IBM card. The original numbers were 1576, 2419 and
8079. However, the ten resulting punched holes may be interpreted as
standing for many other numbers such as 1579, 2516, 8476, etc. The
merging of such codes produces secondary combinations which might
represent unintended, yet valid, terms contained in a given dictionary of
coded items. It is therefore necessary to provide a means which will
minimize the interference caused by such spurious information.
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*An exa}mp.le is: The Punched Card System of the Chemical-Biological
Coordination Center, National Research Council, Washington, D. C.
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In solving this problem, reliance is made on the random way in
which letters or numbers happen to be combined to constitute a term and
on the random way in which such terms are being used. If this random
nature is substantially absent among a set of given terms, a recoding
method can be reverted to. One such method consists of substituting ran-
dom numbers for the given terms.

It is the objective of the system described below to achieve the
effect of randomizing non-random terms without the device of recoding.

A REVIEW OF THE REASONS FOR CODING

Before going into the details of the proposed codes, it is necessary
to review some of the reasons why codes are used for recording informa-

tion.

The word 'code' is rather loosely used as a collective name for
three distinct types of writing. They are:

Letter Codes. Communication by means other than the spoken language

has been made possible by the invention of writing. This can be done by
means of idiographs or by phonetic spelling with the aid of letters. These
methods of writing rely on two-dimensional representations or symbols of
varying forms used to designate the ideas or sounds for which they stand.
When it became desirable to communicate by means other than speaking
or writing, a severe limitation was imposed by the medium through which
such communication was to be established. Whether this medium was the
drum, or smoke, or a pair of electric wires, only a limited number of
different signals could be produced and a substantially one-dimensional
system of writing had to be developed. Examples are the Morse Code and
the Teletype Code. These codes serve to represent letters and numbers
as a series of unmodulated signals varying in length, in spacing, or in
both.

It is this type of letter code which has made possible the manipula-
tion of numeric and alphabetic information by machine. Such codes may
take the form of holes punched in a card or tape, or of magnetic marks

*Claire K. Schultz and Robert T. Ford, '"Random Coding for Recording
and Searching Literature by Means of Punched Cards', Research Lab.,
Sharp & Dohme Division, Merck & Co., Inc., West Point, Pa.
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on a magnetic tape, or of the mechanical or electrical signals actuating

the various devices which make up a machine. The only purpose of the
letter code in connection with machines is to facilitate internal commun-
ication. In most cases the use of such a code is not apparent since manual
input and readable output are accomplished by the use of conventional letters
and numbers.

Word Codes. The second type of code involves substituting another word,

a sequence of numerals, a letter, or some other form of notation for a
word or several words. Thisalsoincludesthe assignment of serial num-
bers systematically or arbitrarily to things or persons. One advantage of
these substitutions is the reduction of writing space or time. This 1s
exemplified by the use of abbreviations such as M for male and F for female.
In communication, the high cost of sending cables overseas has resulted in
the compilation of code books which permit the reduction of lengthy messages
into a few five-letter words. The Bentley's Code and the ABC Code are
examples of this.

The space problem is particularly acute in punched cards where it
is desirable to pack a maximum of information into a limited space. The
most compact arrangement is the assignment of a single element in a time
sequence or a single position in a two-dimensional recording array to a
given information term. Such systems are in wide use for the recording
of statistical information. The records of the Census Bureau and the
'peek-a-boo' card system of W. E. Batten are typical examples.

Numbers are substituted for alphabetic information for several
reasons. Assigning telephone numbers facilitated the layout and location
of the plug holes on the telephone switchboard and the eventual organization
of automatic switching devices. Farly punched-card-operated office
machines were limited to numerical information only. Because of this
limitation, customer's names and other alphabetical information had to be
translated into numerical designations. Numbers could be assigned in a
systematic fashion to include information such as: 'type of customer,'
and, 'district where located'. The use of numbers to classify a given
thing is well exemplified by the Dewey Decimal Systemn. The assignment
of part numbers is another good example.

Word codes may be defined as external codes with respect to machine
operations. They replace one word for another to reduce space require-
ments, facilitate mechanical manipulation, and to enable systematic
organization of subject matter.

RO R S R T
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Cryptographs. The third type of code is used to conceal the subject mat-
ter. While it is true that word codes usually cannot be deciphered with-
out reference to a dictionary or directory, this inconvenience is the price
that must be paid for the advantage derived. However, in Cryptography
the sole purpose is to prevent deciphering by unauthorized persons. This
type of code has no usefulness within the field of information searching in
general.

A NEW SCHEME OF SUPERIMPOSED CODING

The superimposed coding scheme described here is based on word
coding to the extent that a pair of letters is recorded as a single mark
within a two-dimensional recording area. In adapting it to punched card
operations, the peculiarities of punched card equipment have been taken
into consideration. The most important fact is that most standard mach-
ines are designed to read cards in a parallel fashion. In the case of an
IBM card, all of its 80 columns are read simultaneously, that is, in
parallel. The individual marks within the 12 possible positions in each
column are read serially on a differential time basis. Thus, a given hole
is identified by its column and by the instant in time at which it passes the
reading elements of the machine.

Superimposed coding schemes rely on this two-dimensional
arrangement of recording and are identified as the intersections of
columns and rows within a field of a fixed size. When information recor-
ded in this fashion has to be read for the purpose of scanning, the process
of comparison or matching has to be done in this parallel and serial
fashion. This process is wasteful in time and equipment as well as in
recording space utilization. The new scheme proposes to rearrange the
contents of a two-dimensional field and to record it in one-dimensional
form within a single row across a card. The result of this is that the
equivalent of 12 such fields may be read consecutively with the passage of
a single card. The advantages of this approach will be described.

In recording information for searching purposes, it is desirable
to signify the relationship of the various information elements. Records |
enumerating many things and their characteristics should reflect which
characteristics refer to which thing. Superimposed coding does not
permit the expression of such relations and differentiations in a single
field. The remedy might consist of using a plurality of fields, each field
containing information elements that are directly related. However, the
provision of several fields side by side on a single card would defeat the
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basic simplicity strived for and would require special equipment within
the machine for multiplexing the process of scanning. The use of as many
cards as there are fields required would increase the size of the files, and
the searching time, and would have many other drawbacks.

In the art of information searching the terms 'words' and 'sentences’
are often used to express the relationship between the various information
elements. Words within a sentence express a closer degree of relation-
ship to each other than words in different sentences. The information
elements punched into a given field may therefore be referred to as the
'words' and the total of these words within a field may be referred to as a
'sentence'. In using the linear form of superimposed coding as proposed
in the new scheme, as many as 12 sentences may be punched on a single
record card. Fach of these sentences is read in a parallel fashion for a
single-cycle comparison or matching operation. If desired, several sen-
tences in sequence may be tied together by special marks to form the equi-
valent of 'paragraphs’.

THE CONSTRUCTION OF THE CODE

Superimposed coding produces a certain amount of unwanted, though
valid combinations or words. When constructing such codes, special
attention is directed toward minimizing such spurious words or at least
minimizing the effects caused by their presence. The quality of resolution
of such a scheme depends on a number of variables such as:

1. Size of collection of records.

Size of the recording field.

Number of recording fields.

Number of marks used per word.

Number of words constituting the dictionary.
Number of words entered into a field.

Number of words to be matched.

Randomness of the letters or numbers employed
in the words.

O~ oUW

The statistical aspects of superimposed coding schemes have been
investigated and described by C. S. Wise and others *. In dimensioning

*'"Punched Cards', A Collection of Articles by Various Authors, Edited
by R. S. Casey andJ. W. Perry. Reinhold Publishing Co., New York,1951.
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and constructing the new scheme, proper recognition has been given to the
findings of the above authors. It should be realized, however, that at this
time there is not available any statistical information derived from actual
applications which might confirm the theoretically derived values for
spurious matches.

The system's degree of tolerance for unwanted selections may differ
with the field of application. Whatever the degree of these values, the
system is failsafe in that it produces at least all of the matches asked for.
There is another feature which must be tolerated in return for the compact-
ness derived from superimposed coding. Once information has been encoded
and superimposed within a field, there is no obvious way of decoding the
scrambled marks back into the words originally encoded. Therefore it is
necessary to list these words in a more conventional manner on the respective
coded records or to maintain a master file which can be referred to by way
of a reference number when it is desired to identify the words actually encoded.

Word coding is being employed in most cases to overcome restric-
tions and difficulties imposed by information-handling facilities. The
process of encoding and decoding words with the aid of code books or dic-
tionaries is time consuming. Any scheme which will simplify this task will
. therefore be a desirable improvement. If, for instance, words could be
spelled out directly and without the aid of a code book, a great deal of
time and effort could be saved. The new scheme pays particular attention
to this phase, and a method has been derived which makes such procedures
reasonably feasible.

Because of this desirable aspect of a system, the new encoding
scheme will be developed by applying it first to words in their original
spelling. Let us assume a square or matrix having 26 rows and 26 columns.
By writing the 26 letters of the English alphabet along both coordinates,
all two-letter permutations of the alphabet are designated by the 676
intersections. Now considering the horizontal axis to represent the first
letter of a pair and the vertical axis the second letter of a pair we may
then spell out any word in the following manner: Let us take the word
CHESTER. The first pair of letters is CH and this is represented by a
mark at the intersection of the C row and the H column. Subsequent let-
ter pairs of the word can be marked similarly at the appropriate intersec-
tion of the matrix. If an odd letter remains at the end of the word, it can
be paired with a blind symbol represented by a 27th column. The result
would be the entry of four marks into the matrix.

R B e = Y
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The new method does not operate in this manner. It spells
progressive pairs in single letter steps. According to this procedure, the

word CHESTER would be spelled in seven pairs, as CH-HE-ES-ST-TE-ER.
In this manner an interlinked chain is formed so the second letter of each
pair is also the first letter of the next pair. This interlinking may be
carried one step further by bringing the end around to close the chain on
itself. This is done by considering the last letter and the first letter of a
word as the final pair. Therefore, the complete spelling of the above word
is: CH-HE-ES-ST-TE-ER-RC, and the number of resulting marks equals
the number of letters of the word.

The result of this method of chain and ring spelling is that the se-

quence of letters has been established as a closed system. Therefore, any
mark outside this system or ring must belong to another word. The end-

around spelling of the last and first letter, the pair RC, prevents an

accidental match with a portion of a word like ROCHESTER, which would

differ in the end-around spelling of RR. By the same token, a word like

CHEST would not match with portions of either of the two previous words

because of the spelling of its end around pair as TC. The occurrence of

the word CHEST in both CHESTER and ROCHESTER may be ascertained

by searching for this word minus the end-around link TC. It is apparent

that if the words had been spelled in the form of unrelated pairs of letters, ‘
such differentiations would not have been possible.

Because the words were spelled as a ring, there might be a question
as to where a word begins. If it is important to indicate this, the addition
of an extra letter such as Q at the end or the beginning of the word would
serve to mark the break in the ring. Another way of marking the end of a
word would be to omit the end-around spelling and pair the last letter with
an 'End' symbol represented by a 27th column.

Additional words may be spelled similarly and added in this square.
Intersections of the resultant chains would remove the possibility of unique
interpretations of the marks. These points of confusion are less likely to
arise than in a system where the various marks are entirely unrelated.
While the 26 by 26 square might be desirable from a safety point of view,
its size is impractical and actually wasteful. Usually the size of a square
may be reduced substantially without seriously impairing its usefulness
because of the following considerations.

The statistical rate of usage of the letters of the alphabet in spell-
ing words varies considerably. Also, certain letter combinations may
never occur. Therefore the 26 by 26 square may contain intersections
which will never be used. Some will be used rarely and others will be
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used most of the time. Therefore, it is an objective of design to arrive

at a scheme where the probability of a mark appearing in any one of the
fields is reasonably even. Replacing words by random numbers would acc-
omplish this but this type of re-coding is the very thing that the new system
was devised to avoid.

Randomizing the marks is accomplished instead by reducing the
size of the square and by assigning several letters to each of the rows
and columns. The letters are then grouped in such a fashion that the
combined averages of usage for each row or column are as closely even

as conditions permit.

While squares of varying sizes may be constructed, consideration
was given to the ultimate intended use of the system: recording the contents
of a square in a single row of an 80-column IBM card. The largest square
that could be accommodated is an 8 by 8 square which requires 64 positions
across the card and leaves 16 columns for recording serial numbers and
other information.

Although the spelling of conventional words is possible with the
new method, it is essential that it be equally adaptable to more compact
and less redundant schemes of spelling. It should also be possible to encode
combinations of numerals such as serial numbers and numeric codes.

Attention was given to the following alphabetic spelling schemes:

Conventional Spelling
Special Consonant Code
Significant Letter Spelling
ELCO Code
Self-Demarcating Word Code

Conventional Spelling requires no explanation but the other schemes will
be described before going into the procedure of arriving at randomizing
squares.

Special Consonant Code. This code is used to provide a simple, system-
atic method for deriving code words from the original words. It is a
variation of the conventional consonant code which normalizes words by
deleting all vowels, the letters W, H, and Y, and the duplicate in double
letters. However, in order to keep words from being deleted by this
process, as in the case of the word 'WAY', the following procedure is
proposed:
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'Starting from the right, strike out all duplicates of double
letters and the U of QU. Then starting from the right again,
strike out vowels and the letters W, H, and Y, but stop short
if this process reaches a remainder of 3 letters. (OLIVE is
reduced to 'OLV', WAY remains 'WAY').

The consonant code is particularly useful for encoding proper names
because it overcomes many of the variations which such names are subjected
to. Additional conventions may be introduced to handle the usage of K, CK,
C, of TS, TZ, Z and other common variations.

Significant Letter Spelling. This encoding scheme involves a process of
-a—l;breviating common words or names to a fixed minimum. * The theory
behind this scheme is that less frequently used letters provide greater
differentiation among abbreviations. Words are systematically reduced
by eliminating letters in accordance with a letter use frequency table. Of
the letters in a word, the one having the highest frequency ranking is drop-
ped first, the one next in frequency is dropped next, and so on, until the
fixed minimum of remaining letters has been reached. Double letters are
treated as single letters and the U of QU is disregarded. Among similar
letters the last one is dropped first.

A sequence of 4 letters appears to be sufficient for the average
application. The first letter of a word is retained as being significant
because of its position and is excluded from the reduction process. This
may aid in identifying and indexing the abbreviations.

To a degree, this process results in a more even usage of the
letters of the alphabet and therefore promotes random distribution of

superimposed marks.
A frequency scale which might be used for the reduction process

is that compiled by R. T. Griffith and published in the "Journal of Franklin
Institute.' The scale is as follows:

ETAONISRHLDCUMPFYWGPEKBVXJQZ
1 2 3 4 5 678 910 111213141516 17 18 19 20 21 22 23 24 25 26

Examples: APPARATUS = APRU SEQUENCE = SQNC

*Carl A. Cline, "An Edge-Notched Index Card System for Mechanical
Sorting', Paper presented to the Div. of Chem. Literature, American
Chemical Society, New York, September, 1954.
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ELCO (Eliminate and Count) Word Code. This code is here proposed to
furnish an added degree of differentiating over the Significant Letter Spell-
ing just described. The procedure for deriving an ELCO code word is as
follows and is applied only to words of more than 4 letters:

'Starting from the right strike out all duplicates of original double
letters and the U of QU. In doing so,write over each of the letters,
thus eliminated, the number assigned to it in the letter frequency
scale. If more than 3 letters remain, strike out additional letters,
with the exception of the word-starting letter, in descending order
of frequency ranking as given by the letter scale. Again write the
scale number over each of the letters stricken out. With similar
letters, strike out the one farthest to the right. When the word has
been reduced to 3 letters, add up the values of the letters eliminated.
If the total is over 26, deduct 25 as often as necessary. On the fre-
quency scale find the letter which corresponds to the value of the
derived total. This letter becomes the 4th letter of the ELCO word,
the first letter being the starting letter of the original word and the
2nd and 3rd letters being the most significant of the remaining
letters of the word. In case the original word has 3 or less letters,
add the letter Z, standing for 'zero', on the right to bring the word
to 4 letters.'

The following examples have been derived with the aid of the
Franklin Institute scale previously given and numbered for the computa-
tion of ELCO code words:

Significant Letter Spelling

ELCO For Purposes of Comparison
35 1 9=H

CAMCER - CCRH CNCR
CONCERN = CCRF CNCR
CONCERT = CCRC CNCR
CONCRETE = CCRU CNCR
PATENT = PANN PATN
PATENTEE = PANS PATN
FAT = FATZ

Self-Demarcating Word Code. These code words are made up of sequences
of consonants and vowels in such a manner that several of them may be
written side by side without separating them by special marks. All of
these code words begin and end with certain consonants. Three-letter
words have a vowel in the middle while four-letter words have either two
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vowels or one vowel and the letter L or R. There are some exceptions to
these rules*. This systematic spelling of code words is particularly
suitable for the new system and contributes to the reduction of spurious

matches.

THE DESIGN OF AN 8 x 8 RANDOMIZING SQUARE FOR LETTERS ONLY

The five methods of coding described here have been made the
basis for the manner in which the letters of the alphabet have been grouped
in the indexes of rows and columns of the encoding matrix. The problem
was to come up with an arrangement that would achieve a comparable
degree of random distribution for all of the five modes of spelling.

Because in an eight by eight square at least three letters must be
assigned to each row or column, precautions were taken to insure differ-
entiation of spelling among the three letters of each group. If the same
groupings were applied to the vertical as well as the horizontal index, the
letters of a group would be treated in identical fashion. Therefore, a
given chain would represent all of the words that could be derived by per-
muting the various letters of all the groups in the chain. This would also
mean that the sequence of the letters of a pair would not be expressed
since, for example, the pair AB and the pair BA would be represented by
the same intersection. This situation was substantially overcome by
grouping the letters of the vertical set differently from those from the
horizontal set. This was done in such a manner that no two or more letters
of a group of a horizontal set would re-occur in a group of the vertical set.
This requirement meant the creation of two sets of groups and the optimiza-
tion of randomness in each set.

For statistical information on the frequency of usage of letters in
the English language, the table in the '""Journal of Franklin Institute'" was
used. Since this table did not differentiate between the various positions
of letters within a word, it was deemed advisable to modify its values to
reflect the frequency of starting letters on the basis of listings in Webster's
Collegiate Dictionary. An average of four letters per word was assumed
for the usage of the matrix and a new table of values was computed on the
basis of one starting letter and three average letters. In Table No. 1, Fig. 2,
the three sets of values are shown side by side. Table No. 2 lists the newly

derived values in descending order.

*H. P. Luhn, "Self Demarcating Code Words'', IBM Engineering
Laboratory, Poughkeepsie, N. Y., 1953
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The grouping of the letters into the final arrangement was made to
produce, as nearly as possible, a reasonably even distribution of combined

averages of letters:

For fully spelled-out words.
For the Consonant Code.
For the Significant Letter and the ELCO Code.

For the Self-Demarcating Code Words.

W NV

The following rules for distributing the letters were observed:

1. To try for an optimum distribution of consonants for the
Consonant Code.

2. To assign the vowels and the letters L and R singly, e.g.,
one to a row or column, in order to optimize the distribution
of the inner letters of the Self-Demarcating Code words.

3. To pair each of the letters L and R with one of the consonants

Wi iH, Y,

A table of groupings arrived at on the basis of the above consider-
ations is given in Fig. 3. The left half of the table is the distribution for
one axis and the right half of the table is the distribution for the other
axis. Columns b, ¢, and d contain the consonants except W, H, and Y.
Column b contains the first eight consonants of Table 2 listed downward
in descending order, except for S and R. Column c contains the next
eight consonants of Table 2 in descending order listed upwards. In
column c of the right-hand portion of the table the sequence of the letters
has been changed by transposing the entries in column a. Thus, 1 and 2
have been interchanged, as well as 3 and 4, 5 and 6, and 7 and 8. The
vowels and W, H, and Y were then entered into column a in accordance
with the above rules. The letters W and Y in the left-hand side of the
table have been paired with R and L respectively. Column a of the right-
hand side was then derived from column a of the left-hand side by transpos-
ing the first four and the last four entries from column a on the left. In
columns d and d' the two consonants X and Z were entered by adding them
to combinations which contain a vowel. They were not combined with U
because of the degree of significance this vowel has in the significant
letter code. In the right-hand side of the table the association of these
two letters was varied so that they would not appear together with the
letters they were combined with on the left-hand side.
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Letter Grouping for an
8 x 8 Randomizing Square

Cons. Cons.
Code Code
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FIG. 3

Beside the columns of Fig. 3 are the combined averages, first for
the consonants of the consonant code and then for the whole group. It is
apparent that the grouping favors the consonant combination for the conso-
nant code, the combined averages ranging from 6.5 to 9. As far as self-
demarcating code words are concerned, a reasonably even distribution is
assured by having each group contain outside letters and inside letters in
the same proportion. The total averages range from 9 to 17.

While it is felt that the above arrangement is a reasonable solution
for the application it was designed for, other groupings may be in order
when dealing with other codes or languages. In this connection reference
is made to ''Interlingua' because of its application to scientific information.
In any case the procedures covered here will facilitate the construction of
an optimum matrix.

Inorder toarrive at the final recording square, the two lists repre-
sented by the two halves of the table in Fig. 3 have been arranged at right
angles to each other to designate intersecting rows and columns. In this

. case, the left-handlist has been used as an indexfor the rows and the right-
hand list as an index for the columns. The resulting arrangement is
shown in Fig..4. For convenience of reference the letters within a group
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and the groups have been re-arranged in alphabetical sequence, since the
actual position of a group with respect to other groups is immaterial.

As an example, in the square of Fig. 4 an entry has been made of
the words 'CHEST', 'CHESTER', and 'ROCHESTER' with all the letters
spelled out. The various marks have been interconnected to indicate the
chain formed by the sequence of the pairs of letters. The end-around
portion of the spelling in each of the three cases has been indicated by dot-
ted lines and the affected marks have been labelled accordingly. The arrows
in each case point at the beginning of each of the words. The function of
end-around spelling to differentiate the three words becomes apparent in

this diagram.

In Fig. 5there is an example of each of the patterns created by
consonant spelling, significant letter spelling, and self-demarcating code
spelling. They are shown as applied to an abstract of the same subject
matter given as a single sentence in Fig. 6. The sentence has been written
in eight lines, each line containing a 'notion' which might have been chosen
by the editor as a differentiating element. The example is given to illus-
trate the various word codes and is not intended to teach a particular
method of abstracting.

In the column to the right of the complete sentence, the notional
terms assigned by the editor are given. The word codes for these are list-
ed in a separate column for each of the four spelling methods.

The pattern derived by consonant code spelling is shown in Fig. 5.
The various words have been numbered and the marks in the square have
been identified by these numbers to facilitate tracing the procedure of
chain spelling. The spelling of the 28 letters resulted in 25 marks, three

of which are double entries.

The pattern created by significant letter spelling is shown in the
lower left of Fig. 5. In this case the 32 letters resulted in 25 marks of
which five are double entries and one is a triple entry.

The pattern of self-demarcating code spelling is shown in the lower
right of Fig. 5 where 29 letters resulted in 24 marks including five double
entries.
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THE DESIGN OF A 10 x 6 RANDOMIZING 'SQUARE' FOR MIXED SYMBOLS

These design procedures were formulated to create squares with
alphabetic indexes. It is apparent that any other set of symbols could be
adapted for randomizing and for the distribtuion of code marks by the
method of chain spelling. The use of numerals for serial numbers and for
numeric codes makes it desirable to enter such information in superimposed
fashion and preferably in conjunction with alphabetic information.

A scheme which permits entries in mixed symbols will be des-
cribed next. For the purpose of this example it has been assumed that
the frequency of usage is the same for all numerals. It has also been
assumed that the size of the square should be similiar to the square dev-
eloped previously so the code patterns could be recorded on a punched
card.
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Because there are ten numerals, the format for this square was
chosen because it provided a balanced distribution of the ten entries in the
indexes of the rows as well as the columns. A ten by five square accom-
plishes this by assigning one numeral each to the ten rows and by assign-
ing the five pairs; 05, 16, 27, 38, 49 to the five columns. In order to
identify the end of a chain, an "End Mark'' column is provided for entering
the last character of a term instead of pairing it with the first character of
a term as in the previous examples. This sixth column brings the size of
the square to ten fields high and six fields wide.

The letters of the alphabet have been grouped into two index sets,
one for the ten rows and one for the five columns. The same principles
of distribution have been used as were used in the previous examples. The
letters 'Q' and 'I' have been arranged to coincide with the numerals '0' and
']1'to overcome confusion between these symbols.

Fig. 7 shows the pattern created by an example of five number code
entries comprising 30 characters.

For the purpose of comparison the word code entries of the eight
by eight square have also been entered into the 10 x 6 version as shown in
Fig. 8.

The groupings of characters and the combined averages of letter usage
are given below.

Row Index Column Index
Average Average
All Cons. All Cons.

Letters Code Letters Code
CcOz 0 10.7 4.7 FHOQS 05 211 10.7
DI1J 1 11 4.5 GIKLP 16 18 iS5
AMV 2 12 4.5 ACTWZ 27 234} 13,1
BL 3 6.5 6.5 BDRUV 38 16 1535
EFK 4 14 4.5 EJMNYZ 49 2352 Qi
GR 5 8 8
HT 6 13.5 8.5
NW 7 8.5 6
PQU 8 6.2 % R £
SXY 9 9.6 7.6
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NUMBER CODES

(1) 34F1746X2
(2) PC5063

(3) 2,416379
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CHECKING SCHEMES

Numeric codes which utilize self-checking features for eliminating
transcription errors* are particularly effective in superimposed coding
schemes. This is so because the check digit, commonly used in such
schemes, is systematically computed and consequently acts as a unique
differentiating element. It will therefore be well to take advantage of this
device because it tends to reduce the rate of spurious matches. These
checking systems are equally adaptable to mixed and to purely alphabetic
codes.

SINGLE ROW RECORDING ON PUNCHED CARDS

It was considered more convenient to first demonstrate the new
system and the various examples in their original two-dimensional form.
As was mentioned earlier, one of the objectives was the creation of single
row recordings of the patterns contained in the squares, each row repre-
senting a 'sentence.' This requirement is achieved by laying the rows of
the squares end-to-end in a given order.

This is illustrated in Fig. 9 by an 80 Column IBM card for the
combination alphabetic and numeric scheme. The 60 columns from 21
through 80 have been assigned to this scheme. The remaining 20 columns
from 1 through 20 are available for the recording by conventional punch
code of such information as serial number, which identifies the particular
card as well as some broad class designations. Of this space, column 19
may be used to tie rows together to indicate 'paragraphs'. The absence of
a punched hole in this column would indicate that the associated row termin-
ates a 'paragraph'. Column 20 may be used to indicate the presence of
numerical data in the associated row. If a recording exceeds the capacity
of a single card, it may be necessary to tie two or more cards together by
way of punches in another special column.

The principle of serial scanning of rows and the machine techniques
that may be used for this kind of recording are similar to the ones devel-
oped in connection with the U, S. Patent Office searching experiment of
1950. The processing in this experiment was done by an IBM Type 101
machine, equipped for row-by-row searching. Since machine methods which

*!'Self -Checking Number System'!, International Business Machines
Corporation, New York City, Publication : Form No. 22-6022-0.
See also U. S. Patent No. 2,731, 196 to H. P. Luhn dated Jan. 17,
1956.
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might be applied to perform searches are not a topic of this paper, reference

is made to the report on this experiment for further information %

RECORDING ON TAPES

The creation of single row recordings facilitates the processing by
means of certain devices. However, the method of encoding just described
has advantages which make its use attractive also for use in those devices
which are capable of searching two-dimensional arrays of information.
Under certain conditions, a substantial saving of recording space can be
achieved and the process of searching can be simplified.

If the code words used in the preceding example were to be spelled
out, at least 40 characters and division marks would be required. When
using self demarcating code words, this number may be reduced to 30.
If a six-bit code were used to record this, the space required would be the
equivalent of 30 x 6 or 180 bits. The recording of a ten by six randomizing
square would require a space for only 60 bits. This is the space needed for
ten characters so that in this particular instance a reduction of 4 or 3 to 1
could be realized. Because of this reduction, less storage space and functional
capacity would be required and processing time would be materially shortened.
Whether these reductions would pay off depends on the relative merits of the
statistical and the discrete searching methods as applied to a given situation.

If it is desired to record randomizing squares on seven-channel
punched or magnetic tape, this could readily be done by sectioning the
squares into six-bit strips and by recording these across the tape the same |
way as normal characters are recorded. If desired, a bit count may be made |
for each row and a redundancy bit may be added in the seventh channel where
required. In the case of the 10 x 6 square, no rearrangement of the pattern
is required.

CONCLUSION |

The principle of distributing code entries by the use of randomizing |
squares and the principle of chain spelling have been demonstrated with the
aid of letter frequency tables derived from common English literature. In I
order to obtain greatest efficiency, it would be advisable to compile special
frequency tables for scientific literature.

*Mechanized Searching in the U. S. Patent Office, M. F. Bailey,
B. E. Lanham, and J. Leibowitz, Journal of the Patent Office
Society, Vo. 35, pp. 566-587.
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The principles described above may be applied equally well to any
foreign language and to artificial languages such as 'Interlingua', provided
letter use frequency tables for these languages are available.

is at a premium. For this reason it is being used extensively in margin-
ally punched card systems. For the users of such systems the randomiz-
ing square method of recording may offer additional advantages.

Superimposed coding offers many advantages where recording space ‘i
|

H. P. Luhn
June 15, 1956
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I OBJECTIVE

The object of the project is to investigate the feasibility of construction
of a special file to be used in the retrieval of information. This file should
contain descriptions of up to two million documents, and it should behave in
such a way that shortly after an inquiry is made, indications should appear
simultaneously for all documents, if any, whose descriptions logically include
the descriptions and relationships specified in the inquiry. This behavior is
summed up in the title of the project: '"Multiple Instantaneous Response File."

The behavior described may be contrasted with conventional large-scale
retrieval machines, in which data stored in some kind of a memory are scanned
sequentially by a specialized logical testing organ. It is expected that a
multiple instantaneous response file (MIRF) would require an intimate merging
of the logical testing function and the storage function in its working elements.

II TECHNICAL STATUS

The research of the Third quarter will be described under the following
headings: Use Aspects, Coding, Magnetics, Cryogenics, and Optics. Most of
the work of this quarter has concentrated on coding and on magnetic realization.

A. Use Aspects

Although the objectives of the project do not include study of the possible
use of a MIRF, the question has naturally arisen in the course of the feasi-
bility study. For example, in the second quarterly progress report a simple
analysis was presented of a hypothetical serial scheme using available devices,
for comparison with a MIRF, with the assumption that both systems had the same
average output rate. This comparison showed that it is not necessary to use
a MIRF to obtain high average rates.

The analysis suggested that the primary advantages of a MIRF, deriving
from its low delay time, would be (1) use in a man-machine cycle, in which a
user can quickly improve his question on the basis of the machine's response,
and (2) the simplification of handling the traffic of incoming and outgoing data
in a busy center.

In a recent paper,1 Professor Y, Bar-Hillel suggests that the best use
for a machine in literature retrieval is in a man-machine cycle, in which the
machine quickly presents the answers to the man's formulations in a given
index system, but in which the man is responsible for making the semantic
links to alternative formulations. He bases this conclusion on his belief
that it is futile to try to construct a closed set of rules by which a computer
could autonomously arrive at good judgments of the closeness of topics
relative to a user's interest, except with enormously complicated document
descriptions. He states:

1"Some Theoretical Aspects of the Mechanization of Literature Searching," Tech.
Report 3, Contract N62558-2214, U.S. Office of Naval Research, Hebrew University,
Jerusalem (April 1960).




"The only steps in a complete literature search which I can see
as being usefully turned over to computers are:

(1) The storage of the references and their index sets

(2) The matching of some Boolean function over a given set of
topic terms with the various stored index sets

(3) The printing out of reference lists corresponding to these
matchings."

This point of view is an encouraging one for the MIRF program, since a
MIRF would be an ideal machine companion, permitting the user to make many
variations in his interrogation without annoying delays between question and
response.

It is important to distinguish between literature searching and fact
retrieval. The former requires a search for things whose relatedness must be
deduced from imperfect and limited terms of a simple language, whereas the
latter is a search which, almost by definition, will be satisfied by positive
responses to a Boolean test on the symbols which comprise a description--e.g.,
the ages, dimensions, I1.Q.'s, etc., in a personnel file. The advantages of a
man-machine team would be great in literature searching, but not necessarily
for fact retrieval, since, in fact retrieval, the inquirer will usually be
able to state the terms of interest and their logical connection without need
for many modifications.

It is appropriate, in the light of the above remarks, to consider the-
significance of the logical OR (or "Union," or 'disjunction") operation in the
interrogation test. An important function of this operation is to act as a
"net" to catch items which are described by synonymous (for the purpose of
the user) terms or which belong to a set which can be described only by
enumerating its members. The single order could always be broken down into
elementary components, each of which could comprise a separate test, the
result of which would be summed in a list.

Since all previous large retrieval machines were serial, the availability
of the OR test was vital, since the restriction to elementary conjunctive
expressions would have required either the repetition of long serial searches
for each elementary quiz or the provision of many parallel (and expensive)
detectors. In a MIRF, decomposition of a disjunction into a set of elementary
interrogations would not appear to be burdensome in time or equipment. It may
be, therefore, that the OR function is of considerably less importance in a
MIRF than in a serial machine.

Another important question in the area of usage is that of providing the
supplementary data beyond the mere list of serial numbers, to aid the searcher
in deciding whether the response to his quiz is satisfactory and adequate.
This is an especially difficult subject to consider in the abstract, without
consideration of a particular subject matter or system of users. In any case,
consideration of the various schemes for realization of the MIRF thus far
indicates that economic considerations will severely limit the amount of
information (perhaps only the index set) which can be recorded for each item.
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Thus it will be appropriate to consider various '"back-up' media, such as books,
cards, etc., which will present the necessary supplementary data. The medium
should be low-cost and random-access in construction to take advantage of the
address information provided by the MIRF.

In the comparison of a MIRF with a hypothetical serial system mentioned
above, it was assumed that the serial system was capable of grouping interro-
gations and distributing responses from and to many interrogators. This involves
a queue with fixed service time, whereas a MIRF, serving many sources by time
multiplex, would involve a queue with, to a first approximation, negligible
service time. The simpler system integration problem of the MIRF may be
considered as a positive entry in a list of advantages and disadvantages.

B. Coding

1. Transformations on Superimposed Code Designs

Since it is expected that a MIRF will be realized using two-state
elements, there has been continuing study of binary codes suitable for
representing the file data and for performing the required logical tests. The
amount of information which can be represented by a given binary code field
depends upon the length of the field and on the number of marks which are
allowed. In some physical realizations, the cost of a mark may be much greater
than the cost of an unmarked field position; thus it is desirable to be able
to transform one code design to another in order to obtain the most economical
structure.

In Quarterly Status Report 2, a number of alternate codes were
discussed, suitable for data which are subject to equality and size comparisons.
In the third quarter, this study was extended to codes designed for inclusion
tests--in particular, the codes in which descriptions and interrogations are
composed by superposition of elementary sets of marks.

—

Superimposed codes are of two kinds,* "single field" and "multiple \\
field." 1In the first, there is no restriction on the location of marks, while
in the second, each component descriptor is composed of one mark in each of
several fields, each mark taking on locations within its field independently
of the other marks, if the rule of pattern generation is a random one. The
number of places in the field and the number of marks permitted must be designed
to allow a sufficient vocabulary and to minimize false responses due to the
inherent ambiguity of the scheme, but to avoid wasted capacity.
According to the analyses published in the 11terature,2’3 the marks
in the fields are best utilized when the fraction of places marked in the

*
In all discussions of codes, unless otherwise noted, it will be assumed that
all data fields have the same length.

2C. Wise, Punched Cards, 2 ed., Chapter II, (Reinhold Publishing Corp., New

York, New York, 1958).
C. Mooers, 'Zato Coding for Punched Cards,"” Zator Tech. Bull. 30 (1950).

3
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averafe document is, in the single-field case, l, and, in the multiple-field
case e One subject of consideration in this quarter has been the effect on
coding efficiency of departures from optimum design. For single-field coding
it may be asked, for a given (small) error rate, how many positions must be
added to the field length if the number of marks is reduced below that
specified for optimum design. The analysis and a set of curves for a represen-
tative case are presented in Appendix A. Briefly, the results are favorable--
i.e., the optimum is not sharp, and useful departures from it do not require
unreasonable expansion of the field.

For example, assuming a maximum of ten descriptors per file document
and a minimum of four descriptors in a quiz, fhe optimum number of marks for a
random (generally false) response rate of 10~ responses per file item is five
marks in a field of 81 positions. Due to occasional double marking, the average
number of marked positions will be 38.3 (with a maximum of 50). If, now, the
number of marks per descriptor is reduced to three, the field must be lengthened
to 87 in order to keep the random response rate (called '"dropping fraction' by
some authors) constant. The average number of marked positions will be 25.8.

Thus, reducing the average number of marks from 38 to 26 required
increasing the field length from 81 to 87 (for the assumed file parameters).
For those files in which the cost of a mark is more than half the cost of a
field position, such a departure from "optimum" would be justified.

There is another method for reducing the number of marks in a
superimposed single field code, which may be explained by the following three
steps:

(1) Assume a binary pattern resulting from superposition of
conventional descriptors--e.g.,

010011

(2) Group the binary digits so as to represent a number in a
higher base code--e.g., for a base 23 - 8, grouping three
bits at a time, as follows:

010,011

(3) Represent the new digits using a code in which the number
of marks is restricted--e.g., for this example, a "l out
of 8" code. This will now give a representation of greater
length, but with fewer marks, as follows:

00000010, 00000100

A cost analysis for different radices is given in Appendix B. The
best results given by this transformation are much poorer than those given by
variation of the basic code.

It should be mentioned that there exist simple interrogation rules
in the transformed number system for accomplishing the necessary inclusion
operations.




2. Improved Analysis of Superimposed CodingVPrinciples

The analyses of the behavior of superimposed codes published by
Mooers and Wise use approximations which appear intuitively reasonable but
which cannot be justified on strict mathematical grounds. For example, the
distribution of the number of marks resulting from superposition of a fixed
number of randomly selected descriptors is characterized by the mean of the
distribution, both for the file items and for the interrogation. The expected
number of random responses (''drops’’) is then obtained by combinatorial
operations on the mean of the distribution of marks in the file items and
either a specific interrogation with a given number of marks or the mean of
the distribution of marks in a set of interrogations.

Properly, the number of random responses should be obtained by
operations on the distribution of marks rather than on the mean of the
distribution. Such an analysis is not easy, and the existing analyses have
presented their results as upper limits.

Dr. R. Singleton, of the Mathematical Statistics group at SRI has
made some progress towards rigorous analysis of the problem. He is currently
preparing a report on his studies, and is considering the preparation of a
program of computation based on his analysis.

All the above analyses, of course, assume an ideal model--i.e., with
random, uniform selection of descriptors in both file items and interrogations.

Cs Magnetics

The most active investigations into physical realizability has been in
the area of magnetics. This study will probably continue through the duration
of the project for various reasons--e.g., the high state of development of
many materials, both in high quality and low cost, the flexibility of
structural design, and the extensive design experience available.

In Appendix C there are presented several possible types of organization
of a magnetic MIRF. There is little doubt that, using available devices--e.g.,
ferrite memory and switch cores, a MIRF could be realized in one or more of
the structures; however, the cost (or inconvenience) of assembly of the MIRF
would be unreasonable. Most of the study of magnetic realization has been a
search for the proper combinations of physical structure and materials and
assembly techniques which give a simple, economical means of recording the
file data.

Numerous schemes have been considered and dropped and there are presently
several under serious study. At the present time it would be premature to
perform detailed analyses of the various schemes. Rather it is planned to
make rough studies of the most promising of the very many possibilities, then
choose the best of these for detailed study.

Appendix C presents a brief qualitative description of basic file
organizations, coding techniques, and examples of physical elements for a
maghetic realization.

5




In a large file, power dissipation may become significant, and so there
has been some study of magnetic materials which would require low driving
currents. In the second quarter, a number of different metallic alloy
magnetic materials were tested. Unfortunately, the more magnetically sensitive
of these are physically delicate, and the cost of adequately protecting a
metal element appears to make them unfeasible for MIRF.

In the third quarter, hysteresis characteristic tests were conducted on
experimental ferrite cores furnished by Telemeter Magnetics Inc. The results
of 60-cycle tests are summarized in Table I, below. For comparison, it may
be noted that common memory cores have coercive forces in the range 0.7 to 1.5
oersteds.

TABLE I
MAGNETIC CHARACTERISTICS OF EXPERIMENTAL LOW-DRIVE CORES

Sample No. D179 D180 D181
Coercive Force (Hc) at 20°C (oersteds) 0.32 0.27 0.13
Temp. Coeff. of H, (oersteds/oc) 0.0019| 0.0017| 0.0017
Relative Total Flux 1.46 1.4 1
Temp. Coeff.of Flux (% of 20°C 0.52 0.54 1.4

Value

per °C

All of the materials are useable, and have good squareness, but the most
sensitive (i.e., requiring the least amount of drive to achieve saturation),
D181, requires the most careful temperature control.

D. The Cryogenic MIRF

As previously reported in Supplement C to Quarterly Report 2, we have

been considering methods whereby the unique characteristics of superconductivity
might be employed to realize a "two-terminal MIRF" of large storage capacity.
Two incentives for pursuing this investigation are (1) the fact that the very
ideal nature of superconductive switching phenomena offers the possibility of
constructing files of almost arbitrarily large size which may be interrogated

as a single unit, and (2) the fact that the methods visualized for constructing
such a file appear to meet the difficult cost criteria which must be associated
with files of very large capacity.

In the early planning stages of the MIRF project it was realized that
superconductivity would certainly deserve investigation in device configurations
which had never previously been constructed or tested. Accordingly, a small
cryogenic laboratory was set up (at a total equipment cost of less than $1000)
so that we would have facilities for showing the feasibility of our proposed
cryogenic devices.




Along experimental lines, however, our total cryogenic effort to date has
been quite small, consisting mainly of assembling and checking out the apparatus
and making two or three simple experiments with bulk materials.

Plans for the next quarter include the construction and testing of one
or two feasibility '"samples' of MIRF file structure. These devices will be
full-fledged miniature MIRFs patterned after the arrangement shown in Fig. 1
(this figure was reproduced as Fig. 4 in Supplement C of Quarterly Status
Report 2). The first prototype will consist of eight words of 9 bits each.
Three bits of each word will be dedicated to explicit coding of a binary
accession number. The remaining 6 bits will be used as a field for super-
imposed coding. The data mesh and quiz-conductor array (shown in Fig. 2 of
this report) will be etched from thick films of tin and lead respectively on
glass substrates. The shape of the quiz conductors has been chosen so that
no switching of horizontal conductors in the data mesh will occur. This
allows each set of conductors to be fabricated from one material only, a great
convenience. Data entry will be accomplished by mechanically removing some
of the data mesh conductors after the initial mesh pattern has been produced
by a photo-etching process.

E. Optics
2 8 Background

The term "optics" is used very loosely here, to refer to possible
realizations for MIRF using light as a medium for propagating information.
Two "classic' types of structure were described in the last quarterly report,
which might be characterized as '"volumetric,'" or "planar," respectively. The
"peek-a-boo" may be considered as '"volumetric,' since in the classic form, light
must propagate through a stack of baffles. The many schemes of the ''Filmorex'
type may be considered as ''planar," since there is only one storage plane
between light source and light detector.

Early in the project it was evident that a peek-a-boo realization of
MIRF would not require the file structure used in the conventional mechanical
(card) form--i.e., one card (or baffle) per descriptor. Rather, it is possible
to use combinatorial coding as in other realizations--e.g., a binary field of
one hundred or so bits, in explicit or superimposed coding, requiring one or
two baffles per bit.

In the first two quarters, a number of '"optical" schemes were
conceived and recorded for further study. The planar types enjoyed the
feature of low-cost masks, but suffered from the high cost of presenting
coded light signals to all the elements in the file, whereas the volumetric
types did not essentially require coded light sources, but required expensive
and unwieldly elements.

2. Use of Electro-luminescent and Photoconductive Elements

In the past quarter, several structures have been conceived employing
combinations of electro-luminescent elements and photoconductive elements, which

7
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offer very attractive possibilities in both planar and volumetric structures.
Simple sketches of possible structures are given in Figs. 3, 4, and 5.

Figure 3 shows a planar structure, consisting of a set of electro-
luminescent strips, energized according to the bits of an interrogation, whose
light may pass through the holes punched in a data mask to be detected by a
special photoconductive detector surface. As shown, this surface is made of a
base of uniformly deposited photoconductive material upon which are deposited
horizontal strip conductors. Successive pairs of conductor strips serve to
define a data word, since if any light is permitted to fall on a region, the
lowered conductivity of the region between strips causes the two strips to
come to about the same potential. The logic is entirely the same as that of
the superconductive structure described in Appendix C of Quarterly Status
Report 2. Since, however, the ratio of "off" to "on" resistance is not
infinite, the strips would be grouped and detected by separate threshold
elements. It appears that the size of the groups may be large, since the
dark-to-light resistance ratio is quite large.

Figure 4 shows two successive elements of a volumetric (peek-a-boo)
structure. The long, vertical, unshaded rectangle represents the edge view
of an electro-luminescent cell, with conductive surfaces, the right-hand
surface transparent and the left-hand surface opaque. Bonded to the left-hand
face are two photoconductor cells whose right-hand faces are electrically
connected to the common conductive face of the luminescent cell, but whose
left-hand faces are connected to two separate signal voltage busses. A file
would be made up of a stack of sheets composed of such elements, all elements
on a given sheet serving a particular bit in the code field. The sheets would
be separated by punched paper or card masks, containing the stored data. The
punches in the data mask allow light to fall upon either one or the other of
the two photoconductors. If, at a given bit position, light shines on a
conductor, and the bus to which the conductor is connected is energized by an
interrogatisﬁ_voltage, this voltage will be applied to the entire luminescent
cell. The light produced will shine on both regions of the next mask. If
the quiz voltages of all the bits are applied to conductors whose mask 1is
punched, a chain of light emission and detection will pass through the entire
set of baffles composed of such elements, to be detected at the last plate.
It may be noted that, since light is regenerated, precise mechanical regis-
tration is not needed, and that since most chains will be blocked at early
stages, only a small fraction of the total possible light production
capability in the file may be expected at any given quiz.

Figure 5 is a kind of dual realization of Fig. 4. The same types of
regenerative elements are used, but the light in a successful chain will pass
back and forth successively through the two faces of a single mask.

So far, only rough qualitative consideration has been given to these
and similar optical schemes. Several good features make them worthy of
further study. First, data would be easily changeable; second, the technology
of the materials involved appears to be reaching a satisfactory development
with respect to reliable life and low cost; and third, the materials and the
logic appear amenable to uniform mass production.
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The structures are easily adaptable to both explicit and superimposed
coding, and the low cost of the threshold elements may make even more sophisti-
cated logical structures possible.

3. Light Inversion

In the mechanical peek-a-boo, a match is indicated by the presence
of a spot of light at a given point in a dark field. In the search for an
optical realization of MIRF, several non-moving light-gating elements have
been considered, such as a multi-input Kerr cell, or a pressure-sensitive
plastic-rod polarizer, etc., which would give a spot of light for a non-match
condition, and darkness for a match. It is to be expected that a single detector,
either human or electronic, would have much greater difficulty recognizing a
spot of darkness in a field of light than a spot of light against darkness.

It would be convenient, therefore, to be able to "invert" the light
signal--i.e., to convert a spot of light to a spot of darkness, and vice
versa. The "light inverter," screen described in the next paragraph is
possible, and indeed, commerical versions, used in certain photographic
processing, exist.

Some phosphorescent substances go into long-lived meta-stable states
when irradiated by short-wave-length light (UV or blue light). When, subse-
quently, infra-red light falls on such a substance, the meta-stable state is
destroyed, either by complete extinction of the phosphorescence (called
"quenching') or by immediate release of all stored light energy. In both
types of these substances, the final result is the same: dark spots on all
places of incidence of infra-red light, and phosphorescent spots at places
where there was no infra-red light.4;5

Some samples of such phosphors have been supplied by the United
States Radium Corporation, but have not yet been tested.

III SUMMARY

The major areas of study in the third quarter were Use Aspects, Coding,
and Magnetics, with some preparatory work and study of cryogenic and optical
realizations.

In considering use aspects it was observed that a MIRF would make feasible
a close, rapid, man-machine system, and that this would tend to overcome many

4H. W. Leverenz, Luminescence of Solids (John Wiley & Sons, Inc., New York,

New York, 1950).

5R. Ward, "Preparation and Properties of Infra-Red Sensitive Strontium
Selenide and Sulfide-Selenide Phosphors,' J. Opt. Soc. Am. 36, pp. 351-352
(1946).
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shortcomings of rigid classification schemes. Further, due to the very rapid
response time, simple combinatorial interrogation functions might be satisfactory,
rather than the complicated ones needed to overcome speed limitations in serial
machines. Another possible advantage over serial systems would be the simpli-
fication of the input-output queueing problem in a busy document center.

Since it appears that the most feasible MIRFs will be limited to little
more than serial number output, it is important to consider different "Back-up"
media, such as books and cards.

Superimposed Coding has been considered in two aspects. First a study
was made to determine the relative efficiency of non-optimum marking schemes,
which might be important if the cost of a mark is significantly different from
that of a place in the code field. The results indicated that only a modest
extension of the code field is necessary to allow for useful restrictions on
the number of marks. Secondly, a more rigorous analysis of the behavior of a
superimposed code file was started than has previously been published, with very
promising results. These results will be presented in the next quarterly report.

A description was presented of the basic principles of realization by
static magnetic elements. The detailed work of evaluation of different specific
realizations is in progress. The characteristics of some experimental,
commercial, low-drive ferrite material were measured and presented.

In the third quarter the various equipments (such as transfer tubes, pumps,
etc.) needed to make the cryogenic test facility operational were built or
purchased. A pattern has been prepared which will be used to etch out a
prototype, eight-word (9 bits each) MIRF. This device will be built, and
testing will start, in the coming quarter.

Several attractive structures using electro-luminescent and photoconductive
materials have been conceived. Further consideration will be given to this
technique, but full study may not be started until the fifth quarter. The
possibility has been recognized of accomplishing inversion of a light signal
(light-for-dark and dark-for-light), using the '"quenching' phenomena in
certain phosphors. Materials and devices are commercially available, and may
be useful for certain kinds of optical realizations.

IV FUNDS

As of 30 September 1960, expenditures total approximately $79,943, leaving
a balance of $76,220. This balance is considered satisfactory for the completion
of the project.

V PERSONNEL

The following persons participated in the research of the third quarter:
Dr. E. Frei, J. Goldberg (Project Leader), M. Green, H. Heckler, Dr. R. Single-
ton, and E. Van De Riet.

The biographies of Mr. Heckler, Dr. Singleton, and Mr. Van De Riet follow.
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Heckler, Clarence H., Jr. - Research Engineer, Devices and Circuits Group,

Computer Techniques Laboratory

Mr. Heckler served as a radio operator in the U.S. Army from 1943 to 1946.
From 1946 to 1948 he was self employed, operating a television repair shop. In
1950 Mr. Heckler completed a three-year course in Electronics at Temple
University. From 1950 to 1954 he was a Research Engineer for the Burroughs
Corporation at Paoli, Pennsylvania, carrying on applied research on magnetic
phenomena as applied to digital applications. In 1954-1955 he was employed
by the Magnetic Metals Company, Camden, New Jersey, as a Research Engineer
working on the processing of untra-thin magnetic tapes for digital applications.
From 1955 until he joined the staff of Stanford Research Institute in 1958,
Mr. Heckler was a Development Engineer at the Radio Corporation of America,
Camden, New Jersey, working on the application of magnetic phenomena to digital
data-handling devices and was project engineer of a program investigating a
millimicrosecond memory system.

At Stanford Research Institute his work has involved the application of
magnetics to new digital data-handling devices and the application of multi-
aperture magnetic elements in an all-magnetic logic system.

Mr. Heckler is an associate member of the Institute of Radio Engineers.

Van De Riet, Edwin K. - Research Engineer, Devices and Circuits Group,
Computer Techniques Laboratory

Mr. Van De Riet received a Bachelor of Electrical Engineering degree from
the University of Minnesota in 1948, specializing in communications, and an
M.S. degree in Electrical Engineering, specializing in computers, from the
University of California in 1953. In 1953, while at the University of
California, he supervised circuit and logical design work on CALDIC. During
1943-1945 he served in the U.S. Navy.

From 1948 to 1951 he was a field engineer with the Schlumberger Well
Surveying Corporation of Houston. During 1953-1955 he was a Junior Engineer,
later a Senior Engineer, at Marchant Research, Inc., Oakland, doing small-
scale digital computer work. In 1946 he was employed by Marchant Calculators,
Inc., in Oakland, as a Senior Engineer supervising work on small transistorized
digital computers.

In April 1958 Mr. Van De Riet joined the staff of Stanford Research
Institute, where he has been working on multi-aperture magnetic devices for
computers.

Mr. Van De Riet is a member of the Institute of Radio Engineers, the IRE
Professional Group on Electronic Computers, Eta Kappa Nu, and Sigma Xi.

Singleton, Richard C. - Mathematician

Dr. Singleton received both B.S. and M.S. degrees in Electrical Engineering
in 1950 from the Massachusetts Institute of Technology. In 1952, he received
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the M.B.A. degree from Stanford University Graduate School of Business. He
holds also the degree of Ph.D. in mathematical statistics from Stanford
University, conferred in 1960. His Ph.D. research was in the field of
stochastic models of inventory processes, applying the general theory of
Markov processes.

Dr. Singleton has been employed by Stanford Research Institute since
January 1952. During this period, he has engaged in operations research
studies, in the application of electronic computers to business data
processing, and in general consulting in the area of mathematical statistics.

He is a member of a number of professional societies, including the

Institute of Radio Engineers, the Operations Research Society of America, the
Research Society of America, and Eta Kappa Nu.
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APPENDIX A
DESIGN FOR NON-OPTIMUM SINGLE-FIELD SUPERIMPOSED CODES

It is of interest to determine the effect on the field size required for
a given random response rate, due to restrictions on the number of marks in
the field. The following is based on the analysis of C. Mooers given in
Zator Bulletin No. 30. Three simplifying approximations are involved: (1)
use of an exponential form for the expected value of the punching ratio rather
than the algebraic expression, (2) use of a fractional form for random response
rate rather than the combinatorial form, and (3) operations with averages of
probability distributions rather than with the distributions themselves.

Mooers, recognizing points (1) and (2), presents his results as upper
limits. Since the purpose of the following study is to determine only roughly
the dependency of field size on marking restrictions, the same approximations
will be made. It is hoped that the more rigorous analysis presently being
conducted will give a measure to the amount of error due to these approximations.

Assume the following definitions:

M = the number of descriptors composed in every file item
L. = the number of descriptors composed in a given interrogation
N = the expected number of marks resulting from the superposition

of M descriptors in a file item

S = the expected number of marks resulting from the superposition
of L descriptors in an interrogation

f = the probability that a given file item will respond to a randomly
composed interrogation. "f_ " is known as '"'the dropping fraction"

" lld
or random response rate.
From Mooers (op. cit.),
s °)
f =(E) exact value: ik
d F & i (F
S
-NL|
T [ x|
S=F \l-e , exact value: F 1—\1- F
-NM M
F N

oo
I
-
1
)

, exact value: L= ¥
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‘ It follows that

This function is plotted in Figs. A-1 and A-2, for L = 4 and M = 10, for
N=2, 3, 4, 5, 6, and for F from 70 to 80. Figure A-1 shows fq vs. F for
various N, and Fig. A-2 shows fd vs. N for various F. On Fig. A-1 there is also
indication of the regions of different optimum N.
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APPENDIX B

TRANSFORMATION OF A BINARY SUPERIMPOSED FIELD
INTO A FIELD BASED ON A HIGHER RADIX
Assume a field designed according to the rules given by C. Mooers, and a
file in which all items have the same number of descriptors. If the number of

binary places is S, the maximum number of marks in a field will be 0.69S and
the average number of marks will be 0,58,

Let the field be divided into g groups of n bits each, and let the state
of each group be newly represented by one mark in a field of 2% places. The

S
maximum number of marks will now be = and the number of places % Zn.
The number of places added = % 2 -8

The maximum number of marks saved = 0,69S- %

n
" "o elwes added 2 -n
CORL TR0 = marks saved 0.69n-1 y

This ratio is tabulated in Table A-l1. The smallest "Cost Ratio," 4.7,
occurs for n = 3,

n Cost Ratio
1 (no savings)
2 9.3
3 4.7
4 6.8
S 11
TABLE A-1

COST RATIO VS. N (N = LOG2 OF NEW NUMBER BASE)
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APPENDIX C
INTRODUCTION TO STATIC MAGNETIC REALIZATION OF MIRF

The purpose of this appendix is to describe some basic principles applying
to the realization of a MIRF using static ferromagnetic elements, and to give
some simple examples of possible physical structures. All the techniques
described assume that the output of the file will be a set of signals
representative of the serial numbers of the pertinent items, with, perhaps,
the addition of a few tens of bits of supplementary information for each item.

) % Basic Structures

Figure C-1 shows three basic structures. In Fig. C-1(a), one core or
other closed magnetic path of square-hysteresis-loop material is used for
each file item. The set of cores, D, D,, etc., is linked by quiz wires
marked "q'; the representation of a given data bit consists of linking or
non-linking of a wire and a given core. To interrogate the file, currents
are driven into selected quiz lines (analogously to the inserting of needles
into edge-punched cards); the drive line--marked "d'"--is pulsed, and, if a
match is present in the set of cores, a signal will appear at the sense
amplifier, S. The accompanying hysteresis diagram shows the mode of operation.
If a given core is linked by a wire or wires which carry current for a given
interrogation, the resulting mmf will drive the core to one of the points on
the upper saturation line, R_, Rz, etc., depending on the number of linkages.
Any core which is not linked by current will remain at A. When the drive |
pulse, d, is applied to all cores, the cores at points R_, etc., shuttle
elastically--i.e., without net flux change, but any core at A will be switched
to point B, experiencing a net change of flux, and yielding the voltage signal
characteristic of such a change.

Figure C-1(b) shows a structure which is, in a sense, dual to that of
C-1(a). Here, instead of one mmf signal per quiz-bit, applied to one magnetic
path per item, there is one emf signal per quiz bit, applied to one conductive
path per item. In particular, the quiz signals are applied by switching quiz
cores, q, which induce voltages on item wires, D, depending on the pattern
of linkages of wires and cores. If one or more voltages are induced on a
given item wire it will cause a unique sense core to switch. The set of sense
cores may be driven and sensed, by lines "d" and "S," and if any core is
found not to have been switched previously, its switching is evidence of a
match.

Figure C-1(c) is similar to C-1(b). Here,the representation of each bit
is accomplished by a separate switch core whose presence or absence serves
to link or isolate an item wire and a quiz wire. Sensing is done as in
Fig. C-1(b).

These three schemes may be realized by an infinite variety of physical
elements and structures. There are several other classic structures, of
perhaps lesser promise for MIRF, which will be described in a later report.
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2. Coding

Figure C-2 gives examples of wiring techniques for realizing different
codes., The symbols are especially suitable for structures of the kind shown
in Fig. C-1(a) above, but the interpretation for other structures is easily
seen. A heavy horizontal line represents the edge view of a magnetic core,
a vertical line represents a quiz wire, and a short diagonal mark represents
the point of linkage of a wire and a core; the letters Q , etc., represent
quiz-current sources. The figures show the representation of sample data
fields, and the accompanying table shows the rules appropriate to the particular
code, for representing a "1," a "0," and an "X" ("don't care'") symbol in both
the data and quiz fields.

Figure C-2(a) applies to simple Inclusion Coding. Figure C-2(b) is also
for Inclusion Coding, but the addition of the special feedback bias wire,
linking all cores, causes an inversion of the rules for representation of
Data bits.

Figure C-2(c) applies to explicit coding in which there are two wires
per bit. Application of a feedback wire, shown in Fig. C-2(d), permits
reduction to one wire per bit, but at the price of bidirectional current
drivers and the need to have two wiring senses (shown on the figure by
diagonal marks of opposite sense).

3. Some Possible Elements

Figure C-3 shows four examples chosen from a great variety of possible
structures. Figure C-3(a) is intended to represent schematically a machine
for automatic wiring of toroids according to the data patterns to be stored.
The rectangles and heavy segments represent respectively, electromagnets and
iron needles arrayed in a line, each representative of a bit in the data field.
A core is shown at the right, ready to pass down the line of magnets. As it
passes a magnet it may or may not be threaded by the needle, depending upon
synchronized signals obtained, say, from a punched paper tape. If a needle
is released to link a core, it is mechanically restored to its magnet after
the core passes. After the core passes all needles, it is pushed down the
bundle of wires forming a chain of cores. Such a machine as described above
does not exist, and would have to be developed.

Figures C-3(b), (c¢), and (d) represent attempts to avoid threading long
wires through closed cores, Figure C-3(b) represents two flat metal "U"
pieces, with large overlap to minimize the reluctance of the air gap. The
wires designed to link a particular element could be gathered separately, then
linked by the open pieces, which would be closed upon each other. Figure C-3(c)
shows three identical ferrite cores, each with a slot to permit slipping of the
wires into the core. After linking, the slots would be displaced, and the
three pieces clamped together, forming a single magnetic path. Tests have
been made on these elements in the laboratory. The faces of such elements have
been ground and polished in order to minimize the air gap, which in this
structure, is primarily from face to face, rather than across the large slots.
The results have been very promising. Figure C-3(d) represents a very

24




0 | |
) 0 0
A A A
qo qb qc
0 I 1
I 0 0
A } 4 y
-
q, q Q. BIAS
1 1
0 |
A A A
L R L R
Q, Q
1 1
0

o

BIAS

DATA QuIZz
I | NO LINK CURRENT
0,X| LINK NO CURRENT
(a) SIMPLE INCLUSION CODING
DATA QuIz
l LINK CURRENT
0,X [NO LINK | NO CURRENT
(b) INCLUSION CODING WITH BIAS

DATA QuIZ

LINK CURRENT
| LEFT RIGHT
0 RIGHT LEFT
X NONE NONE

(c) EXPLICIT CODING, TWO-WIRE

DATA QuIZ
| FwD IN
0 REV our
X T NONE

(d)

FIG. C-2

EXPLICIT CODING, ONE-WIRE

RA- 3010

WIRING RULES FOR VARIOUS CODES

25




MAGNET CONTROL

\b O
e e

=

D

(

—

(b

(d)

FIG. C-3
EXAMPLES OF MAGNETIC ELEMENTS

26



. hypothetical structure which is of interest because of its construction
principle. The split toroid is of plastic or ceramic material. After assembly,
a closed magnetic path would be formed by electro-chemical deposition of
iron in the groove provided.

All of the schemes illustrated in Fig. C-3 are attempts to avoid breaking
the drive line into segments (later to be joined by soldering, etc.). If this
were permitted, many other schemes would result.

Figure C-4 shows a use of Twistors.6 Vertical lines represent quiz wires
placed next to an array of horizontal twistor wires, each representing one
file item. At each intersection, according to the data bit stored, there may
be placed a permanent magnet which would block the ferromagnetic coupling
between twistor and quiz wire at the intersection. Any linkage between a
quiz current and an unblocked twistor junction would produce an emf on the
twistor line, which would switch the special sense core on each line. All
sense cores would then be sensed to determine if any one had not been
previously switched. This scheme is clearly an implementation of the basic
structure shown in Fig. C-1. Since an engineering analysis of this circuit
has not yet been made, the feasibility of the scheme cannot be evaluated at
this time; however, it is presented here because of one unique feature not
shared by the other schemes described--i.e., the easy changeability of data.
At the Bell Laboratories, several economical techniques have been developed
for producing coded arrays of permanent magnets on removable cards, films,

etc.

. 4, File Hierarchies

A file of one million items would no doubt require several sensing lines
and several driving lines, for electrical and physical reasons. It would
therefore be sensible to make some of the accession number digits coincide
with these natural divisions. Figure C-5 illustrates a grouping of the items
into a two-dimensional array of sub-groups. The data quiz wires, and a certain
number of address interrogation wires are common to all groups, but each group
is characterized by a unique pair of (single) drive and sense wires. At the
first quiz, all drive wires would be energized. If any sense amplifier
responded, the drive wires could be interrogated in smaller subdivisions until
a given drive wire found a positive response. In this way, by operations on
the drive and sense wires, each group containing a matching item can be
quickly isolated. When a group is isolated, the hitherto passive address wires
would be interrogated in the manner described in Appendix A of Quarterly Status
Report 2, to obtain the individual responses.

6J. J. De Buske, J. Janik, Jr., and B. H. Simons, "A Card Changeable Nondes-

tructive Readout Twistor Store," Proceedings of the Western Joint Computer
. Conference, San Francisco, California (March 1959).
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If there are a drive wires, b sense wires, and c items per block, abc>
10%, and log,C address wires will be needed. For example, if a = b = 128,
there will be 64 items per block, and the number of address wires needed is
six. This may be compared to the twenty wires needed if there were no

subdivision of the file.

Prepared by:

J{Z% Goldberg
Prdject Leader
Approved by:

I ocilhe s

J. R. Anderson, Manager
Computer Techniques Laboratory
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ABSTRACT

THE APPLICATION OF SIMPLE PATTERN INCLUSION SELECTION
TO LARGE-SCALE INFORMATION RETRIEVAL SYSTEMS

Calvin N, Mooers

Zator Company, Cambridge, Mass,, U. S. A.

Simple pattern inclusion selection coding for information retrieval can
speed up the serial scanning rate of some present retrieval machines 4 to
25 times. It may also make possible machines with simpler hardware or
selective circuits. One present device has a potential retrieval scanning
rate of 36 million items per hour with pattern inclusion selection. Set
against the advantages of this method of coding are certain peculiarities

‘ or limitations: (1) Retrieval prescriptions can be formed by conjoint

descriptors only (combined only by AND). (2) The coding method produces
a small fraction of extra noise selections. For many retrieval applications,
particularly with some very large collections, these peculiarities are of
less importance than the gain in scanning speed. The conditions under which
simple pattern inclusion selection can be advantageously used are stated,
and the code system design rules are given.
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THE APPLICATION OF SIMPLE PATTERN INCLUSION SELECTION
TO LARGE-SCALE INFORMATION RETRIEVAL SYSTEMS

Calvin N. Mooers

INTRODUCTION

The choice of a coding scheme to be used in an information retrieval
system has a profound effect upon the required complexity of the selec-
tive apparatus and upon the speeds at which selection can operate, One
coding scheme that leads (1) to simple selective apparatus and (2) to high
machine speeds is simple pattern inclusion selection. So far as is presently
known, simple pattern inclusion selection coding is unique in the enormous

advantages it can provide in these two directions.,

With simple hand-sorted notched cards, pattern inclusion selection has
often been employed because of the pressing necessity to compress as much
selective information into as few notched sites on the card as possible,
When used to perform such compression, this method of coding may make
the difference between a usable and a non-usable card system. The meth-
od of coding is also able to greatly simplify and to speed up the clerical or
manual operations required for performing selections on various combina-
tions of descriptors, These advantages have been sufficiently great so that
many hand-sorted card retrieval systems have used pattern inclusion selec-

tion coding during the past twelve years,

With large-scale retrieval machines employing magnetic, optical, and
electronic modes of scanning and selection, pattern inclusion selection can
sometimes also provide outstanding advantages over other methods of cod-
ing. This paper will describe how the scanning rates of some of the present




2 APPLICATION OF SIMPLE

machines can be speeded up by factors of 4 to 25 times through the use of
pattern inclusion selection coding. In view of the advantages that can ac-
crue, it seems strange that the larger machines have so seldom been oper-
ated with this type of coding, but there are several possible explanations

for this situation.

In my estimation, the first reason why pattern inclusion selection coding
| has not been used with larger machines is that all too often the machines
have been applied to relatively wrivial retrieval problems, or to retrieval
problems on small collections that do not exert sufficient pressure on the
machine capabilities, When the collections are relatively small, or when
the requirements for rapid response can be more or less side-stepped, there
is little pressure to secure the ultimate in code and machine performance.
Consequently, available machines have often appeared to be capable of
handling the jobs presented to them. With larger collections, or with de-
mands for much higher response speeds, this situation can be expected to
change. We can then expect machine limitations to become more and
more bothersome, and all techniques which can aid the machine in its
task, such as improved schemes of selection and coding, will be deserving

of exploitation.

The second reason why pattern inclusion selection has not been used with
the larger machines is that the method has definite peculiarities, which

have appeared to some people to be detrimental, However, we should

bear in mind that the peculiarities of pattern inclusion selection are a di-
rect consequence of the very features which make this method of coding so
advantageous in some respects over other methods of coding. For this rea-
son we should carefully balance the peculiarities of the method against its
considerable advantages, remembering that we have to balance advantages
and disadvantages with any method of coding, and not only with pattern

inclusion selection coding.
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PATTERN INCLUSION SELECTION

The peculiarities of simple pattern inclusion selection are of two kinds.
The first peculiarity results from the fact that the code scheme gains its
efficiency by being stripped down to certain digital essentials, and in this
stripped down form, some of the so-called logical operations are not easily
handled. Selection by the concurrence of descriptors (logical AND) is eas-
ily handled. On the other hand, selection op the basis of alternation of de-
scriptors (so-called OR), or selection according to the specified omission of
descriptors (so-called NOT), is not handled well. Numerical relationships
cannot be handled at all. However, it should be emphasized that many
retrieval situations (though not all) can get along very well in selection us-
ing only the concurrence of descriptors in forming selective prescriptions.
It is particularly with such retrieval systems that this paper is concerned.

The second peculiarity of pattern inclusion selection is the small additive
"noise" which appears in the selective process. Selections are exact in the
sense that documents in the prescribed set are never lost. However, selec-
tion is inexact in the sense that a few additional documents not prescribed
may also come out of the selective process. This additive selective noise
is statistical phenomena, completely under control at the time the code
system is designed. The additive noise will always be present (in princi-
ple), but the noise can be made as small in amount as desired (i.e. less

than one chance in a billion per selection) by suitable design of the codes.

These two peculiarities should not preclude — as they currently seem to —
the use of the pattern inclusion selection in large machine systems. In
many instances, the advantages of this kind of selection can far outweigh
the disadvantages or the unusual features involved in applying the method.

DEFINITION OF SIMPLE PATTERN INCLUSION SELECTION

Simple pattern inclusion selection is a mode of serial selection. Code

mark carriers called tallies* (which may be frames of film, cards, or

*  The words underlined are being introduced and defined for purposes of
this paper.




4 APPLICATION OF SIMPLE

portions of a tape), each representing or standing for a document, are
moved past a scanning head or reading device. The tallies each bear a co-
ordinate system, scale, or matrix according to which individual code marks
are placed upon sites in the tally matrix. Unmarked sites of the matrix are
called blanks. The set of marks in the matix is called a pattern of marks,

The scanning head or device (and associated parts) also has a matrix

which contains a selection defining pattern of code marks. This pattern is

compared with, or placed in register with, each tally matrix pattern of

marks as the tallies go by serially during the scanning or search process.

Unlike most code selection schemes, the criterion for selection is very
simple with pattern inclusion selection. The code pattern of marks on a

tally matrix is selected or accepted if each and every mark in the matrix

with the selection defining pattern corresponds to a marked site in a tally
matrix at the instant the two matrices are in register during the scan pro-
cess. Non-marked sites in the selection defining matrix indicate sites in
the tally matrix which are ignored in the selective decision. In Fig. 1,

Case A indicates an instance of acceptance while Case B is an instance of

rejection.
Case A Case B
Selection No Selection
Tally —
Matrix — T XIE TIXEL ]
with marks
Selective — t t ¢ L $ 9

Pattern in Selection-defining Matrix

FIGURE 1
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Because of the way in which selection is defined, the selection defining

matrix pattern of marks must be included within the tally matrix pattern of

marks in order for the tally matrix to be accepted. This is the origin of

the name of this kind of coding.

Pattern inclusion selection is quite different from exact pattern matching
selection, which is the more usual kind of code selection. According to
exact pattern matching selection, both the marks and blanks of the selec-
tion defining matrix pattern must correspond exactly to the marks and
blanks in the matrix (or some subdivision of the matrix) of the accepted
tally., Because both marks and blanks must be matched, exact matching
generally requires more physical structure or hardware than simple pattern

inclusion selection.

Information retrieval generally requires more than one descriptor to be
associated with any one document, Moreover, prescriptions for retrieval

selection generally contain two, three, or more descriptors. To handle

these situations, pattern inclusion selection has techniques for indicating a
multiplicity of descriptors in any coding matrix. (References1, 2). In
the most elementary application of the scheme, each descriptor is assigned
to, or is associated with, a set of N marks scattered across the coding ma-
trix. [Each set of N such marks is then a code pattern for a descriptor. The
set of all code patterns is originally chosen so that the marks have a uni-
form incidence on the various sites of the matrix, and so that the patterns
have a lack of correlation or similarity with one another, One easy way to
attain these requirements is to use a mechanical random process, such as
drawing numbered balls from an urn. The patterns for each descriptor are
then listed in a coding dictionary, and the listing is not usually changed
during the operation of the system.

To represent the several descriptors needed to delineate the subject content

of a document in a tally matrix, the patterns of marks for the descriptors
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are superimposed in the mauix. By this is meant that the marks for

the first descriptor pattern are entered into the matrix, then the marks for
the second descriptor pattern are entered, and so on, with the final matrix
having any given site marked if any of the individual descriptor patterns
have a mark in that site. The rest of the sites in the matrix are left blank.
This method of coding the tally matrices is called code pattern superimpo-

sition,

The retrieval search pattern is generated in the same way. In other
words, the descriptor patterns for the descriptors prescribing the retrieval

are combined by superimposition to give the search pattern,

In the search operation, as described previously, a document tally is ac-
cepted whenever the selection defining pattern is included in the tally ma-
trix pattern. A moment's reflection will make it clear, from the manner
of generating combined patterns by superimposition of marks, that when-
ever the set of prescribing descriptors is included within the set of document
delineating descriptors, then the selective pattern must necessarily be in-
cluded within the tally matrix pattern.

PROPERTIES OF SIMPLE PATTERN INCLUSION SELECTION CODING

Pattern inclusion selection, as defined, has several important manipula-
tive properties. The first is that coding and selection is commutative on
the descriptors. Given a selective prescription involving descriptors A and
B, the result of a selection is the same whether retrieval is prescribed ac-
cording to AB or to BA. The reason for this is that the sequence of entering
descriptor patterns into a matrix makes no difference to the final resulting

superimposed pattern.

The second property is that the code patterns of pattern inclusion selec-

tion are strongly nonlocal. (Reference 3) To explain this it is neces-

sary to point out that in some code systems, the code matrix is divided
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into submatrices and only one descriptor code pattern is entered in each
submatrix. In some of these code systems, the interpretation or meaning
of a pattern depends jointly upon the arrangement of marks in the pattern
and upon the number of submatrix containing the pattern (i.e., the location
of the pattern). Such a code system is called a local code. As was pointed
out by Mooers (Reference 4), local codes have severe disadvantages
in selection, particularly because they limit the combinations of descrip-
tors that can be employed to delineate a document. Specifically, if two
descriptors have code patterns that must be recorded in the same subma-
trix, then these two descriptors cannot be used together to delineate the

same document.

To avoid this restriction, nonlocal code systems were introduced. Non-
local codes have become very popular in retrieval systems employing such
machines as the IBM 101, the Eastman Minicard, the French Filmorex,
and others. In a nonlocal code, the coding matrix is divided into com-
partments or submatrices, each submatrix having the same number of sites.
Each submatrix takes a code pattern for a single descriptor. As used with
these machines, the code system is nonlocal, because the meaning of a
particular descriptor pattern does not depend upon which submatrix it is
recorded in. However, for purposes of search, it is impossible to predict
in which submatrix the patterns for the retrieval -prescribing descriptors will
be found. Consequently for each tally, the search machine must be capa-
ble of looking in each of the submatrices of the tally for each descriptor of
the prescription., Where there are n submatrices and m prescribing de-
scriptors, the machine must make something like nX m matching opera-
tions, keeping track of the results, in order to decide whether to accept
any tally representing one document., The machine must perform this op-
eration for as many tallies as there are documents in the collection. To
accomplish nx m matching operations, and to combine the results into

an accept or reject decision, requires much more machine complexity than
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if a single matching operation (or an inclusion selection) can be used, with
tally acceptance depending completely upon the single match. So many
matching operations per document tally also slows down the overall search

speed.

As was previously pointed out, a single pattern inclusion will suffice to
give a complete selective decision for any number of conjointly prescribing
descriptors when using pattern inclusion selection. In view of the terminol-
ogy introduced above, this method of coding and selection can be called
strongly nonlocal: (1) because the descriptor patterns do not have a mean-

ing dependent upon their location in the matrix — there is only one loca-

tion, and there are no submatrices; and (2) because the selective machine
does not have to hunt within the matrix to find where the code patterns of
the several prescribing descriptors may have been recorded.

Besides the great advantages of selective machine simplicity, pattern
inclusion code selection has the additional advantage in that it is often
able to compress more descriptor code patterns into a tally matrix of a
given size than when ordinary coding methods with nonlocal code patterns
are used., The reasons behind this compression have been treated in several

papers by Mooers, (References 4, 5) It is sufficient to point out here
that code compression by a factor of two to five is not unusual. Since the

scanning speed depends in a large measure upon the number of recorded
bits per document that must be handled, it is clear that if the subject con-
tent of a document can be represented by ¥, or ¥; the number of bits other-
wise required, the search speeds can go up by corresponding factors of 2

or 5,

DESIGNING A PATTERN INCLUSION CODE SYSTEM

In planning for the application of pattern inclusion codes, it is first nec-
essary to determine the values of the parameters which influence the design
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of the code system. The first parameter is the size C of the collection,
in terms of the number of documents or items that must be discriminated.

For most serious applications, C will be at least 104 items.

The next most relevant parameter is the ''reasonable least' number of
prescribing descriptors, The term "reasonable least” needs explanation,
Retrieval prescriptions employ a variable number of descriptors. Prescrip-
tions seldom, if ever, employ only one descriptor to prescribe a search,
since a single descriptor would retrieve upon such a broad classification
that an appreciable part of the file (e.g. 1 to 10 per cent of the file) would
be retrieved. More generally, three or four descriptors might be used. If
the anticipated use of the collection is such that a reasonable search would
seldom use fewer than L descriptors in a prescription, then L is the rea-

sonable least number of prescribing descriptors.

Typical information items require six to ten or more descriptors in their
delineation. Experience in the use of a collection will reveal the number
of delineating descriptors ordinarily required. If we exclude the very un-
usual items which have an unusually high number of delineating descrip-
tors, then there will be some upper limit, a "reasonable most' number M
of delineating descriptors that are needed for delineation. As to the un-
usual items, it is generally possible, such as by dividing the items into
more than one part, to fit all cases into the limits imposed by the num-
ber M.

As a final parameter, the tolerable noise level in selection must be
specified. The number E of extra tallies that will appear during selec-
tion upon any prescription is in proportion to the number of tallies scanned
i.e. is proportional to the number C of items in the collection. The
convenient manner of expressing the noise is by the (maximum) average
noise level ratio R when the prescription contains only L descriptors.

Where the (average) maximum number of noise tallies selected by L de-
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scriptors is Ep a4, then R = E,,x/C. If a collection has 100,000 items,
a tolerable noise level ratio R would be 10'4, and under the noisiest of
allowed prescriptions (that is, with prescriptions using only L descriptors)
a selection would produce an average of only 10 extra noise tallies scat-
tered among the many prescribed tallies, If the ratio R were to be set at
1079, the average worst selection for the same case would produce only
one extra tally. In most retrieval applications, the appearance of a few
extra noise tallies is no inconvenience since they are only one of the sev-
eral kinds of selected tallies that have to be discarded upon closer exam-
ination of the selected items. In any case, the maximum average number
of noise items Epax is under control during the code design period, de-
pending upon the value chosen for R However, R cannot be decreased
indefinitely, because the only way we have to force the noise level down
is to use codes with more marks., Such codes require more coding space,
and this slows down the selection speed. Therefore some balance must be
set between the speed of selection and the convenience of very low noise.

We cannot ask that both advantages be maximized. '

The parameters which have been defined are:

C the number of items distinguished in the collection

L the reasonable least number of descriptors in a prescription
M the reasonable most number of descriptors delineating an
item
E ,ax the (average) maximum number of noise selections with
L prescribing descriptors
R the noise ratio = Eya4/C.

In terms of these parameters, each descriptor code pattern should contain
N marks where (See Appendix and Ref. 1)
N = (integer) (1/L) (- log; R)
= (integer) (1/L) (3.31) logy R)
and where (integer) indicates that the nearest integral value is to be
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taken for following product. Then the least number S of sites that the

coding matrix must have in order to contain M descriptors is

S = (integer) (1.445) NM.

It should be specifically noted that neither N nor S depends upon the size
of the vocabulary of the descriptors, i.e. the number of different descriptors

used in the retrieval system.

These formulas will be illustrated by working through two typical examples.
EXAMPLE 1. Let:

C = 24,000 items
L=3
M = 35
R = 1/50,000 = 2x10” >’
then
N = (integer) (1/L) (3.31)  logy 1/50,000)
= (integer) (0.333) (3.31) (+4,699)
= (integer) (5.18) = 5 marks per pattern
and
S = (integer) (1.445)(5) (35)
= (integer) (253)
= 253 sites per tally matrix.

The maximum average number of noise selections, for prescriptions of

only L = 3 descriptors, is Emax, = RC = %‘6“"8‘8’8 = 0,48 tallies per search,
In other words, many selections will produce no extra selections, and less

than half will produce only one.
EXAMPLE 2. Let:

C = 1,000,000
L=3

M= 20

Emax, = 50 = RC,
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then R= Emax./C =5x10"2, N =5, and S = 145,

We see in the second of these two examples, by relaxing the require-
ments on the noise ratio R (allowing larger Eax,), and by allowing few-
er descriptors in a maximal delineation (as indicated by M), that the size
S of the required matrix for a collection of a million items may be less
than for a collection of only 24,000 items. This shows the importance of
carefully designing a pattern inclusion code system. |

APPLICATION TO SEVERAL EXISTING EQUIPMENTS

A. Document Data Index Set, AN/GSQ-26, Computer Controls Company.

This machine is a high-speed magnetic tape scanning device. As pres-
ently organized, it uses nonlocal codes, usually with a tally matrix of 840 .
sites divided into 20 submatrices of 42 sites each. One submatrix holds
one descriptor. Selection is according to "Minicard logic". That is, se-
lection is defined by conjunction, alternation, and non-occurrence (so-
called AND, OR, and NOT) of the prescribing descriptors, with provision ‘
for "phrase grouping” of descriptors within items. One tally matrix repre-
sents one document or item. The machine is able to scan 260 matrices of
840 sites per second, giving a scanning rate of 2.18 x 10° sites or bits per

second.

According to the builders of this machine, it would not be difficult to
make the machine capable of pattern inclusion selection at this scanning
rate, In this mode of selection, the tally matrix size of 840 sites is con- |
siderably larger than is needed for typical retrieval problems, as the pre-

ceding examples indicate.

The following discussion will be based upon the use of a tally matrix of
S = 200 sites, which as Example 2 shows, is adequate for some (but not all)
retrieval problems on collections of 1,000,000 or more items. For the ex-

ceptional problems, other values of S would be used.
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With a tally matrix of 200 sites, instead of 840, the scanning rate of the
AN/GSQ - 26 can be speeded up by the factor of 840/200 = 4.2 times. In
other words, the item scanning rate could be increased from 260 to ;
4,2 x 260 = 1092 items per second, or 3.9 million items per hour. At the‘
same time, the electronic circuitry required to perform the selection

might substantially be simplified.

With simple pattern inclusion selection, all selective prescriptions
would have to be in terms of the conjunction of the prescribing descriptors.
The output of the selection, as at present with the AN/GSQ - 26, would
be either a frame number of a tally matrix, or a document number. De-
pending upon the number of pattern inclusion circuits incorporated into the
selection mechanism, more than one search prescription could be handled

simultaneously.

B. Computer Set, General Information Data, AN/GSQ - 18(xw-1) ""Magna-
card', The Magnavox Corp.

The Magnacard machines as under development represent an integrated
system for dealing with information on magnetic cards. An individual card
can hold up to 5,000 bits of information, and these cards can be released
from a storage magazine, run past a reading or scanning head, and stacked
again in a second magazine at the rate of 100 cards per second. If the re-
corded information on any card trips the selective circuits, this card can be
picked out on the fly and sent to a third magazine for further treatment.
Alternatively, the information content of the selected card can be read out

on the fly.

The usual manner for using such a card handling information system is to
delegate one card to each document or information item. Part of the card
(e.g. 1000 bits) might be used to record the coded descriptors delineating
the items, while the rest of the card would contain alphanumeric text of

various sorts, including document numbers, titles and the like. In this

13
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manner of using the magnetic cards, the maximum scanning rate is only

100 cards or items per second.

The scanning function of retrieval can often be separated from the inde-
pendent function of text storage. The cards need contain very little more
than item delineating codes. With the scanning operation loaded down
full ime in processing only the delineative codes, the item scanning rate
will go up. As we have seen, a coding matrix of 200 sites per item can
handle relatively large collections, Twenty five matrices of 200 sites each
can be placed on a Magnacard using pattern inclusion coding and selec-
tions, Used in this way, the Magnacard machine (used as a scanning de-
vice) would operate almost as a tape scanner, but its speed would be very
high, Codes for 2500 documents can be scanned per second, or 9 million
items can be scanned per hour, As selections occurred, either the docu-
ment numbers would be read from the cards on the fly, or the cards would
be diverted into another magazine to be read later. In any event, the
speed-up in item scanning rate made possible with pattern inclusion selec-
tion is of the order of 25 times as compared to the conventional manner of

using unit cards of this type.

Of course the speed-up would be somewhat smaller if conventional codes
could be used, and the codes for several documents could be placed on the
same card. Assuming that 1, 000 bits would be adequate to delineate a docu-
ment, the codes for 5 documents could be placed on a card, giving a scanning
rate of 500 items per second. On such an assumption, simple pattern inclusion
selection would give a speed advantage of only five times over conventional
codes, but it would still give the advantage of simplicity of selective circuits.

The computation of the speed-up with multiple items conventionally coded
on a card is no simple matter, and the assumptions made above depend upon
such things as descriptor vocabulary size and number of delineating descriptors.

These matters are discussed in detail in Reference 5.
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£ This high scanning rate presumes that the Magnacard magazines can be
brought to the scanning machine at the rate of two per minute, either man-
ually or by use of a large-scale automatic magazine storage device such as
the Magnacard File Block. This rate also presumes that the cards do not
have to be run back into the same magazine after they have been scanned;
to do so would cut the speed by a factor of two. By using double sets of

magazines, added run back time is easily avoided.

C. Document Data Processing Central, AN/GSQ - 11 "Minicard", East-
man Kodak Co.

The Minicard machines compose an integrated system for dealing with
graphic and digital information recorded photographically on miniature
cards, the cards being uniformly cut short snips of unperforated 16 mm
film,

At its maximum digital capacity, a Minicard can hold 2772 bits, At
. present, the Minicard sorting and selecting machine is passing these cards
at the rate of 16 cards per second. As presently employed, one document
or item is handled on one Minicard, though it should be made clear that by
the process of subdividing the nonlocal codes used into phrase groups, one
card dealing with one document can effectively deal with a number of dif-
ferent information items which would otherwise require separate cards.
Presuming that phrase group subdivision is fully exploited, it is slightly
confusing to try to specify the maximum number of items that could be
recorded on a Minicard. However, on the basis of earlier work by Mooers
(References 4, 5) it is clear that the nonlocal codes as used in Minicard
do not approach the efficiency in use of matrix sites of superimposed codes

with pattern inclusion selection,

On the basis of 200 sites per item, using pattern inclusion selection

codes, a Minicard can receive the codes for 13 items, This provides a
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potential scanning rate of 13 x 16 = 208 items per second, or %, million per ’
hour, The potential increase in scanning rate is between 1 and 13, de-

pending upon the way subdivision into phrase groups is used to place more
than one item on a card.

D. The Ampex Videotape Recorder, Ampex Corporation

Each of the preceding devices has been discussed with respect to its abil-
ity rapidly to scan a digital record. 1t was pointed out that pattern inclu-
sion selection usually minimizes the circuits or hardware needed to make
a selective decision according to this record. In each of the machines con-
sidered, the factor limiting the overall scanning rate was the speed at
which the recorded digits could be passed under the reading head.

Videotape Recorders were developed for recording television video mate-

rial on magnetic tape. For this purpose they have a nominal 5-megacycle ) 3
band width. In recent discussion with an Ampex engineer, I learned that
engineers at Ampex have been reasonably successful in recording and read- .

ing out digital information at a rate of approximately 2 million bits per
second, Taking this rate as a basis for discussion, it is evident that by us-
ing a matrix of 200 sites per item, some 104 items could be scanned per
second, or 36 million items per hour. A collection of one million items

could be scanned in 100 seconds.

The preceding results, for the various devices mentioned with S = 200

bits per item, are summarized in the following tabulation:

Estimated Items Scanned Minutes Needed to
Device Speed-up Per Hour Scan One Million Items
CCC Tape Scanner 4.2 times 3.9x10°® items/hr.  15.4 minutes/10° items
Magnacard 5 to 25 9.0 x 10% 6.7
Minicard 1 tol3 0.75x108 80.0
Video Tape XX 36 x 108 1%
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DISCUSSION AND CONCLUSIONS

It has been shown that pattern inclusion selection can substantially speed
up retrieval scanning rates and can lead to simpler hardware, provided cer-
tain determining conditions for its use are true of the overall retrieval situa-
tion. Because these conditions are important, and because pattern inclu-
sion selection is no panacea for all the problems of retrieval, these condi-

tions of application will be summarized.

1. The first condition to be satisfied is that a high scanning speed, with
only a document or file number output, be more desirable than a slower
scanning speed, but with a more complete alphanumeric or graphic output,
This first condition will be especially true with very large collections,
whose nature requires total scan, with searches that will typically produce
a relatively small number of desired output items. An example would be
a collection of 10 or 100 million items, with a usual search producing 100
or fewer useful items, In such a case, a very high scanning rate is of par-
amount importance, while detailed and immediate alphanumeric output is

of low importance.

2. The second condition to be satisfied is that the retrieval questions
can be sufficiently well expressed in terms solely of the conjunction of a
set of descriptors (the AND combination). For a great many retrieval sit-
uations, retrieval questions can be so framed, despite much popular opin-
ion to the contrary. Since it is not the purpose of this paper to argue re-
trieval logic, the reader is referred to two other papers by Mooers (Ref-
erences 6, 7) which discuss aspects of this point., When the second con-
dition is too stringent, slightly more complicated methods of pattern inclu-
sion selection can be employed. Some more elaborate methods of this

kind will be described in a succeeding paper in this series,
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3. The third condition to be satisfied is that whatever machine is to be
employed, this machine must have an adequately high rate of digital scan.
The reason behind this condition is that the advantages secured by using
simple pattern inclusion selection are largely proportional to the scanning
rate of the machine employed. For example, in retrieval situations satis-
fying conditions 1 and 2, the Magnacard machine would gain by use of
simple pattern inclusion selection. On the other hand, simple pattern in-
clusion selection coding would not be a particularly suitable or advanta-
geous mode of coding in most applications of the Minicard machines. This
machine is more advantageously used in other ways with other kinds of

coding.

In conclusion, simple pattern inclusion selection is applicable and is ad-
vantageous in certain retrieval situations, Where it is applicable, it may
permit simpler hardware, or it may lead to higher scanning rates, or both.
It has several subtile differences or peculiarities as compared to the more
often used codes and these peculiarities must be taken into account. Deci-
sion on whether or not simple pattern inclusion selection should be used in
a specific instance generally involves a number of interrelated factors. It
is probable, for very large collections, that pattern inclusion selection will
be a most useful technique. Where the logical or combinatorial capabil-
ities of simple pattern inclusion selection are too restricting, several ex-
tensions of the method (to be described in a following paper) can provide
greater versatility. In any event, pattern inclusion selection coding meth-
ods will not displace other coding methods; each coding method should be
used in the situation where it is the most advantageous and appropriate,
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APPENDIX

JetiC; 1, Emax' R, S, and N be defined as on page 10, Then as dis-

cussed in Ref. 1, the noise ratio is
R=E __/C=()"

where X is the total number of marks in the selective pattern. If each selec-
tive descriptor has N marks, the worst selectivity, or the highest noise, occurs
when X = LN. The noise due to this worst case must be made acceptable. In
other words, for a given Rand L, an appropriate descriptor pattern length N
must be found which will give an acceptably low noise. This is accomplished

as follows. Since

R= W% = Y,

we solve for N,

log,R = -LN
N = (l/L)(-long) = (I/L)(lnglo)('lngR).
giving: N = (1/L)(3. 31)(-logyR).

This value is not generally integral, while N must be integral. Therefore,
the "(integer)" is prefixed to these expressions to indicate that the nearest

integer is to be taken.

In Ref. 1 the optimum use of a coding matrix was shown to occur when the
numerical sum of all the pattern marks of the descriptor code patterns recorded
in the matrix came to 69 percent of the number of sites in the matrix. Since
M is the "reasonable most" number of descriptors of N marks each used in a
matrix, the number of sites in the matrix must be set by

MN = 0. 69S
or S = (integer)(1. 445) MN.
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