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SUMMARY 

It is the purpose of this thesis to shed light on 

the mechanisms whereby solid crystalline substances melt. 

Owing to the vastness of the field encompassed and the time 

consuming nature of the experimental work, one crystalline 

solid, indium metal, was selected for investigation. In­

dium metal has the advantages of a low melting point, 

a simple crystal structure, and commercial availability at 

very high purity. 

Poiycrystalline samples of indium metal were heated 

in an inert atmosphere, and X-ray diffraction patterns were 

made at temperatures ranging from the melting point to 20 F 

below the melting point. By analysis of the diffraction 

patterns, in conjunction with data for the cold metal, the 

effect of heating on the crystalline structure was deduced. 

It was the original intent to concentrate the investigation 

on the effect of very small temperature increments, of the 

order of 1/3°F. However, physical considerations of the 

experimental equipment made this impossible, and the com­

plexity of the effects detected further de-emphasised the 

change-with-temperature aspects of this work. 



CHAPTER I 

PREVIOUS WORK 

Previous work on melting may be considered in four 

catagories: 

a) Early general statements on the cause 

of melting. 

b) Thermal and other physical property 

determinaticns close to the melting 

point. 

c) Investigations of the crystalline 

defects associated with melting. 

d) Theroretical and experimental evaluations 

of the causes of crystal defects. 

Early statements on the cause of melting were, in 

general, intelligent guesses, but they formed the basis for 

later work. Lindemann (1) assumed solids to be made up of 

elementary oscillators, and his work was the foundation for 

later theories based on molecular force fields. Frenkel (2) 

suggested that melting was an amorphatizing process starting 

well below the melting point. He extended this work to 



develop the theory of "heterophase fluctuations." (3,4) 

According to this theory, a phase change is caused by a 

build up of agglomerations of "heterophase molecules," 

to surpass a critical level at the melting temperature. 

These "heterophase molecules" are considered to be tran­

siently present, causing fluctuating agglomerations at all 

times. Following a similar line of thought, Brilloum (5) 

suggested that the melting point is the temperature at which 

crystal rigidity coefficients vanish. 

Ubbelohde's work on the solid state abnormalities 

of octadecane (6) is conveniently reviewed in conjunction 

with the work of Frenkel and Brillouin. Ubbelohde ascribed 

the abnormalities close to the melting point of octadecane 

as owing to "premelting," which he found to be a purely 

solid state phenomenon, rather than the formation of liquid 

pockets within the solid structure. This conclusion was 

arrived at for two reasons. 

a) It was calculated that if impurities 

should give rise to liquid pockets below 

the melting temperature, the concentration 

of such impurities which would be necessary, 

if they were to account for the abnormal­

ities in specific heat, would be impos­

sibly large. 

b) X-ray studies showed that the impurities 



3 

in octadecane formed almost perfect solid 

solutions, and the maximum depression of the 

setting point never exceeded 1.5°C. 

Other work on physical properties close to the 

melting point include Roberts '  (7) determination that the 

expansion of bismuth decreases rapidly near the melting 

point,  and the later comparative work of Hachkovsky and 

Stralkov (8). The latter authors worked with zinc and 

cadmium, and found a rapid increase in their rate o: expan­

sion, perpendicular to the hexagonal crystal plane, starting 

S°C below the melting point.  The work of Jack and Sebba (9) 

on the melting of gallium is of particular interest.  They 

conclude that melting is propagated along individual lattice 

planes. The work is considered in greater detail later.  

Much work is reported on crystalline changes acc­

ompanying the process of melting. Working with paraffins 

and ketones, Oldham and Ubbelohde (10) showed that melting 

was associated with the break up of long range order, caused 

by lattice flaws. Siol (11) gave the cause of melting as 

lattice perturbations consisting of pairs of atoms which 

are displaced with respect to each other. Their interaction 

requires a critical concentration which characterizes the 

molten state, at which individual pairs start to unite into 

dislocation rings. 



The origins of crystal distortion have been variously 

ascribed to lattice vibration and interstitial sites (12, 

13, l1*). Utilising the theory of Eshelby (15), Feder and 

Hawick (16) measured the vacancy concentrations in titanium 

and aluminium, by experimentally determining the difference 

between crystalline expansion *s measured by X-ray dif­

fraction and dilatometry. Lukasik (17) attempted 

to measure the heterophase fluctuations in liquid benzene 

and o-crcsol, close to the melting point. 

Lennard - Jones and Devonshire (12) are responsible 

for most of the fundamental theoretical work on melting. 

They assumed that melting was the result of an order-disorder 

process in a solid lattice. If the normal lattice sites of 

a crystal are termed a sites, then they assumed the 

existence of an equal number of abnormal 0 sites, displaced 

from the a sites such that each a site would be surrounded 

by n 6 sites, and each 0 site would be surrounded by n a 

sites. The energy of transition from a n a to a 0 site 

would be large when very few 0 sites were occupied, but 

would fall to zero when a and 0 sites were equally occupied. 

The authors calculated the partition function for a solid 

with any fraction of the 0 sites occupied, and thus showed 

the co-operative effect of order-disorder on the solid 

lattice. From the disordered partition function, the authors 

were able to calculate free energy functions in good agree-
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^ent with the data for the solid phase of the inert gases. 

Theoretical work along the lines of Lennard - Jones and 

Devonshire is limited to the very simplest solids, :or which 

intermolecular force field data are accurately known. 

v • 



CHAPTER II 

THE PHYSICAL AND CRYSTALLINE PROPERTIES OF INDIUM 

Indium metal has a face centered tetragonal crystal 

structure. Its melting temperature is 311°F. It is a soft, 

while MUl, malleable and ductile, with a tin like "squeal" 

on being deformed. Chemically it is relatively inert, with 

surface oxidation occurring slowly at room temperature (18). 

The commonly listed properties of Indium are given 

la Table 1. The values for the x and y axes are taken from 

A.S.T.M. data. 

In-Table 2 are listed the more intense X-ray dif-

fraction paak. for indium (19). The planes are referred to 

by their Miller indices. On Figs, la to the planes 

in Table 2 are illustrated. 

6 



Symbol 

Valance 

Atomic Number 

Atomic weight 

Atomic radius 

Atomic volume 

Halting point 

Soiling point 

Density (gm/cc) 

Linear coefficient of 

thermal expansion 

Coefficient of cubical 

expansion 

Specific heat (cals/gm) 

Thermal conductivity 

(cal/cc/sec/°C) 

Crystal lattice 

Color 

In 

3, 2 and 1 

49 

114.8 

1.40 (Wycoff) 

1.S69 (Goldschmidt) 

I S . 7  

311°F 

2642°F 

7.3 (68°F) 

0.000033 (68°F) 

0.000125 (68°F) 

0 .0568 

0 . 0 5 7  

Face centered tetragonal; 

x, y 3 .2517 A 

2  4 . 9 5 1  A  

Silver-white with a bluish 

tinge. 

Table 1 THE PHYSICAL PROPERTIES OF INDIUM 
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20 hkl I/IQ <3hkllxz) dhJU (A) (cold) 

32.96 101 100 
xz 

2.715 

36.32 002 21 0 .5z 2 .471 

39.17 110 36 0 .707x 2 .298 

SW.H7 112 24 
xz 

l.l4lu/z2 + 2x2 
1.683 

S6.60 200 12 0. 5x 1.625 

63.20 103 16 
xz 

/Z2+9X2 

1.470 

67.02 211 23 

xz 

/5Z2+X2 
1.395 

Table 2 THE PRINCIPAL X-RAY DIFFRACTION PEAKS FOR INDIUM 
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"actors Effecting X-Ray Diffraction Peak Intensity and Width 

The crystal lattice properties which are listed 

below, and the changes in dimensions which occur, are all  

well understood phenomena, described fully in most texts on 

X-ray diffraction. The purpose of this section is to l ist  

the types of phenomena found in imperfect and hot crystal 

lattices, and to indicate the way such phenomena will mani­

fest themselves in an X-ray diffraction pattern. One text 

book (20) is drawn from heavily. 

1) Crystal Size 

The Bragg equation is the condition which must be 

satisfied in order for X-ray diffraction to occur: 

X s  2d sin 0 (1) 

The width of the angular domain of reflection may be 

investigated by extending Equation (1). Since X-rays are 

not completely monochromatic, if  the angle or incidence 

for part of the spectrum is 0, for another part i t  will be 

0 •  «. The path difference from one plane to the next is 

then 2d sin (0 •  c), and 

2d sin ( 0  + c) = X + de cos 0 (2) 

Adding waves of the same amplitude but phase difference 2$, 



where 
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2$ s —~ c cos 0 (3) 

using the Fresnel Construction (20) we obtain for the 

amplitude: 

JA = A sln N » (4) 
L sin «-

The intensity reflected at 0 • e is: 

I(t) . a2 «ig? " • ($> 
sin $ 

Since I becomes nearly zero for n • > *, or e > TNJFcoIcj' 

we see that the width of the angular domain of reflection is 

inversely proportional to Nd, or to the thickness of the 

crystal. This is indicated in the approximate Scherrer 

equation for X-ray diffraction peak width in terms of 

crystal size: 

6 • , t-s- (6> L cos G 

where B is the width of the peak at hal. maximum i<. tensi ty t 

and L has units of length, and is characteristic o4 crystal 

size. It should be noted that changes in crystal size will 

cause peak broadening which is uniform for peaks of ascend­

ing order, being inversely proportional to the cosine of the 

Bragg angle of incidence. 
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2) Peak Broadening Caused by Lattice Distortion 

Lattice distortion is caused by dislocations, vacancies 

in the lattice, or by interstitial sites. In each case there 

results a non-uniform force field on the surrounding sites, 

which cause a strain in the lattice. Distortion manifests 

itself by altering the apparent crystal size L, according 

to Equation 7: 
» 

y ( t ) t d  
L  =  < ? >  

Y ( 0 )  

where y(t> is equal to the product of the structure factors 

situated at the extremes of a vector t .  y(t) is usually 

ascribed a simple empirical form, one common example being 

( 2 0 ) :  

y ( t )  =  e x p  ( - Y | t | )  < 8 >  

What must be noted is that the effect of distortion on peak 

width will vary from peak to peak, depending on trie assumed 

form for y(t). 

3) Planar and Linear Dir.order 

Planar disorder results from lattice planes remain­

ing parallel to each other, but displaced with respect to 

nearest neighbors. The effect of planar disorder is to 

increase sharply the intensity of diffraction by the dis-
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ordereu planes, since the scattering is being concentrated 

in narrow regions instead of being distributed uniformaly 

throughout the unit cell. Where the degree of planar dis­

order is large, scattering is limited to the rows of the 

reciprocal lattice which are normal to the lattice planes 

whose structure is intact. Where the degree of planar dis­

order is small, other reflections are not extinguished, but 

they may be broadened and displaced. Wagner, Tetelman and 

Otte (21) discuss layer faults in body centered cubic and 

face centered cubic crystals. Layer faults are planar 

disorders accompanied by a change in interplanar distance. 

They are usually caused by work hardening in metals. 

Linear disorder results when rows remain parallel, 

but become arranged irregularly. Scattering is then concen 

trated on a family of paralled planes, normal to the rows, 

and spaced by a distance 1/a, a being the period of the lin 

ear lattice. 

1) Thermal Disorder 

Thermal disorder is the result of greater movement 

of the atoms or molecules in a crystal, caused by an 

increase in temperature. These vibrations cause a decrease 

in diffracted intenstiy, since the occupation probability 

density decreases at the nodes. . r.ermal disorder does not 

cause peak broadening. This is in contrast LO long range 



disorder, in which the lattice nodes are not fixed, but the 

distance between neighboring atoms can vary within given 

limits about a mean interval a. Long range disorder does 

produce peak broadening, the broadening of reciprocal space 

nodes increasing with increasing 20. On account of the pro­

blems of focusing, the peak intensity data obtained were not 

good enough to establish the precise extent to which thermal 

disorder was present. 

5) Thermal Expansion 

heating a crystal causes changes in the lattice con­

stants. A cubic crystal usually expands uniformly, whereas 

in this work we find that indium, a tetragonal crystal, 

expands non-uniformly, and tends towards cubic symmetry. 

There results a change in which, to satisfy Equation 

(1), causes a peak shift. 

6) Long Range Disorder 

neighbor statistic only. Consider a crystal lattice in which 

the distance between successive points varies about an 

average value a, with a probability cens^.<.y h(x), as in tig. 

2 (a) and (b). Since the quantity h(x) is normalized, 

Long range disorder is determined by first nearest 

o 

(9) 

and its average value is: 
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» 

x h ( x ) d x  (10)  

It can than be shown that the characteristic crystal size L, 

as measured by the Scherrer equation, is made up of two 

contributions, one actually due to crystal size, the other 

owing to long range disorder, according to Equation (11): 

t  5  * (Trr*7  ( i d  

where Na equals the length due to crystal size, and as is 

t h e  c o n t r i b u t i o n  o f  l o n g  r a n g e  d i s o r d e r ,  A S  i s  g i v e n  b y :  

As .  A  . 2  ( A ) 2  (12)  

in which 

h ( x ) ( x  -  a ) 2  d x  =  * 2  (13) 

Solving Equation 13, and using Equation 9, we get: 

2 . o 2 2 x  h ( x ) d x  -  2 a  +  a  (14) 

or using Equation 10: 

2  - 2  . 2  4> = a -a ( 15 )  

Thus 
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Figure 2 (a) 

( b )  

IRREGULAR ONE-DIMENSIONAL LATTICE 

DISTRIBUTION FUNCTION H(X) OF THE DISTANCE 

BETWEEN CLOSE NEIGHBORS. 
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a = [a2  * *2]1 /2  (16) 

An estimate of As therefore allows us to estimate the lattice 

length beyond which long range order ceases to exist with 

respect to the origin. 

7) r'.-.a^e Changes 

The effect of phase changes is usually to produce 

and entirely new diffraction pattern, since a change in 

crystal structure is usually involved. 



CHAPTER III 

EXPERIMENTAL 

X-Ray Equipment  

A Picker X-ray diffractometer was employed, utiliz 

ing copper radiation. Settings were as follows: 

Generator: 35 Kvolts 

16 milliamps 

Radiation Analyzer: Gain u.8 

Mode II A = 1.3 

B  =  9 . 3  

Scalar Time off 

Ratemeter variable cps. 

TC - 3 seconds 

Optica: 2° incident beam soller collimator 

2° incident beam aperture 

2° diffracted beam soller collimator 

2° diffracted beam aperture 

0.20° receiving slit 

N i c k e l  f i l t e r  ( 0 . 0 0 0 5 " )  

18  
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Experimental Equipment 

The overall layout in relation to the X-ray equip­

ment is shown in Figure 3. 

The Furnace 

The furnace consisted of a transite box, 1" x k" x 

6", with a 1M wide mylar X-ray window on three sides. The 

transite walls were lined on the inside with bright copper 

to reduce radiation heat loss. The walls were 1/V thick. 

The box was mounted at the base with a replica of the base 

of the Picker slide holder. The top face was a removable lid, 

to the underside of which a teflon slide holder was cen­

trally attached, as seen in Figure w. Helium entry and 

exit nozzles were situated at the lower and upper edges of 

opposite faces of the furnace. 

A two-part heating element was employed, as descr­

ibed below. The main element was accordianed in the bottom 
i e 

of the furnace. A small thermal stablizing element sur­

rounded the sample and was attached to the lid. (See 

Figures t  and S) 

The Heating? Element  

The heating element was designed to minimize tem­

perature gradients within tr.e - urnace. Accordingly, a 

heating element of very large surface area and low temper-
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ature was employed. In fact, the heating element was 

designed to operate at only 40^F above the temperature of 

the furnace. The element was constructed using 2" x 0.10" 

Kar.thal heating strip. The design criteria were as follows: 

The rate of heat loss from the furnace, was determined 

experimentally at 310°F, by inserting a heater and reducing 

the voltage till the temperature remained constant. The 

heater wattage was then 335 watts. Thus 

Rate of heat loss s  335 x 3.415 

= 1142 BTU/Hr. 

Let heater surface temperature = 3S0°F 

Then by Stephen's law, heat radiated 
= 0.173 x 10~8  x (8.1)4  x 108  

= 750 BTU/Hr. ft.2  

where the heating element is black faced 

Ut the heating strip have a resistance of Q ohms/ft., and a 

surface area of s sq. in./ft. Then 

s 1.525 x 144 
5 = T 

where R is the total resistance of the heating element. 

The most suitable heating element with the above s/Q value 

was found to be Kanthal D.DS strip 2" x 0.01". For this 

strip, 



a furnace 

b gieger counter and receiving apature 

c X-ray tube and incident beam collermator 

d radiation analyzer 

e X-ray generator 

f heating element power generator 

g helium bottle 

Figure 3 OVERALL EQUIPMENT LAYOUT 
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figure 1 THE rURNACE, SHOWING THE SLIDE HOLDER AND 

STABLIZING HEATING ELEMENT. 
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so R - 0.115 ohms 

And since the total wattage = 335 waits, 

required heater voltage = 6.96 volts. 

When the above heater was fabricated, the required voltage 

was found to vary from 8.0 volts when all the junctions 

were clean and bright, to 10.0 volts when the contacts had 

become tarnished. The discrepency in voltage was due to 

the resistance of the electric leads, which, even though 

thick copper was used, was significant compared to the 0.115 

ohm resistance of the heating element. 

Heating Element Current Generator 

The heating element current generator is shown in 

figure 6, and diagramatically in Figure 7. The system 

is made up of: 

a) A voltage regulator to stablize line 

voltage. Stable line voltage was of 

the utmost importance, since temperature 

was maintained in the furnace by passing a 

steady current through the heating element, 

without any controller. 

b) A transformer to step up the amperage and 
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step down the voltage. 

c) A 20 ampere Variac to provide current 

control. 

d) A voltmeter to measure the power input. 

Power was taken straight from the Variac to the 

heating element. 

figures 8 and 9 are further views of the equip­

ment . 

Pre, ̂ration of i:...les 

Indium samples were prepared by cutting thin wafers 

of the natal from a bar, using a microtome. The samples 

were of the order of 0.01" thick. Each sample had a smooth 

side, next to the microtome blade when the sample was cut, 

and a rough side. The samples were mounted on microscope 

slides with the rough side facing the X-ray beams. The 

rough side would most closely approximate a powder. The 

used was Dow Corning Silastic bathtub caulk. This 

is a silicone material which was found to be inert, and 

temperature resistant in the experimental temperature range 

encountered. 

Kur, Proccccurc 

A freshly cut sample of indium, mounted on a slide, 



Figure 6 POWER TRANSFORMING AND CONTROL EQUIPMENT FOR THE 

HEATING ELEMENT. 
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nuiwij] 
...........J 

T fcv:::v;:::o« 

H heating element 

M voltmeter 

S voltage stablizer 

T transformer , 

V variac 

Figure 7 DIAGRAMATIC REPRESENTATION OF FURNACE HEATING 

SYSTEM. 
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figure 8 THE fURNACE, SEALED FOR A HIGH TEMPERATURE 



2 9  
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was installed in the slide holder. Taking care that the 

X-ray tube and analyzer had been on for at least twenty 

minutes in order to warm up and stablize, the sample was 

brought into sharp focus at 20 = 32.96", the angle of maxi­

mum intensity. One peak, or all seven peaks, depending on 

the nature of the run, were then scanned at room temper­

ature. The furnace was then sealed with heating tape to 

make it  relatively gas tight, and it was flushed out with 

helium gas. A positive pressure of about 1/2" of water was 

maintained with the helium inside the furnace. 

The furnace was heated rapidly to about 290°F, 

at which temperature the voltage was cut back and marginally 

adjusted until the required temperature was reached. Temper­

ature was recorded using a potentiometer and thermocouple, 

wi^i the reference junction in melting ice. 

Two type of run were made. During the first type 

of run, the temperature was stablized, and all seven peaks 

were scanned before proceeding to the next highest temper­

ature. With the second type of run just one peak was 

scanned repeatedly at small temperature increments. Owing 

to the difficulties inherent in focusing, as described 

below, the second type of run proved more useful, since 

periodic small adjustments to the focus were all that were 

required. Each peak was scanned at a 20 speed of 1/4 

per sec. 
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The sample was always melted, and the potentiometer 

was callibrated using this melting temperature. The melting 

point was easily detected by the sudden disappearence of 

peaks. The furnace was then cooled, and a room temperature 

scan of the cold sample was made. 

It was found necessary to operate the furnace at 

night, when the line voltage was steady. During the day 

fluctuations in the line voltage did not allow a constant 

temperature to be maintained. At night the temperature 

could be maintained absolutely constant over intervals as 

small as 1/3°F. Though some experience was necessary to 

gain the facility to control temperature without a con­

troller, once this facility had been acquired, the task was 

relatively simple, requiring only constant supervision oi 

the equipment. Care was taken not to allow the temperature 

to rise and then fall back to the required value, as the 

changes with temperature had been found not to be revers­

ible. The most accurate temperature control obtained with 

and automatic controller was 2 t . 

Discussion of Experimental Proceedure 

Indium slowly oxidizes at room temperature. It 

was found that samples could not be kept more than twenty-

four hours without a noticable decrease in peak intensity. 

The approximation of the rough side of the indium 
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samples to a powder was found to be excellent. 

Focusing the indium sample to obtain peaks of 

maximum intensity was made extremely difficult by the phys­

ical limitations imposed on the design of the furnace. 

These limitations were : 

1) The furnace had to fit in the space between the 

incident and receiving soller collimators, allowing 20 

movement. Also, the level of the sample was fixed by the 

position of the X-ray beam. Thus a very severe limitation 

was placed on the dimensions of the box. 

2) The occupation of a large part of the volume of 

the furnace by the heating element further limited the 

extra design features that could be included. Heating 

systems based on recirculating hot helium were made 

impractical by the necessary mylar windows, which would 

have made a gas tight furnace difficult and costly LO fab­

ricate . 

3) The furnace could not be a large radiator of heat, 

since X-ray tubes are sensitive to environmental temper­

ature changes, altering the intensity generated. The 

furnace therefore had to be well insulated. 

The fixing of the slide holder to the lid or the 

furnace was unsatisfactory, since it introduced possible 
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lateral motion o: the slide. That the slide was correctly 

centered could be assured by obtaining a good intensity 

peak at the correct 2G angle. Movement of the slide by 

thousandth of an inch could result in complete loss in 

intensity. Since focusing was a trial and error proceedure, 

it was by necessity time consuming, and runs were eventually 

designed to avoid refocusing as much as possible, by 

scanning one peak per run. 

In the light of the experience gained by this work, 

it is possible to make certain recommendations for an 

improved furnace design. They are: 

1) The large surface area heating element should be 

replaced by a number of short parallel heating wii«_s, 

placed in front of the sample, and independently controlled 

to obtain a zero temperature gradient across the sample (22). 

2) With a smaller volume allowable, the furnace should 

be made of steel and insulation, with a reinforced mylar 

window ring, such that a gas tight press fit could ce 

achieved. 

3) The slide holder should be mounted on the base of 

the furnace. Such a unit should be fabricated with extreme 

accuracy of dimensions. insuring that the sample would at 

all tines be correctly focused. Otherwise the sample could 

be permanently slightly out of focus. with no means for 



correction. 

3k 

A design based on the above would be costly to 

nake, but the cost would be justifiable if future applic 

ations were anticipated. 



CHAPTER IV 

RESULTS OBTAINED 

Three measurements were made of each peak; they were 

the peak intensity, I, the change in 20 angle, A, and the 

peak width at half intensity, 3. 

Peak intensities are shown in Figures 11 to 17 . 

The units are arbitary, one unit corresponding to one inch 

height on the strip chart recorder, when the ratemeter 

setting was <4 00 cps. at TC = 3 seconds. On Figures 11 to 

17, the width of the bars is an estimate or the tolerance 

of the data. The cold peak intensity is included for 

reference. Since the figures are derived from a number of 

runs, two features must be made clear. An overlap of 

intensities over a range of temperature, for example, from 

302°F to 307°F on Figure 11, indicates that for this range 

of temperature both intensities were obtainable on dif­

ferent runs. On occasion, a substantial increase in 

intensity could be obtained by refocusing the sample. Such 

instances are recorded on the figures with a broken line 

and the word "refocus". It will be noted that on Figure 

16 the sample was refocused at the same time as it was 

35 
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allowed to cool slightly, to recheck the coexistance of 

two intensity conditions for the 103 plane between 300°F 

and 3S0°F. 

The extent to which peak intensity depended on very 

slight adjustments to the focus, render the intensity data 

somewhat unreliable. Only in Figure 11, for the 101 plane, 

was the increase in intensity so significant that there was 

no chance of the effect being due to focusing. Further­

more, the 101 peak showed other striking anomolies, as 

discussed later. 

The changes in 20 angle, a, are reported on Figures 

18 to 2«* , together with the ranges of confidence. Possi­

bilities of error were introduced by the following factors: 

1) Random fluctuations of the pen gave rise to false 

peaks, slightly offset from the correct location. This 

source of error became progressively worse for the less 

intense peaks, but it was significant even ^or the strong­

est peaks. Reference to Figures 32b and ofc may be made 

to illustrate this source of error. Possible errors were 

up to 0.01° for the weakest peaks. 

2) The 20 magnetic drive mechanism was triggered 

manually when the pen on the strip chart recorder crossed 

a heavy line, giving rise to the possibility of small human 

errors in the location of the origin for each scan. The 



strip chart and the 2G drive were synchronized, so that 

angles were read in terms of distance along the strip chart 

Thus errors in locating the origin were transmitted across 

the whole of the individual scan, but no further error was 

introduced during the scan. Maximum error from this cause 

was about 0.005°. 

3) Some error was always inherent in estimating the 

actual peak, which was seldom sharp. Maximum error from 

this cause was 0.002°. 

4) Since peak shift was measured by subtracting the 

value of 20 for the cold peak from the value for the hot 

peak, errors 1, 2 and 3 in the cold peak would produce 

further error in the hot peak. By averaging a number of 

cold runs, this source of error was reduced, but a total 

possible error of 0.01° was still possible. 

The maximum error in A was therefore 0.027 . Un­

certainty in B, the peak width at half intensity was 

caused by the variations in recorded peak intensity. A 

further source of error was the need to estimate the inten­

sity owing to a. radiation, by subtracting out the contri­

bution of the a^ radiation (20). 

On Figure 10, a double peak is shown, with the 

a. and a, contributions. We assume that the contribution 

of a2 intensity at the ̂  paak is negligible, and vica 

versa. Then, since each peak is ideally symmetrical, we 



have that: 
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Pb = PA + PC = PA + CQD/2) (17) 

Half height intensities owing to a radiation are presented 

on Figures 25 to 31. The average value of the ratio of 

radiation width to total double peak width is given for each 

reflection on Table 3. 

On Figures 32 to 38 representative peaks for each 

diffraction are shown. On Figure 39 a number of inter­

esting peaks diffracted by the 101 plane are shown. These 

peaks are interpreted in the discussion of results as 

indicating an ordering of lattice vacancies normal to the 

101 plane. 

Figure 2W shows the peak shift for radiation dif­

fracted by the 211 plane. The more scattered data points 

Htie taken from earlier runs of the first type, that is,  

where all  seven peaks were scanned at each temperature. 

The later runs scanning the one peak only were in disagree­

ment. This disagreement is attributed to the ract that the 

incident and receiving soller collimators started hitting 

the furnace at about 67°, 20. Though the error thus 

introduced was insignificant in the earlier runs, i t  had 

and accumulating effect in the later runs where the one 

peak was being repeatedly scanned. 
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Reflection 28 Temperature «1 H a l f  height width 
Total half height width 

Plane Range  

101 3 2 .9 6°  290  - 308°F  0  . 328  

3 0 2  - 308°F  0  . 661  

308  - 311°F  0 .559  

002  36 .32°  290  - 311°F 0 .620  

110 39 .17°  290  - 311°F 0 . 510  

112 54  . 47 °  290  - 311°F 0  . 480  

200 56 .60°  290  - 311°F 0 .460  

103 63 .20°  290  - 311°F 0 .520  

211 67 .02°  290  - 311°F 0 .590  

Table 3 THE RATIO OF HALF INTENSITY PEAK WIDTH OWING TO 

o. RADIATION, AND OWING TO THE COMBINED 

AND a2 RADIATION. 
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Figure 10 THE CALCULATION OF HALF PEAK INTENSITY WIDTH 

OWING TO RADIATION ONLY 
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The following number of runs were used on Figures 

11 'O 31 - or ec.ch o: the following planes of reflection: 

Plane Runs 

101 U 

002 3 

110 3 

112 3 

200 3 

103 U 

211 U 
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H i r e  3 4  R e p r e s e n t a t i v e  
p e a l c  d i f f r a c t e d  
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PiTire 35 .—/>cpntat ive 
neaK diffracted by the 1 1 2 plane 







Figure 33 
„„,v diffracted by the 2 1 1 plan. 



Figure 39 a to ra 

PEAKS DIFFRACTED BY THE 101 PLANE, SHOWING EVIDENCE 

OF ORDERING NORMAL TO THE PLANE. 















CHAPTER 5 

INTERPRETATION OF RESULTS 

Thermal Cell Distortion 

In Table 2, d, ̂  is given as a function of the 

principal axes x and z of the indium cell, for each order 

of diffraction. Figures MO to MS show the change of dhkl, 

4d, as a function of temperature, as computed from the 

experimental data for a, using Equation (1). fid could be 

analysed in order to determine the changes in lattice para­

meters fix and «z in one of two ways. By one method, best 

values could be found for the two variables from the seven 

piece, of data by data fitting, using the method of least 

squares. By a second method, X and . are measured from 

the peak shifts of those planes whose dhkl are functions 

fv.0 npak shifts of the remaining 
of x only, or of z only. The peak snix 

planes, whose dhkl are functions of both x and s, are used 

as a check. The second method was selected, sine 

ir.ro account the probability that 
fitting does not take xnt 

V v. f-han thermal distortion effecting 
there are factors other th 

dhkl* 

. - the experimental data reveal two 
Trcnnction of tne 
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obvious anomolies. The 101 plane gave a substantial step 

change in peak intensity, ana thermally concurrent peak 

'width and angle displacements. Also the 112 plane had 

positive peak displacements. We note that from Table 2, 

6^002 = 0 • ̂6 z 

«d11Q = 0 .7076X 

dd^QQ " 0.56x 

(18) 

(19) 

(20) 

Using Equation 18 and 19, fid^ was calculated for the four 

remaining planes. The results are compared on Figures 40, 

43, 45 and 46. It is noted that the agreement is quite 

good for the 103 and 211 planes, and for the 101 plane out­

side the anonolous region. Poorer agreement is obtained 

using the value of fix obtained from Equation 20, due, no 

doubt, to the low intensity of the peak diffracted by the 

200 plane. 

Charact* l irf- XaSgfe L°ng ̂  Dl5°rder' 

Crystal characteristic length is calculated accord­

ing to Equation 6. The value of L calculated gives an order 

of magnitude for the individual crystal site, hut also 

includes two other efrecv. 

, •_„ 0f the peak may be present. 
1) Some machine broade.—>.& _ 

then the true characteristic crystal 
If this is equal to 6B, then 
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length, t, would be given by Equation 21: 

r = (B-6B) cos 0 
( 2 1 )  

2) Long range disorder in the lattice has the effect of 

decreasing L for increasing 20. Let * represent the long 

mnge disorder in the crystal lattice. Combining Equations 

11 ana 12, we obtain Equation 22 for 

,2/3 
• s 

- 1/4 

,(r)2 " 
( 2 2 )  

This nay be rearranged to give Equation 23. 

<4>6 « <rr>U 
71 $ 

1 n2 
< t > 2  "  & (23) 

disorder is equal in every 
If we assume that the long range-

substitute for * with Equation 24: 
direction, than we may 

9 s y d 
(24) 

and we get: 

<H>2 (JL)* 4>! -
(25) 

2 M/") 2  we should obtain a 
Thus if we plot (1/d) vs ' inter-

- l e  C I / t t u ) and the inter 
straisht line where the slope equal^ ^ 

cept on the (1/L)" axis equals (-/- '  
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2 2 
On Figure 47, Cl/L) is plotted against Cl/d) for 

•| indium, and at 295°F, 30 5°F and 311°F. From the data, 

no temperature affect may be discerned. If we assume that 

» 0, then from Figure 47, we obtain the results that; 

L* = I = 5760 ft 

u = 1.325 x 10"^ 

a/a « 1.000612 

•o long ranga order disappears over 16K7 unit cells, which 

is of the same order of magnitude of l\ the characteristic 

orystal length calculated for the undisordered crystal. 

It should be noted that the scatter of the data points 

on Figure 07 is due largely to the uncertainty of deducing 

peak width due to radiation only, from the measured peak 

width due to o. and 02 radiation combined. 

ne neak broadening is given 
Some measure of the macnine p 

- -r- ra rould be calculated 5 
from the calculated value of Z. 

1 ' • used in Equation 25, to produce 
and an adjusted value o. L us 

f < B  a ^ d  s o  f o r t h .  T h e  d a t a ,  h o w e v e r ,  
a second estimate o. 6-» 

- procedure to be rewarding. 
are too scattered for such <a . 

7- -o find out what the effect or 
It is of interest to xina 

„ _ is peak widths and 20 angles were 
recooling the crystal is. 

. Weighting the type 
neasured for the recooled pe*. • 
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runs by a factor of 5 over the type 1 

tuns which were less reliable, the results obtained were: 

Average peak shift nil 

Recooled peak width ^ Q2 
cold peak width 

Koa it would appear that the changes which occur in the 

Byttal lattice on heating are reversible. There are, 

however, strong indications of a hysterysis effect, as 

seer, from ligures lb, 16, 1j, -1 and 25. 

Analysis of the 101 Plane Prepeak 

With reference to figures 39 a to m, it will be 

teen that the 101 plane diffracts a "prepeak". The pro­

perties of this prepeak are listed on Table 9. Similar 

peaks are not found in any of the other diffraction lines. 

a. properties of the prepeak may be explained in terms of 

siaultaneous adulation of the lattice parameter and the 

fv,a+- the structure factor 
structure factor (20). ass 

varies according to Equation 26. 

2jma,x (26) 
f S f (1 + n sxn 
n 

where , is the amplitude of modulation, and A the period. 

bv Equation 27• 
The interplanar spacing is 

, „ na (27) 

di01 = na • Adn=na - ̂  "A 
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where c is the amplitude of modulation. It is essential to 

have a sine term in one expression and a cosine term in the 

Other SO that the maximum of f corresponds to the maximum 

Btcing. The diffracted amplitude is the transform of the 

function representing the distribution of matter, or 

F(x) = f (1 • n sin £n 6 (28) 

Thif transform is tedious, but available in the literature 

^(20). It is found that a pair of satellite peaks ac­

company each node, situated at +_ 1/A, with intensity ratios. 

(Acs^_n)2 for sdtellite s = J - I 
(29) 

(*c%~ for satellite s = | + j 

Since the satellite for s = £ • j is of such low intensity 

as not to be discernable, we may conclude -hat n is 

by Equation 30 : 

(30 ) 
n = Acs 

and thus: 

n 1 < 3 1> 
d = (Acs) for s = — - A  x 

From the constant value 
obtained for the prepeak displacement 
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fror. 101 node, we calculate that 

A - 850 A 

Thus we obtain values of c and n from Equations 26 and 27, 

as presented in Figure From Figure 48 we may note the 

following: 

1) Both c and n change sharply at 307 F. 

2) Above 3074 F, n = 1. 

|j> :: the slopes of the two curves below 306° were 

•sinteinsd, both e and n would approach zero at about 

100°F. 

I One explanation of these results would be that 

lattice vacancies are ordering normal to the 101 plane. A 

lattice vacancy would give rise to a zero structure factor, 

or , « 1. such a result would be in agreement with the 
/ /jo \ pyc6Dt that these 

findings of Eckert and Drickamer (2 ), 
. i.. i arse self diffusion 

workers did not observe anomolously larg 
. .. f q ̂ working with very 

until about 309°F. Jack and e 
~ • ,-c initiated and pro-

pure gallium, concluded that meltxng xs xnxtxa 
• trs»-L olane of reflection of gallxum. 

pagated along the prxncxpa p lattice 
i c r  q h o w e d  o r d e r x n g  o f  l a t t x c e  

It is possible that gallium als 
• in,] axis. Kaplow and Averbach 

vacancies along the prxncxp 
•™*lar finds for lead. Evxden 

(2»0 do not have any sxmxla 



91  

Ten; <3 rat u re T (20 - 20') I'/I 

3 0 H . 0  0 . 0 5 3 °  0 . 3 8  

0 . 0 5 3 °  0 - 3 8  3 0 4 . 4  

3 0 4  . 8  

3 0 5 . 7  

3 0 6 . 0  

3 0 6 . 6  

0 . 0 5 3 °  0 - 3 9  

0 . 0 5 3 °  0 - 4 4  

0 . 0 5 3 °  O - 4 4  

0 . 0 5 3 °  0 . 4 7  

3 0 7 . 0  3 . 0 3 3 °  

* 0 3 3 °  1 . 0  3 0 7 . 7  J . U o o  

n 0 5 3° ^ ^ 
3 0 9 . 0  Q ' 0 b J  

0  . 0 5 3 °  ' v , 1 * °  

0 . 0 5 3 °  * 1 - °  

3 0 9 . 3  

3 1 0 . 3  

Priaed symbols refer to the p r e p e a k .  

UMeJ. PROPERTIES OF THE PREPEAK DIFFRACTED BV THE 

PLANE. 



q1 



9 3  

of periodic faults in crystal structures unlike indium are 

reported elsewhere in the l i terature (25-28).  

Prepeaks Caused by Slight Focusing Errors 

Another type of prepeak may be noted in the results,  

and must be differentiated from the effect discussed in the 

previous section. On the leading side of most peaks, 

evidence will  be seen of a "prepeak" or "bump" (Figures 32-

38).  For the 101 plane, prepeaks owing to vacancy ordering 

have associated "bumps" causing a double "bump" on the 

leading side of the peak. (Figure 32 (a)) These 'bumps 

are in least evidence for the most sharply focused peaks 

(Figures 39 a to f) .  These "bumps" are best explained by 

assuming that the indium sample was not at  the exact geometric 

center of the X-ray table.  This is  quite probable, for the 

sample was inside a furnace, and though great.  , ,ain3 were 

taken to center the sample accurately, i t  is doubtful if  

all geometric error could be avoided. Assuming the sample 

were slightly off center,  some of the diffracted X-rays 

would not impinge on the receiving sli t .  As the sample was 

rotated, the diffracted X-rays would travel from slightly 

• • e i T +• "t~o sli2ti~tly "to "the L to the left  of the receiving sli t ,  to siigf y 

divine: r ise to the observed "bump", of the receiving sli t ,  giving -

as m,1 Rrrated in Figures 49 and 50. 

Other Effects 



94 

(a) ?o>«t of coT-rcct O CO -t--t-<S-CyU O-XlS 

x iAcoT-/-ecfc axis 

Figure U9 INTENSITY LOST DUE TO INCORRECT CENTERING. 

(b) *«•}' of^C-T tfriCft. t«.CidVl 
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JL; ff-fac (re J > A  t<2.y\ i  i  t  f o i ~  

ive. II ceAtc.ir<2ci pe-^K 

J^iffrd. ctred I/\te./»s i t £o-^ 

baL<A(>^ te.wire.rei P&&K 

P f > , > f c '  a . r \ c > f l e .  o f  

C o l  s i c  v t  c - e  

2-© 
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No indications were found of lattice distortion 

or stacking faults. Phase changes for gallium have been 

reported (9), and might be expected in induim. However, 

such changes were found to occur over temperature intervals 

as small as 0.005°F, which was too fine to be picked up by 

the equipment used in this work. 



CONCLUSION 

Melting in indium metal is accompanied by an exp­

ansion of the unit cell and a tendency for the rectangular 

cell to become cubic. The actual breakdown of the lattice 

on melting originates on, and is propagated along the 101 

plane, by the development of self diffusion. 
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SUMMARY OF RESULTS 

Lattice Parameter Changes 

The X unit cell parameter (3.2517 ft) increased by 

0.7% at 290°F, and by 0.4% at the melting point. 

The Z unit cell parameter (4.951 ft) decreased by 

0.52% at 290°F, and by 0.97% at the melting point. 

| The above percentages are subject to +_ 10% error. 

We note the trend towards a cubic structure. 

101 Peak Shape 

Evidence was found or modulation of structure 

factor and interatomic spacing along the principal 101 plane 

This modulation could be interprets as -he o.deri g 

large numbers of lattice vacancies normal to the 101 plane. 

Crystal Si** and Long Range Disorder 

crystal characteristic length 
An approximate cold c-y 
- The interplanar spacings were 

of 5760 ft was calculated. 
n n nfifc No increase in long 

found to vary by approximately 
and the almost complete 

range disorder was discern > 
• little crystal 

.. •. r- _ /.vmctal size in 

98 
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growth on heating. The last point is in agreement 

finding of Kaplow and Averbach (24) for lead. 



NOMENCLATURE 

Amplitude 

Period of unperturbed lattice 

Mean value of a 

Peak width 

Interplanar distance 

Structure factor of nw" lattice site 

Probability density function 

Intensity 

Cold Intensity 

Crystal charateristic length 

Cold crystal characteristic length 

Mean value of L 

Any integer 

Resistance of heating element 

Surface area per foot of heating 
element (Pg« 20) 

£ • - (Pg. 89) 
a — 

Contribution of long range disorder 

Minor axis of crystal lattice 

Structure factor function 

Major axis of crystal lattice 
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GREEK LETTERS 

a Constant 

A Change in 20 angle 

c Small variation in 20 (?g. 10) 
Amplitude of molulation of planar spacing (Pg. 88) 

n Amplitude of structure factor modulation 

0 Angle of X-ray diffraction 

A Period of structure factor modulation 

A X-ray wave length 

y •/d 

• Phase oilference (Pg. 1-) 
Long range disorder probability density function 
(Pgs. IS and 86) 

Q Electrical resistance 

SUPERSCRIPTS | 

' Prepeak 

\ • SUBSCRIPTS 

hkl Killer indices 
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