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Introduction 

The International Conference on Information Processing is 
convened by Unesco in pursuance of resolution 2.41 adopted 
by the General Conference at its tenth session in November-
December 1 958. The conference will be held from 15 to 
20 June at Unesco's Permanent Headquarters in Paris.  

The project to hold such a conference arose out of a 
suggestion made by the Joint Computer Committee (United 
States of America) in 1957 and was subsequently endorsed 
by the International Advisory Committee on Research in 
the Natural Sciences Programme of Unesco (fifth session, 
Moscow, May 1957). It  reflects the considerable progress 
made in recent years in the design and utilization of electronic 
computers. 

It  is not surprising, therefore, that special institutions have 
sprung up recently and that more are being established in 
many countries; and that computing divisions have been set 
up, or are being set up, in large research laboratories, which 
have to carry out a considerable volume of complicated 
mathematical computations. 

In September 1957 Unesco itself established a provisional 
International Computation Centre in Rome with the assis­
tance of the Italian Institute of Higher Mathematics. The 
centre is called upon to fulfil  important tasks as regards 
international co-operation in the field under review. 

The utilization of information processing machines, the 
construction and operation of which require considerable 
financial resources, raises new mathematical and engineering 



problems which are at present attracting the attention of 
research workers. 

The International Conference on Information Processing 
now convened by Unesco is intended to facilitate research 
and the international exchange of information and experience 
in this field. The conference is of a non-governmental nature, 
open to all scientists and engineers of a high standing in the 
Member States of Unesco, of the United Nations and of the 
Specialized Agencies. 

In preparing this conference Unesco has been assisted by 
an international group of consultants. The national or regional 
groups listed below have acted as liaison bodies between 
Unesco and interested persons: 

France: Association Fran^aise de Calcul, 
Institut d'Astrophysique, 
98 bis Boulevard Arago, 
Paris-14. 

Federal Republic of Germany: 
Deutscher Ausschuss fur Rechenanlagen, 
c/o Prof. Dr. A. Walther, 
Technische Hochschule, 
Darmstadt 1 6. 

Italy: Istituto Nazionale per le Applicazioni del Calcolo, 
Piazzale delle Scienze 7, 
Roma. 

Japan: The Special Committee on Computers in the National 
Research Council, 
c/o Prof. H. Yamashita, 
Electrical Engineering Department, 
University of Tokyo, 
Bunkyo-ku-Tokyo. 

Netherlands: 
Mathematisch Centrum, 
2 E Boerhaavestraat 49, 
Amsterdam. 



Scandinavia (Denmark, Finland, Iceland, Norway, Sweden): 
Laborator Stig Comet, 
c/o Matematikmaskinnamnden, 
Box 6131, 
Stockholm 6. 

Union of Soviet Socialist Republics: 
Prof. D. Panov, 
PI. Vosstania 1, Kw 213, 
Moscow. 

United Kingdom: 
Group B, 
British Conference on Automation and Computation, 
The Institution of Electrical Engineers, 
Savoy Place, 
London, W.C.2. 

United States of America: 
U.S. Committee for the International Conference on 
Information Processing, 
c/o I. L. Auerbach, 
Box 4999, 
Washington 8, D.C. 

Yugoslavia: 
Dr. Rajko Tomovie, 
lnstitut Boris Kidric, 
B.P. 522, 
Beograd (Belgrade). 
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Organization of the Conference 

Opening Session 

The opening session will take place in the Grand 
Amphitheatre of the Sorbonne (entrance 47 Rue des 
Ecoles, Paris-5e) at 11 a.m. on Monday, 15 June. The 
president of the conference is Professor Howard H. Aiken 
(U.S.A.). 

Agenda and Organization of Work 

The agenda and programme of work have been drawn up 
by the Director-General of Unesco with the advice of an 
international group of scientific consultants specially called 
for this purpose. 

Details about the programme of the conference will be 
found in the second part of this handbook. 

The daily time-table of the conference will be posted on 
the two announcement boards situated in the foyer of the 
Conference Building and in the hall ofthe Secretariat Building. 
Unless specified differently, morning sessions will be from 
1 0 a.m. to 1 p.m. and afternoon sessions from 3 p.m. to 
6 p.m. 

Privileges and Immunities 

For the duration of their mission, participants will enjoy 
the privileges and immunities accorded to them under 
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Articles 9 and 25 of the Headquarters Agreement contracted 
between the Government of France and Unesco. In case of 
inquiries, please apply to the Conference Planning Officer 
(room S.382, ext. 3719). 

Officers of the Conference 

The officers of the conference are appointed by the Director-
General of Unesco with the advice of the previously men­
tioned group of scientific consultants. 

The president will be Professor Howard H. Aiken (U.S.A.) 
The names of the vice-presidents of the conference and 

of the chairmen and the vice-chairmen of sessions will appear 
in the first issue of the information bulletin. 

Group of Scientific Consultants and Participants 

The following consultants have helped Unesco in the prepa­
ration of the conference: 

S. N. Alexander (U.S.A.) 
I. L. Auerbach (U.S.A.) 
J. Carteron (France) 
J. Coales (U.K.) 
S. Comet (Sweden) 
Ph. Dreyfus (France) 
E. Durand (France) 
A. Ghizzetti (Italy) 
M. Goto (Japan) 
A. S. Householder (U.S.A.) 
C. Manneback (Belgium) 
P. Namian (France) 
D. Panov (U.S.S.R.) 

W. L. van der Poel (Nether­
lands) 

R. de Possel (France) 
R. Rind (France) 
C. S. Scholten (Netherlands) 
K. Steinbuch (Federal Repub­

lic of Germany) 
A. Walther (Federal Republic 

of Germany) 
A. van Wijngaarden (Nether­

lands) 
M. V. Wilkes (U.K.) 
H. Yamashita (Japan) 

A complete list of accredited participants will be distributed 
at the opening of the conference. 
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Conference Secretariat 

President: Professor Howard H. Aiken, room S.386, 
ext. 3722. 

Secretary-
General: Professor P. Auger, room S.386, ext. 3722. 

Secretary: Mr. J. A. Mussard, room S.385, ext. 3720. 

Planning 
officer: Mr. J. P. Urlik, room S.382, ext. 3719. 

Editor: Mr. S. de Picciotto, room S.372, ext. 3730. 

Press 
liaison: Miss Y. Tabbush, Press room, S.332, 

ext. 3701, 3702. 

Secretariat: Room S.383, ext. 3720. 

Scientific 
secretaries : Room S.37I, ext. 3731, 3733. 

Information 
bulletin: Room S.373, ext. 371 0. 

Symposia 

The programme of the conference includes a series of sym­
posia in the afternoons. For details see the second part of 
this handbook and announcements in the information bulletin. 

Evening Lectures 

A series of lectures including a round-table discussion will 
take place in the evenings. The purpose of the lectures will 
be to enable non-specialists to become acquainted with the 
basic principles and possibilities of modern computation 
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methods. Details of the evening lectures will be announced 
in the information bulletin. 

Working Languages 

The working languages of the conference are English, French 
and Russian for which simultaneous interpretation will be 
provided. 

The working languages of the symposia will be English 
and French. 

The evening lectures will be given in French whenever 
possible, but interpretation into English will be available. 

Conference Documentation 

Discussion papers will be available in English or French. 
Abstracts of these papers will,  however, be published in 
English, French, Russian and Spanish. 

The Russian version will be prepared with the help of 
the Academy of Sciences of the Union of Soviet Socialist 
Republics. The German national group has undertaken to 
provide a German version of the abstracts. 

Organization of the Discussions 

Participants wishing to take part in any discussion should 
complete the special forms provided by the Reception 
Service and hand them to the scientific secretaries (room 
S.371, ext.  3731 and 3733). 

Proceedings 

The Proceedings of the conference will be published after 
the conference under the auspices of Unesco. They will 
contain the full texts of the papers presented orally to the 
conference (English or French); abstracts of these papers 
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(English, French, Russian, Spanish); discussion summaries 
based on texts provided by the speakers themselves (English 
or French); summaries of the symposia (English or French) 
as well as the reports made by the introductory speakers 
of the conference sessions (English or French). 

For all inquiries concerning the preparation of the Proceed­
ings please apply to the Conference Editor (room S.372, 
ext.  3730). 

Order forms for reprints or all of the Proceedings can 
be obtained from the Conference Editor. 

Information Bulletin 

A daily information bulletin will be published throughout 
the conference (room S.373, ext.  3710). The bulletin will 
contain general information of interest to participants, details 
relating to the programme of meetings, and announcements. 

The bulletin will appear every morning in English and in 
French and may be obtained at the Reception Service. 

Press Conferences 

It  is planned to hold daily press conferences in the Press 
Room (room S.332) of the Conference Building at the close 
of the afternoon sessions. The press conferences will be 
organized with the help of the scientific secretaries and the 
chairmen of the daily sessions will attend them. For further 
details apply to the Press Liaison Officer (ext.  3701 and 
3702). 

Guidance for Speakers 

Languages. English, French or Russian may be used during 
the discussions. Interventions in any of these languages at 
conference sessions will be simultaneously interpreted into 
the other two languages. 

To facilitate accurate interpretation of their statements, 
speakers are requested not to exceed a speed of about 
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100 words per minute (speakers may find it  advisable to 
time their presentation in advance); they should maintain 
a clear and even flow of words, particularly when using 
scientific formulae or terms. Whenever possible, simple words 
and phrases should be used. 

Discussions. As a rule, 30 minutes in all will  be available for 
the presentation and discussion of each paper. The following 
suggestions are intended to help speakers make the best 
use of their limited time. The work of the conference will 
follow the order prepared by the secretariat,  as shown in 
the programme (page I 9).  Since the full texts of all the 
discussion papers will be available to participants at the 
opening of the conference, authors of such papers only need 
to summarize and high-light important points in their oral 
presentation in order to stimulate constructive debate. 

The presentation of each paper will normally be followed 
by a general discussion based upon that particular paper. 

Participants wishing to take part in any discussion are 
requested to inform the secretariat by completing and 
handing to the scientific secretaries (room S.371, ext.  3731 
and 3733) special forms which will have been distributed 
to them upon registration. 

Speakers are requested to be as brief as possible. The 
chairman of each meeting will first call speakers who have 
previously handed in their discussion forms. 

In view of the size of the Conference Hall and in order 
to gain time, the front row has been reserved for discussion 
speakers who are requested to take a seat in that row at 
the beginning of the session at which they intend to speak. 

Summaries of speeches. All speakers are requested to submit 
to the scientific secretaries (room S.371, ext.  3731 and 
3733) as soon as possible after it  has taken place, a summary 
of their intervention in English or in French. 

Symposia. Three hours will be available for each symposium 
at which specialists will be invited to speak on the main 
aspects of the subject reviewed. The organization of symposia 
has been entrusted to co-ordinators who can be contacted 



through the scientific secretaries (room S.371, ext. 3731 
and 3733). 

Participants should try as far as possible to use only French 
or English. In principle there will be no interpretation as it 
will be practically impossible to recruit and brief a sufficient 
number of well-trained interpreters to cover both the 
plenary sessions and the symposiaof the conference. However, 
speakers who cannot express themselves in English or French 
should inform the secretariat which will then try to provide 
ad hoc interpretation. 

Projection of slides, films and diagrams 

Projection facilities are provided in the Plenary Hall (room I) 
for the presentation of slides and of 1 6 mm. and 35 mm. 
films (both optical and magnetic sound). 

Slides should bear the speaker's name on the edge and be 
numbered on the top right-hand corner in the sequence 
required by the speaker. They should be handed to the 
scientific secretaries (room 371, ext. 3731 and 3733) in 
charge of meetings in a box labelled with the speaker's 
name and the number of his paper. 

Slides of the following dimensions may be used: 5 x 5 cm. 
(2"x 2"), 8.5x8.5 cm. (3i"x3i"), 8.5x10 cm. (3i"x4"). 

Speakers are requested to collect their slides themselves 
after the meetings. 

A special device is also available for projecting diagrams 
on to a screen as the speaker draws them with a grease 
pencil on a glass sheet (rooms I and II). 
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Programme of Plenary Sessions 
and Symposia 



Monday, 15 June 

t .  de. PoSStFL ( r^AtJcr) 

VP L. On*y 

Morning (11 a.m. to 12). Documents 
i* . . ' Unesco/ 
Opening session. NS/ICIP 

Afternoon (3 to 6 p.m.). Session A. 
Methods of Digital Computing 
Rapporteur: J.  Kuntzmann (France) 

Session on Errors and Approximations 
F. Ceschino and J. Kuntzmann: Faut-il  passer a ia 

forme canonique dans les problemes differentiels 
de conditions initiales ? (France) A.1.3 

J. H. Wilkinson: Rounding errors in algebraic pro­
cesses. (U.K.) A.1.8 

Ch. Blanc: Sur ( 'estimation des erreurs d'arrondi. 
(Suisse) A.L.1 

P. Henrici: Theoretical and experimental studies 
on the accumulation of error in the numerical 
solution of initial value problems for systems of 
ordinary differential equations. (U.S.A.) A.1.13 

H. J. Maehly: Rational approximations for trans­
cendental functions. (U.S.A.) A.1.12 

D. B. Gillies: The exact determination of the charac­
teristic polynomial of a matrix. (U.S.A.) A.1.10 

20 



Symposia 
Symposium on the influence of very large memory designs 
and capabilities on information retrieval.  
Co-ordinator: G. W. King (U.S.A.) 

Symposium on switching algebra. 
Co-ordinator: M. Goto (Japan) 
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Tuesday, 16 June 

p _ H- YA-ma-stht* 
VP -

fo A-PAw) 

Morning (1 0 a.m. to 1 p.m.). Sess/on 5. ^unTscw 
r6- Logical Design of Digital Computers NS/ICIP 

Rapporteur: M. V. Wilkes (U.K.) 

C. Strachey: Time sharing in large, fast computers. 
(U.K.) B.2.19 

i B. J. Loopstra: Input and output in the X-1 system. 
(Netherlands) B.2.3 

W. F. Schmitt and A. B. Tonik: Sympathetically 
programmed computers. (U.S.A.) B.2.18 

J. Bosset: Sur certains aspects de la conception 
logique du Gamma 60. ^France) B.2.21 

A. L. Leiner, W. A. Notz, J. L. Smith and R. B. Ma-
rimont: Concurrently operating computer sys­
tems. (U.S.A.) B.2.17 

Afternoon (3 to 6 p.m.). Session C. 
Common Symbolic Language for Digital Computers 
Rapporteur: S. Gorn (U.S.A.) 

J. Poyen and B. Vauquois: A propos d'un langage 
universel. (France) C.3.2 

I. I. Basilevskv. lu. A. Shreider and I. la. Akushsky: 
Methods of logical recursive and operator analysis 
and synthesis of automata. (U.S.S.R.) C.3.5 
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f- A .lA/rt-Cm^<L 

V f -  - t j - .  Wo? l lH?R> H-  ( r tTVD 

___ 1/ faf- /VMftlU (JOLWTJM > Documents 

NS/ICIP 
F. G. Duncan and E. N. Hawkins: Pseudocode 

translation on multi-level storage machines. (U.K.) C.3.4 
F. L. Bauer and K. Samelson: The problem of a 

common language, "especially for scientific nume­
rical work (motives, aims, restrictions and results 
of the Zurich conference on ALGOL. (Fed. Rep. 
of Germany) C.3.3 

J. W. Backus; The syntax and semantics of the pro-
posed international algebraic language of the 
Zurich ACM-GAMM conference. (U.S.A.) C.3.6 

Symposia 
Symposium on the relationship between digital and analogue 

computing. 
Co-ordinator: J.  Carteron (France) 

Symposium on the logical organization of very small com­
puters. 

Co-ordinator: W. L. van der Poel (Netherlands) 
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Wednesday, 17 June 

Morning (10 a.m. to 1 p.m.). Session D. Document! 
Methods of Digital Computing (continued) NS/ICIP 

Sessions on Partial Differential Equations, 
Applications and Linear Programming 
A. A. Dorodnitzin: The experience ofthe use of high­

speed computers for solving partial differential 
equations. (U.S.S.R.) D.1.14 

L. Collatz: Methods of computation on digital com­
puters for partial differential equations. (Fed. Rep. 
of Germany) D.1.6 

D. J. Evans: The solution of elliptic difference equa­
tions by stationary iterative processes. (U.K.) D.1.7 

R. S. Varga: Over-relaxation applied to implicit alter­
nating direction methods. (U.S.A.) D. 1.11 

G. Letellierand R. Lattes: Resolution sur calculateur 
electronique d'un probleme d'algebre diophan-
tienne. (France) D.1.4 

G. R. Parisot: Les programmes logarithmiques— 
Application aux calculs des programmes convexes 
specialement Imeaires. (France) D.1.5 
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Afternoon (3 to 6 p.m.). Session E. Documents 
.  / I X  U n e s c o /  

Logical Design of Digital Computers (continued) NS/ICIP 

W. L. van der Poel: Zebra, a simple binary computer. 
(Netherlands) E.2.2 

M. Lehman: The specification development of a 
cost-limited digital computer. (Israel) E.L.4 

W. Buchholz, F. P. Brooks |r. and G. A. Blaauw: 
Processing data in Elts and pieces. (U.S.A.) "" E.2.8 

S. A. Lebedev and K. Sulim: A new computing 
machine. (U.S.S.R.) E.2.4 

I. la. Akushsky, L. B. Emeljanov-laroslavsky, E. A. 
Kljamko, V. S. Linsky, G. D. Monachov: Methods 
of speeding-up the operation of digital computers. 
(U.S.S.R.) E.2.5 

G. Metze and J. E. Robertson: Elimination of carry 
propagation in digital computers. (U.S.A.) E.2.6 

Symposia 
Symposium on linear programming. 
Co-ordinator: S. Vajda (U.K.) 

Symposium on error detection and correction. 
Co-ordinator: R. W. Hamming (U.S.A.) 

Symposium on collection, storage and retrieval of information. 
Co-ordinator: B. W. Adkinson (U.S.A.) 

2 5  



Thursday, 18 June 

p _ s. COM^T (su/eOB-y) 
VP - M, M/*STE£>\AWtf C^-) 

Morning (10 a.m. to 1 p.m.). Session F. Documents 
Automatic Translation of Languages NS/ICIP 
Rapporteur: D. Panov (U.S.S.R.) 

V. E. Giuliano and A. G. .Oettinger Research on 
automatic translation at the Harvard Comput­
ation Laboratory. (U.S.A.) F.4.1 

V. H. yngve; The COMIT system for mechanical 
translation. (U.S.A.) F.4.3 

K. E. Harper and D. G. Hays: The use of machines 
in the construction of a grammar and computer 
programme for structural analysis. (U.S.A.) F.4.4 

S. Takahashi, H. Wada, R. Tadenuma and S. Wata-
nabe: English-Japanese machine translation. (Japan) F.4.5 

I. K. Belskaia: Machine translation methods and 
their application to the Anglo-Russian scheme. 
(U.S.S.R.) F.4.7 
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Afternoon (3 to 6 p.m.). Session G. Documents 
Logical Design of Digital Computers (continued) NS/ICIP 

H. Takahashi and E. Goto: Application of error 
correcting codes to multi-way switching. (Japan) G.2.9 

S. Muroga: Logical elements on majority decision-
Principle and complexity of their circuit.  (Japan) G.2.10 

R. Vacca: A three-valued system of logic and its 
application to base three digital circuits.  (Italy) G.2.14 

G. C. Tootill:  The use of cyclic permuted chain codes 
for digitizers. (U.K.) G.2.15 

A. Svoboda: The numerical system of residual classes 
in mathematical machines. (Czechoslovakia) G.2.16 

Symposia 
Symposium on machine translation. 
Co-ordinator: D. G. Hays (U.S.A.) 

Symposium on automatic programming. 
Co-ordinator: A. Perlis (U.S.A.) 
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Friday, 19 June 

p - Uy. C. \Ja* fosu 

W <• (av-H^A 

Morning (9.30 a.m. to 1 p.m.). Session H. Document* 
Pattern Recognition and Machine Learning NS/?C°P 

Rapporteur: K. Steinbuch (Fed. Rep. of Germany) 

Session on Pattern Recognition 
H. Wada, S. Takahashi, T. lij'ima, Y. Okumura and 

K. Imoto: An electronic reading machine. (Japan) H.6.1 3 
H. Sherman: A quasi-topological method for the 

recognition of line patterns. (U.S.A.) A H.L.5 
W. Sprick and K. Ganzhorn: An analogous method 

for pattern recognition by following the boundary. 
(Fed. Rep. of Germany) y H.0.94 

H. Kazmierczak: The potential figfa as an aid for 
character recognition. (FesL-ftep. of Germany) H.0.1 01 

S. Frankel: Information-theoretic aspects of character 
r e a d i n g .  ( U . S . A . f — — H . L . 2  

G. W. Hughes and M. HafIe>On the recognition of 
speech by machine. (U.S.A.) H.6.1 
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f ft Ndpi* - /p^L I aJ j> A1//U 

|P - &V5/C^5*y (\J5S^) 

v^— ;s.^^e£^^(AJSA) 

Afternoon (3 to 6 p.m.). Session I. 
Pattern Recognition and Machine Learning 
(continued) 

Session on Proving of Logical Propositions 
A. Newell, J. C. Shaw and H. A. Simon: Report on 

a general problem-solving programme. (U.S.A.) 
P. C. Gilmore: A programme for the production of 

proofs for theorems derivable within the first , 
order predicate calculus from axioms. (U.S.A.] 

H. Gelernter: Realization of ajjeometry theoj; 
proving machine. (U.S.A.)' 

heuristic programme for p/oving elementary 
logical theorems. (U.S.A.)--

R. J. Solomonoff: A new method for discovering the 
grammars of phrase structure languages. (U.S.A.) 

Documents 
Unesco/ 
NS/ICIP 

1.6.8 

1.6.14 

1.6.6 

1.6.10 

. 6 . 1 2  

Symposia 
Symposium on numerical analysis on computers. 
Co-ordinator: R. Sauer (Fed. Rep. of Germany) 

Symposium on the logical organization for very high speed 
computers. 

Co-ordinator: N. M. Metropolis (U.S.A.) 
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Saturday, 20 June 

\(>- 61 

Afternoon (2.30 to 5.30 p.m.). Session K. 
Special Session on Computer Techniques of the 
Future Organizer: I. L. Auerbach (U.S.A.) 

30 

Documents 
Unesco / 

Morning (10 a.m. to 1 p.m.). Session J. 
Pattern Recognition and Machine Learning NS/icTp 

(continued) 

Session on Machine Learning and on Collection, 
Storage and Retrieval of Information 
D. G. Willis: Plastic neurons as memory elements. 

(U.S.A.) J.6.7 
S.N.Braines.A.V. Napalkovand lu.A.Shreider: Anal­

ysis of the working principles of some self-adjusting 
systems in engineering and biology. (U.S.S.R.) J.6.9 

T. Kilburn, R. L. Grimsdale and F. H. Sumner: Expe­
riments in machine learning and thinking. (U.K.) J.6.15 

M. E. Stevens: A machine model of recall. (U.S.A.) J.5.4 
C. N. Mooers: Some mathematical fundamentals of 

the use of symbols in information retrieval. 
(U.S.A.) J. 5.5 

A. F. Parker-Rhodes and R. M. Needham: A reduc­
tion method for non-arithmetical data, and its 
application to Thesauric translation. (U.K.) J.5.6 

W. E. Proebster, S. Methfessel and C. Kinberg: 
Thin magnetic films. (Switzerland) K.2 

p- l .l. 4v~e<i0Aai 

y'P- ^(s 



Documents 
Unesco/ 
NS/ICIP 

J. Raffel and D. O. Smith: A computer memory using 
magnetic film. (U.S.A.) K.6 

W. B. Ittner III: Physical characteristics of cryogenic 
components. (U.S.A.) K.3 

Y. Hirshberg: The possible use of the photochromic 
effect for information handling devices. (Israel) K.5 

H. E. Billing and A. O. Rudiger: The possibility of 
speeding up computers using parametrons. (Fed. 
Rep. of Germany) K.2.11 

J. W. Leas: Microwave solid-state techniques for 
high speed computers. (U.S.A.) K.4 

AT A Ruck and K. R. Shoulders: An approach to 
microminiature printed systems. (U.S.A.) K.1 

Afternoon (5.45 to 6.30 p.m.). 
Closing session 

Afternoon (3 to 6 p.m.). 
Symposia 
Symposium on the methods for solving linear systems. 
Co-ordinator: J.  H. Wilkinson (U.K.) 
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Secretariat facade, lobby and Conference Building. [Photo Unesco - D. Berretty] 

Firemen's ladder and Secretariat facade. [Photo Unesco] 
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General vue of Secretariat and Conference Building. [Photo Unesco- Lajoux] 





Room II— Main Commission Room. [Fhoto Unesco- M. Laloux] 

The Piazza, seen from Secretariat Hall. [Photo Unesco] 



General Information 

Situation and Address 

Unesco's Permanent Headquarters is situated near the Eiffel 
Tower and Ecole Militaire. A plan of the conference premises 
will be found at the end of this handbook (Annex B). 
Participants will find there the meeting rooms, offices and 
work rooms, the Press Room and indications as to general 
services such as reception, travel and hotel accommodation, 
bank, restaurant and bar, newspaper stand and bookshop. 

Telegraphic address: PROCINFORM 

Postal Address: 
Before conference: Unesco, Natural Sciences Department, 

Room 4016, Place de Fontenoy, Paris-7e 

During conference: Unesco, Reception Service, Conference 
Building, Avenue de Suffren, Paris-7e. 

Telephone: 
Unesco: SUFfren 9870 and 8600, SOLferino 9948. 
Reception Service: Ext. 3756, 3757, 3758. 

Transport 

Unesco House is easily accessible by public transport. 

Underground (stations are listed in order of proximity) 
Segur Ligne 10: Porte d'Auteuil—Gare 

d'Austerlitz 
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Cambronne Ligne 6: Etoile—Nation 
Ecole Militaire Ligne 8: Charenton—Place Balard 
St.  Frangois Xavier Ligne 14: Invalides—Porte de Vanves 

Buses 
28: Gare St.  Lazare—Porte d'Orleans 
49: Gare du Nord—Porte de Versailles 
80: Mairie du XVe—Marie du XV!lle  

86: Champs de Mars—Saint Mande 
92: Gare Montparnasse—Porte de Champerret 

Parking 

Parking space has been reserved for participants on the 
tree-lined avenue adjoining the Unesco precincts along 
Avenue de Segur. 

Participants wishing to avail themselves of these parking 
facilities may obtain a special parking label from the Reception 
Service. 

Reception of Participants 

The Reception Service is situated in the foyer of the Confe­
rence Hall (entrance 125 Avenue de Suffren, ext.  3756, 
3757 and 3758). 

It  will register participants, distribute documents, circulars, 
mail and messages, look after lost property, and provide 
general information. Special conference badges will also be 
available (white for participants, blue for secretariat).  

Paris Hostesses 

The Official French Tourist Office (Direction generale du 
Tourisme) will maintain a special office in the hall of the 
Secretariat Building for the duration of the conference 
(ext. 2129). Paris hostesses will provide participants with 
maps of Paris,  tourist folders and information on excursions, 
travel and entertainment. 
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Travel and Hotel Accommodation 

The office of '  General Tours' ,  Unesco's Travel Agency, in the 
hall of the Secretariat Building, is available to participants 
of the conference (ext.  21 21, 21 22 and 2123). The office will 
arrange hotel accommodation and travel reservations, orga­
nize excursions, obtain theatre and concert tickets and 
provide general tourist information. 

Bank 

The Unesco branch of the 'Soclete Generale'  in the hall of 
the Secretariat Building may be used by participants for 
the cashing of travellers '  cheques and letters of credit,  and 
for other banking business (ext.  2127 and 2128). 

The bank is open Mondays to Fridays from 10 a.m. to 
12 noon and from 2 p.m. to 4 p.m. 

Restaurant and Bar 

Participants will find a bar in the foyer of the Conference 
Building at which drinks and snacks are served. They may 
also use the Unesco restaurant on the seventh floor of the 
Secretariat Building at which fixed-price (700 francs) and 
'a la carte'  lunches and dinners are served. The restaurant 
is open every day (except Sunday) from 12 noon to 3 p.m. 
and from 6.30 p.m. to 1 0 p.m. 

For the reservation of tables please telephone ext.  3801. 

Medical Service 

Unesco's medical service, on the third floor of the Secre­
tariat Building, ext.  3042 and 3035 (afternoons only), may 
be called upon for first aid. 

Cloak-room 

Cloak-room facilities are provided in the foyer of the Confe­
rence Building and on the seventh floor of the Secretariat 
Building near the restaurant. 
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Participants are invited to use these cloak-room facilities 
as Unesco cannot accept responsibility for the loss of articles 
left elsewhere. 

Post Office 
A post office will be found opposite Unesco House in Avenue 
de Saxe. The office is open Mondays to Saturdays from 
8.30 a.m. to 7 p.m. 

Public Telephone 
Several public telephone booths are available in the foyer 
of the Conference Building and in the hall of the Secretariat 
Building near the main entrance (Place de Fontenoy). 

Participants may obtain the necessary coins or change for 
telephoning at the newspaper stand. 

Newspaper Stand 
A newspaper and book stand, operated by 'Brentano's', will 
be found in the hall of the Secretariat Building (ext. 2120). 
Newspapers, periodicals and magazines from different coun­
tries as well as cigarettes, matches, postcards and other 
items may be obtained there. 

Unesco Bookshop and Souvenir Stand 

Participants wishing to buy Unesco publications may do 
so at the Unesco bookshop in the hall of the Secretariat 
Building near the newspaper stand (ext. 2028). 

A Souvenir Stand for the sale of postcards and commemora­
tive stamps will be found near the main entrance (ext. 211 9). 

Visitors' Service 

Participants and their families may wish to avail themselves 
of the facilities offered by the Unesco Visitors' Service near 
the main entrance (Place de Fontenoy), to visit Unesco 
House accompanied by a guide who will explain its archi­
tectural features and art decoration (ext. 2112, 2113 
and 2114). 
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Working Room for Participants 

A working room and lounge is at the disposal of participants 
on the lower ground floor of the Conference Building (room 
S.388, ext.  3724, 3725 and 3726). Office facilities have 
also been provided here for the co-ordinators ofthesymposia. 

Exhibition of Information Processing Equipment 

An International Exhibition of Information Processing equip­
ment will take place in the Grand Palais, Champs-Elysees 
from 1 3 to 23 June 1959. The Grand Palais is situated in 
the neighbourhood of Unesco House, 15 minutes walk or 
5 minutes by car (parking facilities),  or 1 0 minutes by direct 
bus (No. 49). 

This exhibition is organized in association with the confe­
rence in order to provide a general view of research and 
progress in information processing equipment. The exhibi­
tion will be open to conference participants [and 'guests on 
weekdays from 1 p.m. to 9 p.m. and to the general public 
on Saturday and Sunday from 1 0 a.m. to 6 p.m. 

Exhibition Lectures 

Lectures on recent data processing equipment will be given 
at the Grand Palais as part of the exhibition arrangements 
on 22 and 23 June. Interpretation from French into English 
and vice versa will be provided. Details will be announced 
in the information bulletin. 

Manufacturers' Stand 

Representatives of firms producing information processing 
equipment will have facilities in the foyer of the Conference 
Building to supply information to participants and to organize 
visits to factories (ext.  3769). 
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Annex A 
Rules of Procedure 

I. Membership, Programme and List of Participants 

Rule 1. Participants 
Those persons whose requests to participate in the conference have 
been approved by the Secretariat of Unesco may take part in an individual 
capacity in the work of the conference. 

Rule 2. Programme 
The conference shall consider the items included in the programme 
of the conference, prepared by the Director-General of Unesco with the 
advice of the consultants appointed for the preparation of the conference. 

Rule 3. List of participants 
The secretary-general of the conference shall prepare a list of participants 
and circulate it to the conference for information. 

II. Officers and Secretariat 

Rule 4. Officers of the conference 
The officers of the conference shall comprise the following: the president 
and vice-presidents of the conference, the chairmen, vice-chairmen and 
introductory speakers of sessions. They shall be appointed by the 
Director-General of Unesco in advance of the conference, from among 
the participants eminent in the different subjects to be examined by 
the conference with the advice of the consultants appointed for the 
preparation of the conference. 

Rule 5. Secretary-General 
The Director-General of Unesco shall appoint a secretary-general of the 
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conference and such other officials as may be required for the secretariat 
of the conference. 

Rule 6. Duties of the secretariat 
1. It shall be the duty of the secretariat to receive and distribute working 

documents, to interpret speeches made at meetings, to prepare the 
records of the conference, and to perform ail other work necessary 
to the smooth running of the conference. 

2. The secretariat may, at any moment, with the approval of the presi­
dent or the chairman, make to the conference or its bodies, either 
orally or in writing, communications on any matters under consi­
deration. 

Organization of the Work of the Conference 

Rule 7. Meetings 
The work of the conference shall be conducted in plenary meetings, in 
accordance with the programme prepared by the Director-General of 
Unesco. 

Rule 8. Presentation of papers 
The secretary-general shall circulate the list of papers to be discussed 
in the meetings. Each paper shall be presented by the author or by a 
competent person nominated by the author. Otherwise the paper shall 
be withdrawn from discussion. 

Rule 9. Publicity of meetings 
All plenary meetings shall be held in public. 

Rule 10. Duties of the chairmen of sessions 
1. The chairman shall open and close each meeting of the conference. 

He shall direct the discussions, ensure observance of these rules and 
accord the right to speak. He may suspend or adjourn a meeting, or 
adjourn the discussion on the item under consideration. 

2. The chairman shall call upon participants wishing to take part in 
discussions in the order in which they signify their wish to speak, 
unless another procedure is required for an orderly discussion. He 
may close the list of speakers and close the discussions. 

3. For the convenience of discussion, the chairman may limit the time 
to be allowed to each speaker. 

Rule 11. Proposals 
No proposals requiring adoption by voting shall be submitted or enter­
tained by the conference. 



Rule 12. Acting chairmen 
If the chairman is absent during a meeting or any part thereof, he shall 
be replaced by the vice-chairman. A vice-chairman acting as chairman 
shall have the same duties and powers as the chairman. 

IV. Languages 

Rule 13. Working languages 
1. English, French and Russian shall be the working languages of the 

conference. Speeches made in one of the working languages shall be 
interpreted into the other two languages. 

2. The speakers are also free to use any other language provided that 
they make their own arrangements for the interpretation of their 
speeches into one of the three working languages. 

V. Records 

Rule 14. Proceedings 
1. The Proceedings will be published under the auspices of Unesco after 

the end of the conference. In addition to introductory material rela­
ting to the convening of the conference, its organization and compo­
sition, they will comprise the full text of all papers presented orally 
to the conference and all interventions during the meetings on the 
basis of the texts provided to the secretariat by the speakers them­
selves. 

2. The edition of the Proceedings will be bilingual in English and French, 
each paper or intervention appearing in its original language with no 
translation. The summaries of the papers, however, will appear in 
four languages: English, French, Russian and Spanish. 

3. Unesco reserves the right to publish or have published the Proceed­
ings in languages other than English and French. 
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Annex B 
Plans of Unesco Headquarters 





Reception of participants 
Access to committee rooms 
(below ground) 
Documents distribution 
Access to Rooms IV and V 
(first floor) 
Access to Press Room 
(below ground) 
Bar 
Cloakrooms 
Manufacturers' stand 
Tourist office 
Bank 
Access to radio-television 
studios, cinema (below 
ground) 
Travel agency 
Newspaper kiosk 
Unesco bookshop 
Gifts 
Visitors' service 
Library 



Conference Building 
Basement 

1. Participants' lounge and 
workroom S.388 

2. President and Secretary-
General S.386 

3. Conference Secretary S.385 
4. Secretariat S.383 
5. Conference Planning Officer S.382 
6. Information bulletin S.373 
7. Conference Editor S.372 
8. Scientific secretaries S.371 





Annex C 

Permanent Delegations to Unesco (as at 4 April 1959) 

Argentina 
H.E. Mr. Alfredo D. Calcagno, Ambassador, Permanent Delegate. 
Mr. Lucio Garcia del Solar, Counsellor. 
Mr. Juan Carlos Ferreira, First Secretary of the Delegation. 
Dr. Jose Horacio Cabral Magnasco, Third Secretary of the Delegation. 

(Unesco: Rooms 328 to 333, ext. 3917, 3918, 3919.) 

Australia 
Dr. W. Gardner Davies, Cultural Counsellor, Permanent Delegate, 

Australian Embassy, 13 Rue Las Cases, Paris-7e (Inv alides 1995). 
(Unesco: Room 338, ext. 3927.) 

Austria 
Mr. Alexander Philippovich, Cultural Attache, Permanent Delegate, 

Austrian Embassy, 6 Rue Fabert, Paris-7e (Inv alides 1888). 

Bolivia 
Bolivian Embassy, 27 bis Avenue Kleber, Paris-16e (Kle ber 8289). 
Mr. Javier Arce Villalta, Assistant Delegate, First Secretary. 

Brazil 
H.E. Professor Paulo E. de Berredo Carneiro, Ambassador, Permanent 

Delegate. 
Mr. Osvaldo Orico, Minister, Assistant Permanent Delegate. 
Mr. Mellilo Moreira de Mello, First Secretary of Embassy, Assistant 

Delegate. 
Mr. Humberto Gomes, Assistant Delegate. 
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Mr. Antonio Dias Tavares Bastos, Assistant Delegate. 
Miss Viviane Izambard, Attachee. 
Mrs. Attala Soares Mauny, Attachee. 
Miss Maria de Lourdes Campos, Attachee. 
Mrs. Maria Oliva Fraga. 
Mr. Cicero Dias, Attache. 

(Unesco: Rooms 413-421, ext. 3952, 3954, 3956, 3958, 3960.) 

Bulgaria 
Mr. Boris Milev, Permanent Delegate, Bulgarian Legation, 1 Avenue 

Rapp, Paris-7e (Inv alides 8590). 
Mr. Bogomil Nikolov Rainov, First Secretary, Bulgarian Legation, 

Deputy Delegate 
(Unesco: Room 339, ext. 3928.) 

Cambodia 
H.R.H. Prince Norodom Norindeth, Permanent Delegate, Cite Uni-

versitaire, Maison du Cambodge, 27 Boulevard Jourdan, Paris-14e 

(Port-Royal 4568). 

Chile 
H.E. Mr. Carlos Morla Lynch, Ambassador, Permanent Delegate, 

32 Avenue Marceau, Paris-16e (^ly sees 8451). 
Mrs. Pila Subercaseaux Aldunate Civil Affairs Attachee. 

(Unesco: Room 341, ext. 3930.) 

China 
Professor Chen Yuan, Permanent Delegate. 
Dr. Chou Ling, Secretary to the Delegation. 
Dr. Chao Keh-ming, Secretary to the Delegation. 
Professor Sun Tan-yueh, Cultural Counsellor to the Embassy, Adviser 

to the Delegation. 
Dr. Kuo Yu-shou, Adviser to the Delegation. 

(Unesco: Rooms 436 to 439, ext. 3975, 3977, 3978.) 

Colombia 
H.E. Mr. Hernando Tellez, Ambassador, Permanent Delegate. 
Dr. H. Arbelaez, First Secretary, Colombian Embassy, 22 Rue de 

I'Elysee, Paris-8e (Anj ou 4608). 
Dr. Julio Asuad, Minister-Counsellor. 

(Unesco: Room 422, ext. 3847, 3961.) 

Costa Rica 
H.E. Mr. Rodolfo Pinto Echeverria, Costa Rican Ambassador in France, 

Permanent Delegate, Costa Rican Embassy, 44 Rue Hamelin, Paris-16e 

(Kle ber 4865). 



Cuba 
H.E. Dr. Raimundo Lazo y Baryolo, Ambassador Extraordinary and 

Plenipotentiary for Cultural Questions, Permanent Delegate 
Dr. Flora Diaz Parrado, Minister-Counsellor, First Assistant Delegate. 
Dr. Hilda Labrada Bernal, Secretary of Embassy, Second Assistant Delegate. 

(Unesco: Rooms 215/16, ext. 3856.) 

Czechoslovakia 
Mr. Vladimir Cihkk, Embassy Attache, Assistant Permanent Delegate, 

Czechoslovak Embassy, 15 Avenue Charles Floquet, Paris-7e 

(Segur 2910). 
(Unesco: Room 310, ext. 3899.) 

Dominican Republic 
H.E. Dr. Salvador E. Paradas, Envoy Extraordinary and Minister Plenipo­

tentiary, Permanent Delegate, 20 Rue Vidollet, Geneva (Switzerland). 

Ecuador 
Dr. Luis Enrique Jaramillo, Permanent Delegate. 
Mr. Cristobal de Acevedo, Assistant Delegate. 
Mrs. Isabel Rosales de Zaldumbide, Assistant Delegate for Art Questions. 

(Unesco: Room 320, ext. 3909.) 

El Salvador 
Mr. Antonio Salazar, Minister-Counsellor, Salvadorian Embassy, 

Permanent Delegate, 12 Rue Galilee, Paris-16e (Kle ber 5321). 
Mrs. Elena Sol de Gutierrez, Assistant Delegate, 20 Avenue George V, 

Paris- 8". 

France 
Mr. Robert Morisset, Permanent Delegate. 
Mr. Raymond Rodriguez, Assistant Delegate, French Service for Unesco, 

Ministry of Foreign Affairs, 37Quai d'Orsay, Paris-7«(invalides 1640). 
Mr. Yves Brunsvick, Secretary-General of the National Commission, 

Officer for Liaison with Unesco, Ministry of Foreign Affairs. 
Mr. Yves Igot, Assistant to the Secretary-General of the National 

Commission. 
Mrs. Marianne Ranson, Assistant to the Secretary-General of the 

National Commission. 
(Unesco: Room 242, ext. 3882.) 

Federal Republic of Germany 
Professor Otto von Simson, Permanent Delegate, Embassy of the Federal 

Republic of Germany, 15 Avenue Franklin D. Roosevelt, Paris-8e 

(£lys6e 3351). 
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Greece 
Mr. Georges Averoff, Cultural Counsellor, Permanent Delegate, Royal 

Greek Embassy, 1 7 Rue Auguste Vacquerie, Paris-1 6e (Kle ber 6064). 
(Unesco: 239, ext. 3879.) 

Guatemala 
Mr. Oscar Bertholin y Galvez, Permanent Delegate, Guatemalan Embassy, 

73 Rue de Courcelles, Paris-8e (Car not 7863). 

Hungary 
Mr. Kalman Ujlaki, Permanent Delegate, Hungarian Legation, 15 Rue 

de Berri, Paris-8e (lily sees 3741). 
(Unesco: Room 319, ext. 3908.) 

Iran 
H.E. Dr. G. A. Raadi, Ambassador, Permanent Delegate. 
Mr. Achena, Member. 
Mr. Toubia, Member. 
Mr. Ostovani, Member. 

(Unesco: Rooms 308, 311 to 314, ext. 3897, 3901, 3903.) 

Israel 
H.E. Mr. Jacob Tsur, Israeli Ambassador in France, Permanent Delegate, 

Israeli Embassy, 143 Avenue de Wagram, Paris-1 7e (Wag ram 8682). 
Mr. Yehuda Horam, Second Secretary at the Embassy, Assistant Delegate. 

(Unesco: 441, ext. 2132.) 

Italy 
Mr. Gian Franco Pompei, Counsellor of Embassy, Permanent Delegate. 
Mr. Alessandro Pedroni, Assistant Delegate, Italian Embassy, 51 Rue de 

Varenne, Paris-7e (Lit tre 6732). 
(Unesco: Rooms 407, 408, ext. 3946, 3947.) 

Japan 
H.E. Mr. T. Furukaki, Japanese Ambassador in France, Permanent 

Delegate, Japanese Embassy, 24 Rue Greuze, Paris-1 6e (Kle ber 4610). 
Mr. Noboru Sugiura, Counsellor at the Embassy, Deputy Permanent 

Delegate. 
Mr. Manabu Yamamoto, Attache at the Embassy, Assistant Permanent 

Delegate. 
(Unesco: Room 205, ext. 3844.) 

Korea 
Mr. Yong Shik Kim, Minister of the Republic of Korea in France, 

Permanent Delegate, Korean Legation, 33 Avenue Mozart, Paris-1 6e 

(Mirabeau 4928). 



Lebanon 
H.E. Mr. Charles Ammoun, Minister Plenipotentiary, Permanent Delegate. 

(Unesco: Rooms 207, 208, (ext. 3846, 3847.) 

Mexico 
Dr. Silvio Zavala, Cultural Counsellor at the Mexican Embassy, Permanent 

Delegate. 
Mr. Jesus Cabrera Munoz-Ledo, Assistant Delegate. 

(Unesco: Rooms 227, 229, (ext. 3867, 3869.) 

Monaco 
Mr. Ren6 Bocca, Delegate of the Principality accredited to Unesco, First 

Secretary (Cultural Affairs), Legation of Monaco, 2 Rue du Conseiller-
Collignon, Paris-16c (Trocadero 1329). 

Morocco 
The Permanent Delegate, Moroccan Embassy, 3 Rue Le Tasse, Paris-16e 

(Trocadero 6935). 

Panama 
H.E. Mr. Raimundo Ortega Vieto, Ambassador of the Republic of 

Panama in France, Permanent Delegate, S3 Rue de Prony, Paris-17e 

(Wag ram 9540). 

Paraguay 
H.E. Mr. Ramon Caballero de Bedoya, Ambassador, Permanent Delegate, 

15 Rue Lamennais, Paris-8e (lily sees 5649). 

Peru 
H.E. Mr. Ventura Garcia Calderon, Ambassador, Permanent Delegate, 

92 Avenue de Suffren, Paris-15e (Suffren 5536). 
Mr. Alberto Jochamowitz, Deputy Delegate, 5 Avenue Mac-Mahon, 

Paris-17e (Gal vani 6683). 
Mr. Roberto McLean y Estenos, Minister Plenipotentiary, Assistant 

Delegate. 
(Unesco: Room 342, ext. 3931.) 

Philippines 
H.E. Mr. Salvador P. Lopez, Ambassador of the Philippines in France, 

Permanent Delegate, Embassy of the Philippines, 26 Avenue Georges-
Mandel, Paris-1 6e (Kle ber 58 38) 

Mr. Mauro Mendez, Minister-Counsellor. 
Mr. Melquiades Ibanez, Counsellor 
Mr. Ernesto C. Pineda, Third Secretary. 
Miss E. Zacarias, Attachee. 
Mr. Mariano C. Landicho, Attache. 
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Poland 
Mr. Miroslaw Zulawski, Cultural Counsellor, Permanent Delegate, Polish 

Embassy, 1-3 Rue de Talleyrand, Paris-7e (Inv alides 6080). 
Mr. Antoni Osmanski, Member of the Delegation. 

Rumania 
Mrs. Ligia Macovei, Permanent Delegate, Legation of the People's 

Republic of Rumania, 17 Rue Bremontier, Paris-17e (Car not 1071). 
(Unesco: Room 241, ext. 3881.) 

Spain 
H.E. Mr. Federico Diez y de Ysasi, Minister Plenipotentiary, Permanent 

Delegate. 
Mr. D. Joaquin Perez Villanueva, Member of the Delegation, Member 

of the Executive Board of Unesco. 
Mr. L. Segovia, Assistant 

(Unesco: Rooms 305 to 307, ext. 3894, 3895, 3896.) 

Switzerland 
Mr. Bernard Barbey, Minister Plenipotentiary (Cultural Affairs Officer), 

Permanent Delegate, Swiss Embassy, 142 Rue de Grenelle, Paris-7e 

(Inv alides 6292). 

Union of Soviet Socialist Republics 
H.E. Dr. V. S. Kemenov, Ambassador, Permanent Delegate. 
Mr. A. V. Zhukov, Deputy Permanent Delegate. 
Mr. Nicolas S. Novikov, First Secretary of the Delegation. 
Mr. E. Yakovlev, Second Secretary of the Delegation. 
Mr. A. Tepliachin, Third Secretary of the Delegation. 
Mr. V. E. Miakuchko, Attache to the Delegation. 

(Unesco: Rooms 236 to 238, 240, ext. 3877 3878, 3880.) 

United Arab Republic 
Dr. Hussein I. El Hakim, Permanent Delegate. 
Dr. Abdellatif, Assistant Delegate. 
Mr. Abdel Hamid Sabbour, Attache to the Delegation. 

(Unesco: Rooms 41 0 to 412, ext. 3949, 3950 3951.) 

United Kingdom 
The Permanent Delegate, British Embassy, 35 Rue du Faubourg 

St-Honore,Paris-8e (Anj ou 2710). 

United States of America 
Mr. Henry J. Kellermann, Permanent Delegate. 
Mrs. Magdalen G. H. Flexner, Assistant. 
Miss Betty C. Gough, Assistant. 
Mrs. Frances E. Osgood, Administrative Assistant. 

(Unesco: Rooms 217 to 222, ext. 3857, 3859, 3860.) 



Venezuela 
H.E. Dr. Mariano Picon Salas, Ambassador, Permanent Delegate. 
H.E. Dr. C. Parra-Perez, Ambassador, Permanent Delegate. 
H.E. Dr. Zerega Fombona, Ambassador, Permanent Delegate. 

(Unesco: Rooms 423 to 425, ext. 3962, 3963, 3964.) 

Yugoslavia 
Mr. Petar Segedin, Cultural Counsellor, Permanent Delegate, Embassy 

of the People's Federative Republic of Yugoslavia, 1 Boulevard 
Delessert, Paris-16e (Tro cadero 8901). 

Cultural Attaches or Representatives responsible 
for Liaison with Unesco 

Canada 
Mr. Gerard Bertrand, Second Secretary, Press and Cultural Affairs Section, 

Canadian Embassy, 3 5 Avenue Montaigne, Paris-16e (Balzac 9955). 

Ceylon 
Mrs. Anil de Silva, Government of Ceylon Liaison Officer, 9 Avenue de 

la Porte de Vanves, Paris-14e (Bio met 2000). 

Denmark 
Mr. Mogens Hermannsen, Counsellor of Embassy, Press and Cultural 

Affairs Officer, Danish Embassy, 77 Avenue Marceau, Paris-16e 

(Kle ber 8300). 

Finland 
Mr. Paul Jyrkankalllo, Secretary for Cultural and Press Questions, Finnish 

Embassy, 30 Cours Albert ler, Paris-8e (^ly sees 0020). 

Indonesia 
Indonesian Embassy, 49 Rue Cortambert, Paris-16e (Tro cadero 2331). 

Iraq 
Dr. H. Al-Hilali, Cultural Attach^, Legation of the Republic of Iraq, 

4 Argelanderstrasse, Bonn (Federal Republic of Germany). 

Netherlands 
Mr. S. de Gorter, Counsellor (Cultural Affairs and Press), Netherlands 

Embassy, 11 Rue de Constantine, Paris-7e (Inv alides 4472). 

Sweden 
Mr. Lars Langaker, Cultural Attache, Swedish Embassy, 25 Rue de 

Bassano, Paris-8e (^ly sees 1791). 

55 



Mr. Mohamed Ettri, Cultural Counsellor, Tunisian Embassy, 25 Rue 
Barbet-de-Jouy, Paris-7e (Inv alides 8023). 

Mr. Bahattin Ornekol, Cultural Attache, Turkish Embassy, 56 Rue de la 
Victoire, Paris-9e (Tri nite 7716). 

Viet-Nam 
Embassy of the Republic of Viet-Nam in France, 45 Avenue de Villiers, 

Paris-17e (Car not 9519). 
(Unesco:  Room 309, ext. 3898.) 

Permanent Observer 

Holy See 
Mgr F. Pirozzi, Permanent Observer of the Holy See accredited to 

Unesco, Papal Nunciature in France, 10 Avenue du President-
Wilson, Paris-16e (Pas sy 5834). 

(Unesco: Room 224, ext. 3864.) 
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Annex D 

Embassies and Legations in Paris 

Afghanistan, 32 Avenue Raphael, Paris-1 6". 
Albania, 131 Rue de la Pompe, Paris-16e. 
Argentina, 33 Rue Galilee, Paris-1 6e. 
Australia, 13 Rue Las Cases, Paris-7e. 
Austria, 6 Rue Fabert, Paris-7e. 
Belgium, 9 Rue de Tilsitt, Paris-17e. 
Bolivia, 27 bis Avenue Kleber, Paris-16e. 
Brazil, 45 Avenue Montaigne, Paris-8e. 
Bulgaria, 1 Avenue Rapp, Paris-7e. 
Burma, 60 Rue Ampire, Paris-17e. 
Cambodia, 21 Rue Franklin, Paris-16e. 
Canada, 35 Avenue Montaigne, Paris-8e. 
Ceylon, 194 Avenue Victor-Hugo, Paris-1 6e. 
Chile, 2 Avenue de la Motte-Piquet, Paris-7*. 
China, 11 Avenue Georges V, Paris-8e. 
Colombia, 22 Rue de I'Elysle, Paris-8e. 
Costa Rica, 46 Rue Hamelin, Paris-16e. 
Cuba, 60 Avenue Foch, Paris-1 6e. 
Czechoslovakia, 1 5 Avenue Charles-Floquet, Paris-7e. 
Denmark, 77 Avenue Marceau, Paris-16e. 
Dominican Republic, 34 Rue Beaujon, Paris-8e. 
Ecuador, 34 Avenue de Messine, Paris-8C. 
El Salvador, 12 Rue Galilee, Paris-16*. 
Ethiopa, 35 Avenue Charles-Floquet, Paris-7e. 
Finland, 30 Cours Albert-Ier, Paris-8e. 
Federal Republic of Germany, 1 3 Avenue Franklin-

Roosevelt, Paris-8e. 
Ghana, 8 Villa Said, Paris-16e. 

Jas min 
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Greece, 17 Rue Auguste-Vacquerie, Paris-1 6®. Kle ber 6064 
Guatemala, 73 Rue de Courcelles, Paris-8®. Car not 7863 
Haiti, 10 rue Theodule-Ribot, Paris-17e. Wag ram 4778 
Holy See, 10 Avenue du President-Wilson, Paris-16e. Pas sy 5834 
Honduras, 11 bis Boulevard Delessert, Paris-1 6e. Trocadero 0898 
Hungary, 1 5 Rue de Berri, Paris-8e. £ly sees 3741 
Iceland, 124 Boulevard Haussmann, Paris-8®. Lab orde 8154 
India, 1 5 Rue Alfred-Dehodencq, Paris-16®. Trocadero 3930 
Indonesia, 49 Rue Cortambert, Paris-1 6e. Trocadero 2331 
Iran, 5 Rue Fortuny, Paris-17®. Car not 8290 
Ireland, 4 Rue Rude, Paris-1 6e. Pas sy 7358 
Israel, 143 Avenue de Wagram, Paris-17e. Wag ram 8682 
Italy, 51 Rue de Varenne, Paris-7e. Lit tre 6732 
Japan, 24 Rue Greuze, Paris-16®. KI6 ber 4610 
Korea, 33 Avenue Mozart, Paris-1 6®. Mir abeau 4928 
Laos, 74 Avenue Raymond-Poincare, Paris-1 6®. Kle ber 0298 
Lebanon, 42 Rue Copernic, Paris-1 6e. Pas sy 5209 
Liberia, 8 Rue Jacques-Bingen, Paris-1 7e. Wag ram 5855 
Libya, 48 Avenue de New-York, Paris-16® Poi ncare 3369 
Luxembourg, 33 Avenue Rapp, Paris-7e. Sol ferino 4733 
Mexico, 9 Rue de Longchamp, Paris-1 6e. Pas sy 4144 
Monaco, 2 Rue du Conseiller-Collignon, Paris-1 6e. Trocadero 1329 
Morocco, 3 Rue Le Tasse, Paris-16e. Tro cadero 6935 
Nepal, 71 Avenue Paul-Doumer, Paris-1 6e. Ope ra 3637 
Netherlands, 85 Rue de Grenelle, Paris-7e. Bab ylone 1240 
New Zealand, 9 Rue Leonard-de-Vinci, Paris-1 6®. Kle ber 6650 
Nicaragua, 47 bis Avenue Kleber, Paris-1 6e. Pas sy 3684 
Norway, 6 Place de Narvik, Paris-8e. Lab orde 8735 
Pakistan, 18 Rue Lord-Byron, Paris-8®. Bal zac 2332 
Panama, 53 Rue de Prony, Paris-1 7e. Wag ram 9540 
Paraguay, 155 Avenue Victor-Hugo, Paris-1 6®. Kle ber 2003 
Peru, 50 Avenue Kleber, Paris-16e. Pas sy 3115 
Philippines, 26 Avenue Georges-Mandel, Paris-1 6®. Kle ber 5838 
Poland, 1 and 3 Rue de Talleyrand, Paris-7®. Inv alides 6080 
Portugal, 3 Rue de Noisiel, Paris-1 6®. Kle ber 1216 
Rumania, 17 Rue Bremontier, Paris-1 7®. Car not 1071 
San Marino, 4 Rue de Berri, Paris-8®. £|y sees 4331 
Spain, 1 3 Avenue Georges V, Paris-8®. £|y sees 2933 
Sudan, 5 Rue Charles-Lamoureux, Paris-16®. Pol ncar6 2508 
Sweden, 25 Rue de Bassano, Paris-8®. £|y sees 1791 
Switzerland, 142 Rue de Grenelle, Paris-7®. Inv alides 6292 
Thailand, 8 Rue Greuze, Paris-1 6e. Poi ncare 3221 
Tunisia, 25 Rue Barbet-de-Jouy, Paris-7e. Inv alides 8023 
Turkey, 17 Rue d'Ankara, Paris-16®. Aut euil 4450 



Union of South Africa, 51 Avenue Hoche, Paris-8®. Wag ram 6691 
Union of Soviet Socialist Republics, 79 Rue de Lit tr6 9541 

Grenelle, Paris-7". 
United Kingdom, 35 Ruedu Faubourg Saint-Honore, Anj ou 2710 

Paris-8«. 
United States of America, 2 Avenue Gabriel, Paris-8e. Anj ou 7460 
Uruguay, 33 Rue Jean-Giraudoux, Paris-16«. Pas sy 7345 
Venezuela, 11 Rue Copernic, Paris-16e. Kle ber 2998 
Viet-Nam, 45 Avenue de Villiers, Paris-17e. Car not 9519 
Yugoslavia, 1 Boulevard Delessert, Paris-1 6®. Tro cadero 8901 

59 





Annex E 

Telephone Directory 

Unesco: Suf fren 9870 and 8600, Sol ferino 9948 Ext. 

President of the conference (Professor Howard H. Aiken) 3722 
Conference secretary-general (Professor P. Auger) 3722 
Conference secretary (Mr. J. A. Mussard) 3720 
Secretariat 3720 
Scientific secretaries 3731,3733 
Conference editor (Mr. S. de Picciotto) 3730 
Conference planning officer (Mr. J. P. Urlik) 3719 
Information bulletin 3710 
Press liaison officer, Press Room (Miss Y. Tabbush) 3701, 3702 
Documents and Publications Service 

Documents Control 2434 to 2436 
Languages Division 2302 
Interpreters 3789 

Reception service 3756 to 3758 
Working room and lounge for participants and co-ordinators 

of symposia 3724 to 3726 
Bank (Societe Generate) 2127, 2128 
Bookshop 2028 
Manufacturers' stand 3769 
Medical service 3042, 3035 (afternoon only) 
Newspaper stand 2120 
Restaurant 3801 
Souvenir stand 2119 
Tourist office 2129 
Travel agency (General Tours) 2121 to 2123 
Visitors'service 2112 to 2114 
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INTERNAT IONAL  CONFERENCE 
ON INFORMATION PROCESSING <  
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The United Nations, through UNESCO, is sponsoring a global computer conference. 
American participation is being coordinated by the United States Committee tor -ne Interna­
tional Conference on Information Processing (USICIP) representing IRE, ACM, and AIEE. Simi­
lar groups in 13 other nations are working with UNESCO on the program. 

The scope of the conference will include 54 formal technical papers in five major areas, 
informal symposia in at least 13 major application categories, AUTO-MATH 1959, a major 
exhibit with technical papers concerning the equipment displayed or announcing new equip­
ment designs, and foreign facility tours. 

PARTICIPATION 
American representation at the conference will be on 

an individual basis. Membership in one of the sponsor­

ing technical societies is NOT a prerequisite for attend­

ance and participation. However, registration will be 

coordinated by the United States Committee so that an 

official list of attendees may be submitted to the UNESCO 

Secretariat. Symposia will be held in conjunction with 

the conference at which interested individuals can par­

ticipate in the discussion of the special subjects listed be­

low under "Symposia." 

PLENARY SESSIONS 
The formal technical program covering five subject 

areas will be presented in ten three-hour plenary 
sessions in the new UNESCO House June 15 through 
June 20. A general rapporteur will present an intro­
ductory discussion on each of the five subjects There will 
be simultaneous oral translation of the technical papers 
into English, French, Russian and German. Comments 
from the floor will be invited, and the published 
Conference Proceedings will contain the entire text or 
the papers and the discussion from the floor, provided 
the latter is also submitted in writing. All abstracts and 
preprints will be provided to officially registered con­
ference participants prior to the conference. 

P L E N A R Y  S E S S I O N S  
Honorary Chairman: Professor Howard H. Aiken (USA) 

Honorary Vice Chairmen 

M. Goto (Japan) M. Peri (France) M. V. Wilkes (United Kingdom) 
S. A. Lebedev (USSR) M. Picone (Italy) 
J. W. Mauchly (USA) G. Santesmases (Spain) 

IV\. V. VV 11 Kcb Vurll,eu INUiyuwiM/ 

A. van Wijngaarden (Netherlands) 
K. Zuse (German Federal Republic) 

1. METHODS OF DIGITAL COMPUTING 
Rapporteur: J. Kuntzmann (France) 

Errors Approximations 

President: E. de Possel (France) 

Vice President: L. Amerio (Italy) 

Rounding errors in algebraic processes, J. H. Wilkinson 
(U.K.) 

Sur I'estimation des erreurs d'arrondi, Ch. Blanc 
(Switzerland) 

Theoretical and experimental studies on the accumula­
tion of error in the numerical solution of initial value 
problems for systems of ordinary differential equa­
tions, P. Henrici (USA) 

Rational approximations for transcendental functions, 
H. J. Maehly (USA) 

The exact determination of the characteristic polyno­
mial of a matrix, D. B. Gillies (USA) 

Partial Differential Equations, Applications and 
Linear Programming 

President: A. Ghizzetti (Italy) 
Vice President: J. Carteron (France) 

The use of high-speed digital computers for the s0'"' 
tion of partial differential equations, A. A. Dorod-
nitzin (USSR) ^ 

Methods of computation on digital computers for par-
tia. differential equations, L. Collatz (Germany) 

The solution of elliptic difference equations by station­
ary iterative processes, D. J. Evans (U.K.) 



Overrelaxation applied to implicit alternating direc­
tion methods, R. S. Varga (USA) 

Resolution sur calculateur electronique d'un probleme 
d'algebre diophantienne, G. Letellier and R. Lattes 
(France) 

Les programmes logarithmiques—Application aux cal-
culs des programmes convexes specialement line-
aires, G. R. Parisof (France) 

2. LOGICAL DESIGN OF DIGITAL 
COMPUTERS 

Rapporteur: M. V. Wilkes (U.K.) 

Logical Design in General 

President: H. Yamashita (Japan) 

Vice President: Stiefel (Germany) 

Zebra, a simple binary computer, W. L. van del Poel 
(Netherlands) 

The specification development of a cost-limited digital 
computer, M. Lehman (Israel) 

Processing data in bits and pieces, F. B. Brooks, G. A. 
Blaauw and W. Buchholz (USA) 

A new computing machine, S. A. Lebedev and K. 
Sulim (USSR) 

Methods of speeding up the operation of digital com­
puters, G. D. Monachov, I. la. Akushsky, L. B. 
Emerjanov-laroslavsky, E. I. Kijamko and V. S. 
Linsky (USSR) 

Elimination of carry propagation in digital computers, 
G. Metze and J. E. Robertson (USA) 

Time Sharing 

President: Booth (U.K.) 

Vice President: A. Svoboda (Czechoslovakia) 

Time sharing in large fast computers, C. Strachey (U.K.) 
Input and output in the X-l computers, B. J. Loopstra 

(Netherlands) 
Sympathetically programmed computers, W. F. 

Schmitt and A. B. Tonik (USA) 
Sur certains aspects de la conception logique du 

gamma 60, J. Bosset (France) 
Design of concurrently operating computer systems, 

A. L. Leiner, W. A. Notz, J. L. Smith and R. B. 
Marimont (USA) 

High-Speed Computation and Other Subjects 

President: A. S. Householder (USA) 

Vice President: P. Dreyfus (France) 

Application of error correction codes to multiway 
switching, H. Takahasi and E. Goto (Japan) 

Logical elements on a majority decision principle and 
the complexity of their circuit, S. Muroga (Japan) 

A three valued system of logic and its application to 
base three digital circuits, R. Vacca (Italy) 

• The use of cyclic permuted chain codes for digitizers, 
G. C. Tootill (U.K.) 

The application of the numerical system of residual 
classes in mathematical machines, A. Svoboda 
(Czechoslovakia) 

3. COMMON SYMBOLIC LANGUAGE FOR 

DIGITAL COMPUTERS 

Rapporteur: S. Gorn (USA) 

President: A. Walther (Germany) 

Vice President: G. Hopper (USA) 

A propos d'un language universal, J. M. Poyen and 
B. Vauquois (France) 

Methods of logical recursive and operator analysis 
and synthesis of automata, I. I. Basilevsky, lu. A. 
Shreider and I. la. Akushsky (USSR) 

Pseudo-code translation on multi-level storage ma­
chines, F. G. Duncan and E. N. Hawkins (U.K.) 

The problem of a common language, especially for 
scientific numerical work (motives, restrictions, aims 
and results of the Zurich Conference on Algol), F. L. 
Bauer (Germany) 

Survey on the syntactical construction of the Zurich 
recommendation of the ACM and GAMM, J. Backus 
(USA) 

4. AUTOMATIC TRANSLATION OF 

LANGUAGES 

Rapporteur: D. Panov (USSR) 

President: S. Comet (Sweden) 

Vice President: M. Mastermann (U.K.) 

Research in automatic translation at the Harvard Com­
putation Laboratory, V. E. Giuliano and A. G. 
Oettinger (USA) 

The COMIT system for mechanical translation, V. H. 
Yngve (USA) 

The use of machines in the construction of a grammar 
and computer program for structural analysis, K. E. 
Harper and D. G. Hays (USA) 

Machine translation from English to Japanese, S. Taka-
hashi, R. Tadenuma, S. Watanabe and H. Wada 
(Japan) 

Machine translation methods and their application to 
Anglo-Russian scheme, I. K. Belskaia (USSR) 

5. PATTERN RECOGNITION AND 
MACHINE LEARNING 

Rapporteur: K. Steinbuch (Germany) 

Pattern Recognition 

President: W. L. van del Poel (Netherlands) 

Vice President: Inzinger (Austria) 

Electronic reading machine, H. Wada, S. Takahashi, 
T. lijima, Y. Okumura and K. Imoto (Japan) 



A quasi-topological method for recognition of line 
patterns, H. Sherman (USA) 

Procede analogique de reconnaissance des signes par 
tracage des contours, W. Sprick (Germany) 

Quantitative research on potential methods, Kazmier-
czeck (Germany) 

Information-theoretic aspects of character reading, 
S. Frankel (USA) 

Proving Theorems 

President: Bassilevsky (USSR) 

Vice President: S. N. Alexander (USA) 

On the recognition of speech by machine, G. W. 
Hughes and M. Halle (USA) 

Report on a general problem solving program, A. 
Newell, J. C. Shaw and H. A. Simon (USA) 

A program for the production of proofs for theorems 
derivable within the first order predicate calculus 
from axioms, P. C. Gilmore (USA) 

Realization of a geometry theorem proving machine, 
H. Gelernter (USA) 

A non-heuristic program for proving elementary logi­
cal theorems, B. Dunham, R. Fridshal and G. L. 
Sward (USA) 

A new method for discovering the grammars of phrase 
structure languages, R. J. SolomonofF (USA) 

preferences on the official UNESCO application form. 
Additional symposia may be organized on request to 
officials at the conference. These requests will be han­
dled within the limits of available facilities. Scheduled! 
symposia to date include: ^ 

1. Relationship between digital and analogue 
computing. 

2. Collection, storage and retrieval of information. 

3. Automatic programming. 

4. Numerical analysis on computers. 

5. Influence of very large memory designs and ca­
pabilities on information retrieval. 

6. Logical organization for very high speed com­
puters. 

7. Methods for solving linear systems. 

8. Linear programming. 

9. Logical organization of very small computers. 

10. Programming procedures. 

11. Switching algebra. 

12. Error detection and correction. 

13. Machine translation. 

Machine Learning 

President: C. Manneback (Belgium) 

Vice President: Biermann (Germany) 

Plastic neurons as memory elements, D. G. Willis (USA) 

Analysis of the working principles of some self-adjust­
ing systems in engineering and biology, S. N. 
Braines, A. V. Napalkov and lu. A. Shreider (USSR) 

Experiments in machine learning and thinking, T. Kil-
burn, R. L. Grimsdale and F. H. Sumner (UK) 

A machine model of recall, M. E. Stevens (USA) 

Some mathematical fundamentals of the use of symbols 
in information retrieval, C. N. Mooers (USA) 

A reduction method for non-arithmetic data and its 
application to Thesauric translation, A. F. Parker-
Rhodes and R. M. Needham (U.K.) 

SPECIAL SESSION ON COMPUTER 
TECHNIQUES OF THE FUTURE 

President: I. L. Auerbach (USA) 

Vice President: A. Speiser (Switzerland) 

Program to be Announced 

SYMPOSIA 
Thirteen symposia have been set for the advance 

schedule. Registrants have been asked to indicate their 

AUTO-MATH 1959 ^ 
The world's first global exhibition of information proc­

essing equipment, running the entire gamut of computa­
tion and peripheral equipment, from small electronic 
computers to complete data control systems, will be on 
display from June 13 to June 23. The exhibits will in­
clude both commercially manufactured equipment and 
special products of government laboratories and institu­
tions. It is expected that the main manufacturers of such 
equipment from France, Germany, Japan, United King­
dom, United States and other countries will have ex­
hibits. Technical expository papers related to equipment 
are scheduled for June 15-19th. 

OFFICIAL TRAVEL ARRANGEMENTS 
Although the conference is scheduled during the peak 

season for European travel, the USICIP has arranged to 
circumvent transportation and accommodation prob­
lems by the designation of an official travel agency, 
LANSEAIR Travel Service, Inc. LANSEAIR, with the co­
operation of the officially designated airlines, American, 
KLM, and SAS has reserved air space from both East 
and West Coasts and hotel accommodations in Paris for 
groups of registrants and exhibitors. These group ar­
rangements include the following benefits for USICIP 
registrants: ^ 

• Protected connections with official USICIP overseas 
flights. 

• Direct flights from New York. 



• Flights over the North Pole from Los Angeles. 

• Special stopover privileges in both U.S.A. and 
Europe. 

• Consolidated ticketing. 

• Additional baggage allowances on connecting do­
mestic flights. 

• Baggage pool privileges on special international 
flights. 

• Paris hotel accommodations. 

• Extended tours, permitting European computer fa­
cility visits. 

While use of the official travel agency by registrants 
is entirely optional, cooperation in utilizing its service 
would be most helpful to the U. S. Committee in collect­
ing and coordinating the information on participants 
required by UNESCO and the State Department. The 
official Travel Agent will serve U. S. participants in part 
or in whole as you may desire. This means that if you 
have mixed travel,  such as transportation to and from 
Paris on official business and vacation transportation 
at your own expense, he is prepared to handle either or 
both, along with hotel arrangements and any tours you 
may wish to take. The Fly-Now, Pay-Later plan is also 
available. Those who make entirely independent ar­
rangements should notify the USICIP Arrangements Com­
mittee of their travel plans. 

TRAVEL TO THE CONFERENCE 

Departures from New York International Airport are 
scheduled on special USICIP/KLM flights for: June 7, 8, 
9, 10, 11, 12, 13. 

Departures from Los Angeles International Airport 
over the Polar Route are scheduled on special USICIP/SAS 
Polar Flights for: June 7, 8, 9, 10, 11, 12, 13. 

Departure from Houston is scheduled on special 
USICIP/KLM flight for: June 13. 

Departures from Montreal are scheduled on special 
USICIP/KLM flights for: June 10, 13. 

Connections for these departures via the official over­
seas carriers are being arranged on the official domestic 
carrier,  American Airlines. In cases where more expedi­
tious service is available from certain cities on other 
carriers, you will be booked for the fastest,  most con­
venient mode of air travel.  

COMPUTER FACILITY VISITS 

During the conference, visits to computer facilities in 
the immediate vicinity of Paris will be arranged. After 
the conference, you may wish to visit  some of the many 
other computer activities throughout Europe, using the 
extra stopover privileges on your USICIP airline tickets 
via KLM and SAS. To assist you in planning such visits,  
i t ineraries of the special post-conference tours include 
cities in which computer facilities are located. 

Offitial Group Travel Provisions 
Because of the great number of participants involved, 

it  was not found possible to provide the same type of 
hotel accommodations in Paris for everyone. The hotels 
chosen can be roughly classified as 1A, IB, 2A and 2B, 
with prices ranging from $12.00 per person a day down 
to $5.00 per person a day including Continental break­
fast and dinner. On the application form enclosed, 
there is a space for you to check the type of hotel desired. 
Billings will be made on the actual prices of the hotel to 
which the committee assigns you, once all the informa­
tion is received. The actual prices of the tours are shown 
beneath each tour, and the one selected will be sent to 
you in complete detail,  when you indicate your choice 
on the application form. Below you will find merely 
skeletonized itineraries to give you an outline of the 
places visited, together with total cost.  The air fare to 
and from New York and to and from Los Angeles is 
included. The stay in Paris,  together with the services 
of our representative who will meet you at the air termi­
nal and take you to the hotel will be computed later,  as 
previously stated, once the actual assignments are 
known. 

OVERSEAS FLIGHT ONLY 

For those who will merely require the overseas flight, the following prices apply with stop-over 
privileges included: 

New York/Paris/New York First Class $ 831.60 
Economy Class $ 502.20 

Houston/Paris/Houston First Class $1017.00 
Economy Class $ 652.30 

Los Angeles/Paris/Los Angeles First Class $1139.40 
Economy Class $ 710.20 

Montreal/Paris/Montreal First Class $ 806.40 
Economy Class $ 493.20 

European stopover privileges: Glasgow—Edinburgh—London—Amsterdam—Brussels 
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June 

June 

June 

June 

June 

June 

July 

July 

July 

July 

July 

July 

24—PARIS to NICE by air.  

25—NICE, with side trip to Monte Carlo. 

26—NICE to ROME by air.  

27—28—ROME. Complete sightseeing. 

29—ROME to ZURICH by air.  

30—ZURICH. Sightseeing. PM trip to Lucerne. 

1 -ZURICH to AMSTERDAM by air.  

2—AMSTERDAM sightseeing. 
Volendam and Marken. 

PM excursion to 

3—AMSTERDAM to BRUSSELS by air.  

4—BRUSSELS. Morning sightseeing. PM by air to 
LONDON. 

5—LONDON. Full day sightseeing. 

6—LONDON. Half-day trip to Eton and Windsor 
Castle. Half day free for shopping. Evening 
departure for New York. 

July 7—Arrive NEW YORK. 

June 24—Leave Paris by rail for Lucerne. .  

June 25-26—LUCERNE, with mountain excursions. 

June 27—LUCERNE by chartered motorcoach to INNS­
BRUCK via Vaduz, Liechtenstein, one of the 
most scenic Alpine drives in Europe. 

June 28-29—INNSBRUCK, with side trips into Germany 
to visit  Garmisch — Partenkirchen and Ober-
ammergau. 

June 30—INNSBRUCK, over the Brenner Pass, through 
the Dolomites to VENICE. 

July 1-2—VENICE, with sightseeing and time free. 

July 3—VENICE to FLORENCE. 

July 4—FLORENCE. Sightseeing. 

July 5—FLORENCE/ ASSISI/ROME. 

July 6, 7, 8—ROME, with complete sightseeing. 

July 9—ROME to medieval Sienna. 

July 10—SIENNA to GENOA. 

July 11—GENOA, along the Italian Riviera to MONTE 
CARLO. 

July 12—MONTE CARLO free. 

July 1 3—MONTE CARLO by air to LONDON. 

July 14, 15, 16—LONDON, with full sightseeing and trip 
to Windsor. 

July 17—LONDON by air to Edinburgh. Sightseeing. 

July 18—EDINBURGH, through the Trossachs and via 
Loch Lomond to GLASGOW and PRESTWICK 
Airport to embark for the U. S. 

July 1 9—Arrive NEW YORK. 

Tour No. 1 
FROM NEW YORK BACK 
TO NEW YORK $ 852.00 

FROM LOS ANGELES BACK 
TO LOS ANGELES $1060.00 

Tour No. 2 
FROM NEW YORK BACK 
TO NEW YORK .$ 988.00 

FROM LOS ANGELES BACK 
TO LOS ANGELES $1196.00 

The prices include Economy Class transportation by air where applicable, including the trans-Atlantic portion, hotels based on twin-
bedded rooms with private bath wherever available, breakfast and dinner throughout, luxury bus and/or first class transportation, sight­
seeing, gratuities to hotel servants, and the services of professional guides and conductors. • A detailed and descriptive writeup of the 
tour selected will be sent on receipt of the application form. 
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une 24—Leave PARIS by air for BRUSSELS. PM sight­
seeing. 

June 25—BRUSSELS by chartered motorcoach to LUXEM­
BOURG and on to COBLENZ. 

June 26—Down the Rhine Valley to Heidelberg, thence to 
the Black Forest overnighting in Freudenstadt. 

June 27—FREUDENSTADT over the Swiss Border and on 
to BREGENZ on Lake Constanz in Austria. 

June 28—VADUZ-LIECHTENSTEIN to LUCERNE. 

June 29—LUCERNE free. 

June 30—LUCERNE, ANDERMATT, COMO, MILAN. 

July 1—MILAN to SAN MARINO, the world's oldest 
Republic. 

July 2, 3, 4—ROME, with full sightseeing program. 

July 5—ROME, ASSISI, FLORENCE. 

July 6—FLORENCE. Sightseeing. 

July 7—FLORENCE to GENOA. 

July 8—GENOA to MONTE CARLO. 

July 9—MONTE CARLO. Morning free. PM to 
AVIGNON. 

July 10-AVIGNON, LE PUY, VICHY. 

July J1-VICHY to PARIS, to connect with flight to 
LONDON. 

July 12-13—LONDON sightseeing, including Windsor. 

July 14—LONDON. Free, with PM departure for New 
York. 

July 15—Arrive NEW YORK. 
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une 24—PARIS to FRANKFURT by air. 

une 25—FRANKFURT. Sightseeing. 

une 26—FRANKFURT to VIENNA, by air. 

une 27-28—VIENNA. Full sightseeing program. 

une 29—VIENNA to ZURICH by air. Continue by rail 
to LUCERNE. 

une 30-July 1—LUCERNE, with sightseeing and moun­
tain excursions. 

uly 2—LUCERNE by rail to VENICE. 

uly 3-4—VENICE: Sightseeing by gondola and on foot. 

uly 6—FLORENCE with half-day sightseeing. Balance 
of day free for shopping. 

uly 7—FLORENCE, ASSISI, ROME by bus. 

uly 8-9—ROME. Sightseeing. 

uly 10—ROME to NAPLES. 

uly 11—NAPLES to CAPRI and return in evening to 
NAPLES and take the Rapido to ROME. 

uly 12—ROME. Day free. 

uly 13—ROME by air to MADRID. 

uly 14, 15, 16—MADRID with complete city sightseeing, 
a day's excursion to Toledo and a side trip to 
EL ESCORIAL. 

uly 17—MADRID/NEW YORK. 

uly 18-Arrive NEW YORK. 

Tour No. 3 
FROM NEW YORK BACK 
TO NEW YORK $ 891.00 

FROM LOS ANGELES BACK 
TO LOS ANGELES $1099.00 

Tour No. 4 
FROM NEW YORK BACK 
TO NEW YORK ..$1112.00 

FROM LOS ANGELES BACK 
TO LOS ANGELES $1320.00 



REGISTRATION FORM 
The official UNESCO registration form can be obtained on request to the 

USICIP * 
Box 4999 
Washington 8, D. C. 

TRAVEL APPLICATION FORM 
The following travel application form is for your convenience in requesting the desired transportation and/or 

hotel accommodations in Paris, and in addition for indicating your desire to participate in the post conference tours. 
Upon receipt of the application form, full information on passport regulations, health certificates required, detailed 
tour data, currency conversion tables and general travel tips will be forwarded to the participant. 

O F F I C I A L  I C I P  T R A V E L  A P P L I C A T I O N  F O R M  
To: LANSEAIR 

c/o U. S. Committee for ICIP 
Box 4999 
Washington 8, D. C. 

I wish transportation from New York to Paris on the date I have circled: 
June 7 — June 8 — June 9 — June 10 — June 11 — June 12 — June 13 

I wish transportation from Houston to Paris on June 13 • 

I wish transportation from Los Angeles to Paris via the Polar Route on the date I have circled: 
June 7 — June 8 — June 9 — June 10 — June 11 — June 12 — June 13 

I wish transportation from Montreal to Paris on June 10 • June 13 • ^ 

I wish to leave the West Coast via American Airlines • 

I will be leaving (state name of town) on (state date) 
for New York — Houston — Los Angeles — Montreal (delete cities not applicable) and wish flight arrangements 
to be made for me with my connecting overseas flight. 

I wish to leave Europe on — _ (Specify exact departure date) 

I am interested in traveling overseas via Economy • or First • Class (check applicable class). 

In Paris I desire the following type hotel accommodation: 1A [] IB Q 2A Q 2B Q] 

I wish to take Tour No. 1 • No. 2 • No. 3 • No. 4 • 

I enclose my deposit in the amount of $100.00 which I understand will be refunded in full in the event of cancellation. 

I am interested in the Fly Now, Pay Later Plan • 

To assist USICIP in effective handling of your travel arrangements, please return this official application form by 
March 15th, or as soon as possible thereafter. (Any prior material sent you was purely to establish whether or 
not you were interested. This is the official travel application form.) 

NO. OF PERSONS IN PARTY ADDRESS ... 

NAMES 
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BUREAU OF THE CONFERENCE 

President: Howard H. Aiken (U.S.A.) 

Vice-Presidents: M. Goto (japan) 
S.A. Lebedev (USSR) 
J. Mauchley (U.S.A.) 
J. Peres (France) 
M, Picone (Italy) 
J. Garcia Santesmases (Spain) 
A. van Wijngaarden (Netherlands) 
M. V. Wilkes (U.K.) 
K. Zuse (Federal Republic of Germany) 

LIST OF CHAIRMEN AND VICE-CHAIRMEN OF SESSIONS 

Chairman Vice-Chairman 

Monday, 15 June 
Session A 

Tuesday, 16 June 
Session B 

Session C 

Wednesday, 17 June 
Session D 

Session E 

Thursday, 18 June 
Session F 

Session G 

Friday, 19 June 
Session H 

Session I 

Saturday, 20 June 
Session J 

Session K 

(Special Session) 

R. de Possel (France) 

H. Yamashita (Japan) 

A. Walther (Germany) 

A. Ghizzetti (Italy) 

A.D. Booth (U.K.) 

S. Comet (Sweden) 

A.S. Householder (U.S.A.) 

W.L. van der Poel 
(Netherlands) 

I.I. Basilovsky (USSR) 

V. Belevitch (Belgium) 

I.L, Auerbach (U.S.A.) 

L. Amerio (Italy) 

S. Beltran (Mexico) 

H. Good (U.S.A.) 

J. Carteron (France) 

A. Svoboda (Czecho­
slovakia) 

M. Mastermann (U.K.) 

Ph. Dreyfus (France) 

R. Inzinger (Austria) 

S.N. Alexander (U.S.A.) 

L. Biermann (Federal 
Republic of Germany) 

A. Speiser (Switzer­
land) 
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Monday, lb June 

Session A 

Symposium 

TT 

Tuesday, 16 June 

Session B 

" C 

Symposium 

t? 

Wednesday, 17 June 

Session 1 

Session E 

Symposium 
T! 

It 

Thursday, 18 June 

Session F 

Session G 

Symposium 

ASSIGNMENT CF SCIENTIFIC SECRETARIES 

Errors and Approximations Mile. R. LAPEYRE 
(assisted hy P. BLUNIELL) 

The influence of very large memory G. TARNAWSKY 
designs and capabilities (assisted "by Miss C.POPPLEWELL) 

Switching Algebra M. LERMCYEZ 

Logical design of digital computers M. LERMCYEZ 
(assisted by K. PRAUSE) 

Common symbolic language for 
digital computers 

Relationship between digital and 
analogue computing 

P. BLUNIELL 
(assisted by BIRUKOV) 
M. LERMCYEZ 
(assisted by G .  TAREAVSKY) 

Logical organization of very small K. PRAUSE 
computers 

Partial differential equations, 
applications and linear 
programming 

Logical design of digital com­
puters 

Linear programing 
Error detection and correction 
Collection, storage and retrieval 

of information 

Automatic translation of languages 

Logical design of digital com­
puters 

Machine translation 

Automatic programming 

Friday, 19 June 
Session H 

Session I 

Symposium 

Pattern recognition 

Proving of logical propositions 

Numerical analysis on Computers 

The logical organization for very 
high speed computers 

(assisted by Miss PCPPLEWELL) 

Mile. R. LAPEYRE 
(assisted by BIRUKOV) 

K. PRAUSE 
(assisted by Mile. LAPEYRE) 
P. BLUNIELL 
Miss C. PCPPLEWELL 
G. TARNAWSKY 
(assisted by M. LERMOYEZ) 

G. TARNAWSKY 
(assisted by Miss POPFLEWELL) 
M. LERMCYEZ 
(assisted by BIRUKOV) 
G. TARNAWSKY 
(assisted by Miss PCPPLEWELL) 
P. BLUNIELL 
(assisted by Mile. LAPEYRE) 

Miss C. POPPLEWELL 
(assisted by K. PRAUSE) 
P. BLUNLFLL 
(assisted by BIRUKOV) 
Mile. R. LAPEYRE 
(assisted by G. TARNAWSKI) 
Miss C. POPPLEWELL 
(assisted by M. LERMCYEZ) 
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Saturday, 20 June 

Session J 

Session K 

Machine learning and on collection, 
storage and retrieval of infor­
mation 

Computer techniques of the future 

Symposium The methods for solving linear 
systems 

" Programming procedures (cancelled) 

Miss C. POPPLEWELL 
(assisted hy G. TARNAWSKY) 

K. PRAUSE 
(assisted by M. LERMOYEZ 
and G. TAEHAWSKY) 

Mile. R. LAPEYRE 
(assisted by P. BLUNEELL) 

EVENING LECTURES 

The following evening lectures will take place in Room I at 9 p.m. on the 
following days: 

Monday, 13 June Professor Dr. A. WALTHER Electronic calculating machines: 
(Federal Republic of Germany) How do they work? 

The serious game Tuesday, 16 June Professor A. van Wijngaarden 
(Netherlands) 

Thursday, 18 June Dr. E.L. Harder (U.S.A.) 

Friday, 19 June Mr. E. Delavenay fUnesco) 

Computers and automation 

Automatic translation of languages 
Problems of research and organiza­
tion 
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III. MISCELLANEOUS NOTICES 

CREATION OF AN INTERNATIONAL FEDERATION OF INFORMATION PROCESSING SOCIETIES 

The meetings of consultants which were held during the past two years at 
Unesco House in order to prepare the International Conference on IDaformation 
Processing also permitted an exchange of views regarding the possible creation 
of an International Federation of Information Processing Societies. The main 
reason for this proposal is the fact that Unesco has only accepted responsibility 
for the convening of the first International Conference on Information. Processing. 
As a consequence, future conferences and symposia in this field should be the 
responsibility of a non-governmental scientific organization. 

On Saturday, 13 June, the representatives of national societies from Canada, 
Denmark, Finland, France, German Federal Republic, Japan, the Netherlands, 
Poland, Sweden, the United Kingdom and the United States of America met at 
Unesco House in order to adopt the final statutes of the Federation. Italy was 
also represented by observers pending the creation of an Italian national society. 
The representative of Spain who arrived too late to attend the meeting confirmed 
that his country intended to join the new Federation. 

It was agreed that the Statutes would enter into force on 1 January i960, 
provided that seven Societies notified their acceptance. 

It is. hoped that it will be possible to make plans concerning the Secretariat 
of the new Federation and to establish the date and place of the second Inter­
national Conference on Information Processing before the end of the present 
Conference. 

All correspondence concerning the new Federation should be addressed to 
Mr. I.L. Auerbach, Auerbach Electronics Corporation, 109 North Essex Avenue, . 
Narberth, Pennsylvania, with a copy to Mr. Jean A. Mussard, Natural Sciences 
Department, Unesco. 

THE INTERNATIONAL COMPUTATION CENTRE AND ITS CORRESPONDING INSTITUTIONS 

Meeting of 22 June 

On Monday, 22 June, there will be a joint meeting of the Preparatory 
Committee of the International Computation Centre and of representatives of the 
Centre's corresponding institutions. The meeting will be held in Room VI. 

The object of this meeting is to discuss ways and means of improving the- -
co-operation between the corresponding institutions in matters such as exchange 
of -personnel, exchange of scientific and methodological experience, and tne 
rble of the International Computation Centre as a link between the corresponding 

institutions. 
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In addition, the meeting may consider questions concerning future inter­
national collaboration in the field of information processing, which may arise 
from the present Conference. 

Those corresponding institutions which have not yet communicated the name 
of their representative to the above meeting are requested kindly to inform 
Miss Campbell, Room S.383. 

SPECIAL VISIT TO THE MUSEE PES MOHUMEETS FRMCAIS 

The French Rational Commission for Unesco invites all participants of the 
Conference to visit the Musee des Monuments franqais, Palais de Chaillot, 
Place du Trocadero on 17 June, 1959, at 9 p.m. Invitations have been sent to all 
participants. Should any participant not have received his or her invitation, 
a card may be obtained at the Reception Service. 

BROCHURES 

1. The German Committee for Electronic Computers (DARA) has prepared the 
following brochure for the participants of the Conference: 

"Information Processing in German-speaking Countries" 

Participants may obtain a copy of this brochure by completing a form 
(obtainable at the Documents Distribution office in the foyer of the Conference 
building) and leaving it with the Conference Secretariat in Room S.383. 

2. The periodical "TITEL VOH VERflFFEHTLICHUHGEH UBER AHALOG-UHD ZIFFERH-
RECHNER UHDE IFRE AHWEHDUHG" may also be had by participants on completion of a 
form obtainable from the Documents Distribution office in the foyer of the 
Conference, building. 

PARIS HOSTESSES 

The official French Tourist office (Direction generale du Tourisme) has 
kindly agreed to maintain a special office in the hall of the Secretariat 
building throughout the Conference (ext. 2129). 

Paris hostesses will provide participants with maps of Paris, tourists' 
folders and information on excursions, travel and entertainment. 

The office will be open every day from 9.3O a.m. to 11.30 a.m. and from 
5 p.m. to 7 p.m. 

VISIT TO FACTORIES 

(a) France 

Participants wishing to visit "..the following factories - Cie. BULL, Societe 
IBM-France and the Societe d'Electronique et d'Automatisme are requested to 
contact tne representatives of these firms, who will be at their service at the 
desks in the foyer of the Conference building (see plan in the Conference 
Handbook, Annex B). 
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II. OFFICIAL ANNOUNCEMENTS 

SYMPOSIUM ON THE USE OF AUTOMATIC COMPUTING IN THE SOCIAL SCIENCES 

This symposium will take place at Unesco House at 9 p.m. on Thursday, 18 
June 1959 in Room II of the Conference building. It is organized "by the French 
National Commission of Unesco. 

The subject of the discussion concerns precise investigations into the field 
of archaeology and demography. The purpose of this symposium is to show the 
advantages of a document designed to give social science specialists the informa­
tion which would allow them to contemplate the use of automatic methods in the 
treatment of their data. 

SYMPOSIUM ON MACHINE TRANSLATION, THURSDAY, 18 JULIE 

Miss O.F. Kulagina, Academy of Sciences of the USSR., has kindly agreed to 
contribute to the symposium. 

RUSSIAN BIBLIOGRAPHY 

Participants wishing to obtain the Russian bibliography on the treatment of 
partial differential equations (paper by Professor A.A. Dorodnitzin) may apply 
to the Secretariat of the provisional International Computation Centre (Miss 
Campbell), Unesco House, Room S.383. 

TOTAL CONFERENCE PARTICIPATION AS AT MONDAY, 15 JUNE 

The total number of participants on 15 June 1959 was 1,772, from 37 countries 
and 13 International Organizations (represented by 20 participants). The follow­
ing 14 countries were represented by more than 10 participants each: 

France 
U.S.A. 
Federal Republic 

479 
4o8 

of Germany 
U.K. 
Sweden 
Italy 
Netherlands 
USSR 
Belgium 
Switzerland 
Poland 
Japan 
Denmark 
Austria 

217 
164 
87 
83 
79 
38 
34 
24 
18 
16 
14 
10 

1,671 

In addition, 8l participants were present from 23 other countries. 
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IMPORTANT NOTICE CONCERNING THE ORGANIZATION OF DISCUSSIONS IN PLENARY SESSIONS 

Experience shows that most persons wishing to participate in discussions 
omit to hand over to the scientific secretary concerned, the special card which 
has been prepared for this purpose. 

In such cases the Secretariat cannot guarantee that the interventions in 
discussions will appear in the Proceedings. It is furthermore highly desirable 
that Chairmen and Rapporteurs of sessions know before the beginning of the session 
the names of the persons who wish to be called upon to speak. 

Therefore, all persons who wish to take part in the discussion of a certain 
paper are urgently requested to complete the special card which is available 
at the reception desk, and to hand it over to the scientific secretary concerned, 
in room S.371. 

INTERPRETATION AT SYMPOSIA 

In response to the request of many participants, from Wednesday afternoon 
(17 June) full simultaneous interpretation in English, French and Russian will be 
provided in Conference Room II. 

No official interpretation can be provided in the other symposia; the 
Secretariat will try to supply an unofficial interpretation into Russian in 
Room IV. Thoas taking part in the symposium in Room IV are therefore requested 
to speak in English or French. 

MEETING OF BUREAU FOR SESSION H 

Since Session H "Pattern recognition and machine learning" commences at 
9.30 a.m. on Friday, 19 June, members of the Bureau of the Session should note 
that their meeting in Room V is at 8.3O a.m. 

ORDER FORM FOR THE PROCEEDINGS OF THE CONFERENCE 

Participants are reminded that an order form for the Proceedings of the 
Conference is attached at the back of Journal No. 1. 

OFFICE OF THE CONFERENCE EDITOR 

The Conference Editor, Mr. S. de Picciotto, has now his office in room 
S.373 (Extn. 3710). 

GERMAN TRANSLATION OF ABSTRACTS OF PAPERS TO BE PRESENTED AT PLENARY SESSIONS 

The German texts of the abstracts of discussion papers may be obtained by 
participants from the Documents Distribution Office, in the foyer of the Conference 
building. 
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III. MISCELLANEOUS NOTICES 

ANNOUNCEMENT FROM THE EDITORIAL BQAEID OF THE BRITISH COMPUTER SOCIETY 

The Editorial Board of the British Computer Society, which publishes 
The Computer Journal and The Computer Bulletin, have announced that members of 
ACM, AFCAL (France) and CS/SA (South Africa; may purchase these journals at 
reduced prices through their local societies. 

The Council of the Society will consider entering into similar arrangements 
with established Computer Societies in other countries. Interested participants 
should communicate with their local societies, or should write direct to "The 
Office Manager, Hie British Computer Society Ltd., Finsbury Court, Finsbury 
Pavement, London, E.C.2, England." 

(Submitted by Mr. H.W. Gearing (U.K.)) 

SECOND INTERNATIONAL CONFERENCE ON MEDICAL ELECTRONICS 

Participants who are interested in the above conference to be held at 
Unesco House from 2h-27 June 1959, are informed that a copy of the advance 
abstracts can be consulted by applying either to:-

Dr. G. Verdeaux, Deputy Secretary, 
2nd International Conference on Medical Electronics, 
63 Boulevard St. Michel, 
Paris 5* 

or Mr. T.E. Ivall, Publications Officer, 
2nd International Conference on Medical Electronics, 
(Mr. Ivall is attending the present Information Processing 
Conference). 

Several of the papers deal with the uses of electronic computers in medical 
research. 

AMENDMENT TO THE PROGRAMME OF TECHNICAL LECTURES TO BE GIVEN AT THE 
"AUTO-MATH 59" EXHIBITION 

Participants are requested to note that the subject of the afternoon 
lecture to be given at k.30 p.m. on Monday, 22 June 1959, is now changed to: 

Librascope . 
"Data processor for the Federal Aviation Agency 

L.M. SCHMIDT (U.S.A.) 

(See programme in Part IV) 
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LEETIEGS 

(a) Participants interested are invited to attend a . meeting which will take 
place in Salle VI at 9 a.m. on Friday, 19 June, 1959, "bo discuss international 
co-ordination of standards for digital computer definitions and logic symbols 
and block diagrams. The co-ordinator of the meeting is Professor G.W. 
Patterson (U.S.A.). 

(b) There will be an informal meeting on Friday evening, 19 June, 1959, for 
participants of the First and Second Congresses on the Application of the 
Theory of Probability in Telecommunication (Teletraffic, Copenhagen 1955, 
The Hague 1958). Those interested are invited to get in touch with any of 
the following: Messrs. N. Bech (Denmark), L. Kosten (Netherlands) and 
W. Matkovic (Yugoslavia). 

EXHIBITION OF INFORMATION PROCESSING EQUIPMENT. AUTO-MATH 59 

Participants are reminded that this exhibition is open to them free of 
charge on showing their participants card. Complimentary tickets may also 
be obtained for the wives of participants on application to the Reception 
Service. 

The exhibition is open at the Grand Palais, Champs Elysees, until 
23 June 1959 at the following hours: Weekdays from 1 p.m. - 9 p.m. and 
on Saturday and Sunday from 10 a.m. - 6 p.m. 

Public Transport:- By metro to Marbeuf/Franklin D. Roosevelt, or by the 
following bus routes:- 28, 32, h2, b-9, 73, 80, 83. Bus No. ̂ 9 goes direct 
from Unesco House to the exhibition. 

FOR THE ATTENTION OF GERMAN PARTICIPANTS TO THE CONFERENCE 

The hours of the reception at the Embassy announced in the Conference 
Journal No. 3 of 17 June 1959, have been extended to 9 p.m. in order to allow 
German participants who have been at the ALGOL-IAL meeting to attend. 

VISIT TO FACTORIES AND ELECTRONIC EQUIPMENT 

(a) France 

Participants wishing to visit the following factories - Cie. BULL, Societe 
IBM-France and the Societe d'Electronique et d'Automatisme are requested to 
contact the representatives of these firms, who will be at their service at the 
desks in the foyer of the Conference building (see plan in the Conference 
Handbook, Annex B). 

Catalogues and folders from some of the firms are available to participants. 
Those interested are requested to apply for them to the secretariat in Room S.383. 
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II. OFFICIAL ANNOUNCEMENTS 

CLOSING OF THE CONFERENCE 

This is the last number of the Journal of the International Conference on 
Information Processing. The members of the Unesco Secretariat and the Scientific 
Secretaries wish to seize this occasion to thank participants for the spirit of 
co-operation and goodwill which has prevailed throughout the past week. They hope 
participants are enjoying their stay in Paris and are satisfied with the work of 
the Conference. 

The Secretariat in particular wishes to thank the members of the Bureau of the 
Conference and all those who have carried out duties in connexion with the 
Conference. 

All participants are requested kindly to note that the closing session will 
take place tonight at 5.̂ 5 p.m. in Room I. Farewell messages will be given by 
Professor Howard H. Aiken, President of the Conference, Professor Pierre Auger, 
Secretary-General of the Conference and Professor V.A. Kovda, Director of the 
Department of Natural Sciences representing the Director-General of Unesco. 

The Conference, which is drawing to a close today, has been the means of 
allowing national bodies and Academies of Science in several countries to get 
together in order to set up an International Federation for Information Processing, 
A provisional Bureau has been formed and the preparatory work for a second 
International Conference on Information Processing, which may be held in 1963, will 
be undertaken without delay by the new federation. 

The Unesco Secretariat wishes this new federation every success. 

To conclude, participants are reminded that the present Conference will be 
followed by a series of technical lectures to be held at the Grand Palais on 
Monday 22 and Tuesday 23 June 1959 in conjunction with the "Auto-Math 59" 
Exhibition. All those interested are cordially invited to attend these lectures. 

AWARD OF THE "MEDALLES DE LA VILLE DE PARIS" TO CONFERENCE PARTICIPANTS 

The Paris City Council has graciously decided to award the Medaille de la 
Ville de Paris to the distinguished persons who helped Unesco in the organization 
of the Conference. 

At a brief ceremony last night in the Office of the Director-General, the 
Vice-President of the Paris Municipal Council, Monsieur Jacques Dursort, in the 
presence of the Acting Director-General, Monsieur Rene Maheu, handed the medals 
to the following: 

Medaille en Vermeil 

Howard H. AIKEN (U.S.A.): President of the Conference 



II - page 2 Journal No. 6 

Medailles en Argent 

I.L. AUEKBACH (U.S.A.) 
I.I. BASILOVSKY (USSR) 
Stig COMET (Sweden) 
A.A. DORODNITZIN (USSR) 
A. GHIZZETTI (Italy) 
A. WAUTHER (Federal Republic of Germany) 
A. van WIJNGAARDEN (Netherlands) 
M.V. WIIKES (U.K.) 
H. YAMASHITA (japan) 

INTERNATIONAL FEDERATION OF INFORMATION PROCESSING SOCIETIES 

As a direct result of the activity surrounding the organization and actual 
occasion of the Unesco-sponsored International Conference on Information Processing, 
the existence of a permanent international "body devoted to the science of informa­
tion processing has "been virtually assured. 

* Representatives of computer societies from 18 countries met in Paris today 
to take the' preliminary steps necessary to create an International Federation of 
Information Processing Societies which would carry on the sponsorship of future 
international conferences on information processing, including mathematical and 
engineering aspects, to establish international committees to undertake special 
tasks falling within the spheres of action of national member societies, and 
advance the interests of these member societies in international co-operation in 
the "burgeoning information processing field. 

An adequate number of countries has already indicated intentions to ratify 
the statutes of such a federation. A Provisional Bureau has been formed today 
that will act on behalf of the Federation of International Processing Societies 
until the first quarter of i960 when actual ratification will have been confirmed 
by the various countries. Representatives of the various computer societies 
represented at the constituent meeting today thus acted as private individuals 
until they could report back to their respective societies with a proposal for 
ratification of the statutes. However, each of these representatives is a highly 
placed individual in his own country and in the societies with which he is 
affiliated. 

Unesco's r&le in these activities has been completely unofficial, except that 
part of its mission in sponsoring the first International Conference on Information 
Processing was to bring together representatives of the many nations interested in 
the science of information processing so that the seeds for growth of further 
international activity in this field might be properly planted and cultivated. 

Unesco's endorsement of the formation of an International Federation of 
Information Processing Societies was given in a strongly worded statement by 
Professor Pierre Auger, Secretary-General of the Unesco-sponsored International 
Conference on Information Processing: 
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"it is an absolute necessity that there "be an international "body to serve 
the needs of the science of information processing. There are already similar 
international organizations serving such sciences as geodesy, astronautics, radio, 
medicine, astronomy, mathematics, chemistry, physics, etc. Unesco has agreements 
for providing consultative services and co-operation to the international, non­
governmental organizations representing these other sciences, helping them to 
widely express the views of their members, and also receiving from them expert 
information, advice and technical co-operation. In sponsoring this current 
International Conference on Information Processing, Unesco accepted responsibility 
only for convening the first international meeting for those interested in the 
science of information processing. We had expected, and apparently correctly so, 
that such a meeting would act as the catalyst for the formation of an international 
federation. We look forward to the possibility of an agreement, similar to the 
co-operative agreements with other international bodies representing other sciences 
with this new International Federation of Information Processing Societies, which 
already appears to represent the pre-eminent national organizations for this vital 
science." 

Chairman of the Provisional Bureau for the International Federation of 
Information Processing Societies (IFIPS) is Mr. Isaac L. Auerbach who represents 
the National Joint Computer Committee of the U.S.A. and is also U.S. Consultant 
to Unesco for the International Conference on Information Processing. He was 
elected unanimously by the group to serve until sometime in i960, when the 
Federation will hold its first meeting. Vice-Chairmen will be Professor A.A. 
Dorodnitzin, subject to the agreement of the Academy of Sciences of the USSR, and 
Professor A. van Wijngaarden of the Centre Mathematique, Amsterdam, the Netherlands 
who represents the Dutch Computer Society. It was also decided to ask the 
Director-General of Unesco to authorize Mr. Jean Mussard, Secretary of the Unesco 
International Conference on Information Processing, to be Acting Secretary the 
Federation. 

It seems likely that the nexrt International Conference on Information 
Processing, and an associated technical exhibit, will now be held in the year 19̂ 3* 
this time sponsored by an International Federation of Information Processing 
Societies. Each country represented in the Provisional Bureau has been asked 
to consider the possibility of proposing a site for such a conference and exhibit. 

Seat of the IFIPS, the new Federation, will be in Brussels, Belgium, legal 
home of many international scientific societies. In the interim, all activity 
is being co-ordinated through Mr. Auerbach at Auerbach Electronics Corporation, 
109 North Essex Avenue, Narberth, Pa. U.S.A., and through the proposed Acting 
Secretary of the Provisional Bureau, Mr. Jean Mussard, at his Unesco House address 
in Paris, France. 

THE INTERNATIONAL COMPUTATION CENTRE AND ITS CORRESPONDING INSTITUTIONS 

Meeting of 22 June 

On Monday, 22 June, there will be a joint meeting of the Preparatory Committee 
of the International Computation Centre and of representatives of the Centre's 
corresponding institutions. The meeting will be held in Room VI, at 10 a.m. 
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The object of this meeting is to discuss ways and mekns of improving the co­
operation between the corresponding institutions in matters such as exchange of 
personnel, exchange of scientific and methodological experience, and the rdle of 
the International Computation Centre as a link between the corresponding institu­
tions . 

ORDER FORM FOR THE PROCEEDINGS OF THE CONFERENCE 

Participants are reminded that an order form for the Proceedings of the 
Conference is attached at the back of Journal No. 1. 

GERMAN TRANSIATION OF ABSTRACTS OF PAPERS TO BE PRESENTED AT PLENARY SESSIONS 

The German texts of the abstracts of discussion papers may be obtained by 
participants from the Documents Distribution Office, in the foyer of the Conference 
building. 

ADDENDUM TO UST OF PARTICIPANTS 

The following name should be added to the list of participants to the 
Conference: 

SWEDEN 
Mr. D.E. Ahlstrom, 
Swedish State Power Board, 
Stockholm 
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Chairman 
President 

9 a.m. 

9.30 a.m. 

10.30 a.m. 

11 a.m. 

11.30 a.m. Uh.30 

IV. PROGRAMME CORRIGE PES CONFERENCES TECHNIQUES 

DONNEES A L'EXPOSITION "AUTO-MATH 39" 

REVISED PROGRAMME OF TECHNICAL LECTURES 

DELIVERED AT THE "AUTO-MATH 39" EXHIBITION 

G R A N D . . -  P A L A I S  

Lundi 22 juin 1959 
Monday 22 June 1959 

. Matin - Morning 

E. M. GRABBE (U.S.A.) 

9h. Intertechnique - Ramo Wooldridge: 
"The RW kO Data Processing System" by S. ROTHMAN (U.S.A.) 

Compagnie des Machines Bull: 
Le "GAMMA 60" par Ph. DREYPUB (France) 

Burroughs Corporation: 
"The Burroughs 220 High Speed Printing System" 
by D. BOLITHO (U.S.A.) 

L.M.T. (Standard Electric Lorentz): R.G. BASTEN 
(Germany) 
"Hie Transistorized Digital Computer ER 36" 

Hitachi Ltd. • 
"HIPAC 101" (Hitachi Parametron Automatic Computer) 
by Shohei TAKADA (Japan) 

9h.30 

10h.30 

llh. 

Chairman 
President 

3 p.m. 

3.3O p.m. 

 ̂p.m. 

Apres-midi - Afternoon 

F. H. RAYMOND (France) 

15h. Benson-Lehner Corporation: 
"Input-Output Systems" by Jean MAURIER} General Manager 

for France 

15h.30 R.C.A.: 
"The R.C.A. 301 System" by J. Wesley LEAS (U.S.A.) 

l6h. Societe d'Electronique et d»Automatisme: 
"Nouveaux elements logiques Symmag" 
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Apres-midi (suite) 
Afternoon (contd.) 

If.50 p.m. I&1.3O Librascope 
"Data Processor for the Federal Aviation Agency" 
by L.M. SCHMIDT (U.S.A.) 

5 p.m. 17h. National Cash Register Company: 
"From Magnetic Character Recognition to Photochemical 
Storage Devices'' by P. NAVET (Switzerland) 

5.3O p.m. 17h.30 Telemeter Magnetics Inc.: 
"The General Purpose Input-Output Systems" 
by R. BROWN and R. STUART-WILLIAMS (U.S.A.) 

Mardi 23 juin 1959 
Tuesday 23 June 1959 

Matin - Morning 

Chairman ) 
President ) Shigeru TAKAHASHI (Japan) 

9 a.m. 9h. ZEISS: 
"The Zeiss Electronic Computer ZRA 1" by Dr. W. 
KAMMERER (Germany) ' 5 

Dr. H. KORTUM (Germany) 
F. STEIAUB (Germany) 

9.30 a.m. 9h.30 I.B.M.: 
"The Input-Output Devices of the Stretch Computer" 
by H.K. WILD (U.S.A.)' 

10 a.m. lOh. Nippon Electronic Industry: 
"Transistorized Drum Computer NEAC 2201" 

IO.30 a.m. lOh.30 The Stromberg-Carlson Co.: 
"Tyro New High-Speed Electronic Digital Computer Read-
Out Systems" by G.L. JOHNSON (U.S.A.) 

U a.m. Uh. Societe d•Electronique et d'Automatisme; 
"Le Calculateur Cab 500" par Mme. A. RECOQUE et 
Mile. S. BECQUET (France) 
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Mardi 23 juin 1959 
Tuesday, 23 June 1959 

Apres-midi - Afternoon 

SKKnt ) TOHOa <Itelle> 
3 p.m. 15h. I.B.M. France: 

"L'Ordlnateur IBM 7070" par B. KENARD (France) 

3.30 15h»30 Zuse K.G. 
"ProgrammatIon de la calculatrice Zuse" Dr. T. FROMME 

(Germany) 
U p.m. l6h. Magnacard 

"The Magnacard System" "by R.M. HAYES (U.S.A.) 

1*.30 p.m. l6h.30 FRIDEN INC.: M. POFFE (Pays-Bas) 
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XV. ADDENDUM TO LIST OF PARTICIPANTS 
ADDENDUM A LA LISTE DES PARTICIPANTS 

BELGIUM/BELGIQUE 

BOULANGER, Georges, Faculte polytechnique de Mons, Universite de Bruxelles 
DEFRISE, Pierre, Institut Royal meteorologique, Uccle 
van ISACKER, Jacques, " " " " 
LINSMAN, M., University de Liege 
LION, Arthur, Ateliers de constructions electriques de Charleroi 
OURY, Pierre-Michel, Banque de la Societe generale de Belgique, Bruxelles 
ROSSEEUW, Jean, Banque de la Societe generale de Belgique, Bruxelles 

CANADA 

THOMAS, Frederick Peter, The Hydro-Electric Power Commission of Ontario, Toronto 

FEDERAL REPUBLIC OF GERMANY/REPUBLIQUE FEDERALE D'ALLEMAGNE 

ACHILLES, Kurt, Posttechnisches Zentralamt, Darmstadt 
ALBRECHT, Julius, :Institut fiir Angewandte Mathematik, Universitat Hamburg 
ARNST, Eduard, Zentralverband der Elektrotechnischen Industrie, Frankfurt a/M 
BAUHUBER, Franz, BUIkow-Antwicklungen KG., Ottobrunn b. MUnehen 
ENURES, Werner, Deutsche Bundespo6t, Fernmeldetechn. Zentralamt Darmstadt 
EVERLING, I.B.M. Deutschland 
FROHLICH, K. Otto, Mathematisches Institut, UniversitHt Marburg 
von GORUP, Guntram, BUlkow-Entwicklungen KG., Ottobrunn b. MUnehen 
KLAMKA, Norbert " " 
KRAWCZYK, Rudolf, Institut fUr Angewandte Mathematik, UniversitSt Hamburg 
LANDAU, Matthias, BUlkow-Entwicklungen KG., Ottobrunn b. MUnehen 
LISKE, Gerhard, Posttechnisches Zentralamt, Darmstadt 
MOESKES, Max, Rechenzentrum, Aachen 
MtjLLER, Bert-Gunter, Geodatisches Institut des Technischen Hochschule, Aachen 
PEEK, Max, Posttechnisches Zentralamt, Darmstadt 
RIESENKONIG, Wolfgang, Institut fur Angewandte Mathematik, KUln-Lindenthal 
SCHRODER, Johan, Universitat Hamburg 
SEYBj Erich, BUlkow-Entwicklungen KG., Ottobrunn B. MUnehen 
STUBENRECHT, Alfred, Darmstadt 
STUCKLER, Bernd, BUlkow-Entwicklungen KG., Orrobrunn b. MUnehen 
TORNIG, Willi, Institut fUr Mathematik und Mechanik, Clausthal-Zellerfeld 
ULBRICH, Egbert, Telefunken G.m.b.H., Backnang 
VELTE, Waldemar, Institut fUr angewandte Mathematik und Mechanik der DVL, Freiburg 
WALKER, Eberhard, I.B.M. Deutschland, Sindelfingen 
WETTERLING, Wolfgang, Institut fur Angewandte Mathematik, Hamburg 
WOLFF, Georges, Dusseldorf-Oberkassel 

FINLAND/FINLANDE 

LAASOMEN, Pentti, Institute of Technology, Helsinki 
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FRANCE 

AIMARD, Claude, C.N A.M., Paris 
AMOUYAL, Albert, Commissariat a l'Energie atomique, GSf s/Yvette 
ARNAUD, Pierre, SCGREAH, Grenoble 
BECQUET, Franqoise, Societe d'electronique et d'automatisme, Courbevoie 
EFT.1.0, Raymond, C.N.A.M., Paris 
BERNARD, Laboratoire central et Ecole de l'armement, Arcueil 
BIESEL, Francis, SCGREAH, Grenoble 
BLAISEL, Jacques Laobratoire de recherches balistiques et aerodynamiques, 

Vernon 
BLUM, Jacques, Ets KUHLMANN, Paris 
BOISVIEUX, Jacques, Societe d'electronique et d'automatisme, Courbevoie 
BRODIN, Jean, Societe d'electronique et d'automatisme, Courbevoie 
CAPDEVILLE, Louis, Air France, Paris 
CARBONELL, Enile, Societe l'Air liquide, Paris 
COIRON, Michel, Telecommunications radioeiectriques et teiephoniques, Paris 
COOREAN, Charles, Societe d'electronique et d'automatisme, Courbevoie 
DANDEU, Yves, L., C.E.A., Paris 
DARBOT, Marie-Louise, Societe Citroen, Paris 
DUACS, Michel, Centre d'etudes et recherches des charbonnages de France, Paris 
ESCARAVAGE, Rene, Conpagnie de Saint-Gobain, Paris 
FERRARI, Madeleine, Centre d'etudes et recherches des charbonnages de France, 

Paris 
FOREST, Ida, Direction des bibliotheques de France, Paris 
FOURGEAUD, Pierre, Versailles 
GUILLOU, Andre, C.E.A., Paris 
HERRSTROM, Stig., Societe d'electronique et d'automatisme, Courbevoie 
HORNECKER, Georges, Centre national de la recherche scientifique, Paris 
Jeudon, Andre, Societe d'electronique et d'automatisme, Courbevoie 
Keller, Odette, Compagnie des Machines Bull, Paris 
de LACROIX de LAVALETTE, Etienne, R.T.F., Paris 
LAGO, Bernard, L., C.E.N. Saclay, Gif s/Yvette 
LAFON, Rene, Office national d'etudes et recherches aeronautiques, 

Chatillon (Seine) 
LE MAUX, Alain, Courbevoie 
LHUISSIER, Georges, Laboratoire de recherches balistiques et aerodynamiques, 

Vernon 
MARSAT, Direction des etudes et fabrications d'armement, Paris 
MICHARD, Jean, Societe d'electronique et d'automatisme, Courbevoie 
MIGNEE, Jean Societe d'electronique et d'automatisme, Courbevoie 
MIGNGT, Claude, Societe alsacienne de constructions mecaniques, Paris 
NAMY, Max, Electricite de France, Paris 
NASLIN, Laboratoire central et ecole de l'armement, Arcueil 
de PALMA, Raoul, Societe IMSAC, Paris 
EEERAULT, Robert, Centre d'etudes et recherches des charbonnages de France, Paris 
PICARD, Claude, Societe alsacienne de constructions mecaniques, Paris 
QUIQUAMPOIX, Robert, Le materiel eiectrique S.W., Paris 
PECOQUE, Alice, Societe d'electronique et d'automatisme, Courbevoie 
RENAUDIE, Maurice, Le materiel eiectrique S.W., Paris 
RIGAL, Jean^Louis, Faculte des sciences, Besanqon 
ROCHE, Franck A., C.E.N. Saclay, Gif s/Yvette 
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FRANCE (contd.) (suite) 

SALVAN, Paule, Direction des bibliotheques de France, Paris 
SATCHE, Pierre, Societe Alsthom, Paris 
SAZERAC DE FORGE, Andree, Society l'air liquide, Paris 
SCIAMA, Antoine, Marine nationale, Paris 
SICARD, Fernand, L., C.E.N., Saclay, Gif s/Yvette 
SOLLIN, Georges, Societe l'air liquide, Paris 
SORET, Pierre, J., C.E.N,, Saclay, Gif s/Yvette 
STARYNKEVITCH, Dimitri, Socidtd d'electronique et d'automatisme, Courbevoie 
STRACK, Laboratoire central et Ecole de l'armement, Arcueil 
TERRASSON DE MONTLEAU, Claude, C.E.A., Saclay 
VASSEUR, Chantal, 
VERSINI, Franqois, Societe S.W., Paris 
WAHL, Jeanne, A., C.E.A., Paris 

INDIA/INDE 

BEAGWANDIN, Kettarnath, Institut de physique ET Al., Oslo, Norvege 

ITALY/lTALIE 

FAZI, Tullio, C. Olivetti & C. SpA, Roma 
LEONARDI, Attilio, Ministero Tesoro Ragioneria Gen. le dello Stato, Roma 
MARZANO, Carlo " 
PIVA, Francesco, Universita di Padova 
SARTI, Adriano, C. Olivetti & C SpA, Roma 
SPRSAFICO, Alberto, Faculte des sciences politiques et sociales C. Altieri , 

Florence 

NETHERLANDS/PAYS-BAS 

CAMM, Kenneth, SHAPE Air Defense Technical Centre, Den Haag 
KORTLEvEN, Simon, N.V. Philips Gloeilampenfabricken, Eindhoven 
LAMMERS, Evert R., Netherlands IBM-Laboratory, Amsterdam 
LETH-ESPENSEN, Johan, SHAPE Air Defense Technical Centre, Den Haag 
MILORT, Willem, N.V. Philips Telccomm, Industrie, Hilversum 
SCHOLTEN, Johannes H.M., N.V. Philips, Eindhoven 
SCHONFELD, Johan C., Ponts et Chaussees des Pays-Bas, La Haye 
TAS, H.A., IBM, Amsterdam 
VERHAGEN, Cornelis M., Technisch Fhysiche Dienst, Delft 

POLAND/POLOGNE 

DZIEDZIC, Jerzy, Ecole polytechnique, Gdansk 
KARPINSKI, Jacek, Acad^mie des sciences, Varsovie 
RAJSKI, Cieslaw, " j| „ 
SZULKEN, Pavel, 

PORTUGAL 

LIMA SIMOES, Raul, Administration generale du Port de Lisbonne 
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SWEDEN/SUEDE 

BERGE, Arthur, Vallingby 
BRANDSTROM, F. Hugo K., Forsvarets Farskningsanstalt, Stockholm 
CRONIN, Thomas J., Svenska Personalpensionskassa, Stockholm 
FORSS, Bertil Sven, Direetion generale des telecommunications de Suede, Farsta 
FREDIN, Sven, Telefon AB IM Ericsson div. Erga, Stockholm 
HJEIM, Erik Sture, Telefon AB IM Ericsson div. Erga, Stockholm 
KJELLBERG, Goran L., Telefonaktieholagot IM Ericsson, Stockholm 
KLINTSELL, Axel F., Swedish Employers Confederation, Stockholm 
LINDE, Sven 0., AB Atomenergi, Stockholm 
OBerg, Anders, B., Solna 
PERNEL3D, Ake, Swedish Royal Central Bureau of Statistics, Stockholm 
SODERSTROM, Lars-Gunnar, Svenska Personal-Pensionskassan, Stockholm 

SWITZERLAND/ SUISSE 

HEGELBACH, Josef, Swissair, Zurich 

UNION OF SOUTH AFRICA/UNION SUD-AFRICAINE 

CRUISE, Sydney Elvin, University of Natal, Durban 

• ' UNION OF SOVIET SOCIALIST REPUBLICS/ 
UNION DES REPUBLIQUES SOVIETIQUES SOCIALISTES 

("j.-AKSENOV, Ivan, Acaddmie des sciences de l'URSS, Moscou 
M0R0Z0B, Vladimir, Institut electrotechnique, Moscou 

UNITED KINGDOM/ROYAUME-UNI 

CAPLIN, David A., Shell- international Petroleum Co., Ltd, London 
CREGEEN, Donald J., Iraq Petroleum Co., Ltd., London 
GRIMMOND, Robert, Standard Telecommunication Laboratories, Enfield, Middx. 
HOPKENSON, John L., Iraq Petroleum Co., Ltd., London 
HUNTER, D.G,, Ha; low 
MAYER, Cornelius G., London 
O'BEIRNE, Thomas, H. Barr & Stroud Ltd., Glasgow 
SCHULTZE, Rolf S., Research Laboratories, Kodak Ltd., Harrow, Middx. 
TEMPLE, Arthur P., Iraq Petroleum Co., Ltd., London , , . 
WELLS, Oliver j., Artoga (Artifical Organisms) Beaulieu, Hants-
WELLS, O.D., Artog, Beaulieu, Brickenhurst, Hants 
WROE, Dick, Iraq Petroleum Co., Ltd, London 
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UNITED STATES OF AMERICA/ETATS UNIS D'AMERIQUE 

AGHIB, Edward G., Monroe Calculating Machine Co., Orange, Hew Jersey. 
ALLARD, Jr., Lionel C., Air Research & Development Command, Washington D.C. 
ANDREWS, Don D., U.S. Patent Office, Dept. of Commerce, Washington D.C. 
BAKER, Richard H., Ampex International S.A., Fribourg, Switzerland. 
BENSON, Guy M., International Business Machines, Endicott, N.Y. 
BOLTON, Wallis D., I.B.M., Data Processing Div., White Plains, N.Y. 
BUDD, Charles K., Bucknell University, Lewisburg, Pa. 
BUECKNER, Hans F., University of Wisconsin, Madison. 
CAMERON, Scott H., Armour Research Foundation, Chicago, 111. 
CAMPBELL, Charles Thomas, U.S. Army, Washington D.C. 
CAMPBELL, Donald W., Farrington Manufacturing Co., Needham, Mass. 
CAMPBELL, Dorcas W., " " " " " 
CARR, John W., Consolidated University of North Carolina, Chapel Hill, N.C. 
CARTER, Edward J., M.I.T., Cambridge, Mass. 
CHINGARI, Gastone, Remington Rand Univac Div. of Sperry Rand Corp., Los Angeles, Cal. 
DANIELS, Gilbert S„, Panellit Inc., Skokie, 111. 
DAVIS, Watson, Science Service, Washington D.C. 
EBERT, Donald H., Battelle Memorial Institute, Colombus, Ohio. 
EPSTEIN, Maruln A., ITT Laboratories, Nrvtley, N.J. 
FOX, Margaret R., National Bureau of Standards, Washington D„C. 
FREDKIN, Edward, Bolt Beranek 8s Newman Inc., Cambridge, Mass. 
GSIEBR, Kenneth R., Purdue University, Lafayette, Indiana. 
GERMOND, Hallett H., R.C.A. Service Co., Patrick Air Force Base, Florida. 
GILMOUR, John J., Electro Data Div. of Burroughs Corp., Pasadena, Cal. 
GIVENS, Wallace, Wayne State University, Detroit, Michigan. 
GOOBALL, Marcus C., Cornell University, Ithaca, N.Y. 
GRABBE, Eugene M., Thompson Ramo Wooldridge Inc., Los Angeles, Cal. 
GRAD, Arthur, National Science Foundation, Washington D.C. 
HELWIG, Frank, Massachusetts Institute of Technology, Cambridge, Mass. 
HE3N3R, Charles J., International Business Machines Corp., Kingston, N.Y. 
EIATT, William R., General Electrics, Utica, N.Y, 
HITCH, Kenneth S., U.S. Army, Washington D.C. 
HOCKDORF, Eartin, Tennessee Valley Authority, Chattanooga, Tenn. 
HOWARD, John H., Burroughs Research Center, Paoli, Pa. 
ICHEBWOOD, William L., U.S. Geological Survey, Washington D.C. 
KARADIMC3, Peter S., Navy Dept., BUAER, Washington D.C. 
KIRSCH, Russell A., National Bureau of Standards, Washington L.C. 
LEBEL, Jean D., IRE, AIEE, ACM. 
LTriKLILER, Joseph C., Bolt Beranek & Newman Inc., Cambridge, Mass. 
LOwRY, W. Kenneth, Bell Telephone Laboratories Inc., Murray Hill, NcJ. 
MATTHEWS, G.H., Massachusetts Institute of Technology, Cambridge, Mass. 
McCLURG, Gregg H., Army Research Office, Dept. of Army. 
MODLINSXI, Witold, Telemeter Magnetics, Inc., Los Angeles, Cal. 
NEUMANN, Albrecht J., Office of Naval Research, Washington D.C. 
O'CONNOR, John J., Institute for Co-operative Research, Univ. of Pennsylvania, 

Philadelphia, Penn. 
PETRICK, Stanley R., Air Force Cambridge Research Center, Bedford, Mass. 
PHILLIPS, Charles A., Department of Defense, Washington D.C. 
PIKE, Jame3 L., National Bureau of Standards, Washington D.C. 
PINCUS, Saul, Department of Defense, Meade, Maryland. 
RICHARDS, Donald L., University cf Michigan, Ann Arbor, Michigan. 
ROBINSON, Jere W., I.B.M., New York, N.Y. 
ROTH-IAN, Abe, U.S. Department of Labor, Washington D.C. 
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SCOTT, Norman R., University of Michigan, Ann Arbor, Michigan, 
SEMARNE, Henri M,, Douglas Aircraft Co. Inc., Santa Monica, Cal. 
SEMON, Warren L., Harvard University, Cambridge, Mass, 
SHERRY, Murray E., Air Force Cambridge Research Center, Bedford, Mass, 
SIMPSON, Barry H., Ampex International S.A,, Fribcurg, Switzerland. 
SMITH, Richard, Washington, 
TONIK, Albert B., Remington Rand Univac, Div. of Sperry Rand Corp., Philadelphia, Pa. 
VAUGEAN, James M., Navy Dept., BUAER, Washington D.C. 
VEITCH, Edward W,, Burroughs Corporation, Paoli, Pa. 
WELLS, Oliver D., Artorga (Artificial Organisms), Beaulieu, Hants, 
WHITNEY, Raymond B., University of British Columbia, Vancouver, B.C. 
YOVITS, Marshall C., Office of Naval Research, Washington D.C. 
ZUSMAN, Fred S., The Johns Hopkins University, Silver Spring, Maryland. 

YUGOSLAVIA/YCUGOSLAVIE 

BRCIC, Vlatko, Faculty du Gdnie Civil, Belgrade. 

SPECIALIZED AGENCIES/INSTITUTIONS SPECIALISEES 

MAO, Yu-yueh, C.C.I.R., International Telecommunications Union, Geneva. 
COHEN DE GOVIA, J.J., Food and Agricultural Organization, Rome. 

INTERNATIONAL ORGANIZATIONS/ORGANISATIONS INTERNATIONALES 

CARY, Edmond, Federation Internationale des Traducteurs 
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ABDELLATIF, Dr. Alaadin (United Aral Republic/Republique arabe unie) 
CAHEN, Franqois, Electricity de France, Paris (France) 
CAPON Ian N., University of Cambridge, Mathematical Laboratory (U.K./R.U.) 
CIHAk' Vladimir, Paris (Czechoslovakia/Tchecoslovaquie) 
DEUKER, Ernst-August, W.R.B.A., Vernon (Eure) (France) 
EUGENE, Jacques, Sud-Aviation, Suresnes (France) 
FIXA, Zdenek, Tesla, Entreprise nationale pour la production des calculatrices, 

'praha (Czechoslovakia/Tchecoslovaquie) 
GOT, Jean-Pierre, Institut polytechnique de Grenoble (France) 
GROUCHKO, Daniel, C.F.R.O., Paris (France) _ . _ - „ i 
HAWKINS, Derrick G., Central Electricity Generating Board, London (U.K./R.U.; 
HILL, Richard E., Ultra Electric Ltd., London (U.K./R.U.) 
JODELET, Franqois, C.N.R.S., Paris (France) _ 
JONES, Eric, Solartron Electronic Group Ltd., Thanes Ditton, Surrey (U.K./R.U.) 
KRYZE, Jiri, Institute of the Theory of Information and Automation, Praha 

(Czechoslovakia/T checosloVaquie) _ 
LAURENT, Pierre, Lab. de mathenatique appliquee, University de Grenoble (France) 
LEVY, Jean-Paul, Institut polytechnique de Grenoble (France) 
LEVY, Marc-Emile, " " " (France) 
MICHEL, Andre, Lab. de mathenatique appliquee, Universite de Grenoble (France) 
MARSAT, Jean, Direction des etudes et fabrications d'araement, St-Cloud (S. et 0.) 

(France) 0 
MARTINEK, Miloslav, Vyzkumny ustav matematickych stroju, Praha 

(Czechoslovakia/Tchecoslovaquie) 
NEDOMA, Jiri, Institut de la Thyorie de 1'information et de 1'automation, Praha, 

(Czechoslovakia/Tchecoslovaquie) 
OLIVIER, Pierre, Sud-Aviation, Courbevoie (France) 
POLLOCK, Alexander-McCrea, Ultra Electric Ltd., London (U.K./R.U.) 
ROEPER, Yvonne, Sud-Aviation, Paris (France) -
SEAL, Richard Alexander, Ultra Electric Ltd., London (U.K./R.U.) 
VEYRUNES, Jean, Institut polytechnique de Grenoble (France) 
VINSOT, Pierre, Sud-Aviation, Courbevoie (France) 
VIVIER, Bernard, Institut polytechnique de Grenoble (France) 
WINTERBOTTOM, Sir Norman W.G., Arastrong Whitworth Aircraft Ltd., "Whitley, 

Coventry, England (U.K./R.U.) 

UNITED NATIONS, SPECIALIZED AGENCIES AND OTHER INTER-GOVERNMENTAL ORGANIZATIONS 
NATIONS UNIES, INSTITUTIONS SPECIALISEES ET 
AUTRES ORGANISATIONS INTERGOUVERNEMENTALES • 

DILWALI, C.K., Food and Agriculture Organization (FAO) 
ERSKINE, G.A., European Centre on Nuclear Research (CERN) 
GOLDSCHMIDT-CLERMONT, Y. " 
GRACHTCHENKOV, Dr. N., World Health Organization (WHO) 
KERMAGORET, -, EURATOM 
KOWARSKI, L., European Centre on Nuclear Research (CERN) 
KRANE, J., Food and Agriculture Organization (FAO) 
LIPPS, H., European Centre on Nuclear Research (CERN) . , 
LOEWENTHAL, M., Organization for European Economic Co-operation (CE ) 
MAUPERON, EURATOM . 
MEANA, L., Chief of Language Division, International Atomic Energic Organize 
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PIETSCH, Dr., European Productivity Agency 
ROBERTS, N., International Telecommunications Union 
SWAROOP, Dr.,S., World Health Organization (WHO) 

INTERNATIONAL NON-GOVERNMENTAL ORGANIZATIONS 
ORGANISATIONS INTERNATIONALES NON GOUVERNEMENTALES 

CAMBOURNAC, L., Union of International Engineering Organizations 
DUFOUR, H., International Union of Geodesy and Geophysics 
PIETSCH, Dr., International Federation of Documentation 

- - ADDENDUM N° 2 

ALBARELLA, Giovanni, Societa Esercizi Telefovici, Napoli (italie) 
BACHELLER, Herbert, Dept. of Navy, Buships, Washington (U.S.A.) 
BAGLIN, Henri, C.E.A., Paris (France) 
BAIRD, Jack A., Bell Telephone Labs., Whippany (U.S.A.) 
BARTELT. John E., MIT/lBM, Cambridge (U.S.A.) 
BEITINGER, Bernhard, BOlkow-Entvicklungen K.G., Ottobrunn, Munchen (Germany) 
BERNARD, Pierre R., Conpagnie des Compteurs, Montrouge (France) 
BODEZ, Pierre M.J., Precision mdcanique Labinal, Paris (France) 
BOLITHO, Douglas, Burroughs Corp., Detroit (U.S.Ai.) 
BOULEY, Renee, Electricite de France, Paris (France) 
ERINER, {fax, I.B.M., BUblingen (Germany) 
EROUSSE, Louis P., Direction des etudes et fabrications d'arnement, 

Saint-Cloud (France) 
BROWN, Antony F.R., Georgetown University, Washington (U.S.A..) 
BUCK, Theodor, Technische Hochschule, Stuttgart (Germany) 
CANNON, Edward, National Bureau of Standards, Washington (U.S.A.) 
CARLIN, Robert S., Sig. Div. H. USAREUR, New York (U.S.A.) 
CARR, Esther K., University of North Carolina, (U.S.A.) 
CHALLIER, Louis, Ecole des Disciplines nouvelles, Paris (France) 
COLLOM, Percy, U.S. Army Signal R. and D. Lab., Fort Monmouth (U.S.A.) 
CZARNECKI, Stefan, Polish Academy of Science, Warsaw, (Poland) 
DAVIS, Miles, Harvard University, Cambridge (U.S.A.) 
DENIS, Rend, CEA, Paris (France) 
DOU, Albert, Madrid University, Madrid (Spain) 
ECKERT, Franz, Bolkow-Entwicklungen, Ottobrunn, Munchen (Germany) 
EICHHOFER, Gtlnther, BUlkow KG, Ottobrunn, Munchen (Germany) 
EINSELE, Theodor, IBM, Sindelfingen (Germany) 
ELLIS, Frances H., Cambridge Language Research Unit, Cambridge (United Kingdom) 
ELSPAS, Bernard, Stanford Research Institute, Menlo Park (U.S.A.) 
ENGSTROM. Howard T., Sperry Rand Corp., New York (U.S.A.) 
ESCH, Jtlrgen, Institut f. Praktische Mathem. Hannover (Germany) ' * 
FRIEDMAN, Martin, Ing. C. Olivetti, Milan (Italy) 
GANZHORN, Karl E., IBM, Sindelfingen (Germany) 
GENG, Roland, IBM, Sindelfingen (Germany) 
GODLEY, Albert E., Standard Telephone and Cables Ltd., Newport (U.K.) 
GRUEUKE, Horst, IBM, Sindelfingen (Germany) 
HANNA, William E. Jr., USAF Aeronautical Chart and Information Center, 

St. Louis (U.S.A..) 
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HARRAND, Yves, M,, Conpagnie des machines Bull, Paris (France) 
EELWIG, Frank. C., Massachusetts Institute of Technology, Cambridge (U.S.A.) 
HERNANDEZ, Mario L., Department of the Army, Washington (U.S.A.) 
HOTH, GUnter, Institut Textiltechnik, Aachen (Germany) 
HURST, Mo Hie U., U.S. Army Transportation Intelligence Agency, Washington (U.S.A.) 
HUoKEY. Harry D., University of California, Berkeley (U.S.A.) 
IRIBARREN, Jesus, Bureau Information de I'Eglise en Espagne, Madrid (Spain) 
IVAN7T, laszl6, Svenska Relafabriken, Tyreso (Sweden) 
KaJCK 7SKI, Antoni, l'Academie polonaise des Sciences, Warsaw (Poland) 
KAY, Martin, Cambridge Language Research Unit, Cambridge (U.K.) 
KNITTEL, Joachim, Rechenzentrum, Tubingen (Germany) 
KULLGREN, John F., Dept. of Defence, Washington (U.S.A.) 
KUZENKO, Werner, Halm-Meistner Institut ftir Kernforschung, Berlin-Wannsee (Germany) 
LACHIN, Maurice, Societe franqaise de gestion automatique, Paris (France) 
LEES, Kenneth C., Canadian Aviation Electronics Ltd., Montreal (Canada) 
L'HUILLIER, Bernard, CEA, Paris (France) 
LIPPS, Herbert, CERN, Geneve (Switzerland) 
LUNA, Louis, Banco de Santander, Santander (Spain) 
MARTINO, Michael, General Electric Co., Schenectady (U.S.A.) 
MASON, Raymond, J., Rand Corporation, Santa Monica (U.S.A.) 
MELMED, Arthur, A.E.C. Computing Center, New York (U.S.A.) 
MEYER, Karl-Heinz, T.H. Hannover, Hannover (Germany) 
MILLER, James G., University of Michigan (U.S.A.) 
MTRABELLA, Ugo, Banco di Sicilia, Palermo (Italy) 
MOREAU, Eduard D., CEA, Paris (France) 
MULLER, D.E., Digital Computer Laboratory, Urbane (U.S.A.) 
NOVAK, Warren D., General Precision Laboratory, Pleasantville (U.S.A.) 
OETTINGER. Anthony G., Harvard University, Cambridge (U.S.A.) 
OXENIUS, Joachim, CEA, Saclay (Gernnmy) 
PARKIN, Thomas R., System Development Corp., Santa Monica (U.S.A.) 
PASTORIZA, Hugh G., IBM World Trade, New York (U.S.A.) 
POLIDORI, Marcello, Olivetti-Bull S.p.A., Rome (Italy) 
POUSET, Pierre J., Faculte des sciences, Strasbourg (France) 
ROGLA-ALTET, Vincente, Ecole technique superieure des Ingenieurs des Ponts 

et Chaussees, Madrid (Spain) 
ROLFES, Gerd A., Universite de Giessen, Giessen (Germany) 
ROTHMAN, Stanley, Thompson Rano Wooldridge, Inc., Los Angeles (U.S.A.) 
ROUZE, Marc A., Comm. Energie atomique, Paris (France) 
SCEADS, Helmut, IBM, Sindelfingen (Germany) 

SCHOTTLE, Ulrich, Standard Electrique, Stuttgart (Germany) 
SERVI, Angelo, Lockheed Missile Space Division, Sunnyvale (U.S.A.) 
SIBANI, Sergio, S.p.A. Olivetti, Milan (Italy) 
TAVOLATO, Enzo, Societa Esercizi Telefonici, Naples (Italy) 
VINOIGUERRA, Renato, Universita di Napoli, Naples (Italy) 
WOZENCRAFT, John McR., Mass. Inst, of Tech., Cambridge (U.S.A.) 
WYNN, Peter, Universitat Mainz, Mainz (Germany) 
ZAITZEFF, Eugene M., Bendix Systems Div., Ann Arbor, (U.S.A.) 
ZALKIED, Sheldon S., New York University, New York (U.S.A.) 
ZEITLIN, Ruth, University of Pennsylvania, Philadelphia (U.S.A.) 
ZUNIC, Radovan, Faculte des sciences, Paris (Yugoslavia) 
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THE 705 INSTRUCTION EN/DECODER 

The 705 Instruction EN/DECODER has been developed to facilitate translation between 
symbolic instruction representation and machine representation. A symbolic 
instruction consists of a mnemonic operation code (OPER); a type of address designation 
(I : *for indirect, — for direct); a five digit "actual" address; and a two digit Auxiliary 
Storage Unit (ASU) designation. An instruction is said to be "decoded" when it appears 
in this form. 

t OCC A^IO^^/ / 
hi normal practice, the conversion of symbolic instructions to the five-character 
machine representations is accomplished automatically during the program assembly 
process. _Frg9uently, however — especially during program testing - - it Is desirable 
to perform this, or the reverse process, manually. The seven tables which comprise 
the EN/DECODER allow this to be done rapidly. 

Table A relates the symbolic operation code and the first character of the machine 
language instruction (MLI). The seven characters at the top of Table A apply to the 
705 D3 only. In cases where no mnemonic equivalent is shown it is necessary to refer 
to the list of "Multiple Meaning Operation Codes" on the inside cover of the EN/DECODER. 
The interpretation of the codes in this list is dependent on the particular 705 Model 
being used as well as the instruction address or ASU designation. 

The second, third and fourth characters of the MLI can be any of the forty characters in 
the three identical tables, B, D, and E. There are only twenty-four possible values of 
the fifth character (since an indirect address, to be valid, can only refer to a location 
with a units address digit of 4 or 9). These are shown in Table G. 

In relating the two instruction representations, the third and fourth MLI characters 
correspond to the third (hundreds) and fourth (tens) position, respectively, of the actual 
address and to the ASU designation as well. More specifically: 

/ third 
a. The \ fourth digit of the actual address is in the same 

f d f third 
row of Table 1 E as the fourth character of the MLI; and 

{row column location of the ASU designation in Table F 

J third 
is the same as the column location of the | fourth character 

of the MLI in Table {e .  

© 1958 by International Business Machines Corporation 



With these relationships in mind, it should be apparent that given the ASU designation 
and the third and fourth digits of the actual address, one can determine the two 
corresponding characters of the MLI, or vice-versa. 

The second and fourth characters of the MLI relate to the indirect address designation 
and the first, second, and fifth digits of the actual address. The rules which must be 
applied in this instance are: 

a. The digit of the actual address is in the same 

row of Table-f® as the/?.®°°nc* character of the MLI; 
[G L fifth 

b. The column location of the first digit of the actual address 

in Table C is the same as the column location of the second 

MLI character in Table B; and 

c. The row in Table C corresponding to the location of the first 

digit of the actual address and the direct or indirect 

designation is the same as the column location of the fifth 

character of the MLI. 

As before, following these rules permits translation in either direction. 

SIS® 
International Business 
590 Madison Avenue, 

Machines Corporation 
New York 22, N. Y. Printed in U. S. A. J28-6010 9/58 
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MEANINGS OF ABBREVIATIONS USED 

IN MEMBER NAME FIELD 

A ALTERNATE 
v. CHAIRMAN 
IR OFFICIAL IBM REPRESENTATIVE 
0 OBSERVER 
S SECRETARY 
ST SECRETARY-TREASURER 
T TREASURER 
TA TECHNICAL ADVISOR 
VC VICE CHAIRMAN 
X UNOFFICIAL CONTACT 

IN ORGANIZATION/COMMITTEE NAME FIELD 

C COMMITTEE 
OBS OBSERVER 
SC SUBCOMMITTEE 
TF TASK FORCE 
TG TASK GROUD 

WG WORKING GROUP 
WP WORKING PARTY 
XXX ORGANIZATIONAL REPRESENTATIVE 
11 z COUNTRY REPRESENTATIVE 

\ 



KEY TO A R E A  O F  STANDARDIZATION 

STANDARDS -  GENERAL 
02 -  GENERAL COMPUTER STANDARDS 
A*  "  RRN!C?L° F F I C E  M A C H I N E S STANDARDS OS -  GLOSSARY AND TERMINOLOGY 

10 -  ENG & MFG DOCUMENTATION.  GENERAL 
11 -  DWGS AND SPECIFICATIONS 

~ DIAGRAMS AND FLOWCHARTS 

1*  -  PROBLEM DESCRIPTION 
15 -  GENERAL SYMBOLS 
16 -  TECH MANUALS.  PARTS L ISTS.  ETC 

1Q -  INFORMATION RETRIEVAL 
IS  -

20 LANGUAGE STRUCTURE 
22 PROGRAMMING LANGUAGES 
24 -  OPERATING SYSTEMS 
25 -  PROCESSOR LANGUAGES 

3 0  -  CHARACTER SETS AND CODING 
32 -  CHARACTER RECOGNITION 
33 -  CHARACTER RECOGNITION.  M A G N E T I C  
*  -  CHARACTER RECOGNITION,  OSTKII 

36 -  LINE AND PAGE PRINTERS 
-  C H A R A C T E R  PRINTERS.  T Y P E W R I T E R S  

AO -  I /o MEDIA.  GENERAL 
*1  -  MEDIA,  CARDS,  P H Y S I C A L  
A2 -  MEDIA,  CARDS,  ELECTRICAL 
*3  -  M-DIA,  PERFORATED TAPE,  PHYSTOAI  
«  -  WED,A,  PERFORATED TAPE ELECTRIC/  
46 1  ^SNETIC TAPE,  PHYSICAL 

'  • -DIA.  MAGNETIC TAPE,  ELECTRLCAI  
47  -  MEDIA,  MAGNETIC CARDS,  PHYSICAL 
40 -  MEDIA,  MAGNETIC CARDS.  ELECTRICAL 

50 -  MEDIA TRANSPORTS 
56 -  INPUT OUTPUT DEVICES 
58 — STORAGE DEVICES 

^ ° A T A  T R A N S M I S S I O N  
66  -  INTERFACES 

70 -  ENG S MFG DESIGN,  GENERAL 
71 -  SEMICONDUCTORS & TUB^S 
7? -  INDUCTIVE,  RESISTIVE AND CAPACITI \  



73 - MAGNETIC. PHOTOELECTRIC & ^LTRASONIC 
7A - CA8LES & CONNECTORS. ELECTROMECHANICAL 
75 - SYSTEMS. SUBSYSTEMS & MAJOR ASSEMBLIES 
76 - PACKAGING 
77 - MFG DEVICES 
78 - MATERIALS 
79 - SAFETY 

80 - ENG 6 MFG PROCESSES AND PROCEDURES 
81 - REHABILITY & MAINTENANCE 
82 - TESTING. QUALITY CONTROL. ETC 
S3 *" 
8A - SOLDERING. WELDING. WRAP. ETC 
85 - PROCUREMENT 
8 6  -
87 -
8 8  -
89 -

98 - ASSOCIATED-NON-STANDARDS 
99 - NON-STANDARDS 



INTERNATIONAL 

CCITT CONSULTATIVE COMMITTEE INTERNATIONAL -
TELEPHONE & TELEGRAPH 

CCITT SG A U5 DELEGATION 
CCITT SG A US DELEGATION 
CCITT SG A FRENCH DELEGATION 
CCITT SG A FRENCH DELEGATION 
CCITT SG A FRENCH DELEGATION 
CCITT SG A X3 LIAISON 
CCITT SG A X3 LIAISON 

ECMA 
ECMA 
FCMA 
ECMA 
ECMA 
ECMA 

IEC 
IEC 
IEC 
IEC 
IEC 
IEC 
IEC 
TEC 

ISO 

ISO 
ISO 
ISO 
ISO 
ISO 
ISO 
ISO 
ISO 
ISO 
ISO 
ISO 
ISO 

EUROPEAN COMPUTER MANUFACTURERS ASSOC. 
OFFICERS 

INPUT/OUTPUT COOES C 
PROGRAMMING LANGUAGES C 
FLOWCHART SYMBOLS C 
CHARACTER RECOGNITION C 

TCI 
TC2 
TC3 
TC4 

INTERNATIONAL 
TC 3 
TC 53 

53 A 
53B 
53C 
530 
TC 53 

TC 53 
TC 53 
TC 53 
TC 53 
TC 53 

ELECTROTECHNICAL COMMISSION 
SYMBOLS FOR AUTOMATIC CONTROL 
COMPUTERS & INFO. PROCESSING 

DIGITAL INPUT OUTPUT EQUIPS. 
DIGITAL DATA TRANSMISSION 
ANALOGUE EQUIPS IN INFO. PROC.SYS 
INPUT OUTPUT MEDIA 
LONDON MEETINGS - NOVEMBER 1961 

SECRETARIAT 
REP.ISO/TC97 
UNITED STATES DELEGATION 
FRENCH DELEGATION 
GERMAN DELEGATION 
ITALIAN DELEGATION 
UNITED KINGDOM DELEGATION 

ISO INTL. ORGANIZATION FOR STANDARDIZATION 

TC 46 DOCUMENTATION 

TC 95 OFFICE MACHINES 
WG A TYPEWRITERS 

ADDING & CALCULATING MACHINES 
ACNTG»BOOKKEEPING.BILL ING#CSH.R. 
DUPLICATING & REPRO. MACHINES 
DICTATING MACHINES 
ADDRESSING.MAILING.&SPEC. MACH. 
TERMINOLOGY 
INPUT OUTPUT EQUIPMENTS 
BASIC PAPER LAYOUT 
COORDINATION WORKING GROUP 
TURIN MEETINGS - JUNE 1961 

TC 95 REP. IS0/TC97 
TC 95 FRENCH DELEGATION 

WG B 
WG 
WG 
WG 

.WG 
WG 
WG 
WG 
WG 
TC 95 

RUSHFORTH 
HOPNER 
HEtyRY# A 
DESBLACHE 
MESTRE 
CADDEN 
CADDEN 

PEDRETTI T 
EADIE VC 
GENUYS 
BERNARD 
VAN STEENIS C 

CREDLE c 
EADIE C 
GU I LHAUMOU C 

CREDLE 
ANDRUS 
CADDEN 
GUILHAUMOU 
SCHROETER 
PEDRETTI 
EADIE 

ANDRUS 

GREMS 

PEDRETTI 

ANDRUS 
GUILHAUMOU 



TC 95 
TC 95 

ITALIAN DELEGATION 
ITALIAN DELEGATION 

BIANCHI 
PEDRETTI 

fcso 
^ISO 

ISO 
ISO 
ISO 
ISO 

: ISO 
ISO 

m "• • 

4  

TC 97 COMPUTERS & INFO. PROCESSING 
WG A GLOSSARY 
WG B CHARACTER SETS & CODING 
WG C CHARACTER RECOGNITION 
WG D INPUT AND OUTPUT MEDIA 
WG E PROGRAMMING LANGUAGES 
WG F DIGITAL DATA TRANSMISSION 
TC 97 GENEVA MEETINGS - MAY 1961 

TC 97 SECRETARIAT 
TC 97 UNITED STATES DELEGATION 
TC 97 UNITED STATES DELEGATION 
TC 97 FRENCH DELEGATION 
TC 97 ITALIAN DELEGATION 
TC 97 ITALIAN DELEGATION 
TC 97 DANISH DELEGATIO OBS 
TC 97 SWEDISH DELEGATION 
TC 97 UNITED KINGDOM DELEGATION 

ANDRUS 

ANDRUS 
BEMER 
CREOLE 
GUILHAUMOU 
GIOVANI 
PEDRETTI 
GRAUSLUND 
OFVERBERG 
EADI E 

IFIPS 
RR I PS 
IFIPS 
IFIPS 
IFIPS 
IFIPS 
IFIPS 

FCLFIPS 
IFIPS 

IRAM 

SAA 

ON A 

jp JC 

IBN 

ABNT 

INRA 
.If ' 

UBARI 

INTL FED OF INFO. PROCESSING SOCIETIES 
COUNCIL 

COMMITTEE ON TERMINOLOGY - US 
COMMITTEE ON TERMINOLOGY -FINLAND 

US PROGRAM COMM. 
US PROGRAM COMM. 
US PROGRAM COMM. 
US PARTICIPATION 
US PARTICIPATION 

IF IP CONGRESS 
IFTP CONGRESS 
IFIP CONGRESS 
IF IP CONGRESS 
IFIP CONGRESS 

P-i . £^v.-A.rtL 
ARGENTINA 

INSTITUTO ARGENTINO DE RACIONALIZACI ON DE 
MATERIALES 

AUSTRALIA 
STANDARDS ASSOCIATION OF AUSTRALIA 

AUSTRIA 
OESTERREICHISCHER NORMENAUSSCHUSS 

BELGIUM 
INST ITUT BELGE DE NORMALISATION 

BRAZIL 
ASSOC!ACAO BRASILEIRA DE NORMAS TECNICAS 

BULGARIA 
COM ITE SUPER IEUR DE NORMALISATION DE LA 
REPUBLIOUE POPULAIRE DE BULGARIE 

BURMA 
DEPARTMENT OF STANDARDS# UNION OF BURMA 
APPLIED RESEARCH INSTITUTE 

SPEISER 
BEMER 
TOLLET 
ASTRAHAN 
BEMER 
MC PHERSON 
BUCHHOLZ 
THOMSEN 

\ ^ r T t  I 1 * ' : - '  

" . 

PENA 

MALDAGUE 

FRANKENHUIS 



:SA 
CANADA 

CANADIAN STANDARDS ASSOCIATION 

CHILE 
INDITECINSTITUTO NACIONAL DE INVESTIGACIONES 

TECNOLOQICAS Y NORMAL IZAC I ON 

COLOMBIA 
INORCOLINST ITUTO DE NORMAS COLOMBI ANAS» DIVISION D 

INVESTIGAC TONES CIENTIFICAS 

CZECHOSLOVAKIA 
CSN URAD PRO NORMAL IZAC I 

DENMARK 
DS DANSK STANDARDISERINGSRAAD 

EGYPT 
EOS EGYPTIAN ORGANIZATION FOR STANDARDIZATION 

FINLAND 
SFS 5UOMEN STANDARD I SO IMISL11TTOR•Y. 

FRANCE 
AFNOR ASSOCIATION FRANCAISE DE NORMALISATION 
AFNOR E 55 COMMISSION TO ISO TC/95 
(AFNOR Z 6 COMMISSION TO ISO TC/97 
AFNOR Z 6 SC CHARACTER SETS 6 CODES 
AFNOR Z 6 SC CHARACTER SETS & CODES 
AFNOR GLOSSARY 

I 
CEF COM ITE ELECTRONIOUE FRANCA IS 
AFNOR CHARACTER RECOGNITION 
CEF WG 53 CALCULATORS & INFORMATION MACH 
CEF WG 53 CALCULATORS & INFORMATION MACH 
AFNOR INPUT-OUTPUT MEDIA 
AFNOR PROGRAMMING LANGUAGES 
AFNOR DIGITAL DATA TRANSMISSION 

FN IE FEDERATION NATIONALS DES INDUSTRIES ELECTRO 
FN IE DELEGATION TO IEC TC/53 

GRAUSLUND 

TOLLET 

GUILHAUMOU 
GUILHAUHOU 
GUILHAUMOU 
GUILHAUMOU 
CORBY 
BOULOGNE 

GUILHAUMOU 
GUILHAUMOU 
ROBINEAU 
NUSBAUMER 
GENUYS 
DESBLACHE 

GUILHAUMOU 

DNA 
GERMANY 

DEUTSCHER NORMENAUSSCHUSS PETERSEN 
DNA DATA PROCESSING COMMITTEE 1 
DNA SC 1A GLOSSARY IRRO 
DNA SC IB FLOWCHARTING GRAMMEL 
DNA SC 2A CODED CHARACTER SETS NOLLE 
DNA SC 2B CHARACTER RECOGNITION SCHADE 
DNA SC 3 I/O MEDIA SCHROETER 
DNA SC A INTERFACES PETERSEN 

A DNA SC 5 PROGRAMMING LANGUAGES REMUS 



1 GREECE 
ENO COMITE HELLENIQUE DE NORMALISATION AUPRES 0 

LA CHAMBRE TECHNIQUE DE GRECE 

HUNGARY 
MSZH MAGYAR SZA8VANYUGYI HIVATAL 

INDIA 
ISI INDIAN STANDARDS INSTITUTION 

INDONESIA-
DNI DEWAN NORMAL ISASI INDONESIA 

IRAN 
SOI STANDARDS ORGANIZATION OF IRAN 

IRELAND 
IIRS INSTITUTE FOR INDUSTRIAL RESEARCH AND 

STANDARDS 

ISRAEL 
SII THE STANDARDS INSTITUTION OF ISRAEL 

ITALY 
ENTE NAZIONALE ITALIANO DI UNIFICAZIONE 

JAPAN 
JISC JAPANESE INDUSTRIAL STANDARDS COMMITTEE 

MEXICO 
DGN DIRECCION GENERAL DE NORMAS 

NETHERLANDS 
NNI STICHTING NEDERLANDS NORMAL I SAT IE-INST ITUUT 

NEW ZEALAND 
NZSI • NEW ZEALAND STANDARDS INSTITUTE 

NORWAY 
NSF NORGES STANDARDISERINGS-FORBUND 

PAKISTAN 
PSI PAKISTAN STANDARDS INSTITUTION 

POLAND 
PKN POLSKI KOMITET NORMAL IZACY JNY 

PORTUGAL 
IGPAI REPARTICAO DE NORMALIZACAO 

I ROMANIA 
OSS OFfCIUL DE STAT PENTRU STANDARDE 

. 
SPAIN 

IRATRA INSTITUTO NACIONAL DE RACIONALIZACION DEL 
TRABAJO 

, : ' i  • '  A  

GIOVANI 

TANAKA 

SWAAB 

WETHAL 



s is  

SNV 

TSE 

SABS 

8SI  
BSI  
BSI  
BS!  
BSI  
BSI  
BSI  
SSI  
BSI  
BSI  

.BSI  
BSI  

BSI  
BSI  
BSI  
BSI  
BSI  
BSI  
BSI  

BSI  
BSI  
BSI  
BSI  
BSI  
BSI  
BSI  

BSI 
BSI 
BSI 
BSI 

EEA 
EEA 
EEA 
|  EEA 

"EEA 
EE A 
EEA 

SWEDEN 
SVERIGES STANDARD I .SER INGSKOMMI  SSI  ON 

SWITZERLAND 
ASSOCIATION SUISSE DE NORMALISATION 

TURKEY 
TURK STANDARDLARI  ENSTITUSU 

UNION OF SOUTH AFRICA 
SOUTH AFRICAN BUREAU OF STANDARDS 

UNITED KINGDOM 
BRIT ISH STANDARDS INSTITUTION 

0 PE/  DATA PROCESSING EXECUTIVE COMM.  
DPE/1  CODING 

DPE/1 /1  COD' ING -  PUNCHED CARDS 
DPE/1 /2  CODING -  PAPER TAPE 
DPE/1 /3  CODING -  MAGNETIC TAPE 

DPE/2  PUNCHED CARDS -  PHYS.  PROPERTI  
O P E / 3  PAPER TAPE -  PHYS.  PROPERTI  
DPE/4  MAGN TAPE -  PHYS & MAG PROPERT 

DPE/4 /1  MAGN TAPE -  PRECISION SPOOLS 
DPE/4 /2  MAGN TAPE -  READ/WRITE HEADS 

DPE/5  DATA TRANSMISSION 
DPE/6  STATIONERY FEEDING MECHANISMS 
DPE/7  INPUT KEYBOARDS 
DPE/8  CARD READERS & PUNCHES 
DPF/9  PAPER TAPE READERS & PUNCHES 
DPE/10  DATA LOGGERS 
DPE/11  OUTPUT PRINTERS 
DPE/12  I N T E R C O N N E C T I O N  -  PERIQUIP & COMP 

TLE/  TELECOMMUNICATIONS EXEC COMMITTEE 
TLE/1  TERMIN & SYMBOLS FOR TELECOMMUN 

TLE/1 /3  GLOSSARY OF TERMINOLOGY 
TLE/2  GRAPHICAL SYMBOLS FOR EE & TELEC 
TLE/2 / - /3  FUNCTIONAL SYMBOLS 
TLE/4  

TLE/4 /14  CORE STORES 

OEM/  OFFICE EQUIP.  & MACHINES EXEC.  
OEM/3 /1  TYPEWRITERS INCL ELECTRICS 
OEM/4 /1  COMMERCIAL FORMS & STATIONERY 
OEM/4 /2  DIV IDEND WARRANTS & TAX VOUCHERS 

ELECTRONIC ENGINEERING ASSOCIATION 
DATA PROCESSING EXECUTIVE C 
DATA PROCESSING TECHNICAL C 

CODING-CARDS.P TAPE.MAGN TAPE WP 
MAGNETIC TAPE.EXCEPT CODING WP 
INPUT/OUTPUT EQUIPMENT WP 
DATA TRANSMISSION WP 

OFVERBERG 

KAESLIN 

EADIE 
EADIE 

EADIE 
EADIE 
YOUNG 

ES EADIE 
ES 
I  ES YOUNG 

EADIE 

SMITH.  
EADIE 

K L  

SMITH.  K L  

EADIE V  

SMITH.  G D 

TAUB 

MACARIO 

MUSK 
EADIE 
EADIE 

JONAS 
EADIE 
EADIE 
YOUNG 
EADIE 
SMITH 



— 

EEA 
EE A 
EEA 
EEA 
EEA 
EEA 
EEA 
EEA 

STORAGE SYSTEMS WP 
CORE STORES WP 
CONTRACTS WP 
COMPONENTS WP 
ENVIRONMENTAL TESTING WP 
MICROWAVE TECHNIQUES WP 
PRINTED WIRING TECHNIQUES WP 
VALVES»TRANSISTORS ^RELATED 

SEMICONDUCTORS WP 

MACARIO 
CHRISTIE 
CARDIFF 
CARDIFF 
SMITH 
HERBERT 
CARDIFF 

BETA 
BETA 

BUSINESS EQUIPMENT TRADE ASSOCIATION 
AUTO DATA PROCESSING SECTION EADIE 

8CS 
BCS 

BRITISH COMPUTER SOCIETY 
STANDARDS ADVISORY COMMITTEE EADIE 

U.S.S.R.  
KOMITET STANDARTOV.  MER I  IZMERITEL NYH 
PRIBOROV PRI  SOVETE MINISTROV SSSR 

VENEZUELA 
COVENINCOMISI  ON VENEZOLANA DE NORMAS INDUSTRI  ALES 

YOUGOSLAVIE 
JZS JUGOSLOVENSKI  ZAVOD ZA STANDARD IZACIJU 

ASA 
ASA 
ASA 
ASA 

ASA 

UNITED STATES 
AMERICAN STANDARDS ASSOCIATION 

COMPANY MEMBER CONFERENCE 
STANDARDS COUNCIL BEMA 
1962 ANNUAL CONFERENCE 

ANDRUS 
ANDRUS 
B1 RKENSTOCK 
0  FARRELL 

IR 

C85 

ASA C94 
* 

GEISLER 

ASA X3 COMPUTERS & INFO.  PROCESSING LAW 
ASA X3 COMPUTERS & INFO.  PROCESSING BARTELT 
ASA X3.1  CHARACTER RECOGNITION HENNIS 
ASA X 3  •  1  CHARACTER RECOGNITION GROCE 
ASA X3.1 .1  FONT DEVELOPMENT WG GROCE 
ASA X3.1  .1  FONT DEVELOPMENT WG LEIMER 
ASA X3.1 .1  FONT DEVELOPMENT WG SPINA 
ASA X3.1 .2  PRINTING WG MERELLO 
ASA X3.1 .3  FORMAT & APPLICATIONS WG HENRY 
ASA X3.2  CODED CHARACTER SETS & I /O MEDIA BLUE 
ASA X3.2  CODED CHARACTER SETS & I /O MEDIA BARTELT 
ASA X3.2 .1  MAGNETIC TAPE FORMATS TG 
ASA X3.2 .2  PERFORATED TAPE FORMATS TG 
ASA X3.2 .3  PUNCHED CARDS TG 
ASA X3.3  DATA TRANSMISSION CADDEN 
ASA X3.3  DATA TRANSMISSION WARDEN 
ASA X3.3 .1  L IAISON TO CCITT STUDY GROUP A CADDEN 

EI  A 

A 

A 



A S  A  X 3 . 3 . 2  G L O S S A R Y  
C A D D E N  • A  X 3 . 3 . 3  D E S C R I P T I O N  O F  E Q U I P M E N T  C A D D E N  C  

KA  X 3 . 3 . 4  E S T A B L I S H M E N T  O F  I N T E R F A C E S  
A S A  X 3 . 3 . 5  •  R E L I A B I L I T Y  
A S A  X 3 . 4  C O M M O N  P R O G R A M M I N G  L A N G U A G E S  H E  I  S I N G  

A S A  X 3 . 4  C O M M O N  P R O G R A M M I N G  L A N G U A G E S  S A M M E T  A  

A S A  X 3 . 4 . 1  L A N G U A G E  S T R U C T U R E  -ZQb&F1N Q F F -

A S A  X 3 . 4 . 2  S P E C .  O F  C U R R E N T  P R O G .  L A N G U A G E S  H E  I  S I N G  

A S A  X 3 . 4 . 2  S P E C  •  O F  C U R R E N T  P R O G .  L A N G U A G E S  P A L M E R *  J  A  

A S A  X 3 . 4 . 4  P R O C E S S O R  M E T H O D O L O G Y  B O E H M .  
A S A  X 3 . 4 . 5  T C  9 7  W O R K I N G  G R O U P  E  S E C R E T A R I A T  
A S A  X 3 . 5  T E R M I N O L O G Y  &  G L O S S A R Y  G R E M S  
A S A  X 3 . 5  T E R M I N O L O G Y  &  G L O S S A R Y  M U L L E R Y  A  

A S A  X 3 . 6  P R O B L E M  D E S C R I P T I O N  &  A N A L Y S I S  G R E M S  
A S A  X 3 . 6 . 1  M E T H O D O L O G Y  
A S A  X 3 . 6 . 2  I N P U T / O U T P U T  &  F I L E S  
A S A  X 3 . 6 . 3  D A T A  T R A N S F O R M A T I O N  
A S A  X 3 . 6 . 4  T E R M I N O L O G Y  &  G L O S S A R Y  G R E M S  C  

A S A  X 3 . 6 . 5  F L O W C H A R T I N G  
A S A  X 3 . 7  M A G N E T I C  C H A R A C T E R  R E C O G N I T I O N  
A S A  X 3 . 1 0  I N T E R N A T I O N A L  A D V I S O R Y  C O M M I T T E E  

A S A  X 4  O F F I C E  M A C H I N E S  B E C H T E L  V C  
A S A  X 4 . A 1  S T D .  E L E C .  P O R T A B L E  &  S P E C  T Y P E R S  
A S A  X 4  •  A 2  A D D .  M A C H  &  C A L C U L A T O R S  

^ S A  X 4 . A 3  S T D  A C C T  S  8 K P G  M A C H  &  C A S H  R E G  
§ 5 A  X 4 . A 4  I N P U T / O U T P U T  E Q U I P M E N T  M C  F A R L A N E  
^TS A  X 4 . A 5  D U P L I C .  R E P P . O  &  M A I L I N G  M A C H I N E S  
A S A  X 4 . A 6  D I C T A T I O N  E Q U I P M E N T  

A S A  X 6  C O M P U T E R S  &  I N F O .  P R O C E S S I N G  W A R R E N  
A S A  Y 1 4  D R A F T I N G  P R A C T I C E  
A S A  Y 1 A • 1 5  . 3  L O G I C  D I A G R A M  D R A F T I N G  P R A C T I C E  0  F A R R E L L  <" 

A S A  Y 3 2  G R A P H I C A L  S Y M B O L S  
A S A  Y 3 2 . 1 4  L O G I C  D I A G R A M  S Y M B O L S  0  F A R R E L L  S  
A S A  Y 3 2 . 1 4  L O G I C  D I A G R A M  S Y M B O L S  B E M E P  
A S A  Y 3 2 . 1 4  L O G I C  D I A G R A M  S Y M B O L S  B O D E N  
A S A  Y 3 2 . 1 4  L O G I C  D I A G R A M  S Y M B O L S  P R E I S S  

A S A  Z 3 9  D O C U M E N T A T I O N  G R E M S  
A S A  Z 3 9 . 5  I N T E R N A T I O N A L  S U B C O M M I T T E E  G R E M S  
A S A  Z 3 9 . l l  M A C H I N E  C O D I N G  &  I N D E X I N G  G R E M S  C  

C O D A S Y L  C O M M I T T E E  O N  D A T A  S Y S T E M S  L A N G U A G E S  
C O D A S Y L  E X E C U T I V E  C O M M I T T E E  
C O D A S Y L  A D V I S O R Y  B O A R D  
C O D A S Y L  C O B O L  M A I N T E N A N C E  C O M M I T T E E  
C O D A S Y L  D E V E L O P M E N T  C O M M I T T E E  
C O D A S Y L  L A N G U A G E  S T R U C T U R E  S C  
C O D A S Y L  L A N G U A G E  S T R U C T U R E  S C  

D A S Y L  S Y S T E M S  S C  

E L E C T R O N I C  I N D U S T R I E S  A S S O C I A T I O N  
V 

E I  A  

G O L D F I N G E R  
D O N A L L Y  
G O L D F I N G E R  
G O L D F I N G E R  
S A M M E T  
G R A D  

H A V E N S  I R  



ELECTRONIC INDUSTRIES ASSOCIAT ION WARREN 

BOARD OF D IRECTORS CREOLE 
CONGRESSIONAL INFORMATION C 
EDUCATIONAL COORD C*  D IV  COUNCIL  SOLOMON 
ELECTRONIC IMPORTS C CREOLE 
LAW COMMITTEE RUSSELL  
LEGISLATIVE POLICY COMMITTEE FREY 
SERVICE COMMITTEE LANGE 

INDUSTRIAL  ELECTRONICS D IV IS ION 
EXECUTIVE COMMITTEE CREDLE 
PLANNING BOARD CREDLE 

COMPUTING &  DP SYSTEMS SECTION S IMMONS 
MIL ITARY PRODUCTS D IV IS ION 

EXECUTIVE COMMITTEE BENTON 
F IELD SUPPORT &  MAINTENANCE WHITNEY 
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Electronic Computers: A Historical Survey 

SAUL ROSEN 

Purdue University * Lafayette, Indiana 

The first large scale electronic computers were built in connection with university 
projects sponsored by government military and research organizations. Many 
established companies, as well as new companies, entered the computer field during 
the first generation, 1947-1959, in which the vacuum tube was almost universally used as 
the active component in the implementation of computer logic. The second generation 
was characterized by the transistorized computers that began to appear in 1959. borne 
of the computers built then and since are considered super computers; they attempt to 
go to the limit of current technology in terms of size, speed, and logical complexity. 
From 1965 onward, most new. computers belong to a third generation, which features 
integrated circuit technology and multiprocessor multiprogramming systems. 

Key words and phrases: electronic computers, computer history, time-sharing, 
vacuum tube computers, transistorized computers, super computers, magnetic drum 
computers, university computer projects 

CR categories: 1.2, 1.3 

A complete history of electronic comput­
ing would be a very large volume. This 
paper makes no attempt at completeness; 
it is an essay that tries to capture and 
communicate some of the atmosphere sur­
rounding the development of the computer 
industry from its beginnings in university 
laboratories to its present size and status. I 
have been an interested observer, and to 
some extent a participant, since the very 
early days. Some of the statements made 
here are based on recollection and hearsay; 
some may be false, although none are in­
tentionally so. 
As an ACM lecturer during the academic year 
1965-1966, I presented a talk, entitled "History 
of Electronic Computers," to a number of ACM 
chapters and to the Southeastern Regional Con­
ference of the ACM. This paper consists mainly 
of material prepared for that talk. There is far 
more text than could be presented in an hour 
talk, and no single presentation covered all of it. 
I planned to publish it in the spring of 1966 as a 
companion paper to my historical survey, "Pro­
gramming Systems and Languages," published 
two years earlier [83]. For a number of reasons 
the final draft of the paper was delayed until the 
spring of 1968. Because of the delay, it seemed 
desirable to make a few changes, almost all of 
them to provide additional information to bring 
this history up to date. 
* Computer Sciences Department. 

Perhaps the title of this paper should 
be "Electronic Computers in the United 
States," except that a few developments 
in Great Britain are included. A more 
complete history would include the very 
significant contributions made in France 
and Germany and in the Scandinavian 
countries, as well as in many other parts 
of the world. The reader is referred to 
Hoffmann [80] for a brief history and an 
extensive bibliography on computers de­
veloped outside, as well as inside, the 
United States. 

UNIVERSITY PROJECTS 

ENIAC 
The first large scale electronic com­

puter was the ENIAC [1, 2], the Electronic 
Numerical Integrator and Calculator, 
built by professors Eckert and Mauchly 
and their coworkers at the University of 
Pennsylvania for the Ballistic Research 
Laboratories of the United States Army 
Ordnance Corps. The Ballistic Research 
Laboratories in Aberdeen, Maryland, had 
the responsibility for the calculation of 
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trajectories and firing tables and had been 
actively involved in the development of 
electromechanical computers. They were 
quite receptive to a proposal, made in 1943 
by a group of engineers and mathema­
ticians associated with the Moore School 
of Electrical Engineering of the University 
of Pennsylvania, to build an all-electronic 
computer based on the very high speed 
vacuum tube switching devices that had 
been known for some years [3], 

The really radical aspect of the ENIAC 
project was in its proposal to build a 
machine containing 18,000 vacuum tubes, 
a machine whose ability to function at all 
would depend on the simultaneous func­
tioning of almost all of these tubes, with­
out failure, over reasonable periods of 
time. Nothing comparable had ever been 
attempted, and some interpretations of 
tube reliability statistics were very pes­
simistic. 

Stories are told about how all the lights 
in West Philadelphia would dim when the 
ENIAC was turned on, and how the start­
ing transient would always burn out threei 
or more tubes. Yet the ENIAC was quite" 
successful. It was completed in 1946 and 
was used as a productive computer for 
about ten years at Aberdeen, from its 
dedication on February 15, 1946, until it 
was turned off for the last time on October 
2, 1955. 

EDVAC and EDSAC 
The ENIAC, as originally designed, was 

not a stored program computer. Programs 
were installed and changed by engineers 
who changed the wiring among its various 
components. The concept of the general 
purpose, stored program computer was 
first published in 1945 in a draft of a re­
port that proposed a new computer, the 
EDVAC (Electronic Discrete Variable Com­
puter) [4, 5], The draft was written on 
behalf of the ENIAC project by Dr. John 
von Neumann, a consultant to the proj­
ect, who is considered by some to have 
been the inventor of the stored program 
computer. Others, including myself, feel 
that Dr. John Mauchly and Dr. J. P. 
Eckert deserve recognition, along with Dr. 
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von Neumann, as co-inventors of the 
stored program digital computer as we 
know it today. 

The general purpose, stored program 
digital computer required large amounts of 
storage, more than it was economical to 
provide when using vacuum tube flip-flops 
as storage elements. Acoustic delay lines 
with mercury as the transmission me­
dium had been used for data storage in 
radar applications, and although far from 
ideal as a computer memory device, these 
mercury delay lines did represent a prac­
tical working component around which 
computers could be designed. The first of 
these computers, the EDVAC, was started at 
the Moore School in 1946. The first to be 
completed was the EDSAC (Electronic 
Delay Storage Automatic Calculator) at 
Cambridge University in England [6], The 
EDSAC was started early in 1947 by Pro­
fessor Maurice Wilkes, who had spent the 
preceding summer with the computer de­
sign group at the University of Pennsyl­
vania. The EDSAC performed its first com­
putations, the first performed by a stored 
program computer anywhere, in May 
1949. The completion of the EDVAC was 
delayed by (among other things) the fact 
that Professors Eckert and Mauchly left 
the University of Pennsylvania to form 
their own computer manufacturing com­
pany. 

IAS Computer 
In the United States and England, other 

university computer projects soon fol­
lowed. At the Institute for Advanced Study 
at Princeton, New Jersey, the IAS com­
puter was started in 1946 by Professor 
von Neumann and his colleagues. A series 
of reports published by that project were 
among the most important tutorial docu­
ments in the early development of elec­
tronic computers [7], The IAS computer 
used a random access electrostatic or 
cathode-ray tube storage system and 
parallel binary arithmetic. It was very 
fast, especially when compared with the 
delay line computers, with their sequential 
memories and serial arithmetic. By 1952, 
when the IAS computer was completed, a 

number of other computers of the same 
design had been started, and several others 
have been built since, including the 
ORDVAC and the ILLIAC built at the Uni­
versity of Illinois, the JOHNIAC at the 
Rand Corporation, the MANIAC at Los 
Alamos, and the WEIZAC at the Weizman 
Institute in Israel. 

Whirlwind 

The Servomechanisms Laboratory at 
the Massachusetts Institute of Technology 
was one of the most active groups in the 
early history of electronic computers. The 
MIT Whirlwind I, which was started in 
1947, was probably the first computer 
designed with eventual real-time applica­
tion in mind. The computer used 0.5 
microsecond circuitry and could multiply 
two 16-bit numbers in 16 microseconds 
[8]. 

One of the major contributions of the 
Whirlwind project was a set of detailed, 
very well annotated logical diagrams of 
the computer. Although not formally 
published, they achieved fairly wide pri­
vate circulation and helped to educate 
many early workers in the computer field 
(including the author). 

The most important contribution of the 
MIT Computer projects was their de­
velopment of the coincident-current mag­
netic core memory. They built the Memory 
Test Computer to test their first core 
memory and later installed one in Whirl­
wind. The core memory designs developed 
at MIT were made available to the com­
puter industry and served as the basis for 
the memories built by IBM and several 
other computer manufacturers. 

Manchester University Computers 
The University of Manchester in Eng­

land began building computers in 1947. 
The first practical electrostatic storage 
system, the Williams tube memory, was 
developed there [9], The first index regis­
ters were the B lines on a 1949 Manchester 
computer. (For this reason, index registers 
were often called B registers or B boxes 
in the early literature.) That same com­
puter [10] had a magnetic drum auxiliary 
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storage system organized into fixed length 
blocks called pages, which were the units 
moved into high speed electrostatic stor­
age during program execution. This was 
the beginning of a continuing interest at 
Manchester in efficient utilization of 
hierarchies of storage that years later led 
to the design of the Atlas Computer, a 
very influential second generation com­
puter, which is discussed in the section on 
time-sharing. 

SEAC and SWAC 
The National Bureau of Standards 

played a very important part in the early 
development of digital computers. By 
1948 they had already made plans to pur­
chase two very large Hurricane computers 
under development by Raytheon Corpora­
tion. One of these computers was to be 
installed in Washington, and the other at 
the NBS Institute for Numerical Analysis 
which had been established on the campus 
of the University of California at Los 
Angeles. 

Producton of the Raytheon computers 
was proceeding quite slowly, and the 
NBS decided to build its own interim com­
puters, one in the East and one in the 
West. The western computer, a relatively 
modest effort, was originally called the 
Zephyr, to contrast its size and objec­
tives with very large efforts like the Ray­
theon Hurricane, the MIT Whirlwind, 
and large analog computers like the REAC 
Cyclone and the RCA Typhoon. 

The Zephyr was eventually rechristened 
the SWAC (Standards Western Automatic 
Computer) [11]. It was one of the fastest 
of the early computers, though limited in 
the scope of its applications by its very 
small (256 words) electrostatic storage. 

The eastern interim computer was the 
very successful SEAC (Standards Eastern 
Automatic Computer) [12], The SEAC, the 
first stored program computer running in 
the United States, was placed in operation 
in 1950 and was used into the early 1960's. 
Originally it had only mercury delay line 
storage, but other memory systems were 
added. Several other computers, of which 
the best known was the MIDAC at the 

University of Michigan, were based on 
the SEAC design. 

THE COMPUTER INDUSTRY: FIRST GENERATION 

UNIVAC 
In 1947 Professors Eckert and Mauchly 

left the University of Pennsylvania and 
organized the Eckert-Mauchly Computer 
Corporation. In their first years as an 
independent company they built a rela­
tively small binary computer, the BINAC 
[15], for the Northrop Corporation, and 
they began working on the design of the 
UNIVAC, the UNIVersal Automatic Com­
puter [14], Their first major contract, 
negotiated with the National Bureau of 
Standards, called for the delivery of a 
UNIVAC to the Bureau of the Census for 
use in connection with the 1950 census. 

The BINAC apparently never worked 
satisfactorily, but the UNIVAC was in many 
ways an outstanding technological 
achievement. The first UNIVAC was de­
livered on June 14, 1951. For almost five 
years after that it was probably the best 
large scale computer in use for data proc­
essing applications. Internally, it was the 
most completely checked commercial com­
puter ever built. Perhaps its most impres­
sive achievement was its magnetic tape 
system, a buffered system that could read 
forward and backward at speeds com­
parable to some quite recent tape systems. 

The financial backer of the Eckert-
Mauchly Computer Corporation was killed 
in an airplane accident, and the company 
ran into financial difficulties. As it turned 
out, they had underestimated both the 
time and the money needed to produce 
the very ambitious UNIVAC system. After 
firm orders had been accepted for delivery 
at about $250,000 per system, it became 
apparent that it would cost much more 
than that to build them. Under these 
circumstances it was attractive to accept 
an invitation to become the Eckert-
Mauchly Division of Remington Rand 
Corporation. Prices were immediately in­
creased, although some deliveries had to 
be made at bargain prices. Some orders, 
most significant perhaps those from the 
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Prudential Life Insurance company, were 
canceled. 

Remington Rand was launched into the 
computer field with a product that was 
years ahead of any of its competitors. In 
1952 Remington Rand further solidified 
its position of leadership in the computer 
field by acquiring Engineering Research 
Associates of St. Paul, Minnesota. Engi­
neering Research Associates had already 
achieved a considerable reputation in the 
design of computing systems and com­
ponents [15]. They had done important 
work in the design of their one-of-a-kind 
1101 and 1102 magnetic drum computers, 
and in cooperation with a government 
security agency they had designed the 
ERA 1103, a very powerful scientific com­
puter using parallel arithmetic and cath­
ode-ray tube storage. Eckert-Mauchly 
and Engineering Research Associates were 
eventually incorporated into the Univac 
Division of Remington Rand. The UNIVAC 
computer became known as UNIVAC I, and 
the 1103 and its successors were called 
Univac Scientific Computers. 

It is of some interest, in retrospect, to 
ask why Remington Rand, starting with 
computer hardware so far ahead of the 
rest of the field, fell so far behind. Part of 
the answer lies in the fundamental diffi­
culty of integrating a number of pre­
viously independent companies into the 
framework of an existing organization. 
Remington Rand had absorbed two of the 
outstanding companies in the young com­
puter field but it never succeeded in get­
ting them to work together as parts of a 
larger unit. 

From the beginning, the UNIVAC I sales 
effort was insufficient, unaggressive, and 
unimaginative. The Eckert-Mauchly per­
sonnel, for the most part, had a scientific 
rather than a business orientation. They 
realized the limitations of their machine 
and would tend to dampen the enthusiasm 
of prospective customers who came to 
them with prophetic visions of the poten­
tial of electronic data processing. They 
knew that these visions would become 
reality only on a later generation of com­
puters, and they did not encourage the 

very expensive experimentation which 
would almost invariably prove them to 
have been right. Most of this experimen­
tation was eventually carried out on 
competitor's equipment, spurred on by 
promises made by salesmen who often 
understood little or nothing about the 
capabilities of the equipment they were 
selling. 

There were, of course, some other basic 
problems besides lack of sales effort. Dur­
ing the first crucial years, Remington 
Rand would only sell, not lease, UNIVAC I 
systems. A leasing policy would have re­
quired a great deal of capital, and Rem­
ington Rand, which had recently emerged 
from some serious financial difficulties, 
was not prepared to undertake the ex­
pansion that would have been necessary. 

The early UNIVAC I system was in­
complete, especially in the area of pe­
ripheral equipment. Punch-card-to-tape 
conversion equipment which had been de­
veloped by Eckert-Mauchly for the 
Bureau of the Census handled only 80-col-
umn cards. For several years there thus 
existed an anomalous situation: Reming­
ton Rand UNIVAC I systems were nor­
mally supported by IBM punch card in­
stallations and could not use Remington 
Rand's 90-column cards. 

For the first few years, prior to the 
development of the UNIVAC 600-line-a-
minute printer, the only printer for the 
UNIVAC system was the Uniprinter, which 
operated at electric typewriter speed 
directly from magnetic tape. 

On the input side, UNIVAC I introduced 
the concept of direct recording onto mag­
netic tape from a typewriter keyboard. A 
keyboard operated tape verifier, which 
was supposed to be part of the input 
preparation system, was never fully opera­
tional. Verification and correction usually 
had to be done on the computer, and 
the computer time required for these tasks 
was quite appreciable. This kind of opera­
tion may be revived in the new generation 
of computers with on-line keyboards and 
very large random access memories. It 
was not a successful concept in terms of 
computers in the UNIVAC I class. 
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The UNIVAC I was the only mercury 
delay line storage computer that achieved 
the status of a commercial product. By 
1953 it was apparent that computers with 
magnetic core memories could be produced 
that would make the UNIVAC I obsolete. 
In 1954 IBM announced its 705 computer, 
and Remington Rand responded about a 
year later with the announcement of the 
UNIVAC II, a computer with magnetic 
core memory that would be able to run 
UNIVAC I programs and would, in addition, 
be far more powerful than the UNIVAC I. 
Plans called for the UNIVAC II to be 
designed in Philadelphia and produced in 
St. Paul. So many difficulties arose in this 
process that the production responsibility 
was finally shifted back to Philadelphia. 
Deliveries kept being delayed and orders 
dwindled as many customers switched to 
the 705. IBM delivered its first 705 by 
the end of 1955. It was two years later 
that the first UNIVAC II was delivered. 
These two years were sufficient to give 
IBM a lead in the large scale commercial 
computer field that no manufacturer has 
since been able to challenge. 

IBM 
IBM, the International Business Ma­

chines Corporation, entered the field of 
automatic computation by way of electro­
mechanical equipment designed to com­
plement its line of punch card machines. 
In the 1930's they introduced their 600 
series of calculating punches. Between 
1939 and 1944 they cooperated with Pro­
fessor Howard Aiken of Harvard Univer­
sity to build the MARK I Calculator [16], 
which according to Dr. Bowen [17] was 
"... the first machine actually to be built 
which exploits the principles of the ana­
lytical engine as they were conceived by 
Babbage a hundred years before." The 
MARK I was the largest electromechanical 
computer ever built. At Harvard, Professor 
Aiken went on to build the MARK II [18], 
a large relay computer, and then the 
MARK III and MARK IV, which were one-
of-a-kind magnetic drum computers. At 
its headquarters in New York, IBM built 
the huge SSEC [19] (Selective Sequence 

Electronic Calculator), which was put into 
operation in January 1948. The SSEC was 
only partly electronic, it used 13,000 
vacuum tubes along with 23,000 electro­
mechanical relays. 

By 1947 IBM had an electronic multi­
plier in its product line, and by the end of 
1948 they had started to deliver the 604 
Electronic Calculating Punch, which made 
electronic computing speeds available in 
punched-card handling systems. They 
had this area of electronic calculation 
almost completely to themselves for years. 
It was only in 1951 that Remington 
Rand came out with its 409-2 electronic 
calculator that introduced some slight 
competition into this field. Without very 
great fanfare IBM produced and in­
stalled hundreds (later thousands) of 
their electronic calculating punches. While 
some of the other office equipment manu­
facturers were still debating the prac­
ticality of electronic computing and looked 
at electronics as something that might 
eventually invade the business office, most 
of the major business offices had already 
taken a first step into electronic comput­
ing, at least on the level of the 604, a 
machine with over 1400 vacuum tubes. 

The 604 was quite limited in its se­
quencing and calculating abilities. In 
1948 Northrup Corporation, one of IBM's 
customers on the West Coast, joined a 
calculating punch to a 400 series account­
ing machine, and this concept was de­
veloped and marketed by IBM as the 
Card Programmed Calculator (CPC). The 
CPC was not a stored program computer, 
but it did have the ability to execute 
programs of arbitrary length. A program 
consisted of a deck of cards, each of which 
contained a code which called on a more or 
less complex program sequence within the 
604. In addition to performing calcula­
tions, each step could print a line or punch 
a card. The CPC was only semiautomatic, 
in the sense that punch card machines 
are semiautomatic; it required a human 
operator to feed and remove cards. Itera­
tive programs could be run by feeding the 
same cards through over and over again. 
The CPC was slow by electronic computer 
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standards, running at a maximum speed of 
150 instruction cards per minute. Yet it is 
hard to exaggerate its role as an interim 
computer, carrying the major computing 
load in dozens of computation centers 
while they were waiting for the stored 
program computers to live up to their 
promises in terms of delivery and perform­
ance. 

Even though IBM was by far the leader 
in the use of electronic calculation in 
punch card machines, it was quite slow 
in entering the commercial large scale com­
puter field. While the National Bureau of 
Standards was negotiating its contract to 
obtain the UNIVAC I for the Bureau of the 
Census, IBM contended that magnetic 
tape was unreliable, untested, and risky. 
It suggested that the census would be well 
advised to stick to punch card methods. 
To some people in IBM, magnetic tape 
processing must have loomed as a threat to 
the punch card processing field, in which 
IBM had been able to establish a near 
monopoly. 

The Korean War (which started in 
1950) brought about a great expansion in 
the defense-related industries and a greatly 
increased need for computation of all 
kinds. It was then that IBM announced 
its Defense Calculator, a large scale scien­
tific computer using a 2048-word Williams 
tube memory backed up by magnetic 
drum and magnetic tape storage. Its ran­
dom access storage and parallel binary 
arithmetic would make the Defense Cal­
culator much faster than the UNIVAC I for 
scientific calculation. The first Defense 
Calculator, now known as the IBM 701, 
was delivered early in 1953 [20], By that 
time IBM had announced the 702, a com­
pletely separate computer development 
for the commercial data processing field 
[21], The 702 was a character-oriented 
computer with 10,000 characters of elec­
trostatic Williams tube memory. The first 
702 was delivered early in 1955, but long 
before that it had become clear that the 
machine was inadequate in a number of 
very important respects. The electrostatic 
memory did not have the reliability re­
quired in data processing applications. 

The computer was too slow; it had a 23-
microsecond-per-character memory cycle, 
and took 115 microseconds to read out a 
standard five-character instruction. The 
magnetic tape system could read forward 
only and was completely unbuffered. The 
computer used slow, on-line card readers 
and printers. Some of these drawbacks 
could be overlooked in view of the early 
state of development of the computer art, 
but it was quite obvious to anyone who 
cared to make the comparison that the 
competing Remington Rand UNIVAC I was 
a superior data processing system. 

One of the most important characteris­
tics contributing to the success of IBM 
has been its ability as a company to react 
very quickly and with a great deal of 
energy to crises created either by its own 
mistakes or by competitive pressures. The 
702 presented such a crisis—a better ma­
chine was needed to replace it even though 
the 702 itself was still far from delivery. 
A parallel effort was initiated to develop 
a similar but much more capable com­
puter. The 705 was announced and the 
702 was withdrawn from the market. To 
meet delivery commitments, a number of 
702's were completed and delivered, but 
the computer had been declared obsolete 
and deliveries of the 705 started less than 
a year after the delivery of the first 702. 
The effort was a major strain on the re­
sources of IBM, which was not then the 
huge, immensely wealthy corporation it 
has since become. The effort was success­
ful, even though there are some who argue 
that the 705, at least in its earliest de­
livered form, was still inferior to the 
UNIVAC I that had been delivered four and 
a half years earlier. 

In the 705, the cathode-ray tube memory 
was replaced by the faster and more re­
liable magnetic core memory [22], Logi­
cally it was still a character-oriented ma­
chine, but physically the memory was 
organized into groups of five characters 
each and access time was 17 microseconds 
for five-character instructions and for 
five-character data units. 

One of the early 702 customers was 
Commonwealth Edison Company, which 
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had investigated the UNIVAC and had great 
respect for the power of a buffered tape 
system. Since they would not order a sys­
tem without this feature, IBM agreed to 
develop a special external buffering sys­
tem which eventually led to the Tape 
Record Coordinator (TRC). This was a 
tape controller containing 1024 characters 
of magnetic core storage plus associated 
logical circuitry. The addition of several 
TKC's to a 705, though very expensive, 
made it into a quite powerful data proc­
essor, especially when, in the model II, the 
amount of internal core storage was sig­
nificantly increased. The model III intro­
duced in 1958 provided a faster core 
memory and internal buffering. Backward 
reading tapes on IBM computers had to 
await a later computer generation, and 
as a result, sorting speeds on the 705 were 
always slower than on comparable com­
petitive equipment. 

By 1959, the year that marks the start 
of the second and transistorized computer 
generation, the 705 was firmly established 
as the standard in the large scale, data 
processing field. Like all the vacuum tube 
computers it was very vulnerable to com­
petition from the much less expensive, 
more powerful computers that could then 
be built. 

Scientific Computers 
The electrostatic storage system on the 

IBM 701 was very unreliable compared 
with the mercury delay line storage then 
in use. The mean time between memory 
failure at 701 installations was often less 
than 20 minutes. All serious programs had 
to provide for frequent storage of the con­
tents of the 2048-word main memory on 
a magnetic drum for use in restart pro­
cedures. In spite of its storage problems, 
the 701 was so much faster than most 
other computers available at the time that 
it was reasonably successful. Eighteen 
701's were installed in the period from 
1953 to 1956. 

When magnetic core storage became 
available, a 701M computer was planned, 
but the resulting product was sufficiently 

different to warrant the use of a new 
model number, 704. 

The 704 provided three index registers, 
built-in floating-point instructions, and 
a minimum of 4096 words of magnetic 
core storage with a 12-microsecond cycle 
time. Three bits were used to select an 
index register, and additional bits were 
needed to address the expanded main 
memory. The 704 therefore dropped the 
two-instructions-per-word format of the 
701. It kept the 36-bit word with a single 
one-address instruction per word. 

The 704, first delivered in 1956, was 
quite outstanding for its time and achieved 
a near monopoly for IBM in the large 
scale scientific computer field. The only 
competition was provided by Remington 
Rand's 1103 series—the 1103A, in which 
the electrostatic memory of the 1103 was 
replaced by magnetic core memory, and 
the 1103AF, that added floating-point hard­
ware. The 1103 was the first computer to 
provide a program interrupt feature 
[23], This feature was added at the request 
of a customer, Richard Turner, who was in 
charge of an 1103 for NACA (now NASA) 
in Cleveland, Ohio. An interrupt system 
was later included in the design of IBM's 
709 computer, and interrupt systems 
have been used in most computers built 
since that time. The 1103 series used an 
efficient two-address instruction format in 
a 36-bit word. Its magnetic drum storage 
was a directly addressable extension of 
main memory. These computers, collec­
tively known as Univac Scientific Com­
puters, were considered by many of their 
users to be superior to the IBM 700 series, 
but there were relatively few installations. 
A record of late delivery and poor sup­
port contributed to the poor sales record 
of the 1103 series. 

The early scientific computers were 
designed in accordance with a philosophy 
that assumed that scientific computing 
was characterized by little or no input or 
output. The 701 and early installations of 
the 704 used an on-line card reader (150 
cards per minute) for input, and printed 
output could be obtained only from an 
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on-line printer that could print 150 short 
lines or 75 full lines per minute. 

By the time the 704 was being de­
livered, the need for off-line peripheral 
equipment was quite apparent and ar­
rangements were made to use card-to-tape 
and tape-to-prmter equipment that had 
been designed for the 705. There were a 
number of unfortunate incompatibifities 
between the 704 and the 705, which had 
been designed by different divisions of 
IBM. Character codes were different, and 
the 704 used odd parity checking while that 
on the 705 was even. The 705 peripheral 
equipment would not (until much later) 
handle binary cards. The off-line equip­
ment was widely used in spite of these 
inconveniences. Really adequate off-line 
peripheral conversion equipment became 
available much later, in the 1960's, with 
the introduction of the 1401 and other 
small peripheral computers by IBM and 
other manufacturers. 

In the 701 and 704 there was no buffer­
ing for tapes or drums or on-line input/ 
output devices. All information going to 
and from main memory passed through the 
MQ register in the arithmetic unit. An 
increasing understanding of the data 
handling needs of scientific computing and 
the realization that large binary computers 
could be used for data processing applica­
tions caused IBM and others to reassess 
the input/output needs of such computers. 
At IBM this led to the development of the 
709, which used the same 12-microsecond 
core memory as the 704 and was only 
slightly faster. It had all the instructions 
of the 704 as well as some useful new 
features, such as indirect addressing. The 
major difference, and the really important 
advance over the 704, was a new input/ 
output system that permitted reading 
from tape or cards, writing to tape or 
printer, and computation to proceed simul­
taneously. This was made possible by 
time-sharing the core memory between 
the central computer and as many as six 
data channels. Variations of this approach 
to internal buffering have become standard 

on most computers, even quite small ones, 
in recent years. 

The 709 had a very brief career. By the 
time the first 709 was delivered in 1958, 
transistors suitable for economical use in 
high speed computers had been developed; 
so the vacuum tube 709 computer was 
obsolete. It gave way quite soon to a 
much more powerful successor, the 7090, 
which is discussed in a later section. 

A buffered version of the Univac Scien­
tific Computer, the 1105, was introduced 
slightly later than the 709. The 1105 re­
placed the UNIVAC I at the Bureau of the 
Census for use in connection with the 
1960 census. It too was one of the vacuum 
tube computers whose career was cut short 
by the introduction of the more powerful 
transistorized computers. 

Raytheon and Honeywell 
Raytheon Corporation was very active 

in the earliest days of electronic computers. 
In 1948 it had under development a very 
large mercury delay line computer [25] 
which it had reason to believe would make 
it the leading supplier of computers to 
the United States Government. The first 
Raytheon computer, then called the Hur­
ricane, was scheduled for a west coast 
Naval station as part of a defense net­
work that would eventually have a num­
ber of the large computers. The National 
Bureau of Standards ordered two of the 
Raytheon computers, one for its Washing­
ton headquarters and one for its Insti­
tute for Numerical Analysis in Los Ange­
les. The RAYDAC, as the computer was 
eventually called, incorporated a number 
of advanced features in arithmetic check­
ing and built-in binary-to-decimal and 
decimal-to-binary conversion. Production 
proceeded quite slowly, and the NBS 
changed its plans and built its own in­
terim computers, the SEAC and SWAC, which 
have been discussed. By the time the 
RAYDAC was completed it was already 
outmoded. The first and only RAYDAC built 
was installed at Point Mugu in Cali­
fornia and was run as a general purpose 
computer for several years. 
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Raytheon had developed a computer 
design capability but the RAYDAC was not 
a marketable product. In 1954, Min­
neapolis Honeywell Corporation, in­
terested in getting into the computer field, 
and Raytheon, which already had some 
reasons for wanting to get out, jointly 
set up the Datamatic Corporation, which 
became the heir to the Raytheon com­
puter department. Raytheon eventually sold 
its share of Datamatic Corporation to 
Honeywell, and it became the Datamatic 
division, and eventually the computer divi­
sion of Honeywell. The first product of­
fered by Datamatic was the DATAMATIC 
1000 [26], a magnetic core memory, data 
processing computer designed to compete 
with the very largest data processing sys­
tems. Built on a grand and expensive 
scale, the DATAMATIC 1000 had enough air 
conditioning to cool not only the computer 
but also the room in which it would be 
installed. Its most interesting feature was 
its tape system, which used three-inch-
wide magnetic tape and fixed-length blocks 
such that the interblock gap equalled the 
block length. When reading in one di­
rection, the interblock gap was the record­
ing area that was used when reading in 
the reverse direction. The use of three-
inch-wide tapes and the existence of no 
waste space in the interblock gaps com­
bined to permit the storage of very large 
files of information on relatively few 
tapes. By the end of 1957, when the first 
DATAMATIC 1000 was delivered, IBM had 
been delivering 705's for two years, and 
the 1000's were too late and too high 
priced for the market at that time. Sales 
were so poor in 1957 and 1958 that the 
computer was withdrawn from the market, 
and there were strong rumors circulating 
that Honeywell was about to leave the 
computer field. Honeywell decided instead 
that the new generation of transistorized 
computers would provide a new opportunity 
for a more successful entry into the com­
puter market and developed the Honeywell 
800, which is discussed in the section on the 
second generation. . 

RCA 
RCA, the Radio Corporation of Amer­

ica, has been active in the computer field 
almost from its inception. The RCA Re­
search Laboratories in Princeton, New 
Jersey, has been one of the centers of 
research in computer memory systems 
since the mid-forties. The design of the 
Institute for Advanced Study computer, 
which was started in 1946, called for the 
use of RCA Selectron electrostatic storage 
tubes, which were then under development. 
The Selectron did not turn out to be quite 
satisfactory; so the IAS computer switched 
to Williams tubes, and research at RCA 
turned toward the development of magnetic 
core memories. 

RCA was probably the first computer 
manufacturer to build an operational co­
incident current, magnetic core memory, 
the type of memory that has since become 
standard throughout the industry [27], 
RCA felt that this development gave them 
an important competitive advantage, 
which they set out to exploit in the BIZMAC 
[28], a very large data processing system 
designed specifically for business use. The 
magnetic core storage was new and ex­
pensive, and the BIZMAC was therefore 
designed to use a small magnetic core 
memory backed up by a large magnetic 
drum. Programs were stored on the drum 
and executed from core; block transfers 
of up to 32 instructions "surged" from 
drum to core for execution. 

The BIZMAC was advertised as the first 
and only truly variable-word-length com­
puter. Only significant information, no 
filler information, had to be stored on 
magnetic tape. 

The BIZMAC magnetic tape system de­
sign attempted to almost completely 
eliminate tape mounting and dismounting. 
A system would have 100, 200, or more 
low cost tape transports, and a reel of 
tape would more or less permanently 
occupy its own transport. 

In addition to general purpose com­
puters, a BIZMAC system could have one 
or more sorters, which were special purpose 
computers with built-in programming for 
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tape sorts. All components of the system 
were interconnected through a relay switch­
ing center. A telephone dialing scheme at 
the BIZMAC control center made it possible 
for tapes to be switched between computers 
and sorters. The resulting sorted files could 
then be switched to output devices for 
printing or punching. No tape handling was 
involved; everything was remotely con­
trolled by a pair of mutually checking 
operators. 

A very large BIZMAC system was in­
stalled at the Ordnance Tank Automotive 
Command (OTAC) headquarters in De­
troit. Several smaller BIZMAC systems 
were built, one of which was installed on 
a trial basis at Higbe's department store in 
Cleveland. 

The BIZMAC ranks with the RAYDAC and 
the DATAMATIC 1000 as one of the "inter­
esting failures" that characterized the first 
generation of large scale, data processing 
systems. Perhaps the most important 
reason for this was RCA's inability to 
recognize the tempo of development in 
the computer industry. In 1952 and 1953 
RCA engineers felt that they were ahead 
of the rest of the industry, and the details 
of the BIZMAC project were carefully 
guarded company secrets. By 1956 when 
the first BIZMAC was delivered and put into 
operation it was already outmoded. As 
soon as large magnetic core memories be­
came available on large scale computers, 
a computer based on a small core memory 
backed up by a drum was competitive only 
with other drum computers. 

Several other computing systems made 
use of special purpose electronic sorters. 
In almost every case, users came to the 
conclusion that sorting could be handled 
better on a general purpose computer. In 
areas like sorting, special purpose equip­
ment is almost always too limited. The 
actual applications require far more logical 
ability than is built into a special purpose 
device. 

The idea of switching many low cost 
tape transports seems to have been poorly 
conceived. The trend has been toward 
faster and more sophisticated, and there-
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fore more expensive, tape units on large 
computers. 

The concept of a computing system 
based on an automatic switching center 
through which large numbers of periph­
eral devices can be switched to a number 
of computing elements is sufficiently at­
tractive that other attempts have been 
and will be made to produce a practical 
realization. One such attempt, also com­
pletely unsuccessful, was made in 1958-
1961 by Ramo-Wooldridge in connection 
with its 400 system [29], which was de­
signed around a large electronic switching 
system. It is possible to see analogies to 
many BIZMAC features in a number of 
the most recent computing systems. 

Magnetic Drum Computers 
Magnetic drums and disks were among 

the earliest devices considered for use in 
digital computer storage systems. Eckert 
[30], referring to a thesis written by 
Crawford at MIT in 1942, states that "Out 
of this thesis grew the magnetic drum and 
magnetic disk memory system." He fur­
ther states that "In 1944 the author (Eck­
ert) submitted to the Moore School of 
Electrical Engineering at the University 
of Pennsylvania a memorandum which 
recommended the use of drums or disks for 
the general storage of all data required 
by a computer—not only the numbers 
being processed, but also instructions.... 
This memorandum became the basis for 
the design of the EDVAC memory. The 
EDVAC design was subsequently switched 
from magnetic disks and drums to mercury 
tanks,... 

By 1948 or 1949 practical magnetic 
drum storage systems had been developed 
at Manchester University, at Harvard, 
and by ERA (Engineering Research As­
sociates) in St. Paul, Minnesota. Magnetic 
drum storage provided relatively slow 
random access, and even the earliest mag­
netic drum computers made use of devices 
such as recirculating tracks and minimum-
access-time coding to improve perform­
ance. 

At Harvard University in 1949-1950 
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the MARK III computer [31] was built 
for the Naval Proving Ground at Dahl-
gren. Around the same time, ERA de­
signed its 1101 computer [32], Both were 
relatively large computers but, mainly be­
cause the magnetic drum was too slow to 
be the main memory of a large scale 
computer, neither was very successful. 

Magnetic drums could provide large 
amounts of medium speed storage, 5-25 
millisecond access time, at a very low 
price per bit compared with mercury de­
lay line or electrostatic or magnetic core 
storage. Using the magnetic drum as the 
main memory, it was possible to build 
relatively low priced computers. While 
these computers were not comparable in 
speed and capacity with the very large, 
very expensive computers being built, they 
provided computational and data process­
ing capabilities that were not otherwise 
available to those who could not justify 
or afford the large systems. 

Many companies entered the computer 
field between 1950 and 1953 with new 
magnetic drum computers. It was almost 
too easy to design and build a prototype 
computer. It was not quite as easy to de­
velop a production facility, a marketable 
product, and adequate support. 

On the West Coast a new company, 
Computer Research Corporation, built a 
very compact binary computer, the 
CADAC [34], The CADAC and the later pro­
duction model, the CRC 102A, relied on 
minimum-access-time coding to make up 
for its 12.5 millisecond average access 
time. Computer Research Corporation 
merged with National Cash Register 
Corporation (NCR), which marketed the 
102A and introduced an expanded decimal 
version, the 102D. Along with the 102D it 
introduced a magnetic tape unit that did 
not use tape reels, but allowed tape to 
fall freely into the bottom of the unit. 
Performance was marginal and only a few 
102D systems were installed before the 
system was withdrawn from the market. 

On the East Coast Dr. Samuel Lubkin 
started the Electronic Computer Corpora­
tion. Dr. Lubkin had worked with the 
computer group at the University of 

Pennsylvania, and his company included a 
number of engineers who had helped de­
velop UNIVAC. By making a very low bid, 
the newly formed company obtained a con­
tract to design and build a small com­
puter, the ELECOM 100 [35], for the Bal­
listic Research Laboratories at Aberdeen. 
Electronic Computer Corporation was later 
absorbed by the Underwood Corporation 
and went on to produce the ELECOM 120 
and 125. The 125 system included an in­
dependent file processor for off-line elec­
tronic sorting and other basic data process­
ing tasks. Underwood ran into equipment 
problems and financial difficulties and even­
tually withdrew from the computer field in 
1957. 

Consolidated Engineering Corporation 
of Pasadena, California, set up a computer 
division that designed and built the CEC-
201 computer [36], This was a slightly 
larger, more powerful computer than the 
CADAC or ELECOM systems, and, possibly 
for this reason, it was more successful. A 
"high speed" recirculating-loop memory 
stored 80 words with an average random, 
access time of .85 milliseconds, one tenth 
the 8.5 milliseconds average random ac­
cess time to the 4000-word main drum 
memory. A 20-word block transfer could 
move a segment of program or data into 
high speed memory in one drum revolution 
time (17 milliseconds). 

The computer division of Consolidated 
Engineering was spun off as the Electro-
Data Corporation, and the computer was 
called the Datatron. Deliveries started in 
1953. One of the early customers, Socony 
Mobil Oil Company, insisted on punch 
card input/output, and a card converter 
was designed to permit the use of a rela­
tively fast card collator as input and an 
IBM 407 tabulator as output. 

A magnetic tape system was developed 
with a search command that permitted the 
tape system to search for a 20-word block 
by block number while the computer 
was engaged in other processing. 

The Datatron was the first product-
line computer that featured a hardware 
index register. By properly specifying the 
sign digits, the index register could also be 
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used as a relocation register during input 
of programs. 

The useful life of the Datatron system 
was extended several years by the intro­
duction of floating-point hardware, by the 
development of the Cardatron, which pro­
vided buffering and editing features for 
card equipment, and the Datafile, which 
provided relatively fast-access bulk stor­
age on strips of magnetic tape [33]. In 
1956 the Burroughs Corporation absorbed 
the ElectroData Corporation. 

For a time the smaller companies had 
the medium scale computer market to 
themselves, but in 1953 IBM announced 
its magnetic drum computer, the 650 [39]. 
The 650 had a number of advantages over 
most of its competitors. Its drum rotated at 
12,500 rpm, which was considerably faster 
than the typical 3600 rpm drums used by 
most other computers. The 1 + 1 addressing 
system, in which each instruction con­
tained the address of the next instruction 
to be executed, was well suited to minimum 
access coding. It was designed as a card 
handling computer, with buffered card 
'equipment integrated into the system. On 
the negative side, it had a relatively small 
drum, only 2000 10-digit words of storage. 
Initially, at least, it was a limited system 
with cards as its only input and output. 
Other systems, like the Datatron, offered 
magnetic tape auxiliary storage and on­
line printers and typewriters. 

IBM's position in the punch card field 
was a tremendous advantage for the 650; 
for hundreds of business organizations it 
seemed to be the natural next step. IBM 
itself underestimated the importance of 
this factor and planned to produce only 
about fifty 650's, to be sold mainly to 
scientific users; instead, it produced and 
sold over 1000. 

The 650 was eventually expanded to 
permit the use of tapes and on-line print­
ers. A disk storage unit, the RAMAC, was 
developed for use with another small com­
puter, the IBM 305 [38], and also as aux­
iliary storage for the 650. Late models of 
the 650 could have a 4000-word drum plus 
60 words of core storage, which made the 
large 650 system a quite powerful, al-
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though rather expensive, machine. Vacuum 
tube successors to the 650 were considered, 
but they never reached the market. IBM's 
eventual successors to the 650 were the 
transistorized computers: the 1620, in the 
area of small scientific computers; the 1400 
series, for use in small data processing in­
stallations; and the 7070 series, in the 
medium-to-large class. 

Remington Rand had two quite separate 
magnetic drum machine developments. The 
Univac File Computer was developed in St. 
Raul; the early model, model 0, was a 
plug-board controlled calculator with aux­
iliary magnetic drum storage. The later 
model 1 was a full scale, stored program 
computer with large drums provided for 
fast access file storage. The system could 
have had an off-line tape sorter and could 
have become quite large. But the model 1 
equipment was late in delivery and in a 
higher price class than most other mag­
netic drum computers; so it was not a very 
successful product. 

The Remington Rand management did 
not feel that the company could support 
two magnetic drum computers in the field 
at the same time. By 1955 the Univac 
center in Philadelphia had built a very 
high performance, magnetic drum com­
puter for the Air Force Cambridge Re­
search Center [40] which used magnetic 
amplifiers as active elements and had only 
15 vacuum tubes. Commercial versions 
were designed and eventually became 
known as the solid state 80 and 90, the 
numbers referring to the use of 80-column 
and 90-column cards, respectively. These 
computers were withheld from the market 
for several years while Remington Rand 
tried to promote the File Computer into a 
successful product. Under the name UCT, 
they were marketed in Europe before re­
lease in the United States. The first solid 
state computers were delivered in the 
United States in 1958, after IBM had al­
ready installed many hundreds of 650's. 
Even so, over 500 solid state systems were 
installed. 

The solid state computers used a 16,500 
rpm drum providing 1.7 milliseconds aver­
age access time to 4000 words. Recirculating 
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tracks were used to obtain .425 millisec­
onds average access to an additional 1000 
words. The 1 + 1-address instruction code 
permitted minimum access time coding to 
further reduce access delay. 

The Remington Rand designers had used 
magnetic amplifiers at a time when they 
thought transistors were not yet practical. 
The UNIVAC III, announced successor to 
UNIVAC I and II, was also the successor 
to the solid state line. 

There were many other magnetic drum 
computers. The two computers that 
achieved the greatest success in the very 
small computer class were the LGP 30 
manufactured by Librascope Corporation, 
and the Bendix G-15 computer [40] manu­
factured by the computer division of Ben­
dix Corporation. The LGP 30 was a very 
basic computer with a very limited instruc­
tion code. The G-15 was much more 
sophisticated, essentially a micropro­
grammed computer, and it became popular 
only after software developments made it 
unnecessary for its users to write their pro­
grams in machine code. 

Burroughs 

In 1948 Burroughs set up its research 
division in Philadelphia with personnel 
who had participated in most of the major 
computer projects. Burroughs built its first 
magnetic drum computer, a prototype of 
the UDEC, in 1950 and seemed on the way 
to becoming a power in the computer field. 

In spite of this auspicious start, by 1956 
Burroughs had produced only one product-
line computer, the E101, which was on so 
small a scale that it prompted Dr. Wor-
mersley, an English scientist who was 
visiting the Burroughs Research Center at 
Paoli, to make a comment about a moun­
tain that had labored to produce a mouse. 

Burroughs was hampered very much by 
its tradition as a producer of key-driven 
machines in competition with punch 
card systems. The E101 was about as far 
as they could go with manual input. Paper 
tape might have been adequate for small 
scientific computers, but it was not ade­
quate for the commercial applications that 
were of interest to Burroughs. Burroughs 
management can hardly be blamed for 

being hesitant about producing computing 
systems that would rely on a major com­
petitor, IBM, for all of its input and out­
put. 

When Burroughs bought control of a 
small company called Control Instrument 
Corporation in 1951, it inherited a project 
that was on the way to producing a very 
high speed tabulating machine that would 
read 900 cards a minute and print 900 
lines a minute. It continued this develop­
ment and set up a product line of so-called 
series G equipment consisting of high speed 
card readers and printers. This equipment 
was offered as peripheral equipment on 
other computers, such as the IBM 705, but 
after many difficulties it was finally with­
drawn. 

With the series G equipment as input 
and output, Burroughs was able to design 
a large scale, data processing system, the 
BEAM IV (Burroughs Electronic Account­
ing Machine No. IV). (Numbers I, II, and 
III had been designed but had never 
reached the status of products.) Before the 
first BEAM computer was completed, Bur­
roughs decided to purchase ElectroData ( 
Corporation, which had had some success 
in marketing its magnetic drum systems. 
The BEAM was a much larger computer, 
designed to be competitive with the ma­
chines in the same class as the 705, but 
the almost completed BEAM IV was 
scrapped in favor of a new medium sized 
computer, the 220, to be designed by the 
newly acquired ElectroData Division. 

The 220 was the last of the vacuum tube 
computers. The strategy was to come on 
the market just ahead of the transistorized 
computers. This strategy met with some 
success, especially when IBM's rumored 
vacuum tube successor to the 650 did not 
materialize. 

SECOND GENERATION: TRANSISTORIZED 

COMPUTERS 

Transistors vs. Vacuum Tubes 

Almost from the time it was invented in 
1948 [41], the transistor was expected to 
become the key to revolutionary advances 
in computer technology. 
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A major factor in the step from the 
ENIAC to the EDVAC and later stored pro­
gram computers was the development of 
computer circuits that permitted the use of 
large numbers of germanium diodes in 
combination with relatively few vacuum 
tubes: a typical computer might have 1000 
tubes and 50,000 diodes. The tubes, the ac­
tive elements that determined the speed 
and capability of the computer, were ex­
pensive since they consumed large amounts 
of power and generated large amounts of 
heat. The transistor would make it possible 
to replace vacuum tubes by semiconductor 
devices similar to the diodes, which would 
be small and would produce very little 
heat. This would make it possible to 
think in terms of computers with the 
number of active components orders of 
magnitude greater than in the largest 
vacuum tube computers. As an example, 
the Stretch computer, a relatively early, 
though very large, transistorized computer, 
used over 150,000 transistors. The more 
recent CDC 6600 contains over 500,000 

k transistors, and it is reasonable to expect 
| that computers with over 1,000,000 transis­

tors will be built in the next few years. 
With almost any new component there is 

a period of what appears to be stagnation, 
a period in which the component seems to 
be available and yet it is hardly being 
used. This may be a period of engineering 
development; it may be the period during 
which problems of production in economic 
quantities are being solved. Many promis­
ing ideas and components never emerge 
from this period, as practical considera­
tions keep delaying their use. For a while 
it looked as if the transistor might be de­
layed for a very long time because of con­
siderations of this kind. Reliable switching 
speeds were relatively slow; it was diffi­
cult to produce transistors with uniform 
characteristics; circuits had to be designed 
with excessive latitude, or had to require 
careful selection of transistors to insure 
that a replacement transistor would per­
form in the same way as the one it was 
replacing. Bell Telephone Laboratories 
and others built experimental transistorized 
computers; IBM announced the 608, a 
transistorized calculating punch, but it 

was high priced and offered no advantage 
over existing vacuum tube machines. The 
earliest transistorized computers offered 
commercially were medium speed, busi­
ness-oriented systems in which very high 
switching speeds were not considered es­
sential. 

A breakthrough in the use of transistors 
for very high speed computing appeared 
from a quite unexpected source with the 
1954 development of the surface barrier 
transistor by the Philco Corporation. This 
was the transistor used in the Lincoln 
Laboratories TX-0 [42] computer and in 
several other of the early high speed, 
transistorized computers. It was the first of 
a series of transistor developments that 
produced transistors suitable for the 
highest speed computers. There was no 
longer much doubt that it was practical to 
achieve and exceed the performance of 
vacuum tube circuits with all of the ad­
vantages of the small, low power, solid 
state components. Within four years of 
the development of the surface barrier 
transistor the vacuum tube was obsolete as 
a computer component. 

Business-Oriented Computers 
As mentioned above, the earliest tran­

sistorized computers were medium speed, 
business-oriented systems. National Cash 
Register was one of the first major com­
panies to withdraw from the vacuum tube 
computer market with the announced in­
tention of returning with a transistorized 
model. Its 304 [43] was a joint effort, de­
signed by NCR and built by General 
Electric. It was the first all-transistorized 
computer in its class, but it was quite slow 
and of very limited capacity, and very 
few were sold. 

RCA also tried to reestablish itself in 
the computer field with its transistorized 
501 [44], It too was quite slow, and much 
of the success it achieved was due to its 
having one of the very earliest COBOL 
compilers. The COBOL compiler was also 
very slow, but for many users a slow 
COBOL was better than no COBOL. 

IBM's announced successor to the 650 
and the 705 was the 7070 [45], which came 
out a little bit later, but was more powerful 
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than the competitive machines mentioned 
above. The 705 series was supposed to die 
with the 705 model 3, and customers were 
expected to convert willingly to the word-
oriented 7070. Some of the customers, with 
huge investments in 705 programs, were 
not at all willing to convert, and IBM was 
forced against its own technical judgment 
to produce the 7080, a transistorized ex­
tension of the 705, a large, clumsy, un­
economical, expensive machine, which 
was assured of success because it could run 
705 programs. 

The Honeywell 800 [46] created quite a 
stir when it was announced. It was in the 
medium price range, but the performance 
it promised was beyond that of other com­
puters in its price class. I remember the 
comment of a Philco executive to the effect 
that "We sell them their transistors and 
we know that they can't make a profit on 
that machine at that price." I am told that 
the IBM reaction was similar. The 800 had 
a very interesting hardware-assisted multi­
programming system [47] with eight sets of 
sequencing and control registers time­
sharing the arithmetic and control circuity. 
They also engaged in what was for that 
time an unusually extensive software ef­
fort. Their FACT business compiler, al­
though not completely successful, did help 
to sell a fair number of 800 systems. 

Burroughs came out a bit later than the 
others with its very interesting B 5000 
[48] computer. The 5000 was very strongly 
influenced by the ALGOL effort. It contains 
hardware which makes its arithmetic reg­
isters behave as if they were at the top of 
a pushdown stack. The hardware also as­
sists in the implementation of ALGOL fea­
tures like recursive subroutine calls and 
dynamic storage allocation at run time. 

The 5000 was late in delivery and dis­
appointingly slow when finally delivered in 
1963. A more recent and faster version, the 
5500, is now being delivered and has a 
number of enthusiastic supporters. 

The development of both transistors and 
relatively low cost, magnetic core mem­
ories made it possible to build relatively 
small computers that were quite powerful 
compared with even the large vacuum 

• 
tube computers. The IBM 1400 series and 
1600 series, which came out in 1960, proved 
that some models could be marketed by 
the thousands. Other manufacturers found, 
often to their surprise, that there was a 
huge market for small computers. Many 
hundreds of RCA 301's and CDC 160's 
were sold. There were also the Burroughs 
200 series, the Honeywell 400 series, the 
GE 200 series, the NCR 300 series, and 
others. 

Philco 
The development of the surface barrier 

transistor launched Philco into the com­
puter industry. Under contract with a 
Government security agency, they built a 
small, high speed, transistorized computer, 
the TRANSAC S-1000, patterned after the 
UNIVAC 1103 series, and under contract with 
the Navy they designed a larger computer 
called the CXPQ. The CXPQ was a partial 
prototype of the TRANSAC S-2000. Philco ex­
ecutives felt that they were a year or more 
ahead of most companies in the develop­
ment of big transistorized computers, and 
by the end of 1957 they had decided tc{ 
launch a major production and marketing 
effort based on the large scale TRANSAC 
S-2000 [49], later known as the Philco 2000. 

The 2000 is a high speed binary com­
puter which is in many ways a modern 
successor to the old Institute for Ad­
vanced Study computer. Among other fea­
tures, the 2000 provided a tape system with 
the capability for automatic switching of 
all tapes to all channels—a capability 
that was not available in competitive sys­
tems. The 2000 was expected to prove very 
attractive as a replacement for the IBM 
704 and the 709 systems that IBM had 
just begun to deliver. Several of the early 
orders were for such replacement at United 
Aircraft Corporation, and at the GE-
KAPL and Westinghouse-Bettis AEC-
Naval Reactor Board installations. 

Although Philco had a head start, it 
lacked sufficient momentum. By the stand­
ards of the computer industry the Philco 
computer effort was small and poorly 
financed, and Philco was not ready to un­
dertake the expansion that would have 
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been necessary for a large penetration of 
the computer market. Before the first com­
plete 2000 system had been delivered in 
January 1960, the IBM 7090 was in pro­
duction with a 2.18-microsecond memory, 
as compared with the 10-microsecond 
memory of the 2000, and with faster 
arithmetic speeds. The first complete 2000 
delivered was a model 211, which had al­
ready changed from the surface barrier 
transistor of the original model 210 to the 
faster MADT transistors. Also, a commit­
ment had been made to replace the mem­
ory by a 2-microsecond memory under de­
velopment. The 2-microsecond memory 
called for an even faster main frame, and 
the model 212 of the Philco 2000 series 
with look-ahead and very fast arithmetic 
was developed in an effort to bolster 
Philco's position in the industry. The model 
212, delivered early in 1963, may very 
well have been the most powerful compu­
ter then being delivered, comparing fav­
orably with the CDC 3600 and the IBM 
7094 model II. In order to support a sys­
tem with this kind of computing capacity, 

•
a more advanced tape system and other 
peripheral devices were necessary. 

By this time the Philco Corporation, 
whose financial condition had been poor 
for a number of years, was merged into 
the Ford Motor Company. Although Ford 
certainly had the necessary resources, it 
decided against a large investment in the 
computer industry. There was a final flurry 
of activity and the announcement of a new 
model 213 at the Fall Joint Computer Con­
ference in 1964, but as of this writing the 
Philco computer effort has for all practical 
purposes ceased to exist. 

CDC 
CDC's story is one of the many Cinde­

rella stories in the computer industry. A 
group of Univac employees, including 
some of the original ERA people, broke 
away and formed Control Data Corpora­
tion in 1957. They had worked on the de­
sign of military transistorized computers 
while with Univac and they had a compu­
ter designed and ready for marketing, as 
well as their first order, from the US Naval 
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Postgraduate School in Monterey, in al­
most no time at all. Their first 1604 was de­
livered in early 1960. Their computer was 
a basic 48-bit binary computer, not as 
powerful as the 7090 or 2000, but much 
lower priced. Initially they provided no 
software support. They sold to universities 
at a discount and were low bidder on a 
number of government contracts. 

The company thrived. Its 3600 [50], 
which it started to deliver in 1963, was 
a much faster, much improved version of 
the 1604. It made CDC a major factor in 
the large scale computer market. In the 
past few years it has grown at a tre­
mendous rate, and its products cover al­
most the whole range: from very small 
computers and peripheral devices to the 
super computers in the 6000 series. 

IBM 7090 Series 
Early in 1958 the Ballistic Missile 

Early Warning System (BMEWS) project 
requested bids from computer manu­
facturers to supply a number of very 
large, fast computers for data analysis and 
general computation. They made it clear 
that they would not consider vacuum tube 
computers, since several manufacturers had 
already announced transistorized compu­
ters that would be able to handle the job. 
As is the case in many such procure­
ments, the time allowed for delivery was 
quite short and penalties for late de­
livery would be high. IBM seemed to be 
out of the running since its large transis­
torized computer, the Stretch, was far too 
expensive and delivery was still several 
years away. IBM won the contract by of­
fering to deliver the 709, a vacuum tube 
computer, almost immediately to permit 
design and checkout of programs. It then 
undertook to deliver, in a little over a 
year, a completely transistorized, logically 
compatible computer, the 709TX. The 709 
was a synchronous computer in which the 
time for each instruction was defined as an 
integral number of memory cycles. The 
709TX was to be five times as fast as the 
709; each instruction would take the same 
number of memory cycles, but each mem­
ory cycle would be only 2.4 microseconds, 
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compared with 12 on the 709. A 2-micro-
second memory was under development for 
the Stretch project, and the Stretch word 
of 64 information bits and 8 check bits was 
conveniently adapted to handle pairs of 36-
bit 709TX words. 

For a short time IBM held back from 
offering the TX computer to other custo­
mers. It had only recently started de­
livering the 709 system and it was rea­
sonable to expect that the new system 
would completely eliminate 709 sales, since 
it was logically compatible, very much 
more powerful, and not very much more 
expensive. IBM was aware that the 709 
had been very poorly timed and would 
have to be written off. Transistorized com­
puters like the TRANSAC S-2000 and the 
CDC 1604 would have made the 709 obso­
lete very soon anyway, although perhaps 
not quite as completely and dramatically 
as their own 709TX did. The new com­
puter, now called the 7090, was officially 
introduced and met with tremendous ac­
ceptance. Before the first delivery was 
made, the speed was increased by cutting 
the memory cycle to 2.18 microseconds and 
decreasing the number of memory cycles 
needed for multiplication and several other 
instructions. 

The first two 7090's were delivered to 
BMEWS right on schedule in November 
1959. IBM had not quite finished the im­
possible task of getting the computers de­
signed and built that rapidly, but it was 
close, and engineers in numbers variously 
estimated as between 20 and 200 went along 
to Greenland with the computers to finish 
them and get them to work. Commercial de­
livery of 7090's started soon after, and there 
was much grumbling in SHAKE, the most in­
fluential IBM user's organization, about 
how poorly the computers were performing. 
Competitors were temporarily heartened by 
rumors that IBM had overreached itself 
and could not get the 7090 to run reliably, 
but the situation turned out to be quite tem­
porary. Bugs were removed and necessary 
engineering changes were made. An air-
cooled memory was designed to replace the 
earlier oil-cooled memory system. The 7090 
became an extremely reliable computer and 
a tremendously successful one. Hundreds 

t 
of 7090 systems were sold; a typical 7090 
system was valued at over $3,000,000 at 
delivery. 

Most 7090's were eventually converted 
into the slightly faster 7094, which has 
built-in double-precision operations and 
four additional index registers. The 7094 
model 2 provided even faster arithmetic 
and a faster, interleaved memory. 

In 1962-1963 IBM introduced the very 
popular 7040 and 7044 computers. These 
were very similar to the 7090 series but 
provided somewhat less in performance at 
a considerably lower price. A combination 
of a 7094 with a 7040 or 7044, with a special 
memory-to-memory channel, was marketed 
as the Direct-Coupled System. The smaller 
computer acted as an input/output proc­
essor and supervisor, limiting the 7094 to 
the actual execution of jobs staged and 
buffered through the 7040. 

Two other IBM second generation com­
puter efforts are mentioned very briefly. 
The IBM Military Computer was a very 
large computer designed and built in 1958-
1962 for the Strategic Air Command's^-
command and control applications. During^^fc 
the first generation, IBM had supplied^^ 
many computers, similar in many ways to 
the 704 and 705, for use by the SAGE air 
defense system. They hoped that the pow­
erful transistorized Military Computer (re-
christened the ANFSQ-32) would be used 
for replacements. It was not so used and 
only a few were built. One of these was 
installed at the headquarters of the System 
Development Corporation in Santa Monica 
and years later became quite well known as 
the Q-32, the computer on which SDC's 
large time-sharing system was developed. 

In 1960-1961 there were rumors of a 
completely new large scale series of com­
puters, the IBM 8000 series. At least one 
prototype was built but IBM decided, in 
the spring of 1961, to abandon the 8000 
series in favor of a new system design proj­
ect using a new microcomponent technol­
ogy. The resulting System/360 belongs to 
the "third generation." 

Univac 
In the business data processing area, 

Univac introduced the UNIVAC III in the 
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early 1960's. This was a quite sophisticated 
computer requiring elaborate software sup­
port. It never became very popular, prob­
ably because it was too expensive for the 
middle-priced field, in which it was de­
signed to compete. 

The M460 [51], a military computer 
built by Univac in St. Paul, was one of 
the earliest large scale transistorized com­
puters, but it was Control Data rather than 
Univac that produced the successful com­
mercial computers that continued that line 
of development. 

Univac's own transistorized successor to 
the 1103 series was the 1107, introduced 
much later than competitive scientific 
computers. The first delivery was made at 
the end of 1962. The 1107 was advertised as 
the Univac thin film computer, since it used 
128 registers of magnetic thin film storage 
as an addressable control memory along 
with more conventional magnetic core and 
magnetic drum memory. 

The 1107 appeared on the market too 
late to be a major factor among second gen­
eration scientific computers. Its major 
importance was to serve as a model for 
the very successful third generation 1108, 
a compatible successor to the 1107 which 
can use 1107 software and can run 1107 
programs. This, coupled with IBM's failure 
to produce an adequate compatible succes­
sor to the 7090 series, finally gave Univac 
the opportunity, in 1967-1968, to become 
a leader in the large scale scientific com­
puter field. 

SUPER COMPUTERS 

NORC 
At almost any given time in the recent 

history of computer development there has 
existed within the computer industry the 
capability to design computers that would 
be orders of magnitude more powerful than 
those being delivered commercially. The 
industry has always been ready to design 
and build such computers for anyone who 
was willing to put up the money for what 
might prove to be an uneconomic venture. 

An early venture of this type was the 
NORC (Naval Ordnance Research Calcula­

tor) [52], built by IBM for the US Naval 
Weapons Laboratory at Dahlgren. The 
NORC was started in 1951 and was ac­
cepted at Dahlgren in June 1955. It was 
rated by its designers as able to perform 
15,000 three-address operations per second. 
Floating-point addition took 15 micro­
seconds, and multiplication took 31 mi­
croseconds. These times are especially im­
pressive in view of the fact that the NORC 
was a binary-coded decimal computer with 
a 16-digit word consisting of 1 sign digit, 
2 exponent digits, and 13 fraction digits. 
The high speed multiplication was achieved 
by the brute force approach of providing 
nine registers to store the product of the 
multiplicand with each of the nine non­
zero decimal digits. The original main 
memory of the computer was a 2000-word 
Williams tube storage system. In March 
1960 the electrostatic storage was replaced 
by a magnetic core memory, and as of 
the spring of 1966 the computer was still in 
use at Dahlgren. 

The NORC was strictly a one-of-a-kind 
development. By the time the NORC was 
nearing completion, industrial use of com­
puters had grown to the point where a 
number of companies, mainly in the air­
craft industry, would be willing to pay the 
necessary price for the fastest computer 
available. With the 704 development al­
ready under way, IBM refused to be 
pushed into building additional NORC'S. 
It was probably a wise decision. 

LARC and Stretch 
By 1956 it was already apparent that 

transistors could be used in very large 
numbers and at very high speed to pro­
duce computers whose performance would 
dwarf that of the largest vacuum tube 
computers ever built. Several manufac­
turers were already developing relatively 
small transistorized computers for the com­
mercial market. The computer industry 
was investing some of its own money in 
preliminary research toward the develop­
ment of the big transistorized computers, 
but the real venture capital in this area 
came from the United States Government 
through the Livermore and Los Alamos 
research laboratories of the Atomic En-
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ergy Commission (AEC). Livermore en­
tered into a contract with Remington Rand 
Univac for the development of the LARC 
(Livermore Atomic Research Computer). 
Los Alamos contracted with IBM for a 
computer, originally called Stretch, which 
later, when IBM thought it could be sold 
commercially, was given the number 7030. 

In December 1956 at the Eastern Joint 
Computer Conference in New York, in two 
papers delivered at the same session, 
brief summaries of the design objectives of 
LARC and Stretch were presented by J. P. 
Eckert of Univac and by S. W. Dunwell of 
IBM [53, 54], Both were talking in terms 
of speeds 100 times greater than those of 
the 1103A's and 704's that their companies 
had recently started to deliver. Three years 
later, in a similar session at the 1959 
Eastern Joint Computer Conference in 
Boston, papers by Eckert, E. Bloch, and 
others presented many of the details of 
what had been achieved in the building of 
LARC and Stretch [55-57]. 

The timing of the projects together with 
the simultaneous reports at computer con­
ferences gives the impression of a design 
competition between the two giants of the 
large scale computer field. To some extent 
this is misleading, since the ground rules of 
the two projects were quite different. Ec­
kert, in connection with LARC, stated in 
1956 that "The system was balanced at a 
time when all components were in hand, 
so that the design balance would not be 
upset by component changes during the 
design period." At the same time, in con­
nection with Stretch, Dunwell stated that 
".. . we are endeavoring to employ the 
most advanced techniques and components 
possible with today's technology. Many of 
these techniques are still in the research 
phase of their development." 

In line with their stated philosophy, the 
LARC designers used the surface barrier 
transistor, a component of proved reliabil­
ity, and designed around a four-microsec­
ond cycle, magnetic core memory that 
they had developed. This memory was 
about three times as fast as the memories 
then in general use. The Stretch project 
was planning to use the very much faster 

drift transistors and a two-microsecond 
memory. Both of these components, which 
had been successfully demonstrated only 
in small quantities under laboratory condi­
tions, eventually proved to be very success­
ful and contributed to the greater speed of 
Stretch. Any comparison between the two 
computers should take into account the 
fact that Stretch was a year or more later 
than LARC, both in design and delivery. 
They were both very impressive develop­
ments. 

An unusual feature of LARC was the 
fact that it was basically a binary-coded, 
decimal, floating-point computer. This had 
also been true of NORC, but almost all other 
computers designed for large scale scientific 
computing have used floating-point binary 
arithmetic. 

The LARC design provided for an input/ 
output processor and one or two computing 
units, all operating in parallel and all 
communicating with the high speed core 
memory. The input/output processor is it­
self a stored program computer with its 
own instruction storage. The use of a pro-i 

grammed computer to handle the details' 
of controlling input and output devices 
provided great flexibility. This quite ad­
vanced approach had an unfortunate side 
effect: the performance of just about every 
program run on the machine could be ad­
versely affected by any inefficiencies in 
the processor programs. The LARC designers 
placed perhaps too much faith in the abil­
ity of the systems programmers to produce 
optimum performance in a very compli­
cated hardware system. 

The first LARC was installed at Liver­
more early in 1960, and another one was 
built and installed at the David Taylor 
Model Basin near Washington. The inten­
tion was to produce and market LARC as a 
commercial product, but only a few orders 
were forthcoming and no more LARCS 
were built. 

The first Stretch was delivered to Los 
Alamos in 1961. The original design called 
for a separate character-oriented processor 
and a separate binary arithmetic processor, 
but these were combined in the delivered 
machine. The original design called for a 
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0.5-microsecond memory in 2048-word 
modules, but this was dropped from the 
final design. One of the most interesting 
and complicated features of the computer 
is the look-ahead unit that picks up, de­
codes, and calculates effective addresses 
and fetches operands several instructions 
in advance. A look-ahead unit, working 
with an interleaved memory, can provide 
instructions and operands to one or more 
processing units at a rate much greater 
than would be possible in a strictly se­
quential system. The unit's purpose is to 
make a very high speed processor with a 
relatively low speed memory perform as 
fast as it would with a much faster mem­
ory. Some very ingenious logical design 
went into the handling of problems that 
arise when an already decoded instruction 
word is found to have been modified by 
an instruction just ahead of it, or when a 
conditional branch makes look-ahead ap­
pear ambiguous, or when an interrupt has 
to be processed. 

For a number of reasons the Stretch 
^computer, though remarkably fast, failed 
*0 achieve the 100 times 704-speed that 

was its advertised design objective; in some 
application areas it was disappointingly 
slow. It was difficult to implement a good 
multiprogramming system on the com­
puter, and, except in a few very large 
programs, it would be necessary to use 
multiprogramming to realize the full ca­
pacity of the system. The look-ahead 
system provided more problems than had 
been fully anticipated. The transfer rate of 
the disk system had to be cut in half in 
order to insure the reliability of the high 
speed parallel data transfers. 

With orders for about fifteen systems 
in hand, IBM was forced to announce 
(in May 1961) that the machine would not 
perform up to specifications and therefore 
there would be a corresponding reduction 
in price to those who had already placed 
orders. Since the lower price would not 
provide any margin of profit for IBM, the 
7030 Stretch computer was withdrawn 
from the product line. Some orders were 
canceled and only seven 7030's were com­
pleted and installed. 

Both LARC and Stretch must be evaluated 
as failures, since both companies involved 
hoped to produce a marketable product 
and failed to do so. Yet both were success­
ful in providing a major stimulus to the 
computer industry in the years from 1956 
to 1959. If there had been no project 
Stretch, IBM might very well have been 
two years later in the development of the 
7090, the most successful large scale com­
puter any company has marketed. It was 
really the 7090 that killed the Stretch com­
puter as a marketable product by provid­
ing a computer that cost about one third 
as much which would, for most users, do 
considerably more than one third as much 
work. If competition by Philco, Control 
Data, and others had not forced IBM to 
produce the 7090, the Stretch would almost 
certainly have had a longer, more success­
ful career in the computer market. 

CDC 6600 
Even before the first Stretch had been 

accepted at Los Alamos, work had already 
begun on the 6600 [58] by the Control 
Data Corporation. (This was another 
computer effort supported by the AEC 
Livermore Laboratory.) The original de­
sign specifications called for a computer 
three times as powerful as Stretch, and 
the machine that was delivered in 1964 
was faster than that. Some of the speed of 
the 6600 comes from the use of multiple 
arithmetic and logical units, and ten pe­
ripheral processors, which are themselves 
small computers, are an integral part of 
the system. The design philosophy of the 
machine contained the concept of an execu­
tive control vested in these peripheral 
processors which can direct, monitor, and 
time-share the very powerful central proc­
essor. According to the manufacturer, the 
central processor executes, on the average, 
over 3 million operations per second. By 
the end of 1965 most large AEC installa­
tions either had a 6600 or had one on order. 

IBM Series 90 
For several years after the unsuccessful 

Stretch venture, IBM seemed, at least to 
observers on the outside, to have lost in-
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terest in the very-large-computer market. 
In answer to a direct question about IBM's 
reaction to the 6600, an IBM spokesman 
at SHARE, who could be assumed to be 
speaking for the company, commented that 
every company had to get something like 
that out of its system—and IBM had al­
ready done so with Stretch. 

Soon after the announcement of the 360 
series it became apparent that IBM was 
ready to try again to establish its position 
in the super computer field. Negotiations 
were under way with Los Alamos for the 
production of a very fast series 90 in 
the 360 line. Control Data then announced 
its 6800 machine, logically identical to 
the 6600 but four times as fast and no 
more expensive than the 6600. IBM coun­
tered with the announcement of a model 
91, a model 92, and a model 95, in rapid 
succession. 

IBM finally settled on a single product-
line model, the 91, which revived the look-
ahead feature of Stretch. The model 91 has 
a 60-nanosecond basic cycle and uses a 
memory rated at 750-nanosecond cycle 
time, though its effective speed is less be­
cause of its very large size. The design 
goal was to execute instructions at the 
rate of approximately one per 60-nano-
second cycle. Memory interleaving, look-
ahead, adequate buffers, multiple arith­
metic and logical units, and very fast 
arithmetic are all used in the design in an 
attempt to achieve the stipulated process­
ing speed. "Pipeline system" has been used 
to describe their approach, since a number 
of instructions are simultaneously in dif­
ferent phases of their execution as they flow 
through an instruction-execution pipeline. 

Even though the system should be able 
to operate at almost full processor speed 
with the 750-nanosecond memory, it is pos­
sible to insure that performance level by 
using a very much faster thin film mem­
ory. The model 95 is the same computer as 
the 91 except for the presence of 1,000,000 
bytes of thin film memory with a 120-
nanosecond cycle time. The effective speed 
is closer to 200 nanoseconds because of the 
physical dimensions of this large memory. 

In a move reminiscent of the end of the 

Stretch project, IBM in 1967 announced 
that it would take no more orders for the 
series 90 computers and would deliver only 
the twenty systems for which it had al­
ready accepted orders. In 1968 IBM an­
nounced a new, very large system, the 
model 85, logically simpler but in some 
areas almost as powerful as the 91. The 
85 uses automatic block transfers into a 
small (16K-32K bytes) integrated circuit 
memory. It has been suggested that the 
model 91 was withdrawn because of the 
advanced state of development of the 85, 
which provides better price/performance 
characteristics. 

CDC 7600 

Control Data Corporation withdrew its 
6800 computer from the market and 
announced a new, more powerful 7600 sys­
tem. It has also been marketing, with 
some success, a 6400 series very much like 
the 6600 except for the removal of much 
of the parallelism, which made the price 
much lower. 

In 1968 CDC started to deliver its ex-, 
tended core storage (ECS), a large mag­
netic core peripheral memory designed for 
block transfers to and from main memory 
at a rate of 10,000,000 60-bit words per 
second. This ECS is offered as an optional 
peripheral device on the 6000 series, but at 
least 500,000 words of a much faster ECS 
will be required on the 7600. A swapping 
memory of this size and speed can change 
the nature of processing on the computers 
to which it is attached. 

The 7600 has larger, more powerful 
peripheral processors than the 6600, and 
more and faster input/output channels. Re­
ports of the first programs run on the 7600 
in the fall of 1968 indicate that the central 
processor will be able to execute instruc­
tions at the rate of 20-25 million per 
second. 

ILLIAC IV 

In quite another area, for a number of 
years Dr. Daniel Slotnick, while working 
for Westinghouse, tried to get support for 
the construction of a highly parallel ma­
chine, SOLOMON [60], which would use a 

Computing Surveys, Vol. 1, No. 1, March 1969 



Electronic Computers: A Historical Survey • 29 

large array (the number 1024 was men­
tioned) of arithmetic units joined together 
in a square matrix. The Atomic Energy 
Commission suggested that perhaps it was 
time for some other agency to pioneer in 
the super computer field, but no other sup­
port was forthcoming. 

Dr. Slotnick moved to the University of 
Illinois, and in this new environment he 
was able to obtain support from ARPA 
(The Advanced Research Projects Agency 
of the Department of Defense) to design 
and build a SonoMON-like computer, now 
appropriately named ILLIAC IV [63], The 
actual construction of the computer is be­
ing done under contract by Burroughs 
Corporation in Paoli. The ILLIAC IV will 
have 256 processing elements, each of 
which has its own thin film memory of 
2048 64-bit words and its own high speed 
adders for full 64-bit floating-point opera­
tions. The 256 processors are organized 
into arrays of 64 processors each. An array 
has a control unit (CU) which issues the 
instructions that are transmitted to all 

k processors in the array. The designers state 
'that [61] "All processing elements of an 
array execute, of course, the same instruc­
tion in unison under control of the CU; 
local control is provided by the mode bit in 
each processing element which enables or 
disables the execution of the current in­
struction." Each processor also has an in­
dex register which can modify the address 
field in the instructions that it executes. A 
large central computer, the Burroughs 
6500, provides more conventional comput­
ing capability in addition to general 
supervisory control over the entire sys­
tem. 

The designers predict that the ILLIAC 
IV will be fantastically fast in certain 
areas of computation: hundreds of times 
as fast as the 6600 and thousands of times 
as fast as the 7094 in specific applications 
[62], However, the approach used in the 
ILLIAC IV has been the subject of a good 
deal of controversy among computer de­
signers. In an angry session at the 1967 
Spring Joint Computer Conference, Dr. 
Slotnick presented the case for the parallel 
computer, and Dr. Gene Amdahl of IBM 

pointed out what he considers to be the 
weakness of the parallel processor ap­
proach [64], 

Dr. Amdahl was himself involved in the 
design of a new Advanced Computer Sys­
tem (ACS) for IBM in Sunnyvale, Cali­
fornia. Although nothing could then be 
said about this new computer, it was 
rumored to be a single processor machine 
with performance goals on the order of 
100-200 million operations per second. That 
ACS project was apparently dropped in 
1968 in line with an IBM policy to avoid 
the introduction of new computers that are 
not software compatible with the 360 series 
discussed in the section on the third gen­
eration. 

THIRD GENERATION 

Vacuum tube computers constituted the 
first generation, and all of the early 
transistorized computers are said to belong 
to the second generation. The distinction 
between the second generation and the 
third is not nearly as clean-cut, however. 
New computers, and most of the computers 
that remained on the market after 1965, 
are called third generation computers by 
their manufacturers; some even contend 
that they are already in the fourth genera­
tion. 

The major new technological develop­
ment has been in the area of integrated 
circuits. Those manufacturers that have 
based their new product line on monolithic 
integrated circuits claim that the use of 
such circuits is the true distinguishing char­
acteristic of third generation equipment. 
Those who still use discrete components 
insist that it is the performance of the 
system and not the nature of the compo­
nents that characterizes a computer as be­
longing to the third generation. 

IBM System/360 

IBM started the design of its System/ 
360 in 1961 [65]. A major aim was to 
standardize within IBM such computer 
characteristics as instruction codes, char­
acter codes, units of information, and 
modes of arithmetic. Theoretically at least, 
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the same programs would run, perhaps 
slowly, on the small, inexpensive 360, and, 
much more rapidly of course, on the larger, 
more expensive models. This compatability 
was achieved by the technique of micro­
programming in read-only memory. The 
physical and logical organizations of the 
hardware on the microprogram level were 
quite different from one model to another. 
In a sense, all the smaller models were 
designed to simulate the largest, conven­
tionally wired model. 

On April 7, 1964, IBM officially an­
nounced six new computers, the original 
models 30, 40, 50, 60, 62, and 70 of System/ 
360 [66], These computers, along with 
other members of the same family that 
would be announced later, were intended 
to replace all existing IBM computer 
series. They offered greater power at lower 
prices than the earlier systems. There was 
no attempt to be directly compatible with 
any previous series. IBM introduced the 
word "emulator" to describe a simulation 
technique using routines on the micropro­
gram level. These emulators would permit 
1400 series programs to run on the model 
30, and 7000 series programs to run on the 
largest microprogrammed models. Though 
very efficient compared with software simu­
lators, the emulators represented an in­
efficient use of the 360 computers, and 
most applications would have to be re-
programmed for the new equipment. 

The 360 is both word-oriented and 
character (or byte)-oriented. All 8-bit bytes 
are directly addressable. Word operations 
use 32-bit words, and in some cases 64-bit 
double words. It is a binary computer with 
hexadecimal floating-point arithmetic as 
well as decimal arithmetic that operates on 
strings of four-bit decimal digits. The sys­
tem supports a large variety of input/out­
put and peripheral storage devices by way 
of a "standard I/O interface." There al­
ready exists a very extensive literature de­
scribing the 360 [67] and its hardware and 
software features. 

Initially, only the smaller models, those 
up to the model 50, could have "multi­
plexor channels," which are necessary to 
drive card readers and printers and com­

munication equipment; the larger models 
would need one or more smaller computers 
attached to handle input and output. This 
was soon changed: multiplexor channels 
were made available on all models so that 
the large models as well as the smaller 
ones can operate in single processor as well 
as in multiprocessor configurations. 

IBM developed a new technology for the 
360 systems which they call Solid Logic 
Technology (SLT). They still use discrete 
transistors, but very small ones. Their cir­
cuits are hybrid rather than monolithic 
integrated circuits. Even though the hy­
brid circuits have some superior character­
istics, it would seem to this observer that 
IBM underestimated the speed with which 
monolithic integrated circuit technology 
would develop when it decided to proceed 
in a different direction. 

It soon became apparent that the 360 
line did not serve all classes of users. At 
the low end, an incompatible model 20 
was introduced. For the medium-priced 
scientific market a model 44 was designed 
that stressed calculating speed for scientific! 
and real-time applications, using a subset" 
of the 360 instruction code. At the high end 
of the line, a number of changes were 
made which resulted in the 65 and 75 (re­
placing the 60, 62, and 70), and the 67, 85, 
and 91, which were discussed earlier. 

The 360 represented a major reorienta­
tion on the part of IBM and has had 
tremendous impact on the computer in­
dustry. Thousands of 360's have been de­
livered and many thousands are on order. 
Many features of the 360 have been ac­
cepted as standards by other manufac­
turers. 

RCA Spectra 70 
Not very long after the introduction of 

the 360, RCA announced its Spectra 70 
series [68], a series of computers almost 
completely compatible with the IBM 360. 
RCA was saying, in effect, that the stand­
ardization that IBM felt would be so 
valuable within their company might be 
equally useful if it were adopted by the 
computer industry, or at least by part of 
the industry. 
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The RCA Spectra 70 used model num­
bers 35, 45, 55 to indicate performance in 
between IBM's 30, 40, 50, 60—presumably 
at prices that would make its product at­
tractive. These RCA models use monolithic 
integrated circuits. A large number of the 
Spectra 70 computers have been sold and 
installed. 

Honeywell 
In December of 1963 Honeywell an­

nounced its very successful 200 computer. 
It was essentially an improved and very 
much faster and more powerful version of 
IBM's 1401 computer. Since IBM was not 
going to provide a compatible successor to 
the 1400 series, Honeywell undertook to do 
so, reasoning, apparently correctly, that 
many customers would prefer not to re-
program, and that greater economy could 
be achieved by compatible hardware than 
by emulation. A "Liberator" software 
package was designed to handle those areas 
in which some incompatibilities existed be­
tween the 1401 and the 200. 

t The 200 has been very successful and 
"has been developed into a whole line of 

computers, from a small 100 to a very large 
1200 [69], Honeywell has become second 
only to IBM in the business data process­
ing computer field. 

GE 
The General Electric 600 series looks in 

many ways like a successor to the IBM 
7090 series, but it was not intended to be 
program compatible and has not been very 
successful as a replacement for the earlier 
machines. GE has been very active in the 
area of time-sharing, and several of its ef­
forts in that area are discussed in the sec­
tion on time-sharing. 

Other Third Generation Systems 
All the major computer manufacturers 

are now offering third generation systems. 
Burroughs is marketing a full line of com­
puters, up to the very large 6500, 7500, 
and 8500. Partly as a result of its own 
improved peripheral equipment, and partly 
as a result of greatly increased interest in 
multiprogramming systems, there has been 

an upsurge in orders for its 5500 system. 
Univac, whose very successful UNIVAC 
1108 has already been mentioned, is also 
marketing a new 9000 series with con­
siderable success. Control Data Corpora­
tion, which has become a dominant factor 
in the area of very large computers, is also 
marketing a number of new computers in 
its medium price 3000 series. National 
Cash Register stayed with its 300 series 
for quite a long time, but in 1968 it 
announced a very promising new line, the 
NCR Century Systems. 

A number of smaller companies in the 
computer field have introduced very inter­
esting and very successful third generation 
systems. Among these are the Digital 
Equipment Corporation PDP series and 
the Scientific Data Systems Sigma series. 

TIME-SHARING 

Atlas System 
Manchester University and MIT, which 

had both made very significant contribu­
tions to the early development of compu­
ters, were the chief sources of some of the 
most interesting recent developments. By 
1959 the computer designers at Man­
chester, in cooperation with Ferranti Ltd., 
completed the design of the Atlas System. 
The Atlas uses some ingenious and, in­
cidentally, expensive hardware in an at­
tempt to solve the related problems of 
overlay and hierarchic storage organiza­
tion, and the allocation of main memory in 
a multiprogramming environment. The At­
las approach, the single-level storage sys­
tem [70], permits each programmer to 
write his program as if he has all of a very 
large core memory available to himself. 

In the Atlas, memory is organized into 
pages of 512 words each, and the program­
mer can use up to 2048 logical pages even 
though the actual core memory of the 
computer might have as few as 32 physical 
pages. The same logical page may be in 
and out of core memory a number of times 
during the execution of a program and it 
may thus occupy different physical pages, 
even during a single run of the program. 
During execution of a program, one or 
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more of its logical pages are in main 
memory, where any logical page may be 
stored in any physical page, and the rest of 
the program is in fast auxiliary storage. 
The computer contains rather elaborate 
address-translation hardware so that an 
address that refers to a location in any 
logical page is automatically interpreted as 
referring to the physical page in which that 
logical page currently resides. If the logi­
cal page is not physically present it will 
be fetched into core memory from the 
drum. Normally there will be some pages 
of several different programs in core mem­
ory, so that the time required to fetch a 
page needed by one program will be used 
as execution time by another program. 

An interrupt and memory-protect sys­
tem are also included in the Atlas hard­
ware, as are other features to assist the 
very elaborate executive programs re­
quired to keep the necessary records and 
to keep such a system running at a rea­
sonable level of efficiency. 

Project MAC and the GE 645 
The Atlas paging scheme is extremely 

attractive in a computer environment in 
which large numbers of users are served 
simultaneously and in which the realloca­
tion of main memory goes on at a very 
high rate. At MIT the chief subject of in­
terest to the computer group for a number 
of years has been the time-sharing of 
large central computer facilities by large 
numbers of on-line users. With massive 
financing by Government research 
agencies, MIT's project MAC had built 
such a system using IBM 7094 equipment 
[71], However, the 7094 performs very 
poorly in such an environment, and in 
1963-4 they were looking forward to a 
new generation of computers in which the 
hardware might assist rather than hinder 
the time-sharing executive systems that 
they wished to design. 

MIT had worked very closely with 
IBM for a number of years, and most ob­
servers assumed that the new equipment 
for project MAC would be IBM equip­
ment, even after the announcement of 
IBM's System/360, which indicated little 

or no hardware assistance to multiconsole 
time-sharing systems. IBM apparently 
adopted the attitude that the project MAC 
requirements were for a one-of-a-kind sys­
tem which it was prepared to supply when 
the MIT group would come through with a 
reasonable set of specifications. 

At this point the General Electric com­
puter department, which had entered the 
large scale computer market with its 635 
computer, proposed a number of modifica­
tions that would convert the 635 into a new 
computer (the 636, later known as the 645) 
specifically designed for a large, time-
shared multiconsole system as planned by 
Project MAC [72], One feature would be 
modularity, which would permit multiple 
processors to communicate with multiple 
memory modules and peripheral con­
trollers. Another feature was an adaptation 
and extension of the Atlas paging scheme, 
in which there is another level of organiza­
tion, the segment, and a more complicated 
hardware-assisted address-translation al­
gorithm. 

In the middle of 1964, Project MACi 
ordered a dual processor 645 system from 
General Electric, and shortly after that the 
Bell Telephone Laboratories announced 
that it was going to order four such sys­
tems (later reduced to three). It was 
clear that a time-sharing bandwagon was 
forming and there was going to be a great 
rush to get on the General Electric de­
livery list. 

IBM 360 Model 67 
IBM reacted almost violently to the 

situation. Clearly it had made a mistake; 
this was not a one-of-a-kind or even a 
small market. Its technical staff had evalu­
ated hardware address-translating systems 
and had decided that the logical elegance 
that was gained would cost too much in 
extra hardware, in very complicated soft­
ware, and in degradation of performance. 

The correctness or incorrectness of the 
technical judgment was irrelevant; in a 
sales-oriented company, technical judg­
ment cannot be allowed to interfere with 
sales judgment. By order from the top, 
IBM was fully converted to the principle 
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of maximum support of large time-sharing 
systems. The IBM sales organization was 
told to spare no expense to avoid losing 
any more orders in the large scale, time­
sharing field. 

It was not too difficult to add paging 
hardware to the largest microprogrammed 
models (60 and 62) of the 360 line, and 
soon models 64 and 66 were being offered, 
with an order from Lincoln Laboratories 
for amazingly early delivery of both hard­
ware and software. However, it was soon 
apparent that this was not enough. The 
60 and 62 were too slow and expensive 
and the 64 and 66 didn't go far enough. 
The only thing to do was to scrap the 
whole lot of them. 

In their place there were announced the 
much faster model 65, at the price of the 
slow model 60, an even faster model 75, and 
the model 67, with segments, pages, modu­
larity, and other features, a number of 
which had been developed in cooperation 
with the first model 67 customer, the Uni­
versity of Michigan [73]. 

There are many attractive features 
embodied in the time-sharing concept: 
conversational on-line debugging, man/ 
machine interaction, file interrogation, in­
formation retrieval, graphical input and 
output, machine-aided design, computer-
assisted instruction; these and other key 
areas of computer research and application 
can be made accessible to large numbers of 
users only by way of multiaccess time-
shared computing systems. In 1965 the 
model 67 seemed to be the most promising 
of the possible approaches to large-scale 
time-sharing, and most major universities 
and many research organizations ordered, 
or planned to order, systems built around 
one or more model 67 processors. 

IBM launched a major software de­
velopment effort to construct a time-shar­
ing operating system (TSS) for the model 
67. Enthusiastic potential users were 
planning installations in which hundreds 
of consoles would be on-line simultane­
ously. By the middle of 1966 it became 
apparent that the performance of the sys­
tem would be marginal at best. Simulation 
studies indicated that the original soft­

ware system would find it difficult to sup­
port even a very few consoles. 

Most customers withdrew their orders. A 
number of model 67 systems were de­
livered in 1967, and the early TSS system 
release provided limited service to about 
eight on-line typewriter consoles. Other 
software developments at the University of 
Michigan, at General Motors Corporation, 
and at IBM's Cambridge center have pro­
duced alternate software systems for the 
67, and a second version of TSS promises 
performance improvements over the first 
version. It seems clear (as of June 1968) 
that even with the best possible software, 
model 67 performance will fall far short of 
the performance expected and promised in 
the atmosphere of enthusiasm for time­
sharing that prevailed in 1965. It seems 
unlikely that a really satisfactory level of 
performance will be achieved in any 
large scale time-sharing system without 
major hardware developments that may 
become available in the fourth or fifth 
computer generation. 

Multics 
The software effort for the GE 645 is a 

joint effort of personnel from General 
Electric, MIT, and Bell Telephone Lab­
oratories [74], Their Multics system has 
many interesting features, and introduced 
and elaborated a number of important 
concepts, but here too it is almost impos­
sible to be optimistic about the eventual 
performance of the system on the 645. 

O 
Other Time-Sharing Systems 

Even though the large time-sharing sys­
tems have been disappointing, they have 
had a major influence on the development 
of a number of fairly successful smaller 
systems. General Electric, using a software 
system developed at Dartmouth College, 
has been very successful in marketing its 
265 computet' as a small time-sharing sys­
tem. The 265 uses the GE 235, a small 
second generation computer, in combina­
tion with their Datanet 30, a special pur­
pose communications-handling computer. 

Many of the small scale time-sharing 
systems are software systems on conven-
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tional computers, but there have been a 
number of special models and special hard­
ware features designed specifically for 
time-sharing application. The SDS 940, a 
modification of the more conventional 
930, was developed at the University of 
California and is being successfully 
marketed by Scientific Data Systems. This 
computer has been installed by a number of 
companies offering time-sharing services 
commercially by way of teletype consoles 
and voice-grade telephone lines. RCA has 
added some address-translation hardware 
and made other modifications to their 
Spectra 70 model 45 and is marketing the 
resulting model 46 for time-sharing use. 
The Control Data 3300, the Digital Equip­
ment Corporation PDP 10, and the Scien­
tific Data System Sigma 7 are other 
computers that incorporate special hard­
ware features for use in a time-sharing 
system. The use of computers by way of 
on-line remote consoles is becoming in­
creasingly popular and will be a major 
consideration in future developments. 
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Why the World of Business 
Relies on the SAS System. 
When millions of records and 
billions in revenue all ride on 
your data, you can't settle for 
anything less than the world's 
most reliable software. That's 
why more than 75% of the world's 
most successful companies — 
from finance to pharmaceuticals, 
manufacturing to mining — 
depend on the SAS System. The 
#1 applications software system. 

A World of Choices 
We've designed the SAS System 
for practically any application 
that involves accessing, manag­
ing, analyzing, and presenting 
data — from shop-floor quality 
control to top-floor executive 
information systems. And because 
SAS applications run the same 
regardless of hardware, you have 
the power to decide where those 

applications belong — in the data 
center, at the department level, 
or on the desktop. 
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sive documentation and training. 
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See for yourself why thousands 
of companies turn to the SAS 
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(919) 677-8200 and ask for your 
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details about our free 30-day 
software evaluation. In Canada, 
call (416) 443-9811. 
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SAS Institute Inc. 
Software Sales Department 
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Cary,NC 27512-8000 
Phone (919) 677-8200 
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The SAS System runs on mainframes, 
minicomputers, workstations, and 
personal computers. 
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" FOR MANAGERS OF INFORMATION TECHNOLOGY WORLDWIDE 

BY DAVID R.BROUSELL 
An interview with Dr. J. Presper 
Eckert, the coinventor of the 
UNIVAC I and the world's first 
electronic digital computer. 

Cover shows Eckert in the late 1940s and today; 
photography by Eugene Mopsik. Where it all began: Eckert outside U. of Penn.'s Moore School. 

40 Years Of Computing 
What Hath 

40 Years On 
The Frontier 34 

BY LINDA RUNYAN Fasten 
your seat belts, and hang on tight. 
You're about to take a trip through 
40 years of commercial computing. 
In this special section, 
DATAMATION celebrates the 
people and the technologies that 
created one of the world's most 
dynamic industries. It all started 
with the shipment of Remington 
Rand Inc.'s UNIVAC I to the U.S. 
Census Bureau 40 years ago this 
month. 

Trivia Contest 59 
BY ANDREA OVANS AND CHRIS 
STAITI After spending weeks in our 
dusty, ill-lit storerooms poring over back 
issues of DATAMATION, we have come up 
with what we believe are a baker's dozen of 
the most formidably trivial questions we 
could find, three for each decade. 

40 YEARS OF COMPUTING 
NEW 

LANGUAGES 

Miles To Go 62 
BYJEFFMOAD What will be coming 
up in the next decade and beyond may be 
even more exciting than what preceded it. 
If that's not completely certain, what is is 
that the technological innovations will come 
at a faster pace than ever before and will 
affect larger numbers of people and 
organizations. 
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Only Oracle CASE allows teams of developers to jointly design 
and build database applications that mn on virtually all the 
computers in your organization. Mainframes, minicomputers, 
workstations and PCs. 
Oracle CASE supports the full lifecycle of systems development. 
From strategic planning, analysis and design to on-line generation, 
production and maintenance. Using sophisticated diagrammers 
for entity-relationship models, function hierarchies, dataflow 
analysis and matrices. All integrated with a comprehensive set of 
application development tools and utilities. 

Hnirlo PACT I/OQ vft|. Developers' efforts are fully coordinated via a 

develop applications anywhere. _ ," "jl w w j >v v on virtuajjy any platform, and be accessed by And mn them everywhere. just about any combination of terminals and 
workstations. So developers can truly work as teams to improve 
productivity, while eliminating errors and redundancies. 

And once CASE generates your application, you can run it on 
virtually all your computers. From PCs through mainframes. 
Oracle also offers comprehensive services to transfer our CASE 
expertise to you. Including full support, education and consulting 
to maximize your success with CASE technology. 

1-800-633-0544 Ext. 8235 

Call us now, and register for the free Oracle CASE Technology 
Seminar in your area. 
You'll see why Oracle offers the best CASE scenario. 

ORACLE 
Software that runs on all your computers. 

© 1991 Oracle Corporation. ORACLE is a registered trademark of Oracle Corporation. All 

other trademarks referenced are the service marks, trademarks, or registered trademarks of the 

respective manufacturers. Call 1-800-ORACLE1 for hardware and software requirements. *In 

CANADA please call 1-800-668-8925 for product and seminar information. 
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| INSIDE DATAMATION 

A Journey Just Begun 
On March 31, 1951, the first UNIVACI was shipped to the U.S. Bureau of the Census. 
It was a momentous day and the culmination of many years of pioneering effort for 
the inventors of the machine, Dr. J. Presper Eckert and the late Dr. John Mauchly, 
and for Remington Rand, the company that sponsored them. But it was more than 
just an important day. A lot more. What the shipment did was mark the start of a 
new era, the era of commercial electronic computing. It was an era that would give 
rise to a new industry, a new class of workers and a new set of rules for business itself. 

In this issue, we look back to that great event and what has happened since. It's a 
journey back in time that begins with a conversation with the man who made much 
of what we do today with computers possible. As the coinventor of the UNIVAC I, 

and, before that, the famous F.N I AC, Dr. Eckert, now 72, 
sums up what he thinks 40 years of computing has accom­
plished (see "What Hath He Wrought?" page 30). His 
conclusions may surprise you. 

Next we reexamine what enabled computing to grow 
as fast as it has. But DATAMATION is not just looking at 
the technological advances that helped to propel an in­
dustry. We've gone beyond that important analysis to 
probe the underlying forces that drove computing over 
40 years—the funding by the Defense Department, the 
demand by the insurance companies and banks for solu­
tions to everyday business problems, the need to distrib­
ute computing power to more and more locations, and 
the desires among users for tools to enhance their own 
productivity. 

In "40 Years On The Frontier," page 34, former 
DATAMATION senior editor Linda Runyan, with the 
good offices of the DATAMATION staff, has assembled a 
stellar cast for this journey back in time. Providing pow­

erful perspectives on the industry are the Brookings Institution's Ken Flamnt, for­
mer IBM System/360 developer and now professor Fred Brooks, Ethernet inventor 
Bob Metcalfe, former Aetna Mis chief Irv Sitkin, Compaq's Rod Canion, VisiCalc 
inventor Dan Bricklin, Digital Equipment's VAX designer Gordon Bell, TCP/IP in­
ventor Vinton Cerf and Gene Amdahl, among others. Alsojoining us, in rare inter­
views, are two former IBM chief executives. ThomasJ. Watson Jr. discusses the secret 
of IBM's success, page 38, and John R. Opel presents his views on productivity and 
the benefits of computing, page 48. 

But that's not all, folks. We didn't want to provide a retrospective of the industry 
without also taking a glimpse of the future. So we asked senior writer Jeff Moad to 
seek out the best minds in the industry to gain a perspective on what's ahead. In his 
article, "Miles To Go," page 62, Moad talked with Apple Computer fellow Alan 
Kay, IBM vice president for science and technology John Armstrong, eminent com­
puter inventor Bob. O. Evans, Xerox research fellow Bernardo Huberman, MIT's 
Nicholas Negroponte, IBM fellow John Backus and Unisys chief technical officer 
John Wise. 

All in all, our journey has convinced us that computing has come a long way in 
40 years, affecting business and society at large in ways Dr. Eckert and the men and 
women of his time never imagined. But in many ways computing has only just begun. 
Imagine what the next 40 years may bring. 

David R. Brousell, Editor 

^kcoming Next Issue: 

• Sybase's Big Blue Connection 
• The future of Motorola's 88000 RISC chip 
• A look at NetFrame, one of the new crop of superservers 
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THE COMPUTINGEQUIVALENTOF 
5 CAROFTHETSAR 

DATAMATION'S Product Of 
The Year has been announced. 
And the choice of thousands of 
MIS professionals in the systems 
category is overwhelming. 

It's Digital's VAX™ 9000 
mainframe. 

Their choice is not at all surpris­
ing. The VAX 9000 features an 
innovative new packaging 
technique, the Multi-Chip Unit 
(MCU), which delivers higher 

I ED3DD0I] 

performance at lower cost. Its 
CPU speed and system through­
put are perfectly balanced, for the 
kind of performance that the 
toughest mission-critical applica­
tions demand. And not only does 
its technology set new standards 
for designed-in reliability, the 
people behind it continue setting 
new standards for customer 
support. 

As a result of all these features, 

Digital's first mainframe came in 
ahead of IBM's 3090 and Cray's 
Y-MP2E in Product Of The Year 
voting. What's more, the VAX 
9000's vector processing perfor­
mance helped propel Digital to 
the top in supercomputing market 
share in just one year. 

For more information on 
DATAMATION'S Systems 
Product Of The Year, call 
1-800-332-4636, ext. 9000. 

r Digital Equipment Corporation, 1991. The DIGITAL Logo and 
VAX are trademarks of the Digital Equipment Corporation. 
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asten your seat belts, and hang on tight. You're about 
to take a trip through 40 years of commercial computing. 
In this special section, DATAMATION celebrates the 
people and the technologies that created one of the 
world's most dynamic industries. 

It's always 

been the 
cost of 

computing 
power that 

has driven 

computers 

and their 

applications. 

It all started with the shipment of Remington Rand Inc.'s 
UNIVAC I to the U.S. Census Bureau 40 years ago this 
month. Starting from this point, DATAMATION'S 

retrospective includes: 

• "What Hath He Wrought?" An interview with 
J. Presper Eckert, the coinventor of the UNIVAC I. 
Page 30 

• "40 Years On The Frontier" A Retrospective. 
Page 34 

• Trivia Contest. Page 59 

• "Miles To Go" Predictions by leading industry 
technologists. Page 62 

DATAMATION wishes to thank the following individuals and organizations for their help in preparing this special 
report: DATAMATION associate editor John McMullen; Frederick Withington; DATAMATION contributing editor 
Kurt Rothschild; Unisys Corp.'s Martin Krempasky, director of trade press and consultant relations, and Michael 
Stugrin, corporate director of public relations; and Mike King, IBM corporate media relations. 
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In 1951, the United States Census installed the 
world's first production line computer, UNIVAC I. 

In 1954, the first commercial computer was installed 
in an appliance plant in Louisville, Kentucky. It was 
also a UNIVAC I. It amazed the world by doing 
1 thousand calculations a second. 

Today, we've just announced our new A19—more than 
51,000 times faster than that first "electronic brain!' 
In fact it is the fastest single-processor commercial 
mainframe anywhere. 

And as the people who built that very first UNIVAC, 
we at Unisys are proud of our on-going contributions 
to the last forty years of innovation and growth 
throughout the computer industry. 

We're proud of the service our 70,000 people give to 
more than 60,000 customers in over 100 countries. 

And with them, we're looking ahead to all the remark­
able advances, ingenious thinking and productive 
solutions that the next forty years will bring 

UNISYS 
We make it happen 

Circle 13 on Reader Card 
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What Hath 
He Wrought ? 
By David R. Brousell 

Q: Did you have any idea what you were creating when you 
built the ENIAC and, later, the UNIVAC I? 
A: Yes and no. I thought it would be a universally applicable 
idea, like a book is. But I didn't think it would develop as fast as 
it did, because I didn't envision we'd be able to get as many 
parts on a chip as we finally got. The transistor came along un­
expectedly. It all happened much faster than we expected. 

Q: Do you think there's any future role for the mainframe as 
it now exists? 
A: Well, yes, if it's a super high-speed thing like a Cray or 
something that does specialized problems that can't be 
done otherwise in real time. For example, if you're going to 
do weather predictions, there's no way to chop up the 

. weather into a thousand little pieces and do them indepen­
dent of one another at the same time on a thousand ma­
chines. So you need a fast machine to do it. Otherwise, 
you'll end up taking longer to predict the weather than it 
takes the weather to happen. That wouldn't be very useful. 

Q: No, I guess not. How about in business? Is there any role 
for mainframes? 
A: I don't think so. Most of the machine problems are thou­
sands of little problems mulled together, and it's usually pos­
sible to organize those and make them work off a central 
memory system of some sort. 

Q: You see mostly PCs? 
A: Well, even if there's a mainframe, I think the mainframe 
will consist of a couple of hundred small computers, chips 
built into a box, working like a telephone exchange. 

Q: What do you think computing has accomplished over the 
past 40 years? 
A: What we were beginning to see back about 1960,1 guess it 
was, 30 years ago, was that we were starting to have more 
people doing paperwork than doing production work in 
the United States. 

I think that all the computer has done so far is stem the tide 
to prevent it from getting worse, preventing a paperwork ex­
plosion, preventing the paperwork explosion that never oc­
curred, which is the result of the computer arriving in time. 

Q: How about in terms of individual creativity? Have com­
puters spurred creativity in individuals? 

(A: Certainly in the scientific area, because it allows you to 
tackle problems you couldn't tackle before. Instead of 
spending all your time grinding away at a desk with pencil 
and paper, you have more of your time to be thinking about 
the results and less time doing the dog work. 

Q: That's mosdy paperwork reduction, too, though. 
A: Yes. But one of the things I worry about in the world is the 
loss of individuality. Of course, Communists made a 70-year 
experiment, and it shows you what happens when you [try 
to suppress] individuality. It doesn't work, does it? It bothers 
me when I see conglomerates eating each other up and get­
ting fewer and fewer people, because that's a form of com­
munism. We're going to end up with communism for big 
business, instead of communism for the government. And 
that's just as bad. The evil in the world is bigness, in my opin­
ion—in big medicine, big everything. 

Q: How about the computer industry itself, the way it looks 
today, is it too big in some respects? 
A: I don't know how to evaluate that. But what I was trying to 
get at here was that the computer is the chance for people 
to survive against this overwhelming bigness. Because it 
means that, to a great extent, I can buy special parts to put 
in this machine that will increase its performance 100 times, 
special parallel processors and things. And I can order these 
things for a few thousand, five or ten thousand bucks. That 
means I, as an individual, could afford to go out and com­
pete with a mainframe. 

What it amounts to, though, is the computer helps the in­
dividual because he can buy a machine and do on his own 
what he would have to work for a big corporation to do in 
the past. It turns out, most of the developments and inven­
tions do not come out of huge companies. They come out 
of small businesses. 

Q: It's an interesting statement because I think the conven­
tional wisdom is that the computer enabled the creation of 
even bigger businesses. 
A: It may have, and from that point of view it's the enemy. 
But I know some guys in big companies whose main task is 
to worry about what these little [computers] in all the de­
partments are doing to them. Because it allows somebody to 
walk out of the company with their ideas much more easily 
than when they [the company] had it all on the mainframe 
and could control it. And they are worried about the secu­
rity of the companies, customer lists and everything else. 
But I think this is good in a laissez-faire capitalistic system. 
Because big companies becoming these monopolies and 
preventing this from happening is another kind of a police 
state, as far as I'm concerned. 

Q: So you see yourself then, not primarily as the inventor of 
the computer, but as some sort of freedom fighter? 

A: Well, yeah, because it's worked out that way. I think. 
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Their 
Open Systems 

promise. 

• 

Which looks better to you? 
More blue skies. Or fast deliv­
ery of real Open Systems. 
If it's hardware and software 
you want, there's a computer 
company ready to supply them. 
Hewlett-Packard. 
In fact, we'll make it this 
specific. If you're planning to 

add a system to handle a new 
strategic application, call us. 
We'll deliver a computer 
solution that will tackle the 
immediate task. At the same 
time, it will integrate with 
products from other vendors, 
with other platforms, operat­
ing systems and applications. 
Key to making this work is our 

broad range of systems soft­
ware technology. For the people 
in your company, this brings 
point-and-click simplicity, 
while allowing transparent 
integration of applications 
and access to data bases, both 
local and remote. 
This Open Systems reality ha|^ 
a solid foundation. Six years^p 

©1991 Hewlett-Packard Company NSS9017 
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of delivering standards-based 
systems. A dedication to 
networking standards, from 
LANs to WANs. And a family of 
RISC-based computers offer­
ing unmatched scalability 
from desktop models to multi­
user systems. 
For nearly twenty years, we've 
been delivering computers 

to handle company-wide 
strategic functions. From 
materials management and 
financial analysis to office 
automation and distribution. 
And we offer service so 
superior that, in the Datapro 
User Surveys, HP has achieved 
the best overall record among 
industry leaders for cus­

tomer support satisfaction. 
For seven straight years! 

In short, there's nothing 'blue 
sky' about our Open Systems. 
Call 1-800-752-0900, 
Ext. 1947. We'll deliver. 

m 
HEWLETT 
PACKARD 
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What •were 

-the factors that 

have driven 

computing? 

Large systems 

for the govern­

ment, insur­

ance, banking 

and aerospace 

led the way, 

followed by 

departmental 

and 

individual 

applications. 

But the key 

is price/perfor­

mance. 

A RETROSPECTIVE 

YEARS 
ON THE 

FRONTIEI 
By Linda Runyan 

he forces that kindled the 
computer revolution four 
decades ago, advancing 
computing frontiers 
throughout the world and 

throughout organizations, are still wielding 
a potent influence on the scope and shape 
of information systems today. The pioneer­
ing push these forces engendered pro­
pelled the computer out of the back room, 
into the glass house and onto the desktop 
and laptop. In that 40-year process, a $256 
billion global industry was spawned that, in 
turn, nourished national economies by giv­
ing birth to new businesses, enabling work 
to get done better and faster. 

That progress, attained at a breathtaking 
pace, would not have been possible without 
economic incentives. In the parlance of in-

/ 9 9 \ 

The Power Of Price/Performance 

1,000 

The price/performance of major computer system 
components has improved continually over the years. 

0.1 

Central Processing Unit 

Disk Storage 
(Geometric Mean) 

Complete System 
(Geometric Mean) 

1965 1970 1975 
Source: Kenneth Flamm, The Brookings Institution 

formation processing, those incentives 
translate into price/performance, the con­
sistent and primary driver of computing 
over the past four decades. And in the 
driver's seat has been the U.S. government, 
the earliest and still the largest consumer of 
processing power, in its multifaceted role as 
user, funder and facilitator. 

"It's always been the cost of computing 
power that has driven computers and their 
applications, at the low end as well as the 
high end," declares economist Kenneth 
Flamm, a senior fellow at The Brookings 
Institution in Washington, D.C. "Every 
time the prices tumble like a rock, there's a 
huge expansion in demand for computers 
and new kinds of applications." 

Flamm's studies show a 25% price/per-
formance improvement in computing in 
real dollars every year from 1957 to 1978, 
and, he says, there have probably been 
even greater gains since then. 

One person who saw those price/perfor­
mance possibilities all along the way was Ir­
win Sitkin, who retired in 1989 from his 
post as vice president of corporate adminis­
tration at Aetna Life & Casualty Co. in 
Hartford, Conn. 

The Unshackling Of Minds 
"Price/performance," explains Sitkin, 

"enabled people to unshackle their minds 
from the restrictions they had before. All of 
a sudden, they became willing to use this 
tremendous improvement in price/perfor­
mance to do more than just process trans­
actions. They began to use it to actually 
manage information, so that their com­
pany could do more effective business than 
it had ever done before." 

Eminent computer designer Fred 
Brooks, professor of computer science at 
the University of North Carolina at Chapel 

34 DATAMATION—MARCH 15, 1991 



Hill, puts price/performance at the top of 
his list of factors fueling the growth of the 
industry. 'The tremendous change in the 
performance/cost ratio," declares Brooks, 
a designer of the IBM 360 computer in the 
1960s, "is the single most important driver." 

But among the factors that initially cre­
ated demand for computing back in the 
late 1940s were the rise in labor costs and 
the increase in government paperwork. 
"Everything just got so much more compli­
cated," Brooks explains, "which meant that 
you had to have new tools to handle all of 
it." 

Brooks's last point brings us right back to 
Uncle Sam—an Uncle Sam with an ambi­
tious social agenda in the time of President 
Franklin D. Roosevelt and his New Deal. 

"The New Deal, with its flurry of public 
welfare programs, put an administrative 
burden on business, and that burden made 
computers essential," says IS veteran Carl 
Reynolds, who retired in 1989 from his po­
sition as staff vice president at Hughes Air­
craft Co. in Long Beach, Calif. 

Respected computer in­
dustry commentator Fred­
erick Withington agrees 
that the increasing popu­
larity of social programs 
created mounds of paper­
work. These programs, 
pushed by both the pri­
vate and public sectors, he 
says, were part of "a social 
phenomenon that started 
with the New Deal. With­
out computers," he con­
tends, "the New Deal phi­
losophy could not have 
grown as it did over time." 

What the government 
did, quips Ethernet inven­
tor Robert Metcalfe, "was 
create a bureaucratic 
problem that had to be 
solved with computers." So necessity could 
be called the mother of the machine age. 
"The testers of technology are always peo­
ple who need it the worst," points out Jim 
Burroughs, director of the National Com­
puter Systems Laboratory at the National 
Institute of Standards and Technology 
(NIST). "If you really need something, 
then you go out and try it even if it's not 
perfect yet." 

Computing technology was far from per­
fect when the Feds began testing it out in 
the early 1950s. Even so, the economics 
were on their side, making them ideal pio­
neers. "In the early days," explains Tom Gi-

• ammo, assistant commissioner for IS at the 
'Patent and Trademark Office (PTO), "a 
unit of computing was very expensive. So in 
order to get the economics to pay off, you 
had to have tasks where you did reasonably 
simple things a massive number of times. 

The Census 

launched the 

ere of 

commercial 

computing in 

1951 when it 

took delivery 

of Reming­

ton Rand's 

U INI I VAC I. 

The government had and still has many 
jobs with that characteristic on the com­
mercial side as well as the scientific side." 

The U.S. Bureau of the Census launched 
the commercial-computing era in 1951 
when it took delivery of Remington Rand 
Inc.'s first UNIVAC I, which performed 
repetitive number crunching on popula­
tion and survey data. And paving the way 
for the development of the UNIVAC I was a 
series of government-funded events that 
began during World War II. 

ENIAC Goes To War 
In 1943, at the height of America's war 

against Japan and Germany, the heat was 
on Drs. J. Presper Eckert and John W. 
Mauchly to develop a calculating device for 
computing ballistic firing tables crucial to 
the war effort. What they came up with was, 
of course, the Electronic Numerical Inte­
grator and Computer (ENIAC), the world's 
first electronic digital computer. 

Nevertheless, it wasn't until after the war 
that the first all-electronic digital computer 

actually went into action 
at the Atomic Energy 
Commission's (AEC) Los 
Alamos Scientific Labora­
tory in New Mexico. This 
time the heat was atomic, 
and the idea was to help 
scientists create the first 
hydrogen bomb. As a re­
sult, Los Alamos and 
Lawrence Livermore Lab­
oratories in California 
soon became prime pio­
neering customers for 
computers. 

Gordon Bell, the de­
signer of Digital Equip­
ment Corp.'s VAX com­
puter and now chief 
scientist at Stardent Com­
puter Inc. of Concord, 

Mass., says he paid particular attention to 
these prime users. "When I went to DEC in 
1960, I met the Livermore people. And 
from then on, I listened to them because 
they had the hard problems, and you al­
ways went to the users with hard problems. 
Livermore and Los Alamos," adds Bell, 
"were important forces in graphics and im­
age processing." 

Livermore and Los Alamos, which are 
now both Cray supercomputer users, also 
prompted much of the progress in high-
performance computing, progress that 
continues today in supercomputers and 
parallel processing. Those efforts started in 
the early 1960s when IBM teamed up with 
Los Alamos engineers to design its 
STRETCH machine, which was needed for 
nuclear weapons design. Many of the archi­
tectural features of this legendary system 
were picked up in the IBM System/360, 

TlIN/IE LINE 

• THE '50s 
• 
•"1951 
• 
• Census Bureau accepts deliv-
• ery of UNIVAC I from Rem-
• ington Rand. 

• 
• First Ferranti Mark I is deliv-
• ered to the University of 
• Manchester in England. 
• 
• IBM decides to produce the 
• 701, the first electronic binary 
• computer. 
• 
• 1952 
• 
• UNIVAC I successfully pre-
• diets the outcome of the 1952 
• presidential election. 

• 
• 1953 
• 
1 IBM initiates development of 
• the 702 for commercial appli-
• cations. 

• 
• NCR introduces its CRC 1020 
• commercial computer. 

• 
• First magnetic core memory 
• goes into MIT's Whirlwind 
• computer. 
• 
• 1954 
• 
• English Electric starts build-
• ing DEUCE computer. 

• 
• GE's Appliance Division de-
• velops the first successful in-
• dustrial payroll application 
• for UNIVAC I. 

• 
• IBM announces the 650, the 
• first mass-produced com-
• puter, and sets to work on the 
• 704. 
• 
• 1955 
• 
• Remington Rand merges 
• with Sperry Corp. to create 
• Sperry Rand. 

• 
• IBM starts work on its innova-
• tive experimental STRETCFI 
• computer. 
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which went on to be the cornerstone of 
commercial computing. 

The rocket race, which began in the late 
1950s, also helped further high-perfor­
mance frontiers and, in turn, helped ad­
vance the development of machines for the 
commercial marketplace. As Reynolds 
points out, "I don't think there's any ques­
tion that it was the government's demand 
for technical computing, whether in nu­
clear energy, or aircraft design, or aerody­
namics that really fueled the development 

UNIVAC I: The Commercial Pioneer 
The Universal Automatic Computer, or UNIVAC as it became 

known, was the brainchild of Drs. J. Presper Eckert and John W. 
Mauchly. In the mid-1940s, the dynamic duo invented the Electronic 
Numerical Integrator and Computer (ENIAC), which is regarded as 
the first digital computer. In 1947, they formed the Eckert-Mauchly 
Computer Corp., where they began work on the now legendary Bi­
nary Automatic Computer (BINAC), the successor machine to the 
ENIAC. The duo's company was acquired in 1950 by Remington 
Rand Inc., where development of the UNIVAC, which was funded by 
the U.S. Bureau of the Census and the Prudential Insurance Co., 
was completed. 

The UNIVAC I weighed a hefty 16,000 pounds and used more than 
5,000 vacuum tubes. It performed roughly 1,000 calculations per 
second. A total of six machines were built. While considered slug­
gish by today's standards, the UNIVAC was a veritable speed de­
mon in its heyday. 

On March 31, 1951, the Philadelphia branch of the Census Bureau 
formally took delivery of UNIVAC I from Remington Rand. The price 
paid by the bureau for the first machine was $159,000. The bureau ac­
tually ordered three machines, and the other two were each priced at 
$250,000. The mammoth machine, which could crank out operations 
such as adding or comparing numbers, was used to tally part of the 
1950 U.S. population census. 

Such cranking and calculating 
was minimally used in the 1950 
census, since UNIVAC I's work was 
limited to tabulations for only a 
few states. After that, the mighty 
machine applied its number-
crunching muscle to bureau sur­
veys. The 1954 economic cen­
suses were the next order of 
computing business. For those 
calculating chores, the Census Bu­
reau brought in a second UNIVAC I 
and added a printer and a device 
to convert punched cards to mag­
netic tape. 

While all this tallying brought the 
UNIVAC I glory in government circles, it wasn't until the Census's com­
puter tackled the 1952 Eisenhower-Stevenson presidential election that 
it won more widespread fame. 

But it wasn't until three years later, when General Electric Co.'s Appli­
ance Park facility in Louisville, Ky., installed the UNIVAC I for a payroll 
application, that the first commercial internally stored program digital 
computer actually began crunching numbers in the commercial 
sphere. By then, the Census Bureau had already moved its own his­
toric hardware hulkto its headquarters in Suitland, Md. 

In 1957, the UNIVAC Is were retired, and the famous original was 
shipped to the Smithsonian Institution to preserve it for posterity. 

of the basic machine. The government's 
needs are what drove computing initially." 

The demands that helped determine the 
scope and sphere of early computer pro­
cessing emanated from the Department of 
Defense. During the 1950s, both the Army 
and the Navy became significant users of 
systems. But even in that sawy systems 
crowd, the Air Force still stood out. Setting 
the processing pace, the high flyers pur­
chased the second UNIVAC I in August 
1951. And that was just the beginning. 

"While DOD overall was the biggest user 
of computers in the late 1950s, the Air 
Force Materiel Command was probably the 
largest user within DOD," reckons Jack 
Jones, who, up until 1987 was executive vice 
president of administration for shipping 
company Norfolk Southern Corp. in Vir­
ginia. Jones was working as a civilian em­
ployee for the Air Force back in 1959 when 
"they recognized that computers would 
help them greatly with their inventory and 
other things." 

The Consequences Of SAGE 
One year earlier, the Air Force had 

achieved a computing milestone that 
would have far-reaching consequences for 
the computer and the companies that were 
destined to perpetuate it. In a windowless 
blockhouse at McGuire Air Force Base in 
New Jersey, the Semi-Automatic Ground 
Environment (SAGE) system blipped into 
operation in July 1958. 

While the project, designed to comput­
erize the nation's air defense system, was 
important in and of itself, the people and 
the processing techniques behind it were 

even more significant. 
Chief among these indi­
viduals was Jay For­
rester, the master 
builder of the SAGE sys­
tem, who had created 
the concept of mag­
netic core memory 
while working on the 
Whirlwind computer at 
the Massachusetts Insti­
tute of Technology. 

Helping Forrester 
work on Whirlwind, the 
fastest machine of the 
early 1950s, was Ken­

neth H. Olsen, who built a special com­
puter to test out core memory. The new 
storage medium, which paved the way for 
the low-cost mass production of computers, 
was adopted by the computer industry in 
the early 1960s. 

Whirlwind, the progenitor of SAGE^^^ 
once and for all vanquished the vacuurr^^^ 
tube. It also vaulted Olsen into the com­
mercial computer arena. One year before 
SAGE blipped on, the electrical engineer 
launched Digital Equipment Corp., a 
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mighty manufacturer that would go on to 

' take on IBM, the mightiest computer com­
pany of them all. IBM, which was the prime 
contractor for SAGE, went on to put the 
core and real-time application experience 
it gained during the massive project to 
work in its later products. 

SAGE does much to showcase the gov­
ernment's major role, not just as a user, but 
as a stimulator, of technology. "By the early 
1960s," comments Brookings's Flamm, 
"the standard computer design that was 
destined to be the bread and butter of com­
puting all the way to 1990 was largely devel­
oped on government funds." 

Much of that funding was funneled 
through the DOD. And the 
principal DOD arm hand­
ing out the resources for 
research was the Advanced 
Research Projects Agency 
(ARPA), which is now 
called DARPA. 3Com 
Corp. founder Metcalfe 
credits DARPA with having 
"funded, supported and 
encouraged the develop­
ment of advanced com­
puter science." 

ARPA's legacy lives on to­
day in such achievements as time-sharing; 
packet switching; the Transmission Control 
Protocol/Internet Protocol (TCP/IP); 
user interfaces, exemplified by the mouse 
and digitized tablets; and software tools for 
integrated circuit design, which benefited 
the burgeoning semiconductor business. 
Today, DARPA's development dollars are 
being channeled into advancing neural 
networks and parallel processing, which 
promise to shape the architecture of the 
1990s and beyond. 

The Driver Behind Open Systems 
On the software side, ARPA gave the 

world the Ada language, which is currently 
helping companies like aircraft maker The 
Boeing Co. develop commercial software. 
DOD has also aided the private sector in its 
software development efforts by sponsor­
ing the Software Engineering Institute at 
Carnegie Mellon University in Pittsburgh. 

The most significant effort on the soft­
ware front, however, is the Feds' push for 
UNIX, currently embodied in the require­
ment for the Portable Operating System In­
terface for UNIX, more commonly known 
as POSIX. "The movement toward UNIX 
gained a lot of momentum from the gov­
ernment's standardization on POSIX," de­
clares Flamm, adding, "by mandating 
POSIX and GOSIP [Government Open 
Systems Interconnection Profile] in their 
procurement specifications, the govern­
ment continues to give crucial support to 
the movement toward open systems and 
standards." 

STRETCH: Supercomputing s First Outpost 
For Fred Brooks, noted professor of computer science at the Uni­

versity of North Carolina at Chapel Hill, it's a stretch but not a strain 
on his memory to recall the time in the mid-1950s when he helped 
IBM design its high-visibility, high-performance computer, the 
STRETCH machine. The aptly named system, which did indeed 
stretch the state of the art in computing in the 1950s, contributed sig­
nificantly to its commercial successor, the IBM System/360 family. 

Some of the development work on this early supercomputer came 
from the so-called Cradle of Computing, the Los Alamos Scientific 
Laboratory (LASL) in New Mexico. Only nine of these supercomputer 
kings were created by IBM, each measuring 30 feet long by six feet 
high. Their primary application was in scientific computing. 

On the commercial side, STRETCH pioneered computing principles 
that were later embodied in the 360 line. "The most important of 

those," says Brooks, "was the no­
tion that a machine is run by an op­
erating system, not by an operator. 
And we put in, for the first time, 
such things as an interruption 
mechanism, a timer, a supervisory 
mode, along with various other 
technical things that you must have 
to give an operating system con­
trol." 

Another important STRETCH ad­
vance was the use of variable-sized 
floating points for the 8-bit byte 
and disk, instead of tape technol­

ogy for the operating system. In addition, STRETCH had the first in­
put/output channels. The standard I/O interface concept was subse­
quently picked up in the 360, an architecture that Brooks himself 
helped mold. According to Brooks, "STRETCH also pioneered the no­
tion of integrating scientific and commercial applications on the same 
system." 

Brooks, who was fresh from graduate school when he began trying 
out his technical talents on STRETCH, went on to use those talents in 
the late 1950s to head up the 360 hardware team, which included 
Gene Amdahl. It turned out to be important, although ironic, work for 
Brooks, who is best known today for his efforts on the software side. 
His 1975 book, The Mythical Man Month, remains the definitive work 
on software development. 

Parallel with developments in the gov­
ernment sector were the first big commer­
cial applications in insurance and banking. 
The volumes of transactions required to 
handle escalating work loads in these in­
dustries in the 1950s was mind- as well as 
machine-boggling. 

"Insurance was a great big transaction-
processing factory," confirms Aetna alum­
nus Sitkin, who spent 35 years tackling 
those vast volumes of transactions with 
technology. "But we also had the 
economies of scale on our side," he notes. 

Economies of scale was music to the ears 
of cost-conscious bankers, who followed 
the insurers' lead and hopped on board 
the computer bandwagon. One of the earli­
est hardware hoppers was San Francisco's 
Bank of America, which launched the Elec­
tronic Recording Method of Accounting 
(ERMA) system, which went into pilot op­
eration in 1952 and was installed at the 
Bank of America in 1959. ERMA, which 

TIIVIE LII\1 E 

THE '50s continued 

First user groups formed: 
SHARE for IBM users and 
USE for UNIVAC users. 

1956 

Sperry starts work on its ill-
fated LARC machine, which 
issimilarto STRETCH. 

Ferranti begins building 
ATLAS, similarto STRETCH 
and LARC machines. 
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TIIV1E LINE 

THE '50s continued 

GE enters the computer business. 

1957 

Honeywell announces its giant 
Datamatic 1000. 

Control Data Corp. and Digital 
Equipment Corp. are founded. 

First FORTRAN compiler goes 
to work with an IBM 704. 

DATAMATION begins publica­
tion. 

1958 

Tl's Jack Kilby devises the first 
integrated circuit, based on ger­
manium. 

Air Force's SAGE air defense 
system goes on line at McGuire 
AFB in New Jersey. 

1959 

IBM announces its popular 1401 
computer. 

Hitachi, NEC and Oki Electric 
debut computers in Japan. 

ERMA, the check-processing 
pioneer, begins its encoding 
operations. 

THE '60s 

DOD's CODASYL committee 
comes up with COBOL. 

1961 

Patent for a silicon-based inte­
grated circuit granted to Robert 
Noyce. 

A RETROSPECTIVE 
overnight revolutionized check processing 
by introducing magnetic encoding, also 
helped plunge General Electric Co., the 
project's prime contractor, into the com­
puter business. 

Punched cards had helped IBM take that 
same plunge into digital computing and es­
tablish early dominance in the data-pro­
cessing domain. Punch cards, which had 
been processed manually, were now being 
pumped through the computer in a batch 
mode. Also operating in that mode was the 
original UNIVAC at the Census Bureau, as 
well as another installed in 1954 in GE's Ap­
pliance Park facility in Louisville, Ky., which 
boasted the first commercial application, a 
payroll program. 

The manual punched card prepared the 
way for its computing successors. Withing-
ton explains this essential evolution: "Since 
punched cards were already doing payrolls 
and every type of financial operation, it was 
relatively simple for computers to take over 
the same chores once they got in the door. 
So the early commercial users quickly wrote 
programs for the whole set of accounting 
applications that the punched card installa­
tion had been doing—accounts payable, ac­
counts receivable, general ledger, payroll, 
inventory control, sales accounting and 
customer billing." 

By 1954, IBM and UNIVAC computers 
started trickling into the big insurance 
companies. For example, the IBM 650, an­
nounced on July 14, 1953, was installed at 
the John Hancock Mutual Life Insurance 
Co. in December 1954 in Boston. The 702, 
announced in September 1953, was in­
stalled at Monsanto Co. in St. Louis in 
February 1955. These machines soon be­
gan a much more massive migration into 
various businesses, since "punched-card 
shops in roughly 1,000 companies could 
now afford a computer," says Withington. 

At these companies, punched-card peo­
ple were beginning to learn how to write 
IBM 650-based programs. 'Then suddenly," 
says Withington, "10,000 sites became po­
tential computer users because of the avail­
ability of canned programs and the large 
proliferation of partially trained program­
mers. In retrospect, it was really amazing 
how many ordinary folks went out to a one-
week programming course and then stag­
gered away with some kind of accounting 
program." 

Once those thousands of installations 
were penetrated, the stage was set for the 
next big wave of data processing. That 
wave, which washed another 10,000 sites 
into the systems fold, was ridden by IBM, 
which made a business beachhead with its 
1401 computer, announced in 1959. 

On-line operations control applications, 
pioneered by the Air Force with its SAGE 
system, also began to emerge in the com­
mercial arena in the early 1950s, virtually as 

INTERVIEW 

TOM WATSON JR. 

homas J. Watson Jr., was 
president of IBM from 
1952 to 1961, chief execu­
tive from 1956 to 1971 

and chairman from 1961 to 1971. He has j 
been chairman emeritus since 1981. 

Q: One of the first commercial com­
puter installations was General 
Electric's ERMA at the Bank of 
America. How did that affect IBM? 
A: It scared the hell out of me. For some 
reason, the Bank of America didn't like 
our approach....[But] what scared me 
the most [was that] the Census put in 
three UNIVAC Is [in the early 1950s], 
And I heard about that. And we were 
building machines for the government. 
But we were very concerned because 
that was our backyard. And they also 
sold a couple to absolutely commercial 
applications. 

So we redoubled our effort on a ma­
chine called the 701, which we also 
called the Defense Computer. And we 
sold 20 of those....[But] we began to get 
concerned that while we were following 
this military track somebody was com­
ing into the backyard with commercial 
machines and census machines. So we 
redoubled our efforts, came out with a 
702 that sold in just a few quantities,, 
and then the 703, which sold in substan-f 
tial quantities, and the 704 and the 705. 

Q: So it's... 
A: Just let me say one other thing. By 
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THE SECRET OF 
IBM'S SUCCESS 
the end of the third year of this competi­
tion, I think the count had gone up to 
about 15 or 20 IBM to about 12 of the 
Remington Rand [UNIVAC] machines. 
And, from then on, why we just zoomed 
ahead, and they stayed in the dust. 

Q: What enabled you to zoom 
ahead? 
A: Because we put everything we had 
into it. Remington Rand's Jim Rand was 
an odd and interesting fellow. And he 
was more of a—how should I say—a fig­
ures man, who would buy and sell 
things. And he bought a farm equip­
ment company, bought a razor com­
pany, and so forth. And we just plugged 
away at computing and office work. And 
that was the reason 
why we were success­
ful. 

Furthermore, we had 
about 400 trained sys­
tems people, most of 
whom went off in the 
service. And my wise 
old father [Thomas J. 
Watson Sr., the founder 
of IBM] paid every ser­
viceman 25% of his pay 
as long as he was out of 
IBM. So every month 
every one of us who were in the service 
got a check for a quarter of our usual 
monthly pay. 

So every one of those people came 
back to IBM. And there was the secret of 
our monopoly. We had a monopoly on 
people who knew how to apply these 
gadgets. It didn't matter really whether 
it went a hundred a minute or two thou­
sand a second, they still knew how to 
draw the flow charts and plan the appli­
cations and store the various things 
that had to be stored. And while they 
were a little reluctant, to tell you the 
truth, to accept it to start with, when 

|they began to see the potential of how 
rapidly things could be done and how 
many new jobs could be done, they 
jumped on the bandwagon, and we en­
thusiastically pushed forward. 

We just 

plugged away 

at computing 

and office 

work. And that 

was -the reason 

why we were 

successfu I. 

Q: You mean the commercial com­
panies were reluctant to accept it? 
A: No, our salesmen. Very new idea. As 
a matter of fact, I got a suggestion from 
the Metropolitan Life Insurance Com­
pany that had three floors filled with 
punch cards, the rattle alone of which 
was kind of eating them out of house 
and home, and also from Time/Life, 
who had the whole subscription file on 
punch cards, saying, "We just can't 
carry this much stuff around anymore, 
three cards for a customer. And you've 
got to move to tape." Well, I'd heard of 
tapes, and I'd heard of electronics. But 
this was bread and butter. These were 
big applications that we were going to 
lose. So we went from a half a dozen 

electronic engineers to 
several hundred and 
then to several thou­
sand over the period 
of the next decade. 

Q: So you think it 
was a combination 
of your focus as 
well as the fact that 
you had a lot of loy­
alty among the peo­
ple who worked for 
you and their know­

ledge of their own business cus­
tomers that enabled you to push 
ahead of Remington Rand at that 
time? 
A: Yeah, I think we were solely focused 
on applying computing machines to 
customers. And we had nothing else to 
divert us. We had a separate typewriter 
division, which wasn't anything we 
made much of a fuss over. So from 
1952 on, we were just pressing comput­
ers. And it got so fashionable that when 
our first commercial customer [of the 
702], which happened to have been 
Monsanto, put in a computer, it was 
housed in the most exquisite way in­
side of glass with ramps for people to 
walk around outside. And it was like 
them exhibiting a great new jewel. 

—David R. Brousell 

TIIVIE LINE 

THE '60s continued 

1963 

ASCII becomes a standard. 
GE releases IDS, the first 
commercial DBMS. 

The first computer-aided de­
sign (CAD) auto part rolls off 
the GM assembly line. 

American Airlines's SABRE 
system takes on-line process­
ing to a new plane. 

• 
k 1964 
k 
• IBM gives birth to its unified 
• System/360 family. 

* 
• GE acquires Compagnie Ma-
k chines Bull and Olivetti's 
• computer operation. 

• 
• Timesharing System and 
• BASIC developed at 
• Dartmouth College. 

• 
k 1965 
• 
I Digital Equipment unveils the 

PDP-8, pioneering the mini-
computer path. 

• 
- Brooks Bill becomes law for 

!K Feds purchasing computer 
• wares. 

• 
• 1966 
• 
• Justice Department begins 
• antitrust probe of IBM, and 
• FCC commences Com-
• puter/Communications 
• Inquiry. 

• 
K 1968 
• 
• Memory and microprocessor 
k maker Intel Corp. is formed. 

k 
p- The first software patent (for 
• a sort) is issued to Martin 
•" Goetz. 

k 
•" Edsger Dijkstra launches 

structured-programming 
k concept. 

k 
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Compaq presents PCs 

for people with basic needs. 
(But not-so-basic wants) 

Your need for speed is met two ways. 

The COMPAQ DESKPRO 386N is powered 

by Intel's 16-MHz 386SX microprocessor 

while the COMPAQ DESKPRO 286N is 

powered by a 12-MHz 286 microprocessor. 

"Shhh..!' 

If you want to 

look good, we can 

help you out in a hurry 

with standard features 

such as accelerated 

VGA graphics that offer 

132-column support. 

Everyone needs a little peace and quiet. 

That's why both PCs employ dual-speed fans and a fixed disk drive 

time-out to ensure quiet operation. 

Sometimes, you just want to 

keep a low profile. In this case. f 

our CPU is justS.? high. ' 

s — * * * — * * * *  —  -  •  -  -  .  -  . —  .  mmmarn 
COMPAQ, DESKPRO, Registered Ui. Patent and Trademark Office. Product names mentioned herein may be trademarks anctor registered trademarks of their respective companies. © 1991 Compaq Computer Corporation. All rights reserved. 
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People want their personal space. Our CPU 

footprint is a trim 15" wide by 14.9" deep. 

So it won'/ take over your desk. 

There are times when you need a little outside 

help. Built-in parallel, serial and pointing 

device interfaces let you connect a mouse, 

modem and printer without using a slot. 

You need tools that work the way you work. 

That's why you 'II find the flexibility to use a 

3'l2- or5'/i-inch diskette drive, a fixed disk 

drive or even a diskless model. Flill 
I 

These days, you want a sense of security. 

Especially if you work on a network. 

A range of software and hardware features are 

built in to safeguard data and PC components. 

The COMPAQ DESKPRO 386N and COMPAQ DESKPRO 286N Personal Computers are not-so-basic 
solutions for both stand-alone and networked computing.They were designed from the ground up not just 
to be the most affordable COMPAQ PCs ever, but to live up to our mandate of simply working better. 

This means they deliver optimized performance and a long list of integrated 
features. It means they offer the flexibility to be easily configured to your needs. 

It also means they've survived the industry's most exhaustive tests for reliability 
and for compatibility. Things you simply cannot place a price tag on. 

So when you compare COMPAQ with lower-priced alternatives, 
look beyond the basics. You'll find COMPAQ delivers the better value. For more details 
and the location of your nearest Authorized COMPAQ Computer Dealer, just call 1-800-231-0900, 
Operator 135. In Canada, 1-800-263-5868, Operator 135. 

camPAa 
It simply works better. 
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THE '60s continued 

FCC decision permitting other 
vendors' attachments to 
phone lines is protested by 
AT&T. 

1969 

Antitrust suit filed against IBM 
on the last day of the Johnson 
administration. 

Work on ARPANET packet-
switching network begins. 

••• 

A RETROSPECTIVE 
soon as the computer appeared. After 
SAGE came the first airline reservation sys­
tem, the Reservisor from Teleregister Co., 
which had earlier devised the first stock 
quotation system. Such systems, based on 
dumb terminals, soon became a blessing to 
stock brokers. 

American Airlines Inc., using smarter 
terminals and a general purpose computer, 
improved the whole reservation system 
concept in 1963, taking on-line operations 
onto a much higher plane with its Semi-Au­
tomated Business Reservation Environ­
ment (SABRE) system. Yet these applica­
tions remained basically grounded in the 
remote job entry (I^E) environment until 
time-sharing software arrived, which facili­
tated the coupling of operations control 
with a hefty amount of computing power. 

"It wasn't until the mid-1960s," points 
out Withington, "that operations control 
could begin to spread to areas such as man­
ufacturing, utility power-plant control, re­
tail point of sale (POS) and bank-teller ter­
minals." That spread was made possible by 
IBM 360-generation systems, which packed 
powerful time-sharing software and termi­
nals that could make use of the software. 

In the mid-1960s, time-sharing took com­
puter processing into a new, interactive 
phase. Initially, it was based on mainframes 
and dumb terminals and used primarily in 
the engineering community. Time-sharing 
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systems that were programmed in BASIC 
also burgeoned on university campuses 
that had shunned batch operations. 

Sitkin remembers how time-sharing 
turned thinking around at Aetna. "IBM's 
time-sharing machine, the 360/67, had the 
Virtual Machine (VM) operating system. 
The 360/67 was so fast and the memory so 
much larger that it could occasionally swap 
out resources, giving people the illusion 
that they had total control over the ma­
chine while they were running their pro­
grams. In fact, we were doing personal 
computing on the machine." 

This time-sharing concept, Sitkin says, 
"prompted us to change our attitude to­
ward computing. We realized that we could 
do more than just pump hundreds of thou­
sands of millions of transactions to get ac­
counting or statistical data. We could do ac­
tuarial applications while the machine was 
serving other applications, as well." 

The 360 Breakthrough 
Unveiled with some fanfare in 1964, the 

IBM System/360 family was clearly a tech­
nological turning point. The introduction 
of 360-generation systems ushered in a 
long-awaited unifying influence that users 
welcomed, particularly since it relieved the 
pressure on their pocketbooks. To a large 
extent, the 360 enabled companies to pre­
serve their software investments by provid-

ERMA: Staking A Claim In Banking 
You wouldn't have expected something that 

sounded so drab as the Electronic Recording Method 
of Accounting (ERMA) system to spark the sensation 
it did throughout the staunchly conservative banking 
community. But that, in fact, is exactly what ERMA 
did by using a computer and magnetic encoding to 
change forever the checking system in the United 
States. 

The brave bank that took this bold leap forward 
was San Francisco's Bank of America, which in the 
early 1950s commissioned the Stanford Research In­
stitute in Menlo Park, Calif. ,  to come up with the cre­
ative concept that evolved into a fully computerized 
demand deposit accounting system in 1959. 

At the time, BofA de­
scribed ERMA as "the 
greatest advance in 
bookkeeping in the his­
tory of banking." It was 
this advance that greatly 
speeded up check pro­
cessing, eliminating the 
time-consuming manual 
handling and pigeon­
hole sorting that was 
threatening to bog banks 
down in a paper pit.  

In technical terms, the 
system, which could 

handle some 50,000 checking accounts every work­
ing day, consisted of an electronic reading device, 
magnetic drum storage, magnetic tapes, an auto­
matic check sorter, a printer and a small general pur­
pose computer. In the first on-line control version of 
ERMA, which started in 1952, a GE 105 computer 
from General Electric Co.'s embryonic computer op­
eration was used in batch mode. That was later re­
placed at the end of the 1950s with the upgraded GE 
210. 

Once ERMA had proven the feasibility of printing 
bank numbers in magnetic ink on checks, the Federal 
Reserve picked up on the idea, and the encoding 
scheme soon went nationwide. This change bothered 

the country's banking 
establishment, who 
worried that customers 
would not accept the no­
tion of being a number. 
But the BofA break­
through had "perhaps 
the biggest public im­
pact of any computer ap-
plication of its time," 
says long-time com­
puter industry commen­
tator Frederick Withing-
ton."By1962,everybody's 
checks had changed." 
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THE '60s continued 

UNIX is invented by Bell Labs's 
Ken Thompson and Dennis 
Ritchie. 

IBM lives up to its 1968 pledge 
to unbundle software. 

CDC 7600 launches supercom-
puting. 

THE '70s 

Amdahl Corp. is formed, kicking 
off plug-compatible mainframe 
movement. 

GE sells its computer business 
to Honeywell. 

1971 

Univac buys RCA's computer 
customer base. 

The microprocessor, invented 
by Ted Hoff, goes to market as 
the Intel 4004. 

1972 

Supercomputer designer Sey­
mour Cray founds his own firm. 

1973 

Philips, Siemens and Cll bond 
together in Unidata Consor­
tium. 

The Dataspeed 40 terminal 
takes AT&T onto computerturf. 

Ethernet is invented at Xerox 
PARC by Robert Metcalfe. 

A RETROSPECTIVE 
ing a compatible migration path. 

The 360 came with the most elaborate 
and comprehensive set of software ever de­
livered with a machine. On the hardware 
side, IBM came out with an unprecedented 
144 products for the 360. Among them 
were disks, tapes, com­
munications gear and a 
wide array of other new 
input/output devices for 
the 8-bit byte. The con­
cept of a standard I/O 
was inherited from pre­
cursor STRETCH. 

UNC's Brooks, who 
was in charge of hard­
ware on the IBM 360 pro­
ject, sums up some of the 
system's other salient 
points. "We used binary 
addressing, which dis­
placed the kind of decimal and character 
addressing that until then had dominated 
in commercial applications with the IBM 
1401. The unified software enabled all the 
basic applications—scientific, engineering 
and commercial—to be on one basic archi-
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The early com 

mercial users 

quickly wrote 

programs for 

the whole set: 

of accounting 

applications. 

That architecture was destined to ad­
vance computing into the information sys­
tems age. "The 360 was a merger of com­
puting with communications, a merger 
that first started happening in the late 
1960s, as users started to go on line," says 

Sitkin. "That enabled us 
to do more than just ac­
counting and statistical 
transaction-processing 
work and get into the IS 
realm." 

The System/360 fam­
ily, which included seven 
computers in all, was a 
stunning success for 
IBM. That success was re­
flected in escalating 
sales, which sent IBM's 
revenues skyrocketing in 
1965. 

Such stellar success attracts attention, 
and, for IBM, unwelcome attention on the 
part of the Justice Department resulted in 
an ill-fated antitrust suit, filed at the begin­
ning of 1969. A slew of other antitrust ac­
tions instigated by various vendors in the 
leasing and plug-compatible peripherals 

The PDP-8: The First Stolen Computer? 
Bob Metcalfe, the father of Ethernet 

and founder of 3Com Corp., was initi­
ated into the computer world during 
the late 1960s while he was an under­
graduate at the Massachusetts Insti­
tute of Technology in Cambridge, 
Mass. The 44-year-old communica­
tions sage offers the following anec­
dotes about a punch-card panel and a 
pilfered PDP-8. 

I can remember being on a panel at 
the Fall Joint Computer Conference in 
1966 in San Francisco. The panel fea­
tured a debate between the advocates 
of the punched card and the advocates 
of the interactive terminal. The 
punched card was principally being 
promoted by IBM, while 
the interactive terminal 
was principally being 
promoted by Digital 
Equipment Corp. 

The punched card 
promoters maintained 
that it was better to use 
punched cards than in­
teractive terminals be­
cause punched cards 
make the programmer 
think about his work, 
which he only gets to 
submit once a day. This 
is not the case, they ar-

Bob Metcalfe while at 
college. 

gued, with interactive computing, 
where the user can type his program 
in and get the answers back quickly. 
Thus, he's likely to waste a lot of com­
puter time without thinking about it. 

Everyone was serious about these 
issues at the time. There were doubts 
on both sides. The PDP-8 had an inter­
active programming language called 
Focal. I was using it to teach high 
school students how to program com­
puters and develop simple models. 
DEC had loaned it to me for use on an 
MIT project, and then it was stolen by 
a fraternity on campus. I believe this 
PDP-8 was the first computer ever 
stolen. 

I thought that DEC 
was going to be very 
upset with me and 
make me pay them 
back. Instead, they de­
cided to use it as a pro­
motion: The PDP-
8—The First Computer 
Small Enough To Be 
Stolen. I remember 
when DEC came over 
to MIT to investigate. 
They didn't bring the 
police. They brought 
their marketing and PR 
people. 
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THE '70s continued 

Work begins on communica­
tions protocol that will lead to 
TCP/IP. 

1974 

Privacy Act, which protects 
against the misuse of computer 
data, zips through Congress. 

SNA is announced. 

IBM's John Cooke designs first 
RISC machines. 

1975 

N.V. Philips exits the mainframe 
arena, and Honeywell Bull 
merges with CM. 

Xerox moves out of main­
frames, and Singer abandons 
electronic retailing. 

Wang delivers word-processing 
products that lead the wave of 
WP wares. 

Congress drafts Consumer 
Communications Reform Act, 
much to the consternation of 
AT&T. 

The CP/M operating system is 
introduced by Digital Research. 

1976 

Aetna joins IBM and COMSAT in 
Satellite Business Systems. 

AT&T offers Dataphone 
switched digital service. 

Microsoft and Apple Computer are 
formed; the Apple I is introduced. 

••• 

A RETROSPECTIVE 
business would continue to send IBM to 
courts across the country throughout most 
of the 1970s. 

Also squaring off against IBM were 
fledgling software firms that were girding to 
do battle with Big Blue over the software 
bundling issue, which threatened their 
fragile business. That issue, however, was 
quickly resolved when IBM unbundled its 
software in 1969. 

One of the early bloomers in software 
was Atlanta-based Management Science 
America Inc., which was acquired last year 
by Dun & Bradstreet Corp. MSA chairman 
John P. Imlayjr., currently chairman of 
D&B subsidiary Dun & Bradstreet Software 
Services Inc., describes how packaged soft­
ware turned computing power into what he 
calls "competing power." "Most program­
mers used to work on mundane applica­
tions, such as payroll and general ledger. 
When that became packaged, they were 
freed up to do things that could make their 
companies more competitive." 

Alternatives on the hardware front also 
began to appear in the 1970s. At the tail 
end of 1970, IBM's design wizard Gene Am­
dahl formed Amdahl Corp., which five 
years later cranked out the 470 V/6, the 
first plug-compatible mainframe (PCM). 
The landmark machine, which cost Am­
dahl $40 million to produce, would subse-
quendy save users many more millions. 

The Joys Of Competition 
Prices on IBM mainframes fell roughly 

four times faster between 1975 and 1981 
than they had during the preceding five 
years. The credit, maintains Jack Biddle, 
president of the Computer & Communica­
tions Industry Association in Arlington, Va., 
"goes to Amdahl, who drove down the cost 
of the 360 family. He also provided entry-
level users with a much lower priced prod­
uct than they could have had in the 360 or 
370 environment." 

With the price constraint removed, 
smaller organizations could make the 
mainframe move, thanks to the Amdahl al­
ternative. "Many smaller companies," con­
firms Amdahl, "were now able to afford a 
computer for the first time." 

When asked to describe the changes 
wrought by the PCM movement he pio­
neered, Amdahl, who is currendy chief ex­
ecutive officer of Andor Systems in Cuper­
tino, Calif., replied: "It brought mainframes 
into the technology race. And the stakes 
were high enough that it advanced technol­
ogy at a faster rate, as well." What took tech­
nology on that faster track was large-scale 
integration (LSI), which would continue to 
pack more and more circuits on a chip. Am­
dahl's machines were the first to use LSI. 

The mainframe was not the only ma­
chine in the technology race. In the 1970s, 
the minicomputer, which Digital put on the 

INTERVIEW 

JOHN OPEL 

J ohn R. Opel was chairman 
and chief executive of IBM 
from 1980 to 1986. He is 
currently chairman of IBM's 

executive committee. 

Q: Do you think that computing has 
had a positive effect on business 
over the last 40 years, in particular 
on white collar productivity? 
A: Well, you start with a false assump­
tion and you can reason perfectly. And 
there's one thing you'll be sure to get: a 
false conclusion. The false assumption 
is that white collar, per se, is productive. 
The existence of a white collar worker 
is, in fact, not productive....  

White collar workers—that is, large 
clerical forces—can't really add a hell of 
a lot, except providing information and 
living by certain paradigms we give 
them. You know, you go down to the red 
mark and, when you get to the red 
mark, hit the right button....But what 
you want to do is eliminate them, not 
make them more productive. 

Q: Eliminate white collar workers? 
A: Yeah. What you want to do is elimi­
nate the need for that kind of worker. 
And white collar is a broad term. I'm 
thinking about clerical work. I think 
much of it has been. 

Q: Because of information sys­
tems? 
A: Sure. If you try to do an airline reser-
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PRODUCTIVITY 
AND SOCIETY 
vation system of clerks, you can't do it. 
So, they've been eliminated. 

Q: What other effects has comput­
ing had on business, good or bad? 
A: I don't think there's any doubt about 
the enormous effect on efficiency. You 
do more for less. And you do things you 
could not otherwise accomplish. 
Whether you're talking about produc­
ing an inventory, whether you're talking 
about shortening the cycle time from 
beginning to end on a design, whether 
you're talking about distribution, 
whether you're talking 
about building some­
thing. All of that, just 
sheer management of 
information and pro­
viding it to decision 
makers, has an enor­
mous effect. And there 
just isn't any question 
about it. 

Q: What about social 
effects? 
A: The fact is that in­
dustrial society, if you 
think about it, enlarges 
itself by changing the span of control in 
a given market. And to do that, it re­
quires information, which is the sine 
qua non of industrial society. 

If you're in...an industrial society, 
[you] have a need for or a demand for 
much information. And if you have the 
technology to supply it, and it's con­
stantly improving, they feed on each 
other. You've got a closed loop, and 
you've got a hell of a winner. 

And it's an interesting thing. It goes 
well beyond where people think of it 
going, because it accelerates the 
change in the society. The interesting 
thing about it is that, like information of 
any kind, whether it be the kind you use 

|to manage your business or the kind 
"you use to run your country or what­
ever, it tends to integrate the society. It 
tends to rise above the kind of superfi­
cial, arbitrary boundary lines that we 

The revolu-

tions we 

see, -the 

changes -the* 

we see in the 

politics of -the 

world, I -think, 

ere a function 

of information. 

placed on most of our societies politi­
cally, with national sovereignty and 
things of that kind. And those examples 
are bound to computing, as well. 

I'll give you an example of what I 
mean. You know what information will 
do. If the government can't keep control 
of information, the people decide for 
themselves. You know, the free market 
begins to take place—as we see in the 
world, in Europe, today. The revolu­
tions that we see, the changes that we 
see in the politics of the world, I think, 
are a function of information. Similarly, 

the use of technology 
to develop information 
systems that rise out­
side these political 
boundaries also has 
tremendous effects. 

The fact is that there 
isn't an aspect of our 
society that hasn't 
been, I think, touched 
by this kind of technol­
ogy in a very positive 
way. It could be from 
education to health to 
these practical and 
kind of nice things like 

the credit system, or practical things 
like the transportation system. Beyond 
that, it isn't like Dr. Ehrlich's magic bullet 
or anything like that. 

Q: Right. It's not going to cure a 
common cold. 
A: No. But it's sure as hell the underpin­
ning of a society that otherwise could 
not function with the kind of benefits 
that you derive from a highly produc­
tive industrial world. And I thinkthe pol­
itics of it, as I say, are affected in a posi­
tive way. Now, I think that's arguable 
because there are negatives as well as 
positives, and there are always people 
who are threatened by change. 

But I think you have to acknowledge 
that it's the sine qua non of continua­
tion, of developing industrial society. 
And the politics come along for free. 

—David R. Brousell 

TIIV1E LII\IE 

••THE '70s continued 
• 
• 1977 
• 
• The 64-key Data Encryption 
• Standard gives users more 
• security. 
• 
• Hobby Computer market 
• born with MITS Inc.'s Altair 
• 8800, Radio Shack's TRS-80 
• PC and Commodore's PET PC 
• (Personal Electronic 
• Transacter). 
• 
• 1979 
• 
• Intel and CalComp sell off 
• PCM peripherals business to 
• National Semiconductor. 
• 
• VisiCalc, Daniel Bricklin's 
• electronic spreadsheet, hits 
• the market. 
• 
• IBM passes the $20 billion 
• mark; Digital hits $2 billion. 
• 
• THE '80s 
• 
• 1980 
• Deregulation of AT&T is key 
• finding of FCC's Computer In-
• quiry If. 
• 
• IBM trots out the $3 million 
• 3081 mainframe and Sys-
• tem/38, which comes with a 
• relational DBMS. 
• 
• MCI gets a cool $1.8 billion in 
• its AT&T suit. 
• 
• 1981 
• 
• Burroughs buys ailing Memo-
• rex Corp. 
• 
• Osborne PC goes portable, and 
• laptopper Compaq is created. 
• 
• IBM announces its Personal 
• Computer with MS-DOS de-
• veloped by Microsoft. 
• 
• itel files for Chapter 11 
• bankruptcy protection, and 
• ICL gets a financial transfu-
• sion from the U.K. govern-
• ment. . . . 
• ••• 
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THE '80s continued 

1982 

Sun starts moving worksta­
tions onto new high-perfor­
mance terrain. 

Ironically, the Feds' massive 
IBM and AT&T cases reach set­
tlement the same day. 

FBI nabs Hitachi and Mitsubishi 
employees for attempting to 
obtain stolen IBM documents. 

Lotus Development Corp. sets 
up shop and announces Lotus 
1-2-3 spreadsheet software. 

A RETROSPECTIVE 
computing map, broadened the base of 
computing users and helped stretch the 
tentacles of technology further and further 
out into the organization. 

"The minicomputer took central com­
puting and dispersed it," says Sitkin. "And 
that dispersal was done in the name of im­
proving accessibility to the computing re­
source." 

"The minicomputer broke up the cen­
tral ownership of the computing resource," 
adds Howard Frank, chairman of Network 
Management Inc. in Fairfax, Va. In com­
munications, the mini began to pervade 
things like front ends. "All of a sudden," he 
notes, "you could hang something in front 
of the computer, and you could do DP ap­
plications that required communications a 
lot more efficiendy." 

The mini also made communications 
more cost effective and brought a new 
breed of user into the computing camp. 
"The minicomputer spawned the develop­
ment of cheap and reliable concentration 
devices that made more efficient use of 
leased lines," says Frank. "And it also 
brought computers to people who hadn't 
been able to afford them before." 

The man behind the mini, Gordon Bell, 
reveals Digital's minicomputer mandate: 
"Our goal was to have minicomputers be 
totally accessible vis a vis things like hard­
ware and drivers so that you could integrate 
them. In that sense, the minicomputer was 
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The Amdahl 470 V/6: A Tale Of Two Colors 
The first computer developed by Amdahl Corp. founder Gene 

Amdahl was the Amdahl 470 V/6. Notable for being the first ma­
chine to employ large-scale integration (LSI) technology, it was also 
remarkable for its red logo and color scheme. Or at least that was 
the intention. 

"Some people called us Big Red because of our color, which they 
thought we had chosen to contrast ourselves 
with IBM's Big Blue", recalls Amdahl, now 
chief executive officer of Andor Systems. The 
color we originally chose, however, was se­
lected for quite a different reason. I purpose­
fully selected a warm red in the Oriental tradi­
tion. Red is also the color of youth and 
vitality." 

Some youths at Texas A&M University, 
however, were set to get inflamed over Am­
dahl's color until a change was made. Amdahl 
recounts the tale of two colors: "The color of 
our V/6 machine was similar to the orangish-
red color of Texas A&M's arch rival, the Uni­
versity of Texas. So when Texas A&M bought 
our machine, they were concerned about the 
color. I proposed that we put a sticker on the 
machine that said "Stolen from the University of Texas." But one of 
our guys had a better idea. He carefully spray painted the maroon 
Texas A&M color on the machine right before they installed it." 

Amdahl takes the 
wraps off his 470 
V/6, which will be 
retired this year. 

a precursor to the chip. Because we 
thought of computers as components—as 
things that went into other systems." 

Today, Bell views minicomputers as an­
other node on the network. "Roughly every 
decade," he explains, "a new computer 
class was formed. It started with main­
frames, went to minis and then to PCs and 
workstations. Once all the PCs and worksta­
tions are in, you've blown the whole com­
puter apart. So then what we needed was 
the local area network to put it all back to­
gether again into a single system." 

The Precursor To The PC 
Bell, like many others, also considers the 

minicomputer to be the precursor to the 
personal computer. And, indeed, the mini 
had made its way into the office via per­
sonal as well as word-processing applica­
tions, well before the mighty little machine 
arrived on desktops throughout the land. 

The word-processing world merged with 
the DP domain in 1976 when Digital set its 
310W machine to work on word-processing 
chores. Other mini makers soon followed, 
and the marriage of WP and DP was con­
summated under the glare of fluorescent 
lighting. 

The office computer started then to 
tackle text-processing applications for pro­
fessionals. But those particular office au­
tomation dreams summarily went up in ' 
smoke as soon as the PC put in an appear­
ance and abrupdy halted all office automa­
tion experiments on minis. 

The PC, which was pioneered at Xerox 
Corp.'s Palo Alto Research Center (PARC), 
started its stand-alone life outside the lab as 
a hobbyist's lark. It wouldn't be long before 
it proved its worth in the office as a more 
cost-effective word processor than the 
mini, which it torpedoed dead in the water. 
But before that happened, the micro 
needed an application that would drive it 

directly to the desktop. 
That application, which 

clearly signaled the arrival of 
the personal-computing age, 
was conceived in 1978 by 
Daniel Bricklin while he was a 
graduate student at Harvard 
University. The next year, 
Bricklin's company, Software 
Arts Inc., rolled out VisiCalc, 
the first electronic spread­
sheet for PCs. The initial ver­
sion of VisiCalc was tailored 

for the Apple II. 
The spreadsheet software, which did 

much to boost the popularity of Apple 
Computer Inc.'s Apple II, dramatically ac-. 
celerated desktop demand. It also paved! 
the way for the next spreadsheet program, 
Lotus 1-2-3, created by Mitch Kapor and 
Jonathan Sachs. Produced by Lotus Devel­
opment Corp., 1-2-3 expanded Bricklin's 
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THE '80s continued 

Supercomputers from IBM 
(3084), CDC (Cyber 190 series 
800), Burroughs (B 7900) and 
Cray (X-MP) debut. 

Software AG president John 
Maguire tells a Senate subcom­
mittee that Soviets offered 
$500,000 bribe for Adabas's 
source code. 

1983 

IBM purchases 15% stake in 
Rolm. 

AT&T acquires 25% interest in 
Italy's Olivetti. 

IBM introduces System/36. 

A RETROSPECTIVE 

basic software to include data management 
and graphics facilities. 

What was the secret of the spreadsheet's 
success? Bricklin, who is now vice president 
in Watertown, Mass., of Scottsdale, Ariz.-
based Slate Corp., says VisiCalc was successful 
because it filled a void on the computing 
landscape. "It was something you couldn't do 
even if you had access to an IBM mainframe," 
he says. "VisiCalc was very interactive. It had 
the unique ability to let you edit numbers on 
the screen and do immediate recalculations." 

Rod Canion, president 
and CEO of Compaq 
Computer Corp. in 
Houston, recounts the 
magic moment he expe­
rienced when he fired up 
his PC with VisiCalc: 
"When I first sat down 
and used VisiCalc, it was 
like a light bulb went on. 
It was then that I realized 
the power of the PC as a 
productivity tool." 

Thanks to VisiCalc, 
many people in the work­
place would come to recognize the value of 
PCs as productivity prods. As Withington 
puts it: 'The spreadsheet helped users dis­
cover PCs for the desktop. Once there, they 
began to power WP applications. These two 
pivotal applications greatly expanded the 
PC user base." That base would balloon fur­
ther in the late 1980s, when electronic 
mail, desktop publishing and local 
database applications were added to the 
user's micro menu. 

After the micro started gaining momen­
tum in the office, it wasn't long before it took 
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The word-pro-

cessing world 
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the DR domain 

in 1976 with 
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machine. 

its next big leap onto laptops throughout the 
land. The person that prompted that leap was 
British-born Adam Osborne, who presented 
the world with the first commercially success­
ful portable in 1981, the same year that Com­
paq was launched. A year later, Canion re­
members, "we sat down in a Houston pie 
shop and sketched our ideas for a portable. It 
was important that Compaq's computer not 
look like Osborne's." 

In 1981, the same year as Canion's pie-
shop brainstorming session, IBM finally 

took the PC plunge, a 
plunge that would firmly 
plant the personal com­
puter in nourishing cor­
porate soil. That soil also 
nourished the laptop-
pers, and Compaq flour­
ished. "What's changed 
dramatically since then," 
reports Canion, "is that 
portables have gone 
from 30 pounds to five 
pounds, and the overall 
dimensions have shrunk 
even more. Today, 

there's more computing power in porta­
bles by an order of magnitude of 20, and 
they're also more affordable." 

The engine that has generated PC power 
has been sophisticated software, which was 
brought to the corporate masses in the 
form of MS-DOS. Delivering those pro­
grams to the desktop was Bill Gates, who 
built a booming $953 million business— 
Microsoft Corp. in Redmond, Wash.— 
around the MS-DOS standard. 

The proliferation of PCs in business sub­
sequently generated a demand to link to-

The VAX: Digital's Battle Within 
Returning from a three-week skin-diving trip to 

Tahiti in 1978, Gordon Bell, Digital Equipment Corp.'s 
high-energy vice president of engineering, was ready 
to do battle with the top executives at Digital and 
prove to them that his hierarchical approach to com­
puting via VAX was the way to go. 

Bell 's VAX strategy called for Digital 
to have VAX machines in every part of 
the computing hierarchy. That meant, 
according to Bell, that "a user in either 
a centralized mainframe environment 
or in a distributed minicomputer envi­
ronment could compute anyplace he 
wanted—through a cluster of high­
speed minis or through individual 
workstations [MicroVAXs], which were 
actually precursors to the personal 
computer." 

This was Bell 's VAX vision. Right off 
the bat, he recalls, "I began fighting 
engineers and marketing people. It 
was clear to me that we simply had to 

Bell: We had to get rid of 
all the garbage. 

get rid of all the garbage we had and go solely to 
VAX." 

The fighting lasted into 1979, when Bell finally pre­
sented his case to Digital 's board of directors. 

Bell remembers that "Ken [Olsen] sat there, half the 
time arguing that I was crazy and the other half of the 

time letting me express my thoughts. 
He was clearly worried. And I also re­
member the head of the PDP-11 prod­
uct line saying that the VAX move was 
total suicide, too high of a risk." 

It was a risk that paid handsome re­
wards. Digital 's sales quadrupled from 
$1 billion in 1977 to $4 billion in 1983, 
thanks to VAX. "By the time I left in 
1983, we had implemented the first 
phase of the stratagem and all the VAX 
projects at DEC were in place. I didn't 
see how that strategy could get 
messed up for at least another five 
years. And, in fact, it didn't. It took 
seven years." 
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THE '80s continued 

1984 

Government breaks up AT&T, 
and the RBOCs start spinning off. 

GM pays $2.5 billion for service 
company EDS. 

Apple brings fruitful Macintosh 
PC to market. 

1985 

Storage Technology puts main­
frame business up for sale. 

AT&T declares that it will estab­
lish a single UNIX standard. 

Token Ring is announced. 

1986 

Sperry and Hitachi tie the knot 
in a technology exchange. 

••• 

A RETROSPECTIVE 
gether those innumerable islands of au­
tomation, an activity that Microsoft is cur­
rently hard at work on. 

"PCs," points out NMI's Frank, "were the 
driving factor for extending LANs every­
where." Today's LAN-locked enterprises 
would never have been able to make these 
crucial communications connections with­
out Ethernet, which Metcalfe invented at 
Xerox PARC eight years before IBM un­
veiled its PC. 

LAN links to workstations were estab­
lished as soon as the new 
generation of power-
packed machines 
wended their way into or­
ganizations in the early 
1980s. The workstation 
wave was set into motion 
by Sun Microsystems Inc. 
of Mountain View, Calif., 
and Apollo Computer 
Inc. of Chelmsford, 
Mass., which was pur­
chased in April 1989 by 
Palo Alto-based Hewlett-
Packard Co. 

Workstations, explains Metcalfe, "en­
abled you to do many more things than you 
could do with PCs. They could handle com­
plexity and perform much larger computa­
tional tasks." 

But the real gains from workstations, he 
stresses, came in graphics. "For the first 
time, machines began to deal in the 
medium of human beings," says Metcalfe, 
who believes that imaging will be a big ap­
plication area for workstations. But to ac­
commodate that aborning application, 
communications will have to speed up. Pro­
viding that zip will be LANs, which innova­
tor Metcalfe predicts will continue to get 
faster and faster. 

Communications innovations, stretching 
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from the simple modem to complex net­
work architectures, have already played a 
crucial role in the spread of computing. In 
the 1970s, computers began to propel 
progress on the communications front. By 
the 1980s, when the telephone plant had 
switched to digital technology and comput­
ing had become increasingly diffused 
throughout organizations, that scenario 
had turned around. "Now in the 1990s," 
declares Sitkin, "the focus is on communi­
cations, not on the computer. The com­

puter—big, little or in 
between—is just a node 
hanging off a communi­
cations network." 

ARPANET, the pio­
neering packet-switching 
network that added effi­
ciency to data transmis­
sions, was conceived and 
built between 1969 and 
1972. Vinton Cerf, who 
was in charge of the 
DARPA team that devel­
oped the TCP/IP proto­
col, describes the bene­

fits of packet switching: "Before packet 
switching began to emerge in the 1970s, 
there was a very rigid type of communica­
tions allocation. So, in the beginning, the 
most critical thing that packet switching 
did was make it easy for time-shared ma­
chines to interact with each other." 

That efficiency enabled organizations to 
achieve economies of scale in communica­
tions, explains Cerf, who is now vice presi­
dent of the Corporation for National Re­
search Initiatives in Reston, Va. "Packet 
switching allowed extremely flexible shar­
ing of common resources. So instead of 
hating, for example, ten 2.5 kilobit per sec­
ond pipes, you could have one 50Kbps pipe 
that could be shared among a number of 

• 
• 

• 

The time has come, the '80s past, 
To talk of olden lore: 

Of papertape and keypunches. 
Of Williams tubes and more. 

And whether Jovial is friendly, 
And why an Apple has no core. 

Here friends from all our yesterdays, 
Assembled or compiled, 

Have come to drink to days gone by 
And get a little wild. 

So let the chips fall where they may, 
And leave the chad all piled. 

Chief Programmer, please hear our plea, 
Who rules the land of OS, 

Von Neumann's code,the Master Node, 

A DATAMATION Invocation 
Of 1's and O'sthe Boss: 

Don't let these years, now in arrears, 
Become a total loss. 

Put in a word, at least a byte, 
For dwarfs that used to be: 

For Honeywell and UNIVAC, 
RCA and GE. 

And don't let mighty Burroughs code 
Be lost from memory. 

And save some space, at least a meg, 
In some great virtual store, 

For Johniacs and ENIACS 
And Maniacs galore, 

For LARCs and STRETCH and Whirlwind 
To loop in evermore. 

You know we've tried to slash ourO's 
And cross our every Z. 

So please don't let the world forget 
Our bubble memories, 

Of flip-flops, batch, time-sharing 
Or our good old BCD. 

As '90s loom, we ask just this: 
Please hold us in your hand; 

Protect us from the viruses 
That worm through all our LANs; 

And keep the errors in our code 
From being cast in sand. 

—Richard McLaughlin 
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TIIV1E LIIME 

THE '80s continued 

Joint ventures with Honeywell 
and Groupe Bull enable NEC to 
become the world's third 
largest computer company. 

1987 

IBM announces its PS/2 family, 
and rival AT&T debuts its PC 
from Olivetti. 

After 32 months, Storage 
Technology comes out of 
Chapter 11. 

• •• 

A RETROSPECTIVE 
applications. In that way, economies of 
scale could be achieved." 

Computing users got even more flexibil­
ity from the TCP/IP protocol, which en­
abled them to link together many different 
kinds of packet-switched networks. Those 
links, in turn, enabled disparate computers 
to be tied together so they could talk to one 
another. 

Developed between 1973 and 1980, 
TCP/IP entered the commercial sphere in 
the 1980s and became widely implemented 
and adopted. TCP/IP spawned the Inter­
net, the gargantuan global network that 
now hooks together some 5,000 other net­
works. Cerf reports that the sprawling In­
ternet "is becoming a research and educa­
tional backbone that we hope will spin off 
commercially available capability." 

Some say that TCP/IP will gradually give 
way to the Open Systems Interconnection 
(OSI) model being promulgated by the In­
ternational Standards Organization. The 
two well-known standards for public con­
nectivity, the Integrated Services Digital 
Network (ISDN) and X.25, are implemen­
tations of the third layer in the seven-layer 
OSI Reference Model. 

For many organizations, OSI has come 
to epitomize the open systems' concept, 
which promises to provide computing 
users with more flexibility and freedom of 
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choice. Many predict that open systems will 
be a major driver of computing in years to 
come. And the push is coming from users 
on both sides of the Atlantic who are get­
ting behind standards, in particular OSI. 
"The standards that I feel are going to be 
important are the ones that establish proto­
cols for communications. That's what basi­
cally underlies the quest for open systems," 
confirms Ron Brzezinski, national partner 
in charge of information strategy and plan­
ning at Coopers & Lybrand in New York 
City. 

A Long-Term Process 
That quest is proving quite a challenge 

for most organizations still tied by their 
purse strings to proprietary products. 
Those ties, as Brzezinski points out, will be 
difficult to break in the short run. 
"Roughly 50% of the capital expenditures 
made by U.S. business last year went into in­
formation technology. That magnitude of 
investment means that open systems will by 
necessity be a long-term standardization 
process." 

IS veteran Reynolds believes that the 
push toward open systems "is a real effort 
to permit large growth in applications." It's 
also an effort that will be expensive. "So the 
costs will have to be shared by many people 
in the short run. This is another place 

TeleVideo offers you a full line 
of display terminals for ASCII, 
ANSI and DEC applications. 

They satisfy a full range 
of requirements, from low-cost 
flexibility to high-end feature 
selection. 

All are engineered for 
greater productivity, manufac­
tured for assured reliability, and 
backed with complete customer 
support. 

And the proof of the 
promise built into every one of 
our terminals is the tradition 
they're built upon. 

TeleVideo has been making 
quality terminals for more than 
10 years. And we've built up an 
installed base of over 1,000,000. 

All along the way we've 
k pioneered maior advances in 



where the government is 
a driver. And I hope they 
keep it up," he says. 

"It will take a tremen­
dous investment from 
both a user and vendor 
perspective to bring ev­
erything together in an 
open systems environ­
ment," agrees NIST's 
Burroughs. The impetus 
on the government side, 
he notes, comes from its 
huge inventory of mixed 
hardware. 

This mixed machine 
milieu grew out of the 
government's competi­
tive purchasing policies, 
policies that make the Feds fitting testers of 
open systems technology. 

The spirit of open systems, say many in 
the industry, embodies the spirit of Amer­
ica's democratic ideals. Forty years ago, no 
one could have foreseen that computeriza­
tion would lead to democratization—in the 
workplace and beyond. That novel notion 
would have never occurred to sanctimo­
nious system gurus who enshrined and en­
tombed the mainframe in sparkling glass. 

"The day of democratization has abso­
lutely arrived," declares econo-mist Flamm. 

For many 

organizations. 

OSI has come 

"to epitomize 

"the open 

sys-tems 

concept, which 

promises to 

provide 

-flexibility. 

"It used to be the high 
priests of the mainframe 
that controlled all com­
puting in an organiza­
tion. But, over the last 40 
years, technology turned 
the tables. And that dra­
matic change is felt 
within any organization 
today that uses a com­
puter, no matter how 
humble or how high." 

Compaq's Canion, 
who characterizes the 
change as "a redistribu­
tion of the computing 
wealth," says the acceler­
ating PC push gave peo­
ple computing power 

that soon began to exceed the computing 
muscle delivered to them by the main-
framers. "A lot of people just didn't see the 
benefits of a more effective, more efficient 
end user." 

"The computer," sums up Withington, 
"shrunk and homogenized the globe. It pro­
vided a set of tools that have challenged us to 
expand our capabilities and effectiveness. 
And it democratized both people and the 
enterprise they served by amplifying their in­
tellect in extraordinary ways that we never 
could have foreseen 40 years ago." I I 
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•-THE '80s continued 
* 
M988 
•" 
• Fujitsu pays IBM $237 million 

• to settle suit alleging it copied 

• IBM system software. 

K 
M989 
F 
>• Compaq jumps from thedesk-

•"top to the floor with its Sys-
•"temPRO PC. 

• 
K THE '90s 
• 

Concentrating on its core Conn­

ie puter business, IBM spins off 

•" low-end printer, keyboard and 

•" typewriter operations. 

• 
•" A struggling AT&T makes a 

$6 billion bid to buy NCR. 

K 
y Hitachi offers two IBM-com-

•" patibie mainframes. 

•" IBM introduces the 

•" System/390 family. 

technology. Set new industry 
standards for quality. And con­
stantly driven down the price 
of performance. 

To find out how much 
more our approach to terminals 
could mean to your business, 
give us a call toll-free or write 
today. TeleVideoSystems, Inc., 
550 East Brokaw Road, P.O. 
Box 49048, San Jose, CA 
95161-9048. 

Because we understand the 
real measure of success in this 
business is providing more long-
term satisfaction to customers. 

And you'll find that a very 
comforting thought. 

Circle 20 on Reader Card 

fcTeleVideo 
© 1991 TeleVideo Systems, Inc., TeleVideo is a registered trademark of TeleVideo Sysi Call 1-800-835-3228 

\bur Comfort Level 
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•TRIVIA 
BY ANDREA OVANS AND CHRIS STAITI 

Forty years is plenty of time for trivia to accumulate in any field, and ours is no exception. After spending weeks in our 
dusty, ill-lit storerooms poring over back issues of DATAMATION, we have come up with what we believe are abaker's 
dozen of the most formidably trivial questions we could find. So, we challenge you, based on your own experience (or 
your access to our back issues in your local libraries) to come up with the answers. We guarantee that all answers can be 
found somewhere in the pages of DATAMATION. 

1950s 
1. What were Perseus, Pegasus, Mercury and Pluto? 

8. This computer company went out of business 11 
years after it started, in the same year that the machine 
that launched it died, too. 

2. On June 15, 1959, two former airline manufacturing 
executives and an exemployee of the Corporation for 
Economic and Industrial Research in Washington, D.C., 
officially started up this company, primarily for the 
purpose of manufacturing compilers. 

9. Introduced in 1972, it was 3/4 x 1/4 inches, contained i 
4-bit adder and 48-bit program counter, a stack and 
address incrementer, an 8-bit instruction register and 
decoder, control logic and 45 instructions, and was 
offered as part of a set that cost $66. 

3. They thought they could complete it in six months, 
but it took three years to develop. It consisted of 25,000 
instructions. Irving Ziller, Robert A. Nelson and Sheldon 
Best worked on it along with only three or four other 
individuals. But John Backus got most of the credit 
(mistakenly, he said) and the 1975 National Medal of 
Science for it. 

1960s 
4. Jackson Granholm coined this word in DATAMATION 
and defined it as "an ill-sorted collection of poorly 
matching parts, forming a distressing whole." 

5. The first ones were 10 1/2 x 22 inches, moved at 80 
miles per hour and were first adopted as a standard by 
the Association of American Railroads. 

6. Who said this? 

"If you make a small inexpensive computer, you have to 
sell a lot to make a lot of money. And we intend to make 
a lot of money." 

1970s 
7. What did the IBM 370 model 145 have that the 155 
and 165s did not? 

1980s 
10. Who manufactured Capricorn and Coconut, and what 
were they? 

11. In 1982, we said this game maker was "pioneering 
technical innovations that may make conventional 
approaches to computing obsolete." Perhaps it would 
have, if its chief scientist Alan Kay, hadn't jumped ship 
to Apple Computer Inc. 

12. Although they appeared here in the spirit of 
openness, IBM and Digital chiefs John Akers and Ken 
Olsen refused to shake hands for photographers at this 
announcement. 

13. Extra credit: What was the cover date of 
DATAMATION'S first issue? 

CONTEST RULES 
Winners will be announced, and all the answers will be revealed, in 
our July 1, 1991 issue. A laptop computer will be awarded the 
enterprising soul who comes up with the first set of correct answers 
we receive or the highest number of correct answers we receive 
first. DATAMATION employees and their relatives are ineligible for 
this contest. The rest of you, sharpen your pencils. 

Please send replies, including your BUSINESS CARD, to Trivia 
Contest, DATAMATION, 275 Washington Street, Newton, MA 02158, 
or by fax to (6171-558-4506. 
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PREDICTIONS 

MILES TO GO 
By Jeff Moad 

Forty years of commercial 
computing have certainly 
spawned many technologi­
cal advancements, but con­
trary to what some believe, 

the industry is by no means mature in a 
technological sense. In fact, what will be 
coming up in the next decade and beyond 
may be even more exciting than what pre­
ceded it. If that's not completely certain, 
what is is that the technological innova­
tions will come at a faster pace than ever 
before and will affect larger numbers of 
people and organizations. 

The more intriguing breakthroughs top 
researchers and scientists are working on 
include: 

Continuing rapid advances in base-
level semiconductor, packaging and op­

tical technologies, which will enable 
vendors to pack ever more computing 
power and storage capacity into ever 
less space. 
• New tools to help IS profession­

als understand and manage com­
puter networks that have grown 

so large they have begun to be­
have almost independently of 
their human creators. 

New ways for users and 
computers to communi­
cate: for users, voice and 
visual input; for com­
puters, more expres­
sive ways of displaying 
information, includ­
ing full-motion holo­

graphic images. 
^-New languages and ad­

vanced compiler techniques that 
will allow software developers to dra­

matically increase their productivity by 
moving well beyond the object-oriented 
paradigm. 

"The whole juggernaut of enabling 
technologies is going to go steaming 
ahead at the same incredible rates that 
we've seen for the last 15 to 20 years," pre­
dicts John Armstrong, IBM's vice presi­
dent for science and technology. "The en­
gine that has driven this revolution over 
the last 20 years or so is not going to run 
out of gas." 

Fueling innovation into the next gener­
ation—as it has for the last 40 years—will 
be continuing improvements in base-level 

technologies. Semiconductor vendors will 
continue to provide improvements in 
miniaturization, packing more and more 
circuits onto a chip. That means more 
computing power and memory on ever 
smaller platforms, opening up the possi­
bility even of small, handheld devices with 
the power to drive new types of interfaces 
using MlPS-hungry voice- and handwrit­
ing recognition technologies. 

Continuing advances in miniaturization 
also means ever falling prices for comput­
ing power. As semiconductor fabrication 
and packing techniques improve and per­
mit in excess of a million circuits on a 
chip, IBM's Armstrong predicts, a dollar 
will buy between eight and 30 times more 
computing power over the next 10 years. 
That trend will make it economical to use 
semiconductor-based technologies in new 
ways, such as in color, flat-panel and field-
effect displays, which will replace tube dis­
plays. Such displays will provide brighter 
graphics and—perhaps just as signifi­
cant—will cut down on dangerous emis­
sions, according to John Wise, chief tech­
nical officer at Unisys Corp. in Blue Bell, 
Pennsylvania. 

From Head To Disk 
Improvements in component miniatur­

ization and reliability also will lead to 
breakthroughs in storage technologies. 
"There's still a couple of orders of magni­
tude improvement left in conventional 
disk drive technologies, as we reduce 
head-to-disk flying heights and introduce 
things like perpendicular recording," pre­
dicts Bob O. Evans, a partner at Technol­
ogy Strategies & Alliances in Menlo Park, 
Calif., and one of the creators of the 
breakthrough IBM 360 series mainframes 
in the 1960s. 

Evans and others also see newer storage 
approaches, such as optical technologies, 
maturing to the point that they'll increase 
storage capacities and economies. Ven­
dors already are combining optical tech­
nologies with more proven magnetic-
recording techniques to yield 
multigigabyte, rewritable storage devices. 

Beyond that, researchers at the Micro­
electronics and Computer Technology 
Corp. in Austin are experimenting with 
optical holographic technologies, which 
they say have the potential to revolution-
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ize data storage. MCC's so-called Bobcat 
| project has produced a second-generation 

prototype of a rewritable storage device 
that features high capacities and data 
transfer rates of up to 1.2 gigabytes per 
second. MCC senior vice president Barry 
Whalen says the Bobcat device will be 
ideal for storing multimedia data such as 
video images. 

In the end, scientists predict, ever 
smaller and cheaper compute power and 
storage will mean one thing. As IBM's 
Armstrong puts it: "All data will be on line. 
Everybody will be a user. Everybody will be 
connected." 

A World On Line 
Of course, that prospect raises new 

challenges—and new opportunities for 
technology breakthroughs. When every­
one is on line, for example, how do you 
deal with the massive burden that will be 
placed on network resources? How do you 
manage networks that connect hundreds 
or thousands of different types of devices 
or even predict their behavior? Scientists 
like Armstrong believe that as high-speed 
fiber optic cable becomes pervasive, link­
ing homes, offices and local-area networks 
around the world, the need for increased 
physical bandwidth will be satisfied. And 
projects like the U.S. government's new 
High-Performance Computing Initiative's 
1-gigabit network project will lead to inno­
vative new ways to use 
that increased band­
width. 

But that still leaves 
open the question of un­
derstanding and manag­
ing the massive new data 
networks. "Up until now, 
we've concentrated on 
the easy part—creating 
standard ways of getting 
bits from here to there," 
says Unisys's Wise. "Now 
comes the hard part—de­
termining what those bits 
are, what we want them to 
do and how to provide se­
curity and management 
to global networks." 

At Xerox Corp.'s Palo 
Alto Research Center 
(PARC), scientists predict that as com­
puter networks continue to grow larger 
users will need completely new tools and 
techniques for understanding and manag­
ing them. Xerox research fellow 
Bernardo Huberman is leading a group 
that is developing such tools. Without 

' them, he says, networks, as they grow, may 
become increasingly chaotic, virtually tak­
ing on a mind of their own. 

"As the network gets very large, it be­
comes more and more like some kind of 

The whole 

juggernaut 

of enabling 

technologies 

is going "to 

go steaming 

ahead at 

"the same 

ncredible 

rates. 

species that is coexisting with us," says Hu­
berman. In attempting to manage such 
networks, it makes little sense to look at 
the performance of each individual node, 
he continues. What's needed is a much 
higher level understanding of how the 
network is behaving as a whole. 

PARC's research to date has fo­
cused on looking at large networks as 
something like economic systems. 
PARC researchers, in projects 
called Spawn and Strand, have 
found they can at least make net­
work performance less chaotic 
by enforcing a system of rewards 
for systems and applications 
that perform well. For exam­
ple, an application that 
makes the right decisions 
about which servers to call 
would be rewarded by be­
ing given more resources, 
such as more memory. 
Inefficient applications 
would be given fewer 
resources. "We are now 
trying to model some of 
the properties we've ob­
served and build network and 
application management tools," says 
Huberman. 

Beyond those tools, Huberman pre­
dicts, will be breakthroughs in program­
ming languages and techniques that will 

add intelligence to net­
work applications so they 
can automatically sort 
through the vast amount 
of data surging through 
huge networks and pre­
sent only what is perti­
nent to the user. "We still 
don't have a good lan­
guage for programming 
networks and distributed 
computation," says Hu­
berman. 

PARC alumnus and 
current Apple Computer 
Inc. fellow Alan Kay pre­
dicts that a new form of 
programming, which he 
calls "agent-oriented" 
programming, will one 
day emerge to help appli­

cations sift through the mass of data avail­
able on large networks. A more intelligent 
alternative to object-oriented program­
ming, Kay says, agent-oriented program­
ming will be based on artificial intelli­
gence languages such as Inference 
Corp.'s ART. As such, the approach will 
make use of AI techniques like inferenc-
ing, which will give self-defining agents in 
a system the ability to learn what types of 
information a user or application would 
be interested in seeing. 
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PREDICTIONS 
The ability for software to understand 

the needs of the user will introduce a new 
relationship between systems and people, 
and it will make possible new types of in­
terfaces, says Kay. "The icon-based inter­
faces we developed in the '70s were ori­

ented toward being able to easily teach 
people about the system. The new inter­
faces will be based on teaching the system 
about what the user needs." 

Kay and others also predict that users in 
the near future will be given new, more ex­
pressive ways to tell computers exactly 
what they want. Researchers at the Mas­
sachusetts Institute of Technology's Media 
Laboratory, for example, are currently 
hard at work on enabling computers to 
understand not only human speech but 
also visual images. 

"Voice and visual interfaces will bring 
two areas of significant change to comput­
ing," predicts Nicholas Negroponte, the 
Media Lab's director. "First, people will be 
able to deal with computers in passing, 
without having to sit down and overtly 
type on a keyboard or move a mouse. In 
that way, our use of computers can be 
more concurrent with other things we do. 
And, secondly, particularly with visual 
recognition, we can use what I call 'subcar-
riers of information.' For example, the sys­
tem will be able to see our facial expres-
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sions and read information from that." 

Scientists like Kay and Negroponte pre-l 
diet that computer recognition of contin­
uous human speech will be a reality by the 
middle of the 1990s. Recognition of visual 
images is a tougher problem, but well 
within reach, says Negroponte. 

At the same time, Negroponte says, sci­
entists are making surprisingly rapid 
progress toward creating revolutionary 
new ways for computers to present infor­
mation to people. The Media Lab, for ex­
ample, recently demonstrated the first 
computer-generated moving holographic 
image. The 16,000-processor Connection 
Machine supercomputer is capable of cre­
ating incredibly high-resolution images 
and projecting them at 30 frames per sec­
ond. Using it, MIT researchers created a 1-
inch holographic cube that responded to 
changes in real time. "We're still not quite 
to the level of Star Wars," says Negro­
ponte, "but in another 10 years, we could 
be." 

An Emphasis On Productivity 
While some scientists work on improv­

ing communication between computers 
and their users, others are attacking what 
undoubtedly continues to be the most sig­
nificant bottleneck in the IT industry: the 
gap between the speed with which engi 
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neers can develop new hardware and the 
time it takes programmers to write soft­
ware for it. "There's still about a 10-year 
gap between hardware and software, and 
so far we haven't done much to close 
that," says Peter Weinstein, a research di­
rector at AT&T Bell Laboratories in Mur­
ray Hill, N.J. 

A Broad View of Languages 
But that doesn't mean software scien­

tists aren't trying. At IBM's Almaden Re­
search Center in San Jose, for example, re­
searchers led by IBM Fellow John Backus 
continue work on FL, a new language that 
Backus says could bring a 10-fold improve­
ment in the efficiency and productivity of 
software developers and maintainers. FL, 
which stands for Function Level, repre­
sents nearly 20 years of work by Backus to 
create a style of programming that would 
allow developers to stop what he calls the 
repetitive "word jockeying" forced on 
them by lower level languages like 
COBOL and take a very broad view of pro­
grams and data. 

Backus says his group recently began 
proving some of his theories using the first 
FL optimizing compiler. "We believe we're 
beginning to prove out the viability of this 
technology," he says. 

Taking a very different approach to the 

same problem are researchers at MCC. 
According to Whalen, the consortium 
next month will kick off what it calls its 
"cooperative programming" project, an 
effort to provide product developers 
with a method for linking hardware 
and software development from 
the initial design phase all the way 
through implementation. The 
project will leverage a number of 
technologies, including an ob­
ject-oriented database already 
developed at MCC; special 
groupware to keep hardware 
and software development 
in lockstep; and object-ori 
ented extensions to the 
VHDL hardware descrip­
tion language, which will 
be used for simulation. 

"In the past, we have 
always developed the 
hardware first and 
then the software, 
which became the pac­
ing item," says Whalen. 'Very 
often, the lack of software has led to 
the failure of technologies, or it's taken 
years for them to catch on. But product 
cycles are getting shorter, and we just 
don't have time to wait for the software 
anymore." i i 

Unisys's 
John 

TheClearerTheAnswerBecomes. solutê ., 
AS/400, Software 2000 is clearly the best. We've 

been dedicated to the AS/400 platform since 

day one. And our cooperative research and 

development relationship with IBM ensures that 

our business solutions are available with the very 

latest AS/400 enhancements. 

Our Software 2000 Series includes a complete 

range of integrated financial, human resources, 

environmental and distribution software that 

provides mainframe functionality with PC ease-

of-use. We also offer a suite of PC-based coop­

erative processing products that are designed 

to help you better plan for the future by bringing 

your organization's most critical information to 

the desktop. For an even closer look at what are 

clearly the best business solutions for the AS/400, 

call Software 2000 at (800) 388-2000. 

(Software 2000) 

The AS/400Business Solution. 
Circle 23 on Reader Card 65 

..ware2000Sou, .«*are2000 bou.. 

jOO Software 2000 Software 2000 

.e2000 Software2000 Software2000 Softwa 
jftware2000 Software2000 Software2000 Soh 

>00 Software 2000 Software 2000 Software 2000 c 
are 2000 Software 2000 Software 2000 Software 21 

ioftware 2000 Software "" ~ Software 2000 Software 

2000 Software 2000 Sc 
/are2000 Software20C 
Software 2000 Softwar 

000 Software 2000 Soh 
are 2000 Software 200C 
Joftware2000 Software 
00 Software2000 Soft* 
ire 2000 Software 200C 
>ftware2000 Software 2 
0 Software 2000 Softw 
92000 Software2000 5 
ware 2000 Software 2C 
Software 2000 Softwa 
000 Software 2006 So: 

ftware 2000 Software 2O0( 
)0 Software2000 Software 
2000 Software 2000 Softv 
twa e 2000 Software 2000 
So ware 2000 Software 2i 

!00< Software 2000 Softwa 
fare 000 Software 2000 Sc 
ioft' re 2000 Software 2001 

ware 2000 Software 2C 
Software 2000 Softwa 
000 Software2000 Sol /are2000 Software20C 
ire 2000 Software 200C Software 2000 Softwan 
>ftware2000 Software^ 000 Software2000 Soft 
0 Software2000 Softw,are2000 Software200C 
92000 Software2000 Software2000 Software 
ware 2000 Software 2000 Software 2000 Soft* 
) Software2000 Software2000 Software200C 
1000 Software2000 Software2000 Software^ 
are 2000 Software 2000 Software 2000 Softw 
5oftware2000 Software2000 Software2000 S 
100 Software2000 Software2000 Software2C 
re 2000 Software 2000 Software 2000 Softwa 
ftware 2000 Software 2000 Software 2000 So; 
0 Software 2000 Softw are 2000 Software 200( 
e2000Software2000' oftware2000Software 
tware 2000 Software 2< )0 Software 2000 Softv 
0 Software2000 Softw e2000 Software2000 

j00 Software 2000 Software 2000 
ware2000 Software2000 Software20c 

J Software2000 Software 2000 Software*. 
e2000 Software 2000 Software 2000 Softwa 

jftware2000 Software2000 Software2000 Sofi 
00 Software2000 Software2000 Software20001 

are 2000 Software 2000 Software 2000 Software 21 
joftware 2000 Software Software 2000 Softwart 

_'000 Software 2000 So' 000 Software 2000 Soh 
/are 2000 Software 20C e2000 Software 2000 

100 

.2000 Software 2000 S 
ware2000 Software2f 

J Software 2000 Softw 
;2000 Software2000 S 

itware 2000 Software 2( 

Software2000 Software^uOO Software2000 Softw-

000 Software 2000 Software 2O0O Software 2000 f 
re 2000 Software 2000 Software 2000 Software' 
'ware 2000 Software 2000 Software 2000 Soft1 

Software 2000 Software 2000 Software 200 
v00 Software 2000 Software 2000 Softwa--

2000 Software 2000 Software 2000 S 
•» re 2000 Software 2000 Software" 

"are 2000 Software 2000 So' 
"ware 2000 Software0' 

-• ••nropnnn ^ 

ware 2000 Software 2i 
Software 2000 Softwa 
000 Software 2000 Sc 
re2000 Software200l 
hware 2000 Software 2v 

Software 2000 Softwa, 
000 Software2000 Sot 
ire 2000 Software 200C 
ftware 2000 Software 2 
0 Software 2000 Softw; 
92000 Software2000 S 
ware 2000 Software 20i 
1 Software 2000 Softwa 
1000 Software 2000 So-

are2000 Software200( 
Joftware 2000 Software 
>00 Software2000 Soft-
re 2000 Software 2000 
ftware2000 Software2 
0 Software 2000 Softw 
e2000 Software 2000 
iware 2000 Software 2C 
0 Software2000 Softw 
2000 Software 2000 S 
ware2000 Software2C 

J Software 2000 Softw.-
2000 Software 2000 S 

.tware 2000 Software 2f 
Software2000 Software pvjUO Software2000 Softw.' 
000 Software 2000 Software 2000 Software 2000 ? 
•re 2000 Software 2000 Software 2000 Software ? 
'ware2000 Software2000 Software 2000 Soft*-

Software2000 Software2000 Software200' 
^00 Software 2000 Software 2000 Softwar 

2000 Software 2000 Software 2000 S-

">re2000 Software2000 Software" 
"are 2000 Software 2000 So*" 

Hware 2000 Software °r 

'"•.orp?nnnc- --



Page 1 of 5 

Seminar 9635, "History of Software Engineering", SchloB Dagstuhl, August 26-30. 1996 

The 1968/69 NATO Software Engineering 
Reports 

Brian Randell 

The idea for the first NATO Software Engineering Conference, and in particular that of adopting the 
then practically unknown term "software engineering" as its (deliberately provocative) title, I believe 
came originally from Professor Fritz Bauer. Similarly, if my memory serves me correctly, it was he 
who stressed the importance of providing a report on the conference, and who persuaded Peter Naur 
and me to be the editors. (I was at the time working at the IBM T.J. Watson Research Center in the 
U.S.A., but had got to know "Onkel Fritz" through having been a member of the IFIP Algol 
Committee for several years.) As a result, it was agreed that Peter and I would stay on for an extra 
week after the conference in order to edit the draft report, though we arranged to move from 
Garmisch-Partenkirchen to Munich for this second week. 

Quoting from our Report of the 1968 Conference [Naur and Randell January 1969]: 

"The actual work on the report was a joint undertaking by several people. The large amounts 
of typing and other office chores, both during the conference and for a period thereafter, were 
done by Miss Doris Angemeyer, Miss Enid Austin, Miss Petra Dandier, Mrs Dagmar Hanisch 
and Miss Erika Stief. During the conference notes were taken by Larry Flanigan, Ian Hugo and 
Manfred Paul. Ian Hugo also operated the tape recorder. The reviewing and sorting of the 
passages from written contributions and the discussions was done by Larry Flanigan, Bernard 
Galler, David Gries, Ian Hugo, Peter Naur, Brian Randell and Gerd Sapper. The final write-up 
was done by Peter Naur and Brian Randell. The preparation of the final typed copy of the 
report was done by Miss Kirsten Anderson at Regnecentralen, Copenhagen, under the direction 
of Peter Naur." 

As I and other participants have since testified, a tremendously excited and enthusiastic atmosphere 
developed at the conference. This was as participants came to realize the degree of common concern 
about what some were even willing to term the "software crisis", and general agreement arose about 
the importance of trying to convince not just other colleagues, but also policy makers at all levels, of 
the seriousness of the problems that were being discussed. Thus throughout the conference there was 
a continued emphasis on how the conference could best be reported. Indeed, by the end of the 
conference Peter and I had been provided with a detailed proposed structure for the main part of the 
report. This was based on a logical structuring of the topics covered, rather than closely patterned on 
the actual way in which the conference's various parallel and plenary sessions had happened to be 
timetabled. 

Peter and I were very pleased to have such guidance on the structuring and general contents of the 
report, since we both wished to create something that was truly a conference report, rather than a 
mere personal report on a conference that we happened to have attended. Indeed Peter argued that we 
should not provide any additional text at all ourselves, but rather produce the main part of the report 
merely by populating the agreed structure with suitable direct quotations from spoken and written 
conference contributions. I, however, persuaded him that brief editorial introductions and linking 
passages would improve the continuity and overall readability of the report. So, (together with the 
decision that a small selection of the written texts would also be incorporated in full as appendices), 
we arrived at the final form of the report. 

In Munich we worked from the notes taken by the rapporteurs, which we had arranged would be 
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keyed, as they were made, to footage numbers on the recorded tapes. The tapes were not 
systematically transcribed, since this process typically takes five to six times real time. Rather we 
used the rapporteurs' notes, and our memories, to locate particularly interesting and apposite sections 
of the tapes and just these were transcribed. We thus built up a large set of transcribed quotations, 
which we supplemented with suitable quotations from the written contributions. Then, for each 
section of the report, one or other of us attempted to turn the relevant set of quotations into a coherent 
and pseudo-verbatim account of the discussion on that topic, bringing together material from quite 
separate sessions when appropriate since many topics had been revisited in various parallel and 
plenary sections. 

The work in Munich was as enjoyable as it was intense, and afforded plenty of opportunity for re­
hearing some of the more memorable discussions, so that many of these became etched much more 
deeply into my memory, and had a stronger effect on my subsequent research, than would have been 
the case had I merely taken part in the conference. The report was virtually complete by the end of 
the week in Munich, and then Peter Naur took everything back with him to Copenhagen where a 
complete first draft was produced using a paper tape-controlled typewriter (I assume a flexowriter) - a 
technique that seemed novel at the time but one that he correctly advised us would greatly aid the 
preparation of an accurate final text. (My memory tells me that this draft was then circulated to 
participants for comments and corrections before being printed, but no mention is made of this in the 
report so I may be wrong.) 

The actual printing and distribution was done by NATO, and the Report became available in January 
1969, just three months after the conference. Copies were distributed freely on request and it rapidly 
achieved wide distribution and attention. One of the more delightful reactions to it from amongst the 
participants was that of Doug Mcllroy, who described it as "a triumph of misapplied quotation!". (It 
was only many years later did I leam from a short article by Mary Shaw that A1 Perlis gave out 
copies of the report to the CMU computer science graduate students with the words "Here, read this. 
It will change your life." [Shaw 1989]) 

Such was the success of the first conference that the organizers sought and obtained NATO 
sponsorship for a second conference, to be held one year later in Italy. Peter Naur, wisely, was not 
prepared to repeat his editorial labours, but I - rather rashly - after some initial hesitation agreed to do 
so, this time in co-operation with John Buxton. As I recall it, the plans for the second conference 
were discussed at a meeting held in an office at NATO Headquarters. My main memory is that the 
office was dominated by a very large and impressive safe, which to my amusement was revealed to 
be completely empty when our host, at the end of the meeting, opened it so as to put away the bottles 
from which drinks had earlier been served to us. During these preparatory discussions I provided, 
based on my hard-won experience at Munich, what I proudly considered to be a very well thought-
out list of requirements regarding the facilities that we would need to have in Rome. (The most 
important of these was that the editorial team should have full time access to an Italian-speaker who 
would help sort out any difficulties that might arise - of this, more later.) 

My initial (over)confidence was also in part due to the fact that this second time around, John and I 
had been offered the full time services of two experienced technical writers from ICL, namely Ian 
Hugo (who had been closely involved in the preparation of the first report) and Rod Ellis, and we had 
each arranged to be accompanied to Rome by an expert secretary, Margaret Chamberlain and Ann 
Laybourn, respectively. Ian, incidentally, went on to help found Infotech, a company that 
subsequently over a period of years organized a large number of technical conferences, each of which 
led to the publication of a State-of-the-Art Report, whose format closely matched that of the NATO 
reports. 

In the event the second conference was far less harmonious and successful than the first, and our 
editorial task turned out to be very different. Quoting from our introduction to the Report of the 1969 
Conference [Buxton and Randell April 1970]: 
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"The Rome conference took on a form rather different from that of the conference in Garmisch 
and hence the resemblance between this report and its predecessor is somewhat superficial. The 
role played by the editors has changed and this change deserves explanation.... The intent of 
the organizers of the Rome conference was that it should be devoted to a more detailed study of 
the technical problems, rather than including also the managerial problems which figured so 
largely at Garmisch.... The resulting conference bore little resemblence [sic] to its predecessor. 
The sense of urgency in the face of common problems was not so apparent as at Garmisch. 
Instead, a lack of communication between different sections of the participants became, in the 
editors' opinions at least, a dominant feature. Eventually the seriousness of this 
communications gap, and the realization that it was but a reflection of the situation in the real 
world, caused the gap itself to become a major topic of discussion. ... In view of these 
happenings, it is hardly surprising that the editors received no clear brief from the conference 
as to the structure and content of the report." 

Thus the task of producing a report which was both respectable and reasonably accurate was much 
more difficult than I could have imagined - and was not aided by all sorts of difficulties that we 
suffered, almost all of which would have been much more easily dealt with if a local organizer had 
been provided as agreed. Nevertheless, a number of the participants expressed pleased surprise at our 
report, when they afterwards received a draft for checking, and evidently thought more highly of it 
than of the conference that it purported to document. 

The conference had been held outside Rome in a rather charmless American-style hotel whose 
facilities and cuisine I'm sure did little to engender a harmonious atmosphere. It had been agreed 
beforehand that we would move to a (particular) hotel in Central Rome for the report writing - only 
during the conference did we discover that no attempt had yet been made to reserve accommodation 
at this hotel. Needless to say, the hotel turned out to be full, and so last minute arrangements had to 
be made, and our offices and families alerted to the change of plans. 

On the Saturday morning following the conference the six of us, plus all our luggage, and a very 
impressive set of typewriters, tape-recorders, boxes of paper and other office supplies, etc., were 
transported by minibus to Central Rome to the very pleasant substitute hotel, which was situated just 
across from the main entrance to the Roman Forum. In fact we arrived rather too early for the hotel, 
since only the small suite we were to use as an editorial office was available, our bedrooms not yet 
having been vacated and cleaned. We thus had to accept the hotel receptionist's suggestion that we all 
be initially installed in this one suite until our own rooms were ready. 

I still treasure the memory of our arrival, which was watched open-mouthed by the various hotel staff 
and guests in the lobby. This was not just because of our number and our mountain of luggage, and 
the small army of porters - just one of whom had a door key - that were being employed to move it. It 
was undoubtedly also due to the interesting appearance the six of us must have made - in particular 
the fact that Margaret Chamberlain was wearing an extremely short miniskirt. This fashion 
apparently had yet to spread from London to Rome, where it was still regarded at least by all the 
Italian men as quite sensational. And Rod Ellis was wearing a splendid long black leather jacket and 
the sort of thick-soled suede shoes that at that time were known, in Britain at least, as "brothel-
creepers". But most memorable of all was John Buxton's remark when the last of the porters had 
bowed himself out of our suite, and the six of us were standing around our luggage mountain 
wondering what to do first. He suddenly said, "I've had a great idea. Let's phone down to the front 
desk and ask for two thousand foot of colour film and a stronger bed, please." 

This provided a wonderful start to a week in which we managed to find continual solace in humour 
despite the pressure of work and the many adversities we had to face. For example, by mid week, 
almost all of the original typewriters and tape recorders were no longer operational, and we were 
threatening to abandon Rome and to move to Brussels in order to complete the work at NATO 
Headquarters. Even the stapler had broken. As Ian Hugo has reminded me, "the suite had a bathroom 
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which was surplus to requirements and the bath became the final resting ground for dead typewriters, 
tape recorders, etc; by the end of the week it was full to overflowing!" However we soldiered on, 
though in the end half of the Report had to be bravely typed by Ann Laybourn on a totally-unfamiliar 
German-keyboard typewriter that we had managed to borrow ourselves from the hotel. 

All these adversities - whose impact would have been much less had we had the promised local 
assistant - in fact helped to bind us together as a team. Rod Ellis' brilliant gift for mimicry also helped 
by providing many welcome moments of general hilarity as, suiting his choice to the topic at hand, he 
switched effortlessly in conversations with us between the voices of Edsger Dijkstra, Fritz Bauer, and 
many of the other participants whose conference comments had been captured for posterity by our 
tape recorders. 

We did in fact finish the report by early on the Friday evening - in good time for a final celebration 
dinner, once Rod and Ian had returned from the University of Rome where they had made copies of 
the draft report (and, rather fittingly, broken the photocopier). It was in keeping with the rest of the 
week, though, that nearly all the restaurant waiters in Rome chose that moment to go on strike -
indeed, we saw a large procession of them march right past our windows shouting and waving 
banners - so that we had to content ourselves with an in fact excellent dinner in the hotel. 

Something I had completely forgotten until I reread the introduction to the 1969 Report while 
preparing this brief account was that this second report was typeset at the University of Newcastle 
upon Tyne, to where I had moved from IBM in the interim. In fact some of the world's earliest work 
on computerized type-setting had been done at Newcastle. Quoting from the report: 'The final 
version of the report was prepared by the Kynock Press, using their computer type-setting system 
(see Cox, N.S.M and Heath, W.A.: ' The integration of the publishing process with computer 
manipulated data". Paper presented to the Seminar on Automated Publishing Systems, 7-13th 
September 1969, University of Newcastle upon Tyne, Computer Typesetting Research Project), the 
preliminary text processing being done using the Newcastle File Handling system ...". (However, I 
perhaps should also mention that this second report took three months longer to produce than its 
predecessor report.) 

Unlike the first conference, at which it was fully accepted that the term software engineering 
expressed a need rather than a reality, in Rome there was already a slight tendency to talk as if the 
subject already existed. And it became clear during the conference that the organizers had a hidden 
agenda, namely that of persuading NATO to fund the setting up of an International Software 
Engineering Institute. However things did not go according to their plan. The discussion sessions 
which were meant to provide evidence of strong and extensive support for this proposal were instead 
marked by considerable scepticism, and led one of the participants, Tom Simpson of IBM, to write a 
splendid short satire on "Masterpiece Engineering". 

John and I later decided that Tom Simpson's text would provide an appropriate, albeit somewhat 
irreverent, set of concluding remarks to the main part of the report. However we were in the event 
"persuaded" by the conference organizers to excise this text from the report. This was, I am sure, 
solely because of its sarcastic references to a "Masterpiece Engineering Institute". I have always 
regretted that we gave in to the pressure and allowed our report to be censored in such a fashion. So, 
by way of atonement, I attach a copy of the text as an Appendix to this short set of reminiscences. 

It was little surprise to any of the participants in the Rome conference that no attempt was made to 
continue the NATO conference series, but the software engineering bandwagon began to roll as many 
people started to use the term to describe their work, to my mind often with very little justification. 
Reacting to this situation, 1 made a particular point for many years of refusing to use the term or to be 
associated with any event which used it. Indeed it was not until some ten years later that I relented, by 
accepting an invitation to be one of the invited speakers at the International Software Engineering 
Conference in Munich in 1979. The other invited speakers were Barry Boehm, Wlad Turski and 
Edsger Dijkstra. I was asked to talk about software engineering as it was in 1968, Barry about the 
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present state, Wlad about the future of software engineering, and Edsger about how it should develop. 
I had great fun in preparing my paper [Randell 1979] since I included numerous implied challenges 
to Barry, whose talk was scheduled immediately after mine, to justify claims about progress since 
1968. He studiously ignored all these challenges, or perhaps failed to recognize them, I'm sorry to 
say. 

In my 1979 attempt at describing the 1968/9 scene I did not feel it appropriate to dwell on my 
experiences in helping to edit the two NATO Reports - so I am very pleased to have had cause to 
complete my personal software engineering reminiscences, so-to-speak. I thank the organizers of this 
conference for giving me this opportunity and, in particular, a belated means for me to publish the 
text that was so sadly censored from the Report of the 1969 Conference. 
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January 1971 

REPORT 

inter-American Computing Symposium 

Mexico City, November 16, 1970 

The one-day discussion group convened at the headquarters of 1LACIC, the 

institute Latino Americano de Ciencias de ia Informacion y la Computacicn. 

Appendix A of this report lists th© attendees, and Appendix B shows the agenda. 

The first order of business was to arrange the agenda topics in priority order 

for the day's discussion. 

Herb Bright suggested that agenda item 7 was really part of item i 

(that is, languages in general), 

item 9 (trends in Latin America) was the most popular item. Prof. Beitran 

summarized the current situation. The largest user in ail Latin American 

countries is the government; the figure is 72? in Mexico. The largest machines 

are those controlled directly by the government, or by state-owned companies, 

in Maxico, large raachines incIude the foI!owing: 

3 CDC 6400 

360/65 

B6500 

6 360/50 

2 B5500 

Columbia has a 360/65. Most of the machines in Central America are of 

the 1401 class; they total perhaps 40 or 50 machines. Argentina has a GE625. 

Brazil has some large machine installations in banks. Chile has a govern­

mental authority responsible for computation. 

The overall trend is to advance from the clerical uses of computers 

to broader use, related to control and development of economies. The key 
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Hies in the word "planning." In terms of hardware, due to the economics 

of the situation, the trend is to many small machines rather than few large 

machines. Only recently have the Latin American countries begun to use 

communications links between computing installations. In Mexico, there is 

a definite trend toward the use of remote terminals attached to large 

machines. 

The introduction of computers for any specific application is 

usually difficult. For example, a proposal to computerize the election 

procedures was rejected on the grounds that some 50,000 election officials 

and clerks would be displaced. On the other hand, the terge-scaie enter­

prises (Pemex, Social Security, and the Ministry of Finance) have demon­

strated great gains from the introduction of computers. The larger users 

have tended toward centralization; private companies would tend more toward 

decentra11zation. 

They are trying to profit from the mistakes made in the U.S. "Simply 

copying the history of computing in the U.S. would be bad." 

In Mexico and one or two other countries, the universities have led 

the way to computer!zati on. Generally, this is not true. 

The question (No. 4) of overprobucing programmers is of no Interest 

in Latin America; they are short of programmers of all types. 

The trend of popular opinion against computers which has appeared in 

the U.S. is not evident in Mexico; quite the contrary. 

Frank Wagner posed this question: If you had a clear-cut application 

that would probably increase productivity and create employment, then which 

of the three functions — hardware acquisition, systems analysis, and 

programming — would be the biggest bottleneck? Sr. Vargas voted Immediately 

for systems analysis. But he pointed out that there Is a fourth boxtfeneck, 

nameiy, the opposition by union groups to new applications. Or. Pedro Soils 
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/ 
and Sr. Roberto Bermudoz reinforced the opinion that the greatest shortage 

in Mexico is of systems analysts. The feedback loop between the users and 

the schools seems to be lacking (as exists in the U.S. with the professional 

organizations and the users groups). Another alleviating factor in the U.S. 

is the existence of applications packages. Frank Wagner cited the experience 

of insurance companies, who could proceed rapidly because of the 550 insurance 

packages, in Latin America, such packages have not caught on. 

Bob Berrar suggested having one of the big conferences (Spring Joint, 

for example) held In Mexico. Prof. Beitran pointed out that the papers at 

such conferences do not deal with the fundamental concepts that they need. 

Herb Bright noted that successful implementation tends to come with the 

second version (that is, after cno conversion). 

Prof. Halstead referred to the efforts of ACM to define a computing 

science curriculum (not that any college actually follows the plan, but it 

does furnish guidelines). Dsn MeCracken said that the ACM plan seems to be 

aimed at those who wiIf become compiler writers, and that that would not be 

the way to go in the developing countries. Frank Wagner recommended having 

computing students spend two years on case studies as the best way of creating 

psopfQ who think the way industry wants them to think. George Glaser cited 

the work of Dan Tsichrow's committee in ACM as a step in the right direction, 

although their work has not yet been reported in the journals. 

Clarence Poland stated that the usual U.S. experience is that there is 

no school to which you can send your people to upgrade them from programmer 

to systems analyst, and that most companies conclude that you have to do it 

in-house. "It is not yet a teachable subject, i fro afraid." 

item 9: should Mexico construct its own hardware and software, or 

should it send its money north? Several people had stated categorically 

that Mexico should buy what it needs and not try to compete. 
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Sullivan Campbell recommended that sub-assembiies and final assemblies might 

well be done in Mexico. 

Is it healthy, worid-wide, to have a few countries producing the capital 

goods (and Prof. Beltran rates computers as capita! goods, as opposed to 

consumer goods) for all the others? There is an analogy to the situation in 

the U.S. between the universities and the computer manufacturers; everyone 

agrees that the universities should not build their own computers. But that 

Is where a parallel active industry already exists. In Mexico, the situation 

is quite different. Advanced electronic devices (integrated circuits) are 

produced in Mexico, by firms that are branches of U.S. firms, and that are 

taking advantage of the lower labor costs. If ftexico can anticipate using 80 

to 100 new, medlum-scaIo machines in the next 5 years, ft might make good sense 

to plan now to buiId them, and import only the large-scale machines. The 

problem has sociological, political, and economic facets. The rationale for 

the creation of a new industry is different in the developing countries. 

Paul Armer noted that the cost of the CPU Itself is only a small por­

tion of the totai cost of a new system; that it should be possible to buiId 

on what has already been done well. 

Campbell stated that the key to success in manufacture is automation 

plus low-cost labor, both of which exist already In Mexico. 

Amdahl gave It as his opinion that even if the total cost were higher 

(to produce a computing system in Mexico as opposed to buying a U.S. system), 

all the money involved stays within Mexico, and hence would operate to improve 

the economy of the country. He laid out a plan as follows. Start by pro­

ducing under license, essentially copies. Build up a manufacturing base, 

where skilled labor dominates over technological knowledge. Gradually take 

over larger and larger portions of the manufacturing process. An entry by the 

state into computer production might be entirely feasible. 
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According to Campbell, Mexico could get machinery into production just 

about as fast as it could be done in the states. 

Sergio pointed out that 30 years ago it was flatiy stated that it made 

no sens© to try to assemble automobilas in Mexico. Today they have many 

assent*fy plants; the idea works. The same idea for computers (controlled and 

possibly subsidized by the government) might also work. Cars are now made in 

many countries. McCracken asked if they made their own cameras in Mexico, too. 

Jose Guerra: Not every country can produce every needed product. On 

the other hand, no country has a monopoly on know-how and people, and each 

country can make what it needs, If it is economically efficient to do so. 

is it worthwhile to produce something internally, if it costs three times as 

much 1 

Poland: The question is not one that can be expressed as a yes/no 
/ ' 

choice in 25 words or less. It is a complex decision, made up of thousands 

of smaller decisions, each of which must be decided at the right time, box 

by box, component by component. The real key Is to establish a decision 

structure. 

van Norton: Nor can the decision (or decisions) be made for all 

countries in the same way. It may bo, as Campbell eaid, that the time is ripe 

for Mexico, but it may not be right for a country that has electricity for 

only two hours a day. 

Wagner: What is probably needed, then, for a country like Mexico, is 

a master plan - a policy dictated from the top - that would be good for 25 

years or so. For example, it might be part of such a policy that nothing 

should be done for which a systems analyst can see that implementation calls 

for creation of a computing system that differs significantly from what is In 

current use In the rest of the world. 



Bright: Amdahl outlined a plan that has profound imp Si cations; it 

also poses profound difficulties. S think the Mexican community should make 

a serious study of why applications packages have failed in Mexico. Such 

packages offer tried-and-true software, ready-made. Perhaps they do not 

transfer directly to the needs of Mexican business and government, but the 

principle is still good. 

White: If the real shortage here is systems analysts, that almost 

implies a surplus of hardware. It takes as Song to develop a good systems 

analyst as a good hardware designer. For tong-ranga goals, It then becomes 

necessary to plan how to allocate your available resources. We accept, almost 

as a truism, that hardware is usefess without an equal expenditure of time 

and effort on the systems software. I think it follows that if you plan to 

create hardware, then you should concentrate first on creating a pool of 

thoroughly competent software people. Further, you should plan that the soft­

ware you design must be designed to be non-fatal If it fails. 

Armer: I think it takes a fot longer to train a hardware designer 

than a systems analyst or a systems programmer. 

White: if so, that only strengthens my argument. 

Wagner: They are radically different breeds of people, that's all. 

Gruanberger: Suppose the answer to the main question is "yes." Suppose 

Mexico did develop an Industry — hardware, software, peripherals, systems, and 

packages — and it flourished and became quite iarge. Then, what advice would 

you give to BraziI? 

Poland: The same as we are outlining here. Do not plunge into a grand 

scheme ail at once, including a Portugese version of PL/I (which would then 

be PL/dos>, but develop a policy first, and a mechanism for making each 

decision within that policy. Through ail this, everyone should keep In mind 



the N1H (Not invented Here) syndrom©. Anyone can look at a finished system 

and say "I could do that better", and he probably could. But it would be a 

terribie waste of resources, and should be avoided. 

Bemer: Note also the Japanese experience, where to develop a computor 

industry they buiit a consortium and ran into lots of political problems. 

Prof. Beliran: You have ail talked as though Mexico should develop 

an indigenous computer industry. We didn't reinvent the automobile here; 

we only forced manufacturers to set up plants here, and to integrate within 

ten years to the point where the car is produced 100$ here. We must be 

careful also to differentiate between production costs and sales costs, for 

any product. 

Jose Guerra: For the right product at the right time, production in 

Latin Americancan be competitive at world prices, without question. Polyester 

is made in Mexico, and exported to world markets. Some peripherals are made 

in Brazil, which are similarly marketed. 

Wagner: I assume that an auto made in Mexico appears to the user 

exactly like a car made anywhere else. There is a danger that with computers, 

the end product — hardware and software — may look different to the user. 

Gruenberger: We move to item 5 on our agenda. Can we conclude (assum­

ing that the facts are facts, and not quibbling over what is "new" about the 

360 design) that we are at a permanent plateau, and nothing new will develop? 

The consensus was that the agenda item was badly stated — that one 

has to define carefully what constitutes "new" — that while there may be no 

new technical gimmicks, the applications are surely new — that the whole 

subject is dull anyway. So we went on to the subject of languages, which sub­

sumes items 7 and 8 and part of 10 of our agenda. 



-8-

Brfght: What language/machine combinations have given us, it seems 

to me, is a demonstration that problems can be broken down, analyzed, and 

solved, i see an analogy with the caicuius: any expression can be differen­

tiated, but not every expression can be integrated. The whole question of 

computer languages reduces to Improved capability of stating problems in a 

form in which they can be analyzed. Much as we may regard it as ugly, COBOL 

did provide a new data description capability that allowed solution of here­

tofore difficult problems. Much of the software development of the past 

decade has been toward this end: to make problem solutions possible that 

are difficult in the normal sequential mode of operation, which is the only 

computer we have. What languages do is bridge the gap between the para!lei 

world of problems and the serial world of our computers. 

Bernstein: The experience of mathematics shows that it is frequently 

expedient to devise new notat'on to allow for manipulation of ideas. Our 

current programming languages are notoriously poor at this. 

Gruenberger: One of the points we are considering is that of the 1000 

or so languages in existence there are five leaders, and it is argued that we 

might do better with just one, and then, which one? 

Bernstein: But mathematics doesn't have just one language. It has a 

basic body of notation, and then about 70 languages which are not necessarily 

transferable among each other. 

Gruenberger: And the analogy might not hold, either. 

Halstead: You can write a derivation in algebra and have it read and 

corrected by mathematiclans anywhere in the world. But if you write a program 

in, say, Algol, you wait for someone to certify it; it is not apparent by 
reading it that it works. This indicates to me that we do not yet have a 

good language. Current work is toward "algebracizlng" languages, and this 

seems to me to be fruitful work. At present there is no way to examine a 
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computer program and validate it, except by running ft, and applying vali­

dating techniques to the end results. As a result, we frequently look like 

foots, and always on national TV. 

Bemer: The problem is simpler than all that. If you can move it 

around and operate on It without knowing the content, then it's data. If 

you have to perform some transformation that has meaning, then it's informa­

tion. The problem with our programming languages is that they are hodgepodges 

of these two different pieces. There is no good reason why there should be 

more than one data movement language. Where we do need different languages Is 

where we need to perform transformations on information. 

HaSstead: The number of GO TO's in a program is inversely related to 

the talent of the programmer. Languages that allow GO TO's have something in 

them that prevents proving that one is equivalent to another. We can't show 

that we couldn't have a language that did not have GO TO statements. 

Poland: Our chief worry should be how to create mechanisms that wi11 

allow doctors to be better doctors; to make managers better at managing; to 

make engineers better engineers; to let accountants do their work better — all 

with computers. 

Wagner: But for all these people. If they had a language they could 

understand, they could more rapidly discern what the computer could do for 

them. I have noticed, during the recent growth of file management languages, 

that business system analysts (who may be weak in computing) quickly grasp 

the distinction between what can be done, what can't be done, and what can be 

done awkwardly, when they deal primarily with the specialized language that 

was created for their needs. Now, regarding the ianguage provability that 

Halstead spoke of, it seems to me we had that long ago, In one form, In the 

Report Program Generators that started with 9-PAC. You could take a picture 

of a report and ask whether any given RPG would produce precisely that report, 

and get a yes-no answer. 



Bemer: I want to make a clear distinction between problem-oriented 

languages (which are great for doctors, lawyers, and Indian chiefs) and the 

procedure-oriented languages which we must have as a tool in order to make 

the others. The present procedure-oriented languages are all cluttered up, 

and In many Installations several of them operate at once. In opposition to 

each other. 

Halstead: One hope might be the de-compiler concept as a device to 

raise our level of language to the point where they can be analyzed. 
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White: Can anyone write a procedure-oriented language that will do 

what Bemer wants? I don't think we're capable yet of specifying the problems 

that are involved. Even for small problems,, given several languages each of 

which should be able to handle the problem, I don't think we can specify the 

problem clearly and unambiguously so that several people, each capable in one 

language, could all come up with the same results. We must get to that point 

long before we try to standardise languages. 

Polandj I agree that it is difficult to define a problem well enough 

to transfer it out of a man5a head (where it may be vague to begin with) to 

another man's head, or to a computer. We should exploit that fact — that 

people corn to computers with murky problems in their minds. We should utilise 

data base languages, inquiry languages, and terminals, to interact with the 

computer la conversational mode to explore the solution dynamically. Such a 

technique won't do everything (an airline reservations system must be carefully 

planned), of course. 

Bright: What you are describing is what the systems analysts (that 

our Latin-American friends tell us constitute the bottleneck) ought to be 

learning; namely, how to translate real world problems into the artificial world 

of the computer. 

van Norton: The solution is simple: use the language of the Lambda 

calculus. Isn't there conceivably a philosophy that would let us proceed in 

an orderly manner, rather than in our traditional manner of repeating the same 

mistakes endlessly? Perhaps we're trapped, but I can't believe that the problem 

is insolvable. Maybe we're looking for the philosopher's stone, but la this 

area someone should be doing just that. 

Wagner: And that is the function of the university. 

y X 
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Bemer: I've been involved in standards efforts for a long time. Either 

you get agreement on a tiny area (that then has little effect), or you can 

wait for agreement on large areas, and when you get it, it's obsolete. I propose, 

in place of what has been done up to now, a system of registering standards, to 

provide a kernel of agreement. You could also register a minimum number of 

variations. For example, when you read the magnetic label on a disk pack and it 

says,,"This is Type 4 format," you could look it up somewhere and conclude that 

you could read the stored information properly. The present American Standards 

Institute doesn't object to this idea; they just don't understand it, and continue 

going the old way; they're sort of wishy-washy. 

Bernstein: Just what should be registered as standards in your Plan? 

Beaer: Plans should be made for long-term goals. Interchange codes — 

all of them — should be registered. In fact, "when iu doubt, register" should 

be the key to the plan. As soon as a registry number is assigned to EBCDIC, then 

IBM will move to establish one standard for EBCDIC, because it is then in their 

own best interest to do so. 

Bernstein: How about languages? Should they be registered? 

Bemer: Sure. If there are several PL/I's, each of them can be registered. 

Bernstein: I always understood the objective of standards work was to 

cut down the number of variations that could exist and gain currency. It seems 

to me that this registration procedure would defeat that. 

Bemar: You would have to demonstrate a level of usage before the 

registering agency would assign you a number. The work would be done by the 

same people, but with a different viewpoint. The registration procedure would 

be one of petition, essentially. It's a schema to strike a balance between 

general agreement, which is impossible, apparently, and general anarchy. The 

principle should apply to parts of languages, as well as complete languages. 

(But notice, if there is anything that we can standardise on, that can still 
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be done too.) As things stand today, I believe that even within IBM there is 

no standard for EBCDIC. 

There is a high level of standard that must be established first. For 

example, if the first record on a disk pack identifies the complete format of 

the pack, then that record must be standardized. This should be done by the 

central agency, and I'm sorry to say that little has been done on this matter. 

I am getting support for this notion. There is already an agency for 

registering code standards. For file structures, data languages, file formats, 

and the like, there is no mechanism now. Anyone who grabs the ball can become 

the registering agency. 

White: But the world has changed since standards efforts began. Today 

we have volumes of information that we want not to be disseminated. 

Bemer: But we must differentiate between data that we want to keep 

private (and this can be done by law, by contract, by scrambling, and other 

means), and information that we want to have distributed and now can't. 

Bernstein: We have defined standards for a COBOL^a FORTRAN, and (cosing 

up soon), a JOVIAL, and a PL/I. What we lack is any procedure for verifying 

that any given implementation of one of those languages confirms to the estab­

lished standard. 

Bensar: There are some test programs that do a large part of that. Such 

a program is run, for example, on a CDC 6400 COBOL, and the results are given, 

as well as a list of the features that were used. This provides a way to 

certify, to some extent, a new COBOL on another machine. 

Bernstein: But that turns it around the other way. 1 want something 

corresponding to the ASA rating of film, which is independent of what camera is 

used. 
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Poland: Be careful to distinguish between a standard and certification. 

The ASA standard on your film does not mean that the film is certified to adhere 

to that standard. It is a point of departure, and a good one, but that's all. 

Bemers And there are standards and standards. For example, we've had 

flowcharting standards for seven yearB, but last June I heard of a DPMA group 

that was setting out to do It all over again. If a standard isn't properly 

promulgated, it's fairly useless. To my knowledge, the French are the only 

ones who go about distributing standards systematically. 

Poland: Discussions on standards usually degenerate sooner or later. 

Recall that one of the reasons given for standardizing character code sets was 

to conserve computer time in translation; this was a stupid reason. It some­

times makes me wonder whether we should try to standardize at all. 

Wagner: But in order to he able to transmit information over telephone 

lines, It is vital to have standard codes in order to have line control. 

Bernstein: So it goes back to what Bemer said; namely, you standardize 

on the thing that's important^not the character codes, but the function codes. 

Bright: I'll give you a trivial example of why this is necessary. If 

the characters Include one for carriage return and line feed, it will be tough 

to separate those functions, if you need to, without decoding the Intent of 

th8 programmer. 

Gruenberger: So what shall we do? We could write a letter to some 

international body. As a matter of fact, we have a representative of an inter­

national body right here, in Mr. Zemanek. 

Poland: Our discussion has been between people who are professional 

standards types, and those who seem to hate standards efforts. I'd like to hear 

from those who have been silent. Are standards of any interest to those in 

Latin America? 
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Beltraa: What we need Co have standardised are basic things, like the 

services we get from manufacturers. This includes basic systems software, and 

customer assistance, both in software and machine service. On the higher level, 

such as languages, we seek mora orderly development, rather than standardisation 

as such; we are in the same position as you are. I think we need guidelines, 

rather than standards. 

White: Yes, that's the key. You want to be able to label something, 

"This is standard Fortran, except..." 

Bernstein: The only use I've sees for standards in languages is in 

going out to buy a compiler, when you can say that you want "Fortran IF, ANSI 

standard" and you have then given the complete specs. 

Bemer: And you'd then get 33 different compilers from 33 vendors, since 

the standard isn't sufficient. 

Where we are making progress is in interface standards for peripherals; 

that work is going ahead. The weak area here is at the device level, for 

controllers and similar devices. 

Another weak area lies in the lack of distribution of the working papers 

that lead up to new standards. There should be, for example, a repository in 

Mexico for all such working papers. 

Bright: In the work I have participated in, it has appalled me how 

much effort is misdirected, inefficient, and wasted. Since what comes out of 

these efforts affects everyone, it would seem only fair that the people who 

are affected should have some voice in the work; I think that this applies 

particularly to Mexico. I can't see how having access to working papers is 

going to help much. 
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Gruenberger: I'm going to divert us over to topic 6 (professionalism 

and licensing), for which I have prepared a position paper (appendix C). 

position is that it would be difficult, if not impossible, to establish a certi­

fied professional license of any kind in computing, at least at this time. 

Andree: DPMA has two such... 

Gruenbexger: Which adds to my argument. 

Wagner: With the exception of the clergy, all the listed professions 

are controlled or licensed by the state. E\rery state has a category of registered 

professional engineer, which certifies to some degree that the holder is not a 

charlatan, for which the holder agrees not to act like a charlatan, and if he 

does, the state can withdraw the piece of paper. 

Vargas: In Mexico, as soon as there are 100 people with a coasaon body of 

knowledge, they can ask the government to set up a college, which then has the 

authority to grant the title relating to their area of competence. From then on, 

anyone using the title illegally can be sued. 

Beltran: This will take place in computing as soon as there are 100 people 

who have earned a baccalaureate degree in computing and who undertake to set up 

the college. 

McCracken: One of the reasons why it won't work (in the U.S.) is that if 

you could devise an adequate test, most of those in the field couldn't pass it — 

which is precisely why you need it. 

Bernstein: Not every accountant is a CPA; only those who have to certify 

public documents. Similarly, not every programmer need be certified. 

Bright: I'm not sure I know what licensing or certification accomplishes. 

Consider two facts. (1) In order to become a licensed engineer In California, 

I had to do extensive studying on locomotive design. (2) In my company, the 

only two people I have had to fire for incompetence were both holders of the 

DPMA. certificate. They were graduates of large universities, so they weren't 
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complately Incompetent, but they were not competent in computing technology. 

Gruenberger: But notice, Herb, that you invoked, in your argument, a 

well-recognized certification procedure; namely, the university degree. 

Wagner: For the two men you fired, all you can say is that they didn't 

come up to your standards. They may well have exceeded the DPMA"s standards. 

McCracken: But the Mexican precedent that we just heard about doesn't 

involve an examination at all. 

Amdahl: Lets extend this notion to hardware. The best logic designer 

I've ever known didn't have a college degree. 

McCracken: You could postulate the world's greatest expert on broken 

bones who doesn't have a medical degree, but most of us prefer to go to a man 

who has that degree. 

Bernstein: It's a question of liability. How much damage can a pro­

grammer do? 

McCracken: He can cause the wings to fall off of airplanes. 

Wagner: If there were a qualifying exam for logic designers, I suspect 

that Amdahl's man could find a way to meet the requirements, possibly by sub­

stituting years of experience for the degree. 

Poland: The analogy with other professions, particularly medicine, 

breaks down in one significant aspect. Computer people, on the whole, are 

employed by large corporations, so that each individual represents only an 

increment of skill and knowledge. It's just the other way with a doctor, and 

with him I need protection against the quack or charlatan. 

Moreover, the use of computers almost never exists for itself; it exists 

to aid something else, like medicine or engineering. 1 question the need of 

trying to make computing a profession at all. 
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Benter: There Is a search on for someone to head up part of 

the Safeguard system of the ABM to certify the design, implementation, costing, tes 

testing, and simulation of the system. This seems to be a good opportunity 

for the computing fraternity to put its reputation on the line, rather than 

to stay aloof and say that the system will or won't work. What should the 

profession do to Insure that the job is done right? 

Bernstein: Is there a profession? And, if so, should it be 

involved in things that could be called political? 

Campbell: To me, the problem is largely one of economics, 

and we have agreed that we are not economic experts. 

Bemer: Well, it wasn't put to ae ae an economic problem. 

McCracken: It's one of the three parts of the Safeguard 

system command, with the responsibility of evaluating the Safeguard system, 

including its computer components. They're looking for a manager. They are 

not committed to an endorsement of the system, and they will not be asked to 

rule on the economic, military, or political aspects of the system. The job 

pays $30,000. It calls for a technical evaluation, and it seems to me that 

such an evaluation should be made by good people. 

van Norton: It sounds to me similar to' the guy who took the 

gauleiter's job because if he didn't, a worse person would have. 

Beltrim: I will comment here, but Bpeeking only for myself 

personally. I have always had strong views about using computers for con-

constructive purposes. While serving as director of the university computing 

center, I turned down proposals for projects initiated by our Ministry of 

Defense. In the U.S., you have problems that are much more complex, and 

many computer people are involved, directly or indirectly, in projects relat­

ing to the military. This problem does not come up in Mexico. 

I realize that the ABM system is largely defensive, and that 

we in Mexico cannot divorce ourselves from world events, but I think it is 
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bad that computer people get involved in deleterious applications. 

Berner: I don't think that what we're talking about involves 

politics. If It can be demonstrated that the ABM system will work as it is 

supposed to, that would be good to know. If it can be demonstrated that it 

won't work, then that should be known. In either case, we're ahead of the 

present situation, where congressmen make assertions about the system with 

no real basis for making them. 

McCracken: And the congressmen put it bluntly: they say that 

technical experts will find technical reasons for supporting opinions that 

they form on other grounds. 

Bernstein: I can't see this as a problem for the "profession." 

You can't expect to find a man who is completely objective, so you'll always 

have to filter hie conclusions through his bias. What's more, you could 

never expect the "profession" as a group to agree on any one man. It remains 

a matter of individual conscience. "Would I take the job? Would I do it 

honestly, competently, and objectively?" — those are the questions. 

McCracken: One of the marks of a professional is that he 

assumes responsibility for the end results. Then one of the tasks of a 

profession is to promote that sense of responsibility. I think we can take 

the appeal that came to Bemer (and to me) as an appeal to each of us personally, 

to find a way to help this agency implement a task that is very important. 

Unfortunately, this subject seems to arouse much emotion. 

Poland: Try a situation that is les9 emotional. Many large-

scale systems have been installed and have failed. There, too, it would have 

been nice to have had someone to turn to who could evaluate the entire system 

before too much money was committed. 

Wagner: It is a black mark against our profession (or our 

industry, if you prefer) that we have not come up with recognised experts, 
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consultants, or consulting groins who could evaluate large systems and who 

would be recognised as experts by the public (who needs the protection). 

McCracken: In the case of the ABM, a group was set up, of 

which Amdahl is a member, to give advice on the computing aspects of the 

problem. 

Wagner: And that's the black mark against our profession: 

the group was set up. We have no body of reputable groups that could have 

been engaged to render an opinion that would be respected. Instead we have 

an ad hoc committee, which automatically raises the suspicion that they may 

have been picked to support the "right" view. 

Glaser: I see a growing disillusionment among computer 

users, particularly businessmen, with the product of our labors. It seems 

immaterial whether it's due to poor programming, or poor systems analysis, 

or poor problem definition. I see this as a major problem to our industry, 

and I see no way to alleviate it, other than simply wearing people down, in 

order to lower their expectations. 

van Norton: The keyword is "product acceptance." Tour company 

(McKinsey & Co.) has been helpful, in its brochures, in educating the poten­

tial user. There is a large area of resentment which leads people, consciously 

or unconsciously, to sabotage the introduction of even relatively simple 

systems. It reduces, as always, to an education problem. 

Bernstein: Maybe the solution is to deliver more acceptable 

systems (though I don't know hot? we achieve that), and then do the education 

in a sneaky fashion, by making the product so delightful to use that no one 

would think of doing anything else. The real place to concentrate educa­

tion is among computer people. 
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Wagner: Evan if we can demonstrate clear cases of unethical 

conduct —» or outright quackery— we have no mechanism for disbarment, much 

less a place even to register a complaint. 

Glaser: We have in today's paper, an article quoting Marvin 

Minaky, predicting genius level for computer programs within 5 to 8 years. 

Wagner: If MLnsky ran the risk of having his certificate 

lifted, he'd be more careful in what he says. 

Arxaer: But he believes it. 

Wagner: We've Just been through another national election, with 

the usual number of debacles blamed on computers. As I see it, the places, 

like Los Angeles, that had a debacle earlier, had rather smooth elections 

this time. All the new debacles were first-time places. Yet, we saw no 

articles in the press about the caes that ran smoothly. I think this typifies 

a real problem: our industry's public relations are in sad shape. 

White: We might improve things generally if we wrote more 

penalty clauses into our contracts; that is, if we backed up our own claims 

for good performance. 

Bright: We can trace a line of reasoning from previous com­

ments that leads me to propose a formal resolution for this group; namely, 

that we do not have a profession at the present time. We might consider 

the parallel in the medical field, which went from a bad situation to a 

licensed profession in about 20 years. 

McCracken: Let toe reword it as follows: In tbe absence of a 

mechanism for throwing out charlatans, we should not claim to be a profession. 

Bright: Let me add that there cannot be a profession until 

there is a solid body of knowledge and a means of measuring it. 

Glaser: We should state that we consider it desirable to 

achieve that status, and that measures be instituted to get there. This 
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implies that we know what professionalism entails. There is a motion 

coming before ACM this week, proposing a code of ethics and some enforcing 

mechanism (which amounts to little more than threatening to take away ACM 

membership). 

/ 
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AGENDA 

1. What are the broad problems facing the computing community? 
Simply listing the problems and then ordering the® may provide insight 
into how the industry's human resources should be allocated. 

2. What are the trends in Latin America? What size mchines are 
being used? In what areas is computing south of the border ahead of the 
U.S.? Are there problem areas listed in (1) above that are of special 
importance to the Spanish-speaking countries? 

3. Is the output of trained people from the colleges improving in 
quality? What should be dose to improve things more? 

4. Have we overproduced programmers? If so (and we are still 
grinding them out) P what should be done to slow down production? 

5. Except for the design of the 360, there have beets no new ideas 
worth noting (according to Ken Powell) since 1957. Bees this imply that 
there won't be any sore — that computing is now established and stable — 
or does it mean that we're overdue for some new ideas? 

6. The State of California has conducted hearings on the licensing 
of computer professionals. Is this a good idea? 

7. PL/I has been around now for some sis years,, and is still asking 
little headway. How can this be explained? 

8. What do people do with COBOL? There are several good packaged 
file management systems now available (e.g., the MASK IV system of Infor­
matics) which do everything that one needs to do with files. What inhibits 
the spread of such tools? Putting it another way, what keeps COBOL alive? 

9. Should the developing countries establish their own hardware 
industry (both sain frames and peripherals), or should they use foreign 
hardware and devote their resources to application and software develop­
ment? Can we summarise the advantages and disadvantages? 

10. The standardisation problem is not being solved. PJhat can and 
should be done, nationally and internationally? 
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COMPUTING AND PROFESSIONALISM 

We have accepted professions that can be taken as models: law, 
medicine, the clergy, engineers, CPA's. 

Each of these professions has standards that are promulgated and 
accepted; there are avenues to acquiring the accepted body of 
knowledge; they are licensed by the state; there are procedures 
for lifting the license; they have codes of ethics; misuse of the 
license is grounds for civil and criminal action. Those who 
qualify and are licensed are given a mantle of authority, 
a seal of quality, privileged communication (for lawyers), a 
license to kill (for doctors) — in return for which the user 
accepts a level of responsibility. Can these things be made to 
fit computer people? 

How do we establish what constitutes quality computing? 

What mechanism could be set up by the state to license, examine, 
qualify,and disbar people? 

Thus, even if it might be desirable to have something called a 
Certified Public Computing Professional, is it feasible to set up 
the machinery to do it, in the same sense as it has been done for 
the professions listed above? 
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SOME NOTES ON THE HISTORY OF ALGOL 

*) 
W.L. van dor Poel 

This lecture can only be an anecdotic approach to the history of AJ;~ 

GOL. Its full treatment possibly warrants a longer story than can be given 

in one hour. Furthermore this lecture is not purely meant as a scientific 

effort to treat the history of ALGOL but as an attempt to lift the veil of 
what has happened in the Working Group 2.1 on ALGOL of the International 

Federation for Information Processing and for this occasion especially to 

talk e.bout the role Van Wijngaarden has played in this group. 

Let me first recall some of the basic facts of the early history of 

ALGOL. I shall not go into the period before 1962 when the ALGOL movement 

was purely an undertaking of a more or less well defined group of indivi-

Iluals. This resulted in the Report on tne Algorithmic Language ALGOL 60 
l1], written by 13 people under the editorship of Peter Naur. Shortly after 

its publication it became clear that there still were some gross errors 

left in addition to many more subtle ambiguities. In 1962 the original 

authors accepted that any collective responsibility which they might have 

with respect to the development, specification, and refinement of the ALGOL 

language would be transferred to a newly formed Working Group, installed by 

the Technical Committee 2 of IFIP. The result of this meeting was also the 

issue of a Revised Report on the Algorithmic Language ALGOL 60 

(Ed. P. Naur) L2l. But all this can be read much better in the introduction 

to the Revised Report. 
The Rome meeting did not count as a meeting of WG 2.1. This started in 

August, 1962 in'Munich. After this a long and sometimes irregular series of 

meetings was held: 

Sept. 19^3 in Delft, The Netherlands. March 196^ in Tutzing, Germany. 

Sept. 196U in Baden, Austria in conjunction with a working conference on 

Formal Language Description Languages. May 19^5 in Princeton, U.S.A. . 

* ) 
Technological University, Delft. 
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Oct. 19^5 in St. Pierre de Chartreuse near Grenoble, France. Oct. 1966 in 

Warsaw, Poland. May 196? in Zandvoort, The Netherlands. June 1968 in 
Tirrenia near Pisa, Italy. August 1968 in North Berwick, Great Britain. 

December 1968 in Munich, Germany. Here the circle was closed and the Report, 

on th" Algorithmic Language ALGOL 68 was accepted for publication. After 

this further meetings have been held in Sept. 1969 in Banff, Canada. July 

197C in Habay-la-Neuve, Belgium. March 1971 in Manchester, Great Britain 

and the last one in August 1971 in Novosibirsk, USSR. Furthermore there was 

an informal but important meeting of a few people in spring 1966 in Koot-
wijk, The Netherlands. 

The period from 1962 to 1965 was devoted to defining a subset for AL­
GOL 60 and for defining some basic Input/Output procedures for ALGOL 60. 

Although I know that some people do not agree, this period is in ray own 

opinion not the most glorious period of the Working Group. It was more a 

kind of cleaning up of previous things and getting acquainted with our way 

^Ajf working. This period has been covered mainly in the form of 19)4 quota­

tions from letters collected by R.W. Bemer, A Politico-Social History of 

ALGOL [3i. Although Bemer has given en outside view on the inner workings 
of WG 2.1 and that period certainly merits the view of an insider, I shall 
not dwell any longer before 19<S5 • 

The meeting in 1965 was some kind of turning point in the actions of 

the 'WG. We had our hands freed from ALGOL 60 and we could think on a new 

AJJGOL. As we did not know under which year the new ALGOL would appear it 

was informally termed ALGOL X. This was going to be the short term goal. 

Possibly another more extended language could result D.ater, which very un— 

officially was termed ALGOL Y. Randell gave the following definition: 

ALGOL X is a language which could be described, if necessary,, in such 

a vay that entities comprising the text of a program are completely 

distinct from the entities whose significance can be changed by the 

program. ALGOL Y is a name for a suggested successor to ALGOL X in 
which this distinction may well be removed. 

Some individuals could perhaps have had another understanding of X and Y 

but the Randell definition has always been adhered to in the WG. 

This Piinceton meeting was a kind of churn of ideas. Many new ideas 
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were brought i„ and . lot of ^ mrt ^ 

117 rr°:rnrirte prop°sai <* • ««««»**.. t...««, 
11. birth CM. la burning through the paper. I see the ease clauee emer­

ging, I see fundamental proposal. operators, on the parameter mechanism, 

on basic concepts etc. But the chaotic stale of affair, can perhaps be seen 
from a remark I made as chairman at that time: 

I am appalled at the lack of decisiveness of the committee. Having 

been present at the subcommittee meeting and previewing its report 

.there was a remarkable lack of decisions. Discussions centerod around 

many details followed here on small points only]. It seems to me that 

a. mg the restricted view is putting the clock backward and we revert 
to an efficient FOETRAH kind o, compute,. Bven PL/! goes further, w. 

must seriously ask ourselves: what do we want to accomplish! Bhere are 
wo going? K, we want to compete with PI,/I or do we really want to make 

a reakthrough by providing something more powerful and better defined 

J.an before. Be have a few excellent reports on the table end „h,t ve 

do is losing our time on a number of small, perhaps incompatible 

issues of which it is not even known whether they can be combined. Be 

must seriously consider our course of action and I would recommend 

that we will adept on. complete proposal as the guiding principle and 

en try to fit in a number of detnils which are missing or which have 
not yet been considered. »he„ gD 0„ ,ith figbt£l>(, ^ 

first and when the main lines of the issue of ALGOL X are not fixed in 
print,pie, then ALGOL X will always, like the camel, be a horse 
designed by a committee. -

Between on, discussions of serious matters v. were very well aware of 

. "lly behaV1°m' ves jocubarly expressed in "working rules" 
by P.Z. Ingerman in the following way: 

1) Whenever a point shows a danger of being clear, it shall be refer­
red to a committee. 

2) A subcommittee shall nrprmre t,„ „ 
P epar" tvo or ffiore contradictory clarifica­

tions of the point referred to it. 

3) These clarifications shall be reported by the individual members of 

e committee, no committee report having been achievable. 
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It) The clarifications shall be discussed until one of them is in dan­

ger of being understood, at which point return to 1). 

There was always some time devoted to discussion of ALGOL Y. As source 
of inspiration two articles of Van Wijngaarden were used. One was celled 

Generalised Algol C5D and delivered at the Rome conference, the other was 

called Recursive Definition of Syntax and Semantics [6] end was given at 

the Baden conference. The EULER language can be considered as an outgrowth 

of these ideas, as Wirth was one of Van Wijngaarden's pupils in the time he 

spent at Berkeley. Let's recall a little discussion in Baden on ALGOL Y. 

From Tutzing we agreed provisionolly that vW's generalized 
ALGOL approach could do what we want in AY. Can it be uni­
fied with Bohm's lambda-calculus? 

I don't know. Don't know if the operations I allow myself 
can match. y 

How close are we to agreement? ?'s 

Wirth and vW. are very close. 

Shall we exclude the_lambda-calculus? 

Hopefully AY' will be simpler than A.60. How many symbols 
are required to define A60? 

Don't know, but all would go on one sheet of paper. 
Then you consider it practical? 
Yes. 

Unfortunately there exist no informal minutes from the Princeton 

meeting, but one important decision was taken. Everybody was invited to 

write his approximation of a complete report for ALGOL X for the next 
meeting. 

At the beginning of the St. Pierre de Chartreuse meeting we saw three 

volunteers who had done their job: the first was by Van Wijngaarden, Ortho­

gonal design and description of a formal language [7]. Premature and pre­

liminary edition, intended for use by IFIP WG 2.1 only it says on its 

cover. As only some 30 copies of it were produced this certainly is a col­

lectors item nowadays. The second was from Hiklaus Wirth, A Proposal for a 

Report on a Successor of ALGOL 60 [8]. This was also produced at the Mathe­

matical Centre as Wirth was working there for some time. The third was from 

Bauer: 

Van Wijng. 

Bauer: 

V.d. Poel: 

Bauer: 

Garwick: 

Van Wijng. 

Garwick: 

Van Wijng. 
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Gerhard Seegmiiller, A Proposal for a basis for a report on a successor to 
ALGOL 60 [9]. 

Furthermore there was an important paper.on a topic called Record 

Handling by C.A.R. Hoare. This paper brought in many ideas on the way how 

to bring in the what we now call "structured values". From this report on 
Record Handling from Hoare I cite: 

For example the question "who is the mother of" is answered by asking 

the value of the reference field "mother" which is allocated for this 
purpose in the declaration of the record class for cows. 

In real life, most relationships are confined to holding between mem-

.. bers of given classes; for example a house cannot be the mother of a 
cow, nor can a cow contain a table. ... 

As a reaction to this Van Wijngaarden circulated the following rebuke 

around the table of which I happen to have a copy. This illustrated how a 

»w can contain a table and how an object can be both a cow and a table. He 
rthermore asks: Can't a house be the mother of a cow if even a mountain 

can he'the mother of a mouse?" : 



Page 2: Can't an object be both a 

a cow and a table? 
Page 5: 

Can't a house be the mother of 

a cow if even a mountain can be 

the mother of a mouse? 

A. van Wijngaarden, 25.10.1965 
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This St. Pierre meeting can be considered as the true beginning of the new 

language. The first two formal resolutions taken at that meeting ran as 

follows: 

1. That a subcommittee be set up, consisting of Hoare, Seegmuller, 

Van Wijngaarden and Wirth: the subcommittee to be charged to pre­

pare a draft report from the existing material, mainly that which 

they have themselves presented, taking into consideration to tne 

best of their knowledge ana ability what the committee here has 

expressed as its wishes and views. The subcommittee should exist 

and hopefully work between this meeting and the next. 

2. Whatever language is finally decided upon by WG 2.1, it will be 

described by Van Wijngaarden's metalinguistic techniques as spe­

cified in MR 76. [The orthogonal design etc.] 

The method of description introduced in MR 76 consisted of a second 

^tevel of production rules, the so-called meta rules, to produce in their 

J!rn the production rules of the language. So we recognise for example: 

F sequence: F; F sequence, F. 

G list : G; G list, comma symbol, G. 

The meta syntactic notions are indicated here by single capital syntactic 

marks". This made some of the rules terribly hard to read. As a result a 

request was made to make these meta syntactic notions more intelligible by 

using words for them. It is strange to note that in later meetings the op­

posite view was heard that the whole syntax description vas too verbose, 

should be made shorter and could hot be translated in foreign languages 

(natural languages). 

Sentences such as: 

The text of the program is considered to be presented as an ordered 

sequence of symbols. This order will be called the lexicographic or­

der. Typographical display features such as blank space and change to 

a new line do not influence this order. 

con be found almost unchanged in the final Report on ALGOL 68. 

At that time the Orthogonal Design made a distinction between three 

different kinds of minus, i.e. the "mines symbol" for the sign of signed 



numbers, the "minus symbol" for the monadic negation operator, and the 

"minuss symbol" for the dyadic subtraction operator. APL kept this dis­

tinction between the sign of a number and an operator, ALGOL 68 dropped it 
later out of practical reasons. 

L1scussion went on on many topics such as exemplified in: 

Hoare: The purpose of the for statement is to single out the com­

mon cases of loops, to provide convenient notation: foi-

such cases, and to help the reader realize this. Therefore 

I propose that the controlled variable be invisible out­

side the for statement and constant inside the controlled 

statement, and defined as by Wirth rather than by 
Seegjauller. 

Bauer: I prefer Seegmuller's description. 

Van Wijng.: We should allow programmers to omit parts of the step un-

til element where the standard use was required. •, 

Naur and Randell objected to this as being an instance of empty 
options. 

Bauer: Y,e should either allow all 8 possible omissions or no 
Omissions at all. 

Alan Ierlis, one of the original ALGOL 60 report authors joined us a,s 

an observer in that meeting for the last time. I include here a few of his 
quotations. 

Perlis: There are three main categories of programming, namely 

scientific computation, business data processing, and sym­

bol manipulation. These are separate at least in as much 

as their practitioners are separate. We should propose an 

ALGOL X which is satisfactory for all three fields. 

Another vas during discussion of parallel processing: 

Perlis: lour language allows parallel execution, but does not per­

mit accurate description of the effects of different rates 
of execution. 



As you will see, not all wishes ventilated in the WG were taken in the fi­

nal report. The same is true for the next statement: 

Perils: An implicit declaration of the controlled variable removes 

flexibility - lor instance it cannot be other than single 
precision. 

In general the St. Pierre .meeting was a most constructive meeting. 

Naur introduced his notion of Environment Enquiries and also contributed a 

proposal for the introduction of the report, explaining its aims and pur­

pose. Although we were always short of time and often worked during the 

evening time as well on subcommittees, there was a lot of fun and jokes. In 

my own notes I find a lot of funny jokes and quips of which I cannot always 
trace its author or inventor. 

Would you please call a syntaxi for me? 

We-have forgotten to put Gargoyle on the fire.' 

^^rgoyle was a system writing language devised by Jan Garwick [21].) 

Another double, bottomed saying (I think coning from Ingerman, who always 
was a maker of pun and fun) was: 

This language fills a much needed gap. 

As a sideline I find here a nice definition of artificial intelligence. 

Artificial intelligence is the misusing of machines to act like human 
beings. 

' lhe lou;r PeoPle designated by the committee to write a single report 

for the next meeting, i.e. Hoare, Seegmiiller, Wirth and Van Wijngaarden 

actually came together between meetings in April «66 in Kootwijk Radio, 

Holland. At that time Barry Mailloux had joined the Mathematical Centre as 

a research student. Mailloux attended the Kootwijk meeting as an observer. 

I also could attend as an observer in my quality as chairman of WG 2.1. 

Very soon it became clear that the Kootwijk meeting vould become a break­

point of opinion between Hoare and Wirth on one side and Seegmiiller and 

Van Wijngaarden on the other side. Hoare and Wirth had progressed between 

themselves so far in the direction of particular proposal which took the 

direction of the "diagonal approach" that it was very difficult to recon-
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cile this with the "orthogonal approach". The orthogonal approach is the 

approach in which all possible combinations of two or.more independent con­

cepts were allowed, while the diagonal approach only would insert those 

possibilities in the language as were seen fit for some purpose. Such 

situation arose e.g. in the declaration of simple quantities as constants 

or as variables and in the same way declaring procedures as constants or 

variables. The same diagonality appears in the conformity relation, which 

under the diagonal approach would be made applicable only to records (as 

has been laid down in SIMULA 67, another offshoot of the record ideas of 

Hoare), but would also be applicable to other "modes" such as united modes 

in the orthogonal approach. Also the speed by which the different parties 

thought they could produce a final report was not agreed upon. Let me quote 

some passages from the subcommittee report. 

The other two members of the subcommittee (Hoare and Wirth) felt that 

their primary duty was to produce a report whicn WG 2.1 would have a 

^ good chance of accepting as ALGOL 66 [!], even if such a report should 

^ be inferior to one which might, be accepted in the following year*. 

In view of this fundamental disagreement on approach, it was agreed 

that Wirth and Hoare should proceed on the original plan to edit the 

most important of the unanimously agreed improvements into the "Con­

tribution" and a summary of the changes is being sent to members of 

WG 2.1 for their consideration. 

All abbreviations in the metalanguage and metaraetalanguage should be 

replaced by full words of the English language. 

The "Contribution to the development of ALGOL" by Wirth and Hoare [10] 

ultimately resulted in ALGOL W, developed at Stanford University [11]. This 

was token out of the realm of activity of WG 2.1. 

Barely before the meeting in Warsaw (which had already been postponed 

because of the enormous difficulties in turning out a document) a new pro­

posal was sent around. This proposal did not yet contain any I/O procedures 

and had to he considered as incomplete. Nevertheless it was accepted at the 

meeting as the working document, commissioned from the subcommittee working 
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in Kootwijk. Hoare supported the document if it would not be simply rubber-

stamped by WG 2.1, but he withdrew from the subcommittee. Wirth on the other 

hand was not able to come to Warsaw. He wrote a letter in which he stated 

that he was not prepared to discuss the report before Van Wijngaarden had 

fulfilled the task taken upon hiw in Kootwijk. He further thought that the 

document should he released if and when an implementation of the language 

had been proved to be practically possible. 

The document es it was now on the table contained the parameter mecha­

nism with the identity declaration as it is now in the Report on A68. But 

many things had not been invented yet. There were no coercions, there were 

no definable operators yet. Let me again quote from what was said. (These 

quotations are partially derived from the informal minutes of the meetings, 

partly from my own note hook. The informal minutes were not formally accep­

ted at the meetings, but they are pretty reliable, thanks to our different 

secretaries, R. Utnan for Princeton and before, B. Randell for St. Pierre 

fccnd W. Turski from Warsaw onward.) 
"n the introductory discussion on the just, submitted new document: 

Van Wijng.: I think that the delay in producing the final version may 

not be very long. 

We still were optimistic at that time! The parameter mechanism was ex­

plained. 

McCarthy: I could propose a new notation but I think I should do it 

in writing. Two questions more: 1. Can we have other con­

structions like quaternions in the language. 2. Could we 

do the list processing in the language. 

Van Wijng.: Yes, to both questions. 

McCarthy: Why cannot we have overloading as defined by Hoare in the 

NATO Summer School Notes. I advocate it! 

Van Wijng.: I do not need this concept. I can do everything without 

it, via an appropriate procedure. ... The procedure is a 

much more fundamental thing. I am against having too many 

specialized things. 
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McCarthy: So it is a natter of taste. If I put a resolution for 

having overloading would we vote on it, or would it upset 

all other things. ... Could you, or any other expert, help 
me to work it out. 

Van Wijng.: O.K. 

Y/e now know that it actually got in between Warsaw and Zandvoort. (Over­

loading was a term, which was used for operators, which had to be redefined 
lor other data types such, as matrices or quaternions.) 

Woodger: Stop talking about notation.. Overloading should belong to 
ALGOL Y. 

UivC 8, jFgw minutes lo/bex* the Scune Woodgei* Sciidi 

Woodger: If overloading should be in ALGOL Y, why not in X. Y,'hy do 

•we not put a good thing into ALGOL X when we find one, 

other than because of the fear that aid. good things would 

be put into ALGOL X and nothing will be left for ALGQL Y. 

sferences always were a hot topic. Y/irth had struggled with them before 
and had declared himself against several times. 

Bauer: That was the problem of conceptual economy to merge 

references and references to records. Was it difficult to 
bring them together? 

Van Wijng.: I recognize them as being the some thing. It did not cause 

any difficulty, on the contrary, it simplified the mat­
ters. 

Landin: What if I want to remember whether the name of the vari­

able to which I assigned the value had a "q" in it. 

I should have a mechanism of manipulating an identifier. 
Van Wijng,: Not at all - the identifier is used for identification 

only, it has no inherent features. If you want your lan­

guage to be conscious of the identifier structure please 
do so, but that is not ALGOL. 
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Van Wijng.: I will tell you the history of my thoughts. In Princeton, 

there was no talk on records and, of course, not on , efei 

ences and their restriction,; In Grenoble, I did not in­

clude any records into the orthogonal language because I 

did not feel safe on these grounds. It has been decided, 

however, that we should include records into the language. 

We were thinking how to glue these things together, and 

the hest way we could do it was adopted. I did not change 

jny mind, my thoughts have envoived. 

In this way these meetings went on. It is really very hard to swallow new 

thoughts from somebody- else in another frame of reference. You must first 

map it back to your own frame of reference before you can really digest it. 

S Moriguti was our designated representative from Japan. But Japan is 

far away and the Japanese wanted rather to give a different person the op­

portunity to go to the meeting. So we had had in the previous meetings 

three times another representative for Mr. Moriguti. In "arsav we had for 

the first time a fourth representative, Nobuo Yoneda. But he was quite dif­

ferent from all others. He mastered the English language fluently and he 

was one of the sharpest analytical minds in our group. At the table 

speeches on the closing banquet it was remarked that "Yoneda van the best• 

Moriguti we ever had". He was going to stay as a member in his own right 

since then. 
A few more quotations from the end of the meeting. 

Van Wijng.: I want to add that the document published will include 

I/O. ... I do not expect that future differences in docu­

ments 'will be very big. 

Again what an unvarranted optimism! 

V.d. Poel: I think the document should he published in the ALGOL 

Bulletin and should be submitted to as many journals as 

will accept it free of charge. 

Randell: By the time it comes out in, say, CACM, it will be oboO 

lete. 
McCarthy: As a piece of scientific information it will not he obso­

lete . 
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When discussing some points on structured values for which of course 

the example person was always chosen, I remember the following sentence 
enunciated by McCarthy: 

McCarthy: Persons may be said to be cartesian products of some mem­
bers and their father. 

Historical! 

At last the following formal resolution was taken: 

a) The document identified as Warsaw 2 [this was the submitted document] 

be emended in the manner indicated in the discussion of this document. 

These amendmends will include at least the incorporation of the I/O 

Proposal end the addition of missing sections of explanation, motiva­
tion and pragmatics. 

b) This amended document is to be published as a working paper of WG 2.1 

in the ALGOL Bulletin and offered for publication to other informal 

k bulletins. This working paper is not to be offered to any formal or 
^ refereed journal for publication. 

c) The editing committee working on this document will take into particu­

lar account those weaknesses and deficiencies, if any, discovered in 
the course of implementation of the language. 

Van Wijngaarden was then asked to act as editor, which he accepted. 

The,period between Warsaw and Zandvoort was rather long, too long in the 

opinion of some members. I have gone into the previous meetings rather in 

a detailed fashion, because the basic principles were laid down in these 

early meetings. As the day of final acceptance drew nearer, more and more 

time was devoted to formal and procedural discussions. But let us first' 
look at some quotations again. 

Van Wijng.: If you recall the Warsaw meeting you should remember that 

I agreed to write the report but under the specific condi­

tion that no time pressure vill be brought to bear on us. 

We have incorporated two new features: the Saraelson's 

feature and the overloading. "We" in this context means 

myself and Messrs. Mailloux and Peck who worked as devils. 
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Indeed, the complete report vas now reworked. The Samelson device was the 

handing in of parametrizable forms, or lambda forms as they are called in 

othei languages, as actual parameters. The coercions also were invented by 

that time but they vere by no means leak proof yet. 

The old-fashioned notation real x now was en extension, a kind of ab­

breviation for ref real x - loc i^al, although the syntactic sugar tasted 

a little bit less sweet in these days. So a rcf could he dropped sometimes. 

But real pi = 3.1*4 could not be extended. This prompted Seegmuller to ask 
the following question: 

Seegmuller: When we go from strict into extended language ... we drop 

something in one case but not in the other. Is -this not 
slightly misleading? 

Mailloux: It is very simple. You just explain to people that = is a 

negative reference. 

Bauer: Why to use the term "generator" and describe its action as 

creation? 

\an Wijng.: It is difficult to find better terms; If you could give 

them to us we should be happy. 

Bauer: The words you use are so ambitious. 

Parallelism was discussed to great extent. There were "elementary" ac­

tions defined in the report (what-now are called "inseparable actions") but 

pressure vas exerted on the editing committee to insert the P and V opera­

tions of Dijkstra as the means of synchronization. The discussion was 

rather inconclusive and the dangers of only giving some quotations from the 

lull discussions are great. Nevertheless I want to quote the following: 

Randell: Dijkstra says that taking a value and assigning a value 

are the only two elementary actions. 

Mailloux: We have already agreed to give you p and v. 

Van Wijng.: ... We shall say we are not ignorant of the problem but 

the state of art is such that it does not yet permit for 

inclusion of parallelism in ALGOL (67). But, whatever will 

be the outcome of the research on parallelism, the concept 
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of elementary action and elementary symbol will be in, so 

let us let them in. 

He was wrong in that statement. For a while the elem symbol stayed in to­

gether with the p and v operation, later called up and down operation. It-

was Niklaus Wirth who transmitted the message that not both concepts could 

sts,y in together, although he had left the committee as a member later. As 

a consequence the elem opeiation disappeared, but the elem symbol reap­

peared in a later version, now as the 'n-th element of symbol. 

Wirth: It would be funny to take a parallelism out, but only part 

of it. 

Randell: It is like taking half a tooth out. 

All this talk on parallel phrases made some of us invent a nickname 

for Fraser Duncan. He was called a parallel fraser. 

At this moment I recall another anecdote. When planning the Warsaw meeting 

Bauer asked, why in Warsaw. What can you buy in Warsaw on Saturday. Answer: 

^<e same as on Friday. From the Zandvoort meeting I also have the quip: 

If the bible had been written like this there would have been many 

less christians. 

In the very beginning of the WG 2.1 on ALGOL there were attempts from 

the side of IBM to get a unified effort of developing FORTRAN and ALGOL. 

Later there has been an effort from SHAKE, which developed the NPL (later 

being known as PL/l) to bring this New Programming Language and ALGOL X to­

gether, Actually both committees have exchanged observers at some time. 

Mcllroy once attended our meeting as an observer in Baden and 1 have atten­

ded a SHAR:', meeting on NPL in Hursley. But the principles of designing a 

language were so far apart that these efforts soon bled to death. Not only 

the scientific starting points were different, but in particular the com­

mercial viewpoint was different. How could a firm as IBM who felt responsi­

ble foi the language PL/I put things in the hands of such an irresponsible 

bunch of scientists. On the other hand it must be said that the selling 

power of the IFIP is not always what it could or should be. We sometimes 

made the joke of saying: PL/I for the IBM CCCLX. 

Ac the request of Yoneda there was an added syntactical chart to the 
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document. Yoneda himself produced several fine specimina in his very pre­

cise handwriting. One produced by Peck had the motto: 

People who like this sort of thing will find this the sort of thing 

they like. (Abraham Lincoln). 

Speaking about motto's I always regret that one motto has disappeared 

from the final report, but figured in one of the numerous intermediate ver­
sions. 

Yes, from the table of ray memory I'll wipe avay all trivial fond re­

cords. (Hamlet, Shakespeare). 

This motto headed the chapter on structured values, formerly called records 

after the idea of Hoare. The editors apparently thought it unkind to wipe 

avay all fond memory of records. 

Another very long year went by before ve had the next meeting in 

Tirrenia, Italy. The editing committee had now grown to k ueople: 

B'an Wijngaarden, Mailloux, Peck and C.H.A. Koster. Koster mainly worked on 

transput (i.e. Input and Output). Peck became the specialist in syntax and 

coercion, Mailloux worked out implementation [1k], Van V7ijngaarden was the 

party ideologist. In the mean time a "Draft report on the algorithmic 

.language ALGOL 68" (Report MR93. of the Mathematical Centre, Amsterdam) C13D 

had been mailed in February 1968 as supplement to ALGOL Bulletin 26 to the 

subscribers of the AB. The Tirrenia meeting would be informal except for 

the last day, because of the 3I month rule of Zantvoort. Only so long after 

the mailing could the meeting be convened to give the proper opportunity to 

the members to read the revised document. But alas, nobody ever read the 

papers of anybody else in this committee. (Or is this true in other commit­

tees too?) Naur did not believe in committees any more as the stated in BIT 
t203: 

A committee is a group of people unwilling to work, organised by other 

people incapable of doing so to do work which is probably useless. 

Well, the editing committee certainly has not been unwilling to do 

work. If I only measure the height of the stack of iterations of documents 

I come to some 75 cm. And it may be true that a committee wastes hours, it 
keeps minutes. 
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The meeting in Tirrenia was about the last one where really technical 

matters were discussed. There were some strong objections to the publica­

tion of the Draft Report because some copies indeed had penetrated to re-

fereed journals and even some copies were found for sale in a London book­

shop. But oil this was smoothed out. l't was after all only distributed as 
en ALGOL Bulletin Supplement. 

A point of discussion was the description method. Several times other 

methods of description for the same language were invited hut no reports 

were submitted except for one from Duncan, which reverted to the use of 

angle brackets. It did not convince the majority that it really was another 

kind of description, instead of just another notation for the same thing. 

We often asked ourselves in how far the language to be defined was indepen­

dent of the method of definition. Would not it be another language if the 

defining method is completely changed. 

The MR93 certainly was difficult for the uninitiated reader. I quote 

|here from a personal letter from Duncan of 25th March, 1968. 

w ... In London we have been trying to get to grips with MR93. Landija 

has a fortnightly seminar, which the other 3 of Us [Hill, Russell, 

Lasky?] usually attend. ... I think it is no exaggeration to say that 

a widespread opinion is that the document itself is extremely diffi­

cult to begin to understand (and unnecessarily so), but that inside it 

.there may well he a good language trying to get out. Maar niemand wil 
een kat in ae zak kopen! [Duncan knew Dutch] 

There was growing a good deal of opposition to the document and the 

language. Here is a quotation from a letter of Dijkstra (undated! but my 
date is 2nd April, 1968): 

Motto [one of them]: "there are writings which are lovable although 

ungrammatical, and there are other writings which are extremely gram­

matical, but are disgusting. This is something that I cannot explain 

to superficial persons." [from Chang Ch'ao] ... 

Thank you for sending me MR93, which has absorbed a considerable frac­

tion of my available mental energy since it is in my possession. 

[Dijkstra was seriously ill at that time] It must have been very hard 

work to compose it; aD.as, it also makes rather grim reading. The docu-
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ment turned out like 1 expected it to be, only much more so. 

The more I see of it, the more unhappy I become. I know it is a hard 

tiling to say to an author who has struggled for years, but the proper 

fate of this document may indeed range from being submitted to minor 

corrections to being completely rejected. ... 

Here is another reaction of H. Bekic of 23rd April, 1968: 

... My first impression was that it is much.richer ... much more com­

plete ... and also more condensed then previous versions. ... 

I cannot help deploring many of the reactions to the Report, even 

though, in a sense, I share them. It is an amazing question how it can 

be that a Committee which has charged you to do that work and has had 

the chance of watching the direction into which it moves and of voting 

on intermediate results, now produces such reactions; and I think it-

would be worthwhile to analyse this question from the Minutes or from 

^ seme more complete private recordings. The main concern seems to be 

' about matters of style, and of indevstandability. Row style is a very 

important thing, but very difficult to argue about. ... 

... I for one find it difficult to get a really thorough and connected 

view of such a big thing like the ever-growing informal definition of 

PL/I, or our formal definition of it, or now your Report, and-others 

may find themselves in a similar necessity to divide their energies. 

Much of the critique came in directly to the Editor. These letters 

form an enormous stack together. In the same style as introduced in MR93 

using two letter abbreviations as PP for Preliminary Prologue er EE for 

Ephemeral Epilogue, series of remarks from certain places got abbreviations 

too. E.g. AA for the Amsterdam Ameliorations, BB for the Brussels Brain­

storms, CC for Calgary Cogitations {Peck was in Calgary again), MM for the 

Munich Meditations, LL for Landin's Laments and even greek letters such as 

<fx}i for the Philips Philisophies. The BB's have been issued later as Report 

R96 from the Manufacture Beige de Lampes et de Materiel Electronique, where 

four very active members were working: M. Sintzoff, P. Branquart, J. Lewi 

and P. V/odon. This report alone contains 197 BB's and is 2 cm thick [16J. 
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A few quotations from the Tirrenia meeting: 

£1:2J yetJ- 1' " (3.1^, 2.78) 

Goos: [The above clause] is undefined by the language. 
Van V.'ijng.: It is not. 

Goos: Then I can treat it, I can see it easily. 

V.d. Poel: So you want to forbid only cases which you cannot see? 
Goos: Yes. 

Yoneda raised a new point rnd insisted that unions should be defined in 

such a way that they are commutative so that union (int, real) would be the 

same as union (real, int). They also should be accumulative. This has be­

come one of the showcases of what could be done with the syntactic forma­

lism but when you ask me personally, I still find it ugly and too compli­

cated. But as usual, if the editors saw a way to satisfy the wishes of the 
members expressed in their voting, they tried to do it- and they often suc­
ceeded. * •i 
^ The struggle ror acceptance had begun, we neared completion and the 

technical content of the meeting went down, the formal matters going up. 

Van Wijng.: I have been a long ling time in the Algol Comdttee. I 

have had bad experience with producing working papers for 

WG 2.1. People have published what 1 couldn't publish 

(Orthogonal design). Therefore it is a fair request of the 

authors: If you like it, take it; otherwise, vo publish. I 

have not fulfilled rey task if you consider (what is not in 

the Minutes) the talks before closing the Warsaw meeting. 

This WG has worn out its first editor, Peter Naur. Then it 

has worn out two authors, Wirth and Hoare. If I understand 
right, it has worn out now four authors. 

Bauer: Aad, [Van V.'ijng.] don't throw away the baby because the 

shoes don't fit. You want the committee to accept not only 

the language you have defined but also the peculiar form 

of description you have chosen for your definition. 

V.d. Poel: Perhaps this is the last chance for a Committee to design 
a language. 
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At the beginning of the Horth Berwick meeting, I seriously considered 

to invite a psychologist as an observer to study the behaviour of this very 

peculiar group of scientists. If ever somebody thought that a language de­

sign could be made on reasonable grounds alone, he is mistaken. I have ne­

ver seen so many emotional arguments being brought in as in this WG. 

Gradually a dissident party could be discerned in the group. Ranging 

from "drop the whole thing" to "it should be more formally defined" the 

discussions were sometimes very chaotic. When discussing on in and out pro­

cedures, we found the appropriate terms: insane and outrageous. I find it 

very difficult indeed to give a clear account of the verj subtle shades of 

opinions, which were sometimes ventilated in rather fierce attacks in 

words. The best I can do is.still give some literal quotations, but I am 

aware of the fact that even the selection I had to make could give a par­

tial impression. I can assure you that I found these last two meetings he-

fore the final acceptance the most difficult ones. 

The last formal resolution of Tirrenia read: 

The authors are invited to undertake to edit a document based on MP-93, 

taking into account the questions and remarks received before, on, and 

possibly after, this meeting to the best of their power in the time 

they can afford for this job. This document will be submitted to the 

members of WG 2.1 before 1st October, 1963. This document will be con­

sidered by WG 2.1. Either WG 2.1 accepts this document, i.e. submits 

it to TC 2 as Report on ALGOL 68, or it rejects it. 

The first days of North Berwick were used up in a rather fruitless 

polling of opinion on the most important topics for the future. Among them 

were Maintenance of ALGOL 68, self-extending languages, primitives, aban­

donment of ALGOL 68, operating systems, conversational programming, shared 

data bases and so on. Many of these terms were only O.K. words and were not 

defined. 

Dijkstra: Condensing of the interest is very interesting and promis­

ing hut I would recommend, to the members a bit of 

soul-searching to discover the extent to which they weie 

lured by a number of the O.K. words. I am extremely ver­

bally thinking and my thinking can be led astray for days 

by vague associations caused by O.K. words. 
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The possibility was discussed to have a minority report goirfjg with the 
document. 

Van Wijng.: Is it really necessary to have the minority report? The 

ALGOL Working Committee prepared documents published in 

1958 s 19^0, 1962 and 196'i . On all these occasions there 

was no one who agreed in every respect with the documents. 

In many 'cases the precise formulation of the documents was 

not even known, but the names were attached. The voting on 

the Subset was on the verge, the minority vas very sub­

stantial, yet there vas no minority report. 

Eandell: It would be very nice to believe that the intersection of 

our opinions is to be published, it is obviously premature 

to believe that the minority report will be necessary. But 

the ruling that there is not going to be a minority report 

is as deplorable as I can imagine. ... There must be a 

t vote in December. Until then the discussion about the 
^ "" minority report is premature. 

Zemanek: We should take into account the effort undertaken. 

Dijkstra: The amount of effort has no bearing on the successfulness. 

I cannot honestly see why ye should take into considera­

tion the amount of efforts put into work. Amount of ef­
forts should hot influence the judgement, should not put 

pressure on us. I am still using mild expressions. 

ZcmaneK. Sir, I know you think of blackmail. I am not putting any 
pressure on you. 

Van Wijng.: I want to make my personal interpretation of Zemanek's 

statement. The amount of efforts vas put into activity by 

the request of the members who were kind enough to attend 

last meetings. This piuts some responsibility 011 the mem­

bers who requested this effort. This does not put any 

responsibility on members who shoved no interest. I would 

only like them to continue not showing any interest in the 
future. 
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Sometimes the atmosphere was nasty as you see. There was a kind of loss of 

trust as Randell expressed it. 

Bauer: Con we go hack to the idea of working parties? ... 

To me it seems that "primitive" and "self-extending" 

people could sit together, I do not know about the others. 

I hope that the Chairman has enough wisdom to help such 

parties to be created. 

V.d. Poel: Do you suggest that these parties submit their results to 

the whole group or that they should have their own rules? 

I refuse to give you the answer. 

I am trying to picture such a liberal grouping. The group 

to which I would be most attracted would be less decided 

by the subject of the work end more by the attitutes of 

other members in such party. 

Is it that you do not care what you do as long as you do 

it with whom you like- doing it? 

Certainly not, but what you can achieve depends on the 

attitude as much as on the subject. 1 can be better coop­

erative in the group which is better suited to my slow-

wittedness. 

As we know now a new Working Group was formed later, called VG 2.3 on Pro­

gramming tools. In contrast to VG 2.1 this group had not the task of devel­

oping ALGOL, that is, a definite language to be used. 

Here I come across a Guiding Principle, invented during the coffee 

breaks, i.e. the Bauer Principle. 

Ross: Do I understand that you have simple modules of the 

language, and the experimental ones? 

Van Wijng.: We apply the Bauer Principle: who does not wont to use 

complex facilities, does not pay for them. If the user 

wants to use them he has to pay a little. 

Lindsey, who had written "ALGOL 60 with fewer tears" [22] was one of 

our new observers at that time and soon afterwards became a member. 

Lindsey: ... The built-in operators, like + and -, should be imple-

Bauer: 

Dijkstra: 

Turski: 

Dijkstra: 
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merited in an efficient manner, not by procedures. ... The 

operator definitions certainly should not be permitted to 
be recursive. 

Van Wijng.: Is it meant that this WG 2,1 is recursive in its decisions 

in the sense that we may undo decisions on which two years 

of work were based? If we accept this point cf Lindsey ve 

will produce a FORTRAN-like language, by this I mean its 
intellectual level. 

Somewhat later the difficulties of storage administration for the heap were 
discussed. 

Hoare: ... We are still exploring the areas of storage admini­

stration and the solutions are yet unknown. ... 

V.d. Poel: -There is no real problem in it. In the single level store 

the garbage collection problem is solved now. 
Ross: I would dispute this. 

w . 
At this moment ve know for sure that it has been solved! 

Another example how different attitudes and frames of thinking were 

popping up repeatedly was the "assignment operator" as some people called 

it. This is perhaps true for a typeless language such as LISP with only a 

built-in dereferencing of one step working uniformly on operands but it is 
not true in ALGOL 68 where "soft :~ strong" and "firm + firm". 

Hoare: ... Inability to extend the definition of the assignment 

operator, as you can extend other operators, is responsi­

ble for many coercions built into the language. 
Van Y/i jng.: I disagree because :- is not fin operator at all. 

Hoare: I agree that you made things very asymmetric. 

That's how life is! The relevant formal resolutions stated that minority 

reports could he part of any final document produced, but then they must be 

or have been submitted in writing, to all members present at the meeting at 
which the final document was to be accepted. 

That brought us to the last meeting in which ALGOL 68 had to be ac- -

cepted or dropped. I had indicated my wish to resign as chairman after 
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seven years of office at the end of the Munich meeting. As I stated in my 
opening word: 

V.d. Poel: I OBI very happy that we returned to Munich. I do not know 

whether it is symbolic, whether it is the end of our 

meetings, or the work is endless, cyclic. 

As several refinements had been put in between North-Berwick end 

Munich (two more complete reprintings, labelled MR99-and MR100) there was 

again quite a lot of technical explaining going on. The case-conformity 
clause was invented. 

Landin: I thought that the case clauses were some sort of nested 
if clauses.'-

Van Wijng.: Yes, but you first have to find the value of i [in case i 
in ...]. 

Landin: 0 yes, I see J 

Van Wijng.: I would like to ask that at least point 2 [on additional 

clarification asked for and motivations] is continuously 
on the menu. 

Dijkstra: 1 think I disagree with that. 

Van Wijng.: But I want to have the substance matter continuously on 
the menu. 

Seegmiiller: The idea of hard:,'are language is introduced very vaguely. 

What is the distinction between the representation lan*-

guage and the hardware language? 

Van Wijng.: It depends on your reading equipment. 

Seegmiiller: I would not go as far as this. But I would try to be a bit 

more precise. 

Van Wijng.. VThj do not you go, sit in the corner, and make proper 
wording. 

Seegmiiller: O.K., I shall try. 

At this time the idea of the II, the Informal Introduction to ALGOL 68 

[18] was brought up. Lindsey and Van der Meulen had volunteered to under-
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take such a work. Lindsey made a presentation of the lay-out of this work. 

Seegmuller: A part of my suggestion was that the II should be pub­

lished together with the defining document. I would like 

to repeat this point. 

Lindsey: You will have to wait. 

Seegmuller: Then I would rather delay the publication of the Report. 

V.d.Meulen: You cannot write the introduction before the Report is 

closed. 

V.d. Poel: There was no commissioning of this work, ve are entirely 

in the hands of the authors of II; when they finish it, it 

will be published. 

Row the negotiations began on the wording of a cover letter for the 

Report. This took a long time and all controversies were raised again. 

Duncan: 1 am not of the opinion that the document describes a 

. language. Another point is that I do not know why anybody 

y should be interested in my opinion. 

He was feeling very low apparently and I know why. I am not going to dis­

close that piece of information. I also have my professional secrets. 

Later on description methods, Duncan's against Van V.'ijngaarden's. 

Duncan: The description method [of vW.] failed my tests. Another 

thing is that if my objections as a member of this Group 

are not taken, then what a chance do I stand as P. member 

of the public. 

V.d. Poel: Many of your objections were taken into consideration. 

Van Wijng.: I made improvements according to your suggestions even 

before 1 received your letter. 

Turski: A clear example of Extra Sensory Perception! 

As an intermission to these little fights let me just tell you about 

another nice procedure which would in one stroke promote ALGOL X into an 

ALGOL Y. At one time the following procedure was proposed: 

proc execute = (string progr): <j: the string progr is considered us a 

possible closed clause and elaborated at the textual position of the 

call 
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This procedure could transform a sequence of characters into a closed 

clause, i.e. a syntactic notion. In other terms, it could invoke the compi­

ler at run time. A simple operating system could now be written as: 

do execute (read) 

Execute as a program vhat you have read as a string and read the next pro­

gram when you are ready. The proposal was not accepted. What a pity! 

For the authors, who tried to create a milestone, found that it had 

become very much a millstone. They had to be careful that it would not be­

come their tombstone. 
. . .  .  

The Munich meeting had sailed clear of a minority report but in the 

last half day it still happened. Signed by Dijkstra, Duncan, Garwick, 

Hoare, Randell, Seegmuller, Turski and Woodger such a minority report was 

handed in. For the text I have to confer to the ALGOL Bulletin, in which it 

was published. I rather quote here from the less accessible documents. 

Eieet^nS concluded with a number of formal resolutions: 

1. Resolved that WG 2.1 recommends to TC 2 to create a working group on 

Programming Tool Requirements and to reconsider the membership of 

VG 2.1. This was proposed by Van Wijngaarden C .'] and seconded by 

Dijkstra and taken by 35 in favour, 2 against. The creation of VG 2.3 

informally was a fact. In a second resolution Lindsey and Van der 

Meulen vere thanked for their initiative in producing II. 

2. Resolved that the Chairman, with the assistence of the Secretary, 

shall transmit to all members of TC 2 a copy of KR100, together with 

the text of the agreed Covering Letter. Subject to the approval of 

TC 2, the authors shall submit copies of MR100, together with the 

agreed Covering Letter, at least to the following journals: Comm. ACM, 

The Computer Journal, Numerische Math. C1YH» Kybernetika, Calcolo, 

Revue d'AFCET. The authors may introduce all necessary corrections to 

MR100 before submission and at the proof-reading stage. This last vote 

was taken with 2J in favour and 2 against (8 abstained). 

After this H more meetings have been held, now under a new chairman 

but an old member: Manfred Paul. The membership has changed and the topic 

has reverted back to very deepgoing technical discussions. Of course some 

errors have been found, but they were lying very deep end are of no con-

# 



7.28 

cerri to the ordinary programmer. Several long felt desires have been pro­

posed and are readied for inclusion in a Revised Report as stipulated in 

the Covering Letter. Also a rather full implementation proved many expec­

tations to be true. It is not a big compiler, it is efficient [23]. 

I shall not go into these years. This is good for another jubilee and 

for another author. For the next chairman it could he "the only most im­

portant case" as he once said in another context. For me it vere the 

"longest 7 years 1 ever had" to paraphrase another anonymous remark on the 
longest 5 minutes somebody ever had. 
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My name, expressed in double hexadecimal ASCII, is: 

52 2E 57 2E 42 45 4D 45 52 
R . W . B E M E R 

I am a resident of Phoenix, AZ 

County of 13 

(except that our State Highway Department 
encodes it as 07, so I had better say 
Maricopa), 

Country of US 

Except that I was married in the BQ (Virgin Islands). 

I'm in Congressional District 01 (of AZ) 

and, since it is a populous area, in metropolitan 
statistical area 6200. 

I'm pleased to have this opportunity to talk to you, 4r 
on 19710521, 

on the subject of problems resulting from lack of conformance to, and 
dearth of, Federal standards, some of the first of which have just 
been demonstrated. 

In fact, if you add the standards for paper tape and the 9-track, 800 
cpi representation of the ASCII Code on magnetic tape, and the most 
important standard on implementation of ASCII, you have the 10 
Federal Information Processing Standards that represent the entire 
body of agreement since the Brooks Bill, Public Law 89-306, was 
passed on 1965 October 30. 

Of course, many other standards are in various phases of development 
and submission. Some have been published as draft standards in the 
Federal Register, such as: 

• General Purpose Paper Cards 
• Hollerith Punched Card Code 
• Rectangular Holes in 12-row Punch Cards 
• Subsets of ASCII 
• Bit Sequencing for Serial-by-bit Transmission 
• Character Structure and Parity for Parallel-by-bit 

Transmission. 
• Interfaces between Data Terminal and Communication Equipment. 
• Layout of Forms for OCR Input. 

All these are of course available for Federal Agencies to use in 
procurement contracts, even in advance of actual ratification. The 
COBOL programming language is not yet even to this step, yet the 
Department of Defense has adopted the ASNI American National 
Standards Institute) COBOL as its standard for procurement. Mr. 
Brooks is very anxious that the National Bureau of Standards set up a 



COBOL validation facility for entry into the GSA schedule. 

Of course, I could have identified myself further as Social Security 
number so-and-so, but I don't let any more facilities have that than 
I am forced to. My friendly bank has never gotten it from me, but I 
more than half suspect that they already have it. This is under 
review within ANSI X3, the Committee on Information Processing 
Standards, but there have been some flaps about this, as you know. 
Informed estimates are that your Social Security number is used now 
in at least 200 different Federal Government files. 

I could also note that the railroad ships things to ma at 797XXX, 
courtesy of the Transportion Data Coordinating Committee in 
Washington, which is sponsored by such organizations as the AAR, the 
American Trucking Association, and the Transportation Division of the 
Census Bureau. The XXX is for the last 3 digits of the ZIP Code, but 
naturally it is unthinkable that the Census Bureau and the Post 
Office could have figured some way to get together. The Department of 
Transportation is also against the Post Office, and they want to use 
the TDCC code, called SPLC (Standard Point Location Code) in 
transportation flow studies. However, neither of these are Federal 
Standards. As Joe Cunningham says, by a quirk of law, the President 
of the United States must sign the Federal Information Processing 
Standards. 

The classic, of course, is ASCII, the original standard signed by 
Lyndon Johnson. This is not to be taken as trivial, for although IBM 
fought it for a long time, it is an international standard in many 
respects. As the ISO Code, it is Recommendation 646 of the 
International Standards Organization. As Working Alphabet 5, /itTNis 
effectively replacing the Baudot Code of CCITT (the Consultative),i a 
joint arm of many Departments of State. In the USSR the 7-bvt.-yJSO 
Code is fleshed out to 8-bits, to include the Cyrillic alphabet, and 
is a standard enforceable by law. 

We read recently that Ralph Nader has contended that a GM recall of 
some cars for alleged design improvements really should have been 
reported to the Government under the safety laws. So it is with loose 
interpretations in the Federal Information Processing Standards. Of 
course we all know, too, that IBM equipment does not use ASCII as an 
internal code. Nor do any others except the NCR Century and a few 
more. Now this is certainly not illegal, for the code is billed for 
"interchange", and indeed this is proper, just as we all think it 
proper that the Government does not know what goes on in the privacy 
of our homes. 

Putting aside the possible argument of economies if the internal code 
were to be identical with the transmission code in an era of 
international networks of computers, let's see what happens in 
practice that is not covered by any provisions in the Federal 
Standards, nor indeed in any other, ANSI or ISO. There is such a 
thing as a collating sequence for a set of characters. It is used for 
ordering files. The easy way is to make a numerical subtraction of 
the bit representation of characters treated as numbers, and let that 
determine the ordering. In ASCII the digits fall below the alphabet; 
in EBCDIC, the code of the IBM 360 and other equipment, they are high 



to the alphabet. Thus the order is G3, GB for ASCII, and GB, G3 for 
EBCDIC. 

This difference might be resolved by arbitrarily making a standard 
collating sequence, couldn't it? No, it couldn't. Order a list of 
names for a telephone directory according to the numerical sequence 
of either ASCII or EBCDIC, and you have a mess. It's the problem of 
upper and lower case. Unfortunately both codes also have controls and 
graphics intermixed, and this could get sticky, too. 

Now let us take the case of an agency trying to comply to the Federal 
Standard for ASCII. The files must thus be recorded in ASCII for 
interchange purposes. On the other end of the line, the Department of 
Defense has decreed COBOL for the programming. Now if we read the 
COBOL standard to see what it has to say on collating sequence, as 
applied to the comparison instructions, we find that it is 
permissive. Use your own, on the machine you have. So the 
characteristics of the native machine are built into the program by 
the way in which the programmer (and thus the compiler) uses the 
known machine logic collating sequence to make decisions and jumps in 
the program. Thus the data, recorded in ASCII, must be converted to a 
particular internal code that the programmer depended upon in order 
to make the program work. Now what happened to all that 
interchangeability that the Brooks Bill intended for the Government 
so they could have alternate sources of supply to get better prices? 

Some might think this a trivial problem with respect to costs. It is 
not, for the Air Force has to reorder some 40% of the files that come 
in from the field. Some might think it can be controlled easily. It 
can not. IBM decreed that all 360 programs should be code 
independent, for there is a switch that makes an ASCII machine out of 
a 360. It did not turn out that way. There is now way to control 5000 
programmers, of which 2000 work for subcontractors, unless there is a 
mechanical software factory which tests all coding to verify such 
code independence before it is allowed to be entered into the 
software complement. Some might think that the COBOL standard could 
be revised to incorporate the ASCII collating sequence, ignoring the 
upper and lower case difference. It wouldn't work. You would limit 
the telephone book boys, and the Scandinavians, who happen to work to 
the same COBOL standard because it is identical to ISO COBOL, and 
happen also to have 3 extra characters in their alphabet. 

I have used this as an example of the inadequacy of the Brooks Bill 
to produce what it was intended to produce, because such problems 
were not generally understood at the time of its passage. I do assure 
you that Congressman Brooks is very aware of the problems. Hearings 
were held just 2 days ago to see what might be done. My conclusions, 
to which I hope others can agree, are that standardization in 
information processing is inherently different from manhole covers, 
the classic illustration of the standards engineers for many years. 

I think that realistically there can be no unique standards by 
agreement or decree. I certainly don't want a multitude of varying 
practices. 

(in here put my ESCape Registry proposal) 



T h e  c o n c e p t  o f  a  c o d e d  c h a r a c t e r  s e t  s e e m s  t o  m a n y  t o  b e  a a  l i t t l e  
t r i v i a l ,  p e r h a p s  t o o  t r v i a l  t o  f c h e x t h e x  b e  n o t  o n l y  t h e  f i r s t  F e d e r a l  
E B f i z  I n f o r m a t i o n  P r o c e s s i n g  S t a n d a r d ,  b u t  t o  b e  e s t a b l i s h e d  a s  s u c h  
b y  a  s i g n e d  E x e c u t i v e  O r d e r  f r o m  P r e s i d e n t  J o h n s o n .  T r a n s l a t e  f r o m  
o n e  c o d e  t o  a n o t h e r ,  y o u  m i g h t  s a y .  I t  o n l y  t a k e s  a  t a b l e  i n  t h e  c o m p u t e r  
s t o r e ,  o r  a  c h i p .  

Y e s  i t  d o e s ,  p r o v i d i n g  t h e  g r a p h i c  c o n t e n t  i s  t h e  s a m e .  I n  f a c t ,  w e  
m a d e  a  g r e a t  e f f o r t  t o  b r i n g  I B M ' s  E B C D I C  c o d e  i n t o  c o m p a t i b i l i t y  
w i t h  A S C I I  v i a  t h e  H o l l e r i t h  C a r d  C o d e  a s  a  b r i d g i n g  m e c h a n i s m .  
I B M  w a s  t o  h a v e  m a d e  s o m e  s l i g h t  m o d i f i c a t i o n s  f o r  c o n t e n t ,  e x c e p t  
t h e y  d o  n o t  s e e m  t o  h a v e  d o n e  i t .  E x a m p l e :  I  h a v e  a  G E  T e r m i n e t  3 0 0  
t e r m i n a l  i n  m y  h o m e ,  w h i c h  I  u s e  t o  e n t e r  a n d  e d i t  t e x t ,  d  I t  i s  
A S C I I  b a s e d ,  s o  I  a m  a b l e  t o  u s e  t h e  e x c l a m a t i o n  p o i n t .  O n l y  p r o b l e m  
i s  w h e n  I  g e t  t o  w o r k  a n d  u s e  t h e  I B M  2 7 4 1  t e r m i n a l  t o  r u n  o f f  a  c o p y  
f o r  r e p r o d u c t i o n ,  t h a t  t e r m i n a l  d o e s  n o t  h a v e  a n  e x c l a m a t i o n  p o i i b t  
( n o r  d o e s  D a t e l ) ,  a n d  i t  p r i n t s  t h e  " s i g n ,  w h i c h  i s  n o t  i n  
t h e  A S C I I  s e t  c o n t e n t .  S o  a l  I m  y  t e x t  h a a l s \ t o  b e  r e d o n e  b y  u s i n g  
t h e  s i n g l e  q u o t e ,  b a c k s p a c e ,  a n d  p e r i o d .  .  

< S L I D E )  ^  V (Tj ALL. 



ASSORTED TOPICS 

Terminology - same interagency EDP task force (Data mation, 71 May 15) 
had input to ANSI. FORTRAN - "one of several , etc..." IFIP/ICC. 
Difficult problem (Negative Fathoms) International (Furippu.fupoppu) 

IBM fighting CODASYL Data Base 

o National Decisions require national data (Richardson - information 
conserves other resources thru improved decisions. Schultz. 

Recognition of data - FAA Compatibility 
- EPA (Aines) 
- Whipple and NASA (Labels) 

o Let IBM do it? for their proportion? de facto anyway? NOT ON YOUR 
LIFE! CONSIDE THE 660 - 750! 

COBOL - level problem - Stan Smith level - degrade - remote compile 
- imprimatur 
-ordering seq 

Instrumentation - not in NBS - REGISTRY (Kogbetlaintz - sin/cos 
FAA - 2 10 millisec vs. 16 micro 

Registry - date example. Publicit is a part of it. 

NASIS - mice goals, no resluts. 



T h e  p r o g r a m m i n g  l a n g u a g e  C O B O L  h a s  p j k  h e l d  a x i a e g e x  a n  a  i m p o r t a n t  

p o s i t i o n  i n  G o v e r n m e n t  h o p e s .  I k s  I t ' s  d e v e l o p m e n t  w a s  d e f i n i t e l y  

g o v e r n m e n t  n u r t u r e d .  C h a r l e s  P h i l i p s .  C h a i r m a n  o f  t h e  C O D A S V L  

E x e c u t i v e  c o m m i t t e e ,  w a s  t o p  E D P  M A N  I N  T H E Z A Z K Z R E R E X  D e p a r t m e n t  o f  

D e f e n s e .  V i c e  C h a i r m a n  J o s e p h  C u n n i n g h a m  i s  t h e  s a m e  a s  t h e  B O B  m e m b e r  

o f  t h e  t r i u m v i r a t e .  S u b s t a n t i a l  g o v e n m e n t  s u p p o r t  i n  p e r s o n n e l  w a s  g i v e n  

f x E s f c x i a  t o  C O D A S Y L  f r o m  I 9 6 0  t o  t h e  p r e s e n t ,  a n d  t o  A N S I  s t a n d a r d i z a t i o r  

a c t i v i t i e s  s t a r t i n g  i n  1 9 6 3 ( ? ) .  Y e t  i t  t o o k  u n i t l  1 9 6 9  ( ? )  t o  g e t  a  

C O B O L  s t a n d a r d  ( t r u e ,  i t  w a s  w o r l d w i d e ) .  

D e s p i t e  m y  p l e a d i n g  a t  t h e  1 9 6 8  J a n  m e e t i n g  o f  X 3 »  t h e  c o l l a t i n g  

s e q u e n c e  h a s  n e v e r  b e e n  d e t e r m i n e d  f o r  £ 8 R 8 k  t h e  c h a r a c t e r s  o f  t h e  

C O B O L  l a n g u a g e  a n d  t h o s e  t h a t  i t  m a y  o p e r a t e  u p o n .  

C o l l a t i n g  s e q u e n c e  i s  t h e  o r d e r i n g  ( e t c . ) .  a n d  w h i c h  o p e r a t e s  

i n  t h e  C O B O L  s t a t e m e n t s  I F  (  G R  a n d  L S )  ( c h e c k  a l l  t h i s ) .  A l t h o u g  

a  s t r o n g  A S C I I  p r o p o n e n t .  I  w o u l d  n o t  d e m a n d  t h a t  t h e  b i n a y y  s e q u e n c e  o f  t  

t h e  1 2 8  c h a r a c t e r s  o f  A S C I I  b e  t h e  o r d e r i n g  o r  c o l l a t i n g  s e q u e n c e .  

T h e  t e l e p h o n e  b o o k  w o u l d  l o o k  l o u s y  ( E x a m p l e ) .  O n  t h e  o t h e r  h a n d .  I  

c e r t a i n l y  d o  n o t  t h i n k  t h a t  t h e  I B M  c o m m e r c i a l  c o l l a i i b i n g  d e q u e n c e  s h o u l d  

b e  i t .  e i t h e r .  A n d  h e r e  w e  m u s t  g i v e  a  l i t t l e  h i s s t o r y  i f  I B M  s e q u e n c e s .  

I n  1 9 5 9  I  s t a r t e d  t o  t r y  t o  s t r i a g h t e n  o u t  t h e  v a r i o u s  ( 9 )  I B M  

B C D  c o d e s ,  n o t i n g  t h a t  t h e r e  w a s  n o  e q u i v a l e n c e  ( D a t a m a t i o n  r e f )  b e t w e e n  

b o n a r y  s e q u e n c e  a n d  o r d e r i n g  s e q u e n c e  t h e r e  e i t h e r .  A s  a  m a t t e r  o f  

f a  t ,  t h e  c o o l a t i n g  s e q u e n c e  w a s  a  d e v i c e  t h a t  I B M  u s e d  t o  s u u p o r t  t h e  

a d o p t i o n  o f  E B C D I C  a s z f e b a z l a a g z x  a r t h e r  t h a n  A S C I  a s  t h e  b a s i c  c o d e  f o r  

t h e  3 6 0 .  A  q u e s t i o n n a i r e  w a s  s e n t  o u t  t o  I B M  c u s t o m e r s ,  a s k i n g  w o u l d  t h e y  

p r e f e r  t o  s t a y  w i t h  B C D  o r  g o  t o  A S C I I ,  w h i c h  w o u l d  r e q u i r e  a  r e o r d e r i n g  

o f  a l l  t h e i r  f i l e s .  N a t u r a l l y  t h e  c u s t o m e r s  h o w l e d ,  f o r  *  k  a  f c  t h a t  w o u l d  

c e r t a i n l y  e n t a i l  a  g r e a t  d e a l  o f  e x p e n s e .  S o  I B M  e s t a b l i s h e d  E B C D I C .  

w h i c h  a s h a s  a  d i f f e r e n t  c o l l a t u i g n  s e q u e n c e  f r o m  B C D ,  a n d  t h e  c u s t o m e r s  



h a d  t o  d o  j u s t  a b o u t  a s  k u c h  r e o r d e r i n g  i f  t h a y h a s  g o n e  t o  A S C I I .  

I n  C O B O L  i t  i s  n o t  t h e  o r d e r i n g  p a r t  t h a t  i s  s o  a w k w a r d ;  i t  i s  

t h e  f a c t  t h a t  a  p r o g r a m  c a n  b e  w r i t t e n  i n  C O B O L  w h i c h  i m b e d s  t h e  

L o g i c  o f  a n y  c o l l a t i n g  s e q u e n c e l  C o n s i d e r  a n  a i r a r a f t  p a r t  n u m b e r .  

I n  A S C I I  t h e  d i g i t s  a r e  l o w e r  t h a n  t h e  a l p h a b e t ;  i n  E B C D I C  t h e y  

a r e  h i g h e r .  I n  o t h e r  w o r d s .  P a r t  N o .  A A 6  z s z i B w e K z i a x E B g i B x i h a t :  

B a e f c z N a x z  w o u l d  p r e c e d e  P a r t  N o .  A 2 B  i n  a  f i l e  o r d e r e d  o n  t h e  E B C D I C  

b a s i s .  I t  w o u l d  b e  t h e  c o n v e r s e  o n  a n  A S C I I  b a s i s .  N o w  w r i t e  a  C O B O L  

p r o g r a m  t h a t  s a y s  

T H A T  .  

N o w  d e m a n d  t h a t  t h e  f i l e  b e  i n  A S C I I  o r d e r  a n d  p r o d u c e  a n s w e r s  a c c o r d i n g  

t o  t h e  E B C D I C  p a t t e r n .  C h a o s !  

I s  t h e r e  a  s i m p l e  s o l u t i o n ?  C e r t a m n l y !  A  s i m p l e  e m e n d a t i o n  t o  

t h e  s t a n d a r d  C O B O L  i h a i z s a y s x z x f b s i  e n v i r o n m e n t  d e c i s i o n  s h a i :  

R e a d i n g  t h i s  p r e f a c e ,  t h e  C O B O L  c o m p i l e r  f o r  a  p a r t i c u l a r  c o m p u t e r  

c a n  c o m p i l e  t h e  p r o p e r  p i e c e  o f  p r o g r a m .  I f  t h e  i n t e r n a l  c o d e  h a p p e n s  t o  

b e  A  6  C 1 1  »  a n d  t h a t  s e q u e n c e  i s  s p e c i f i e d ,  t h e n t h e  p r o g r a m  i s  v e r y  s i m p l e .  

I f  i t  i s  s o m e t h i n g  i t  c a n n o t  h a n d l e  a t  t h e  m o m e n t ,  t h e  c o m p i l e r  y e l l s  f o r  

h e l p ,  a n d  s a y s  " B u i l d  t h a t n e w  o n e  i n  " .  

I F  I N P U T - P A R T  G R E A T E R  T H A N  C U R R E N T  P A R T  T H E N  T H I S  E L S E  

a d d i t i o n  

C O L L A T I N G  S E Q U E N C E  I S  

( w h i c h  e r f e r e s  t o  a  t a b l e  d e f i n g i n  
t h e  s p e c i a l  o r d e r i n g .  

( c a n  g o  t o  a  s p e c i a l  ( r e g i s t e r d )  
s u b r o u t i n e  t o  d e f i n e  t h e  r u l e s  



Now let's see how this would work in practice by going back to our 
COBOL example. As part of the introductory elements of the program, 
we require a statement "COLLATING SEQUENCE IS ". Compilers can 
be fairly smart. If the sequence is recognized as native, it compiles 
one way, very efficiently. If foreign, it throws in subroutines; 
slower, perhaps, but correct. The National Bureau of Standards keeps 
the registry on the permissible collating sequences that compilers 
should know how to recognize. Only heavy usage gets you on the list, 
and eventually, as your customers utilize more system measurement 
devices and see how much your equipment costs them by being only 
registered and not to the main standard, you are forced to relinquish 
this and build your replacement equipment to the single standard. 
Then that registry number is canceled, and compilers notified that 
they no longer must consider it. 



To give an example of the Amplification of seemingly trivial 

divergence, consider the tiftiik Honeyw^Jtl RAES apaAm (Remote AccesJ 

Editing^System^T We use this 1m for all production of documentation, 

both manujs^.s and progfttns. Several different types of terminals 

are connected. Forgetting the differenteSin transmissionJl rates, 

troublesome enough in consider what happens when 

text or program is entered £|n one type of terminal and printed 

from another, a very common m occurrence^JJln particular, I have 

a^fferminet 300 at home, but like the font on the Datel or IBM 2741 

better for production, so I fcave $k the output printed at work). 

FiJ^jre shows the keyboard layouts and what happens when 

original input for a particular keyboard is printed out on 

the various tertq/^pal types. Note that the Terminet 300 and the 

The Teletype 37 are identical, due to ASCIiy The Datel is identical 

to the IBM 2741 due to IBMs< ma^Jcet. We see that the 2741 prints* 

ASCII characters 
for «"** a«O&  ̂
for j and \ 

( for < and {. and L 
) for > and J and J 
@ for v _ 
' for @ and ' . 0^ 
i for : 



Printing a selected character for many is mandatory due to the 

44 key limitation on the IBM terminal. This reminds me of one of 

my great failures, a special trip to Lexington in 1961 to plead 

with the typewriter engineers fo use an escapement other than 1, 

2, 2, -5 so the keyscould be encoded to Kiaafeh correspond to a 7-bit 

code. I lost. The engineers said the fi Selectric would never be a 

terminal, anything except a typewriter. 

But the last one really hurts in text. To avoid it, one must 

enter all exclamation points as quote, baaka backspace, period. 

Wu 


