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## Introduction

The software for the ARPA Network exists partly in the IUPs and partly in the respective HOSIs. BB\&N has specifled the software of the IMPs and it is the responsibility of the HOST groups to agree on HOST software.
During the sumer of 1968, representatives from the initial four sites met several times to discuss the HOST software and initial experiments on the network. There emerged from these meetings a working group of three, Steve Carr from Utah, Jeff Rulifson from SRI, and Steve Crocker of UCLA, who met during the fall and winter. The most recent meeting was in the last week of March in Utah. Also present was Bill Duvall of SRI who has recently started working with Jeff Rulifson.
Somewhat independently, Gerard DeLoche of UCLA has been working on the HOST-IMP interface.
I present here some of the tentative agreements reached and some of the open questions encountered. Very little of what is here is firm and reactions are expected.

## I. A Summary of the IIP Software

## Messages

Information is transmitted from HOST to HOST in bundles called messages. A message is any stream of not more than 8080 bits, together with its header. The header is 16 bits and contains the following information:

| Destination | 5 bits |
| :--- | :--- |
| Link | 8 bits |
| Trace | 1 bit |
| Spare | 2 bits |

The destination is the numerical code for the HOST to which the message should be sent. The trace bit signals the IMPs to record status information about the message and send the information back to the NMC (Network Measurement Center, i.e., UCLA). The spare bits are unused. Links
The link fleld is a special device used by the IVPs to limit certain kinds of congestion. They function as follows. Between every pair of HOSTs there are 32 logical full-duplex connections over which messages may be passed in either direction. The IMPs place the restriction on these links that no HOST can send two successive messages over the same link before the IMP at the destination has sent back a special message called an RPNM (Request for Next Message). This arrangement limits the congestion one HOST can cause another if the sending HOST is attempting to send too much over one link. We note, however, that since the IMP at the destination does not have enough capacity to handle all 32 links simultaneously, the links serve their purpose only if the overload is coming from one or two links. It is necessary for the HOSTs to cooperate in this respect.

The links have the following primitive characteristics. They are always functioning and there are always 32 of them.
By "always functioning," we mean that the IMPs are always prepared to transmit another message over them. No notion of beginning or ending a conversation is contained in the IMP software. It is thus not possible to query an IMP about the state of a link (although it might be possible to query an IMP about the recent history of a link - quite a different matter!).
The other primitive characteristic of the links is that there are always 32 of them, whether they are in use or not. This means that each IMP must maintain 18 tables, each with 32 entries, regardless of the actual traffic.

The objections to the link structure notwithstanding, the links are easily programmed within the IMPs and are probably a better alternative to more complex arrangements just because of their simplicity.

IMP Transmission and Error Checking
After receiving a message from a HOSI, an IMP partitions the message into one or more packets. Packets are not more than 1010 bits long and are the unit of data transmission from IMP to IMP. A 24 bit cyclic checksum is computed by the transmission hardware and is appended to an outgoing packet. The checksum is recomputed by the receiving hardware and is checked against the transmitted checksum. Packets are reassembled into messages at the destination IMP.
Open Questions on the IMP Software

1. An 8 bit field is provided for link specification, but only 32 links are provided, why?
2. The HOST is supposed to be able to send messages to its IMP. How does it do this?
3. Can a HOST, as opposed to its IMP, control RFNMs?

4 Will the IMPs perform code conversion? How is it to be controlled?

## II. Some Requirements Upon the Host-to-Host Software

## Simple Use

As with any new facility, there will be a period of very ligit usage until the community of users experiments with the network and begins to depend upon it. One of our goals must be to stimulate the immediate and easy use by a wide class of users. With this goal, it seems natural to provide the ability to use any remote HOST as if it had been dialed up from a TTY (teletype) temninal. Additionally, we would like some ability to transmit a flle in a somewhat different manner perhaps than simulating a teletype.
Deep Use
One of the inherent problems in the network is the fact that all responses
from a remote HOST will require on the order of a half-second or so, no matter how simple. For teletype use, we could shift to a half-duplex local-echo arrangement, but this would destroy some of the usefulness of the network. The 940 Systems, for example, have a very specialized echo.

When we consider using graphics stations or other sophisticated terminals under the control of a remote HOST, the problem becomes more severe. We must look for some method which allows us to use our most sophisticated equipment as much as possible as if we were connected directly to the remote computer.

## Error Checking

The point is made by Jeff Rulifson at SRI that error checking at major software interfaces is always a good thing. He points to some experience at SRI where it has saved much dispute and wasted effort. On these grounds, we would like to see some HOSI to HOST checking. Besides checking the software interface, it would also check the HOST-IMP transmission hardware. (BBEN claims the HOSI-IVP hardware will be as reliable as the internal registers of the HOST. We believe them, but we still want the error checking.)

## III. The Host Software

## Establishment of a Connection

The simplest connection we can imagine is where the local HOSI acts as if it is a TTY and has dialed up the remote HOST. After some consideration of the problems of initiating and terminating such a connection, it has been decided to reserve link 0 for commanication between HOSI operating systems. The remaining 31 links are thus to be used as dial-up lines.
Each HOST operating system must provide to its user level programs a primitive to establish a connection with a remote HOST and a primitive to break the connection. When these primitives are invoked, the operating system must select a free 11 nk and send a message over 11 nk 0 to the remote HOST requesting a connection on the selected link. The operating system in the remote HOST must agree and send back an accepting message over link 0 . In the event both HOSTs select the same link to initiate a connection and both send request messages at essentially the same time, a simple priority scheme will be invoked in which the HOST of lower priority gives way and selects another free link. One usable priomity scheme is simply the ranking of HOSTS by their identification numbers. Note that both HOSTs are aware that simultaneous requests have been made, but they take complementary actions: The higher priority HOSI disregards the request while the lower priority HOST sends both an acceptance and another request.
The connection so established is a TMY-like connection in the pre-log-in state. This means the remote HOST operating system will initially treat the link as if a TITY had just called up. The remote HOSI will generate the same echos, expect the same log-in sequence and look for the same intermupt characters.

## High Volume Transmission

Teletypes acting as terminals have two special drawbacks when we consider the transmission of a large flle. The first is that some characters are special intermupt characters. The second is that special buffering techniques are often employed, and these are appropriate only for'lowspeed character at time transmission.
We therefore define another class of connection to be used for the transmission of files or other large volumes of data. To initiate this class of link, user level programs at both ends of an established TTY-like link must request the establishment of a flle-like connection parallel to the TTY -like link. Again the priority scheme comes into play, for the higher priority HOST sends a message over link 0 while the lower priority HOST walts for it. The user level programs are, of course, not concerned with this. Selection of the free link is done by the higher priority HOST.
File-like links are distinguished by the fact that no searching for intermupt characters takes place and buffering techniques appropriate for the higher data rates takes place.
A Summary of Primitives
Each HOSI operating system must provide at least the following primitives to its users. This list knows not to be necessary but not sufficient.
a) Initiate TTY-1ike connection with HOST $x$.
b) Terminate connection.
c) Send/Receive character(s) over TITY-like connection.
d) Initiate flle-like connection parallel to TTY-11ke connection.
e) Terminate flle-like connection.
f) Send/Receive over flle-like connection.

## Error Checking

We propose that each message carry a message number, bit count, and a checksum in its body, that is transparent to the IMP. For a checksum we suggest a 16 -bit end-around-carry sum computed on 1152 bits and then circularly shifted right one bit. The right circular shift every 1152 bits is designed to catch errors in message reassembly by the IMPs.
Closer Interaction
The above described primitives suggest how a user can make simple use of a remote facility. They shed no ligit on how much more intricate use of the network is to be carried out. Specifically, we are concerned with the fact that at some sites a great deal of work has gone into making the computer highly responsive to a sophisticated console. Culler's consoles at UCSB and Englebart's at SRI are at least two examples. It is clear that delays of a half-second or so for trivial echo-like responses degrade the interaction to the point of making the sophistication of the console irrelevant.

We believe that most console interaction can be divided into two parts, an essentially local, immediate and trivial part and a remote, more lengthy and significant part. As a simple example, consider a user at a console consisting of a keyboard and refreshing display screen. The program the user is talking typing into accumulates a string of characters until a carriage return is encountered and then it processes the string. While characters are being typed, it displays the characters on the screen. When a rubout character is typed, it deletes the previous non-rubout character. If the user types HELLO ++ P (RR)where + is rubout and is carriage-return, he has made nine keystrokes. If each of these keystrokes causes a message to be sent which in return invokes instructions to our display station we will quickly become bored.
A better solution would be to have the front-end of the remote program that is the part scanning for + and (R) - be resident in our computer. In that case, only one five character message would be sent, 1.e., H E L P CR, and the screen would be managed locally.

We propose to implement this solution by creating a language for console control. This language, current named DEL, would be used by subsystem designers to specify what components are needed in a terminal and how the terminal is to respond to inputs from its keyboard, Lincoln Wand, etc. Then, as a part of the initial protocol, the remote HOST would send to the local HOST, the source language text of the program which controls the console. This program would have been by the subsystem designer in DEL, but will be compiled locally.
The specifications of DEL are under discussion. The following diagrams show the sequence of actions.
A. Before Link Establishment

UCLA

B. After Link Establishment and Log-in

C. After Receipt and Compilation of the DEL program


Open Questions

1. If the IMPs do code conversion, the checksum will not be correct.
2. The procedure for requesting the DEL front end is not yet specified.
IV. Initial Experiments

Experiment One
SRI is currently modifying their on-line retrieval system which will be the major software component of the Network Documentation Center so that it can be operated with model 35 teletypes. The control of the teletypes will be written in DEL. All sites will write DEL compilers and use NLS through the DEL program.

Experiment Two
SRI will write a DEL front end for full NLS, graphics included. UCLA and UTAH will use NLS with graphics.
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La Control Links
lat logical link 0 will be a control link between any two HOSTs on the net work

Tala Only one control link may exist between any two HOSTs on the network. Thus, if there are $n$ HOSTs on the network, there are n - 1 cont roll links from each HOST,
lad It will be primarily used for communication between HOSTs for the purposes of:
lava Establishing user links
la db Breaking user links
lac Passing. interrupts regarding the status of links and/or programs using the links

1azd Monitor communication
lan Imps in the network may automatically trace all messages sent on 1 i nk C .

Ib Primary Liirks
Doa A user at a given HOST may have exactly I primary link to each of the ot her HOSTs on the network.
lola The primary link must be the first link established between a HDST user and another HOST.
ib ib Primary: links are global to a user, ike. a user program may open a primary link, and that link remains open until it is specif icily closed.

Ib ic The primary link is treated like a teletype connected over a normal datia-phone or direct line by the remote HaST, i.e. the remote HOST considers a primary link co be normal teletype user.

Ibid the primary link is used for passing (user) control information to the remote HOST, e.g. it will be used for logging in to the remote host (using the remote hosts standard login procedure).

Ic Auxiliary Lions
Ied A user program may establish any number of auxiliary links between itself and a user program in a connected HOST.

Icla These links may be used for either binary or character transmission.

Iclb Auxilliary links are local to the sub-system which establishes i them, and therefore are closediwhen that subsystem is left.

2 MANIPULATIDN OF LIN.KS
2a Control Liirks
2al The control link is established at system load tine.
2a2 The status off a control link may be active or inactive

2aza The status of the control lnk should reflect the relat i onship between the HOSTs.

2b Prialary Links
2bA Prinary links are established by a user or executive call to the monitor

2bla The net work identification number of the HOST to be linked to must be included in the call

2bib An attempt to establish more than one primary link to a particular HOSIT $u i: l l$ be regarded as an error, and khe request uill be defaulted

2blc Standarid Transmission Character Set
2blcl There will be a standard character set for transmission of data over the primary links and control links.

2blcla This will be full ( 8 bit) ASCII.

2bld (get link) The protocal for establishing a link to HOST B from HOST A lis as follows

2bld Aselects a currently unused link to HOSI B from its allocation tables

2bld2 Atransmits a link connect message ito $B$ over link 0 .

2bld3 Athen waits for:

2bld3a- A communication regarding that link from B
2bld3b- A certain amount of time to elapse

2bld 4 If a communication regarding the link is recieved from
B. it is examined to see if it is:

2bldta. A verification of the link from B.
2olid4al This results in a successful return from the monit or to the requestor. The link rumber is returned to the requestor, and the link is established.

2 bld d b A request from 8 to establish the link. this imeans that $B$ is trying to establish the same link as $A$ independent $1 y$ of $A$.

2olid4bl If the network ID number of A(Nal is greater than thati of $B(N b)$, then $A$ ignores the request, and cont inues to await confirmation of the link from B.

2JId4b2 If, on the other hand. Na<Nb, $A=$

2bId4b2a Honors the request from B to estabilish the link.

2bld4b2b Sends verification as required.
2bld4b2c Aborts its own request, and repeats the allocation process.

2bldfc Some other communication from B regarding the link.

2ulidfcl This is an error conditione meaning that
either:

2bld4cla A has faulted by selecting a previously allocated link for allocation.

2bld4clb $B$ is transmitting information over an urr-allocated link.

2bld4clc Or a message regarding allocation fom $B$ to A has been garbled in transmission.

2olid4c2 In this case. $A^{*}$ s action is toz

2bld4c2a Send a link disconnect message to $B$ concerning the attempted connection

2bld4c2b Consider the state of HOST B to be in error and initiate entry to a panic routine(ernor).

2bid5 If eno communication regarding the link is recieved from B in the prescribed amount of time. HOST B is considered to be in an error state.

2bld5a: A link disconnect message is sent to B from A. 2bld5b. A painic rout ine is calledferror).

2c Auxilliary Links
2cl Auxililiary ilinks are established by a calt to the monitor from a user program.:

2cla The request must specify pertinent data about the desired link tothe monitor
zelal the number of the primary link to $B$.
2clb The request $f$ or an auxilliary link must be made by a user priogram in eacih of: the HOSTS (A land B).

2cic if Na $>$ 'Nb, then HOSI A proceeds to establish a link to HOST $\mathrm{Bi}_{\mathrm{i}}$ in the manner outlined above (getlink).

2cId If NacNb, then $A$ wait $s=$
2cidi Fotr HOST $B$ to establish the link Gafter looking to see if $B$ has already established the corresponding linkJ.
$2 c 1 d 2$ fort a specified amount of time to elapse.
2cidza This means that HOST B did not respond to the request of HOST A.

2cld2b. The program in HOST $A$ and $B$ should be able to specif iy the amount of time to wait for the timeout.

## 3 ERROR CHECKING

3a All messages sent over the network will be error checked initally so as to help isolyatle software and hardware bugs.

3b A checksum willt be asisociated with each message. which is order dependent.

3ibl The folloaing algorithm is one which might be used=

3b-la A checksum of length 1 may be formed by adding successive fieldsi in the string to be checked serially, and adding the carry bit into the lowest bit position of the sum.


3blal Thlis process is known as folding.
3bla2 Several fields may be added and folded in parallel. if ithey are folded appropiately after the addition.

IFIELD 4TFIELD 3FIELD 2-FFIELD I7

ADD

$$
\text { FIELDI } 8 \text { FIELD 7!FIELD } 6 \text { IIELD } 5
$$



ICARRY!
-RESULT-

3blaza Using this scheme, it is assumed that, if there are fields, the carries from the first n-a fields are aut onaititcally added into the low order position of the
next higher field, so that in folding, one need only add the , resulte fields to the carry from the nth fielda and then adid in an appropiately sized carry from that addition (and repeat the desired number of timest to achievie the result.

3bla3 A checksum computed in this imanner has the advantage $t$ hat. the word lengths of different machines may each be used opt ima: $11 y$..

3bla3a-If a string of suitable length is chosen for compatiing the checksum, and a suitable checksum field lengthis selected, the checksum technique for each of it he narhines will be relatively optimal.

```
3ola3ial Field length: 288 bits (lawest cammon
denomenatior of (24.32.36)
3)Ja3la2 Checksum length: 8 bits convenient field size fori all machines)
```

3blb If a messsage is divided into groups of fields, and each group, is checksummed in this manner, an order dependent checlesum may be got by shifting the checksum for each group, and adiding it in (successively) to the checksum of the next group

3c A facility will be provided where two HOSTs may enter a mode which requires positive verification of all messages. This verification is sent over the coatrol link.

## 4 MONITOR FUNCTIONS

4a Net work I/0 driveirs

## 4al Input

4ala Input mesisage from IMP.

4alb Do error checking on message.
4albl Verify checks um
4alb2 Send, "message recieved" aknowledgement over control link if akinoaliedge mode is in effect.
\&alc (transi)character translation.
4alicl There: is a strong possibility that the character translatiton may be done in the IMP.

4alce This needs to be explored further with BBN.

4alc3 There are two main considerations
falc3a- Should the transitaion be done by table or a lgorithum?

4alle 3ial Initially it seems as though the best way to 90 is table.

4alc3b. How ishould we decide which Imessages should be translatle - i.e. is it desirable to not transiate everything (YES!!) and by what means can we use to differentiat e?

4ald Decodz i header, and pass message to correct recipient as identified by source, and link.

4az Output
4a2a Build header
4al2b Charaztierf translation
4a2bl Seel remarks under the section on output translation (trans).

4azc Create ichecksum
दald Check status of $1 i n k$
4a2di If there has not been a RFNM since the last message transmittied out the link, wait for it.

4aze Transmit uness age to IMP
4d2f If akoulsedge mode is in effect, wait for
4azfI RFNM Ifrom destination IMP.
$4 a 2 f 2$ Resiponse from destination HOSI over controll line 0 .
4b Network status:
4bl Maintiain stlatlus of other HOSTs on network
4bla If an IMPI is down, then his HOST is considered to be down.
4b2 Maintain st atlus of control lines.
403 Answer statlus queries from other HOSTs.
4b4 Inform otheri HOSIIs as to stat us of primary and auxililiary links on an interirupt basis..

4 bS Inf or m other HOSITs as to status of programs using primary and secondary links

## EXECUTIVE PRIMITIVEIS

5a Primary Links
5al These require the HOST number as a parameter-
Sala Establish primary link
Salb Comezt controlling teletype to primary link
Salc 1 NPUT/OUTPUT over primary link
Sald Interrogalte status of primary link
5aldi donf't know what, exactly, this should do, but it seems as thoughl it might be useful.

Sale Disconect controlling teletype from primary link
Salf Kill orximary link
5b Auxilliary Links.
Sbl Establi ish auxillifary link.
5bla requires the HOST number as a parameter
5bib it return's a logical link number which is similar to a file index. It is this number which is passed to all of the other Auxillifary routines as a parameter.

5b2 1 NPUT /OUTPUIT over auxilliary link
5b3 Interirogatel status auxilliary link.
5 bila dion't know what, exactly, this should ido. but it seems as though it nitghit be useful.

5b4 Kill auxilliary link.
5c Speciall execut ive functions
5cl Transparent. I NPUT/DUTPUT over 1 ink
5cla tinis nay be used to do block $1 / 0$ transfers over a link
Selb The fanction of the monitor in this instance is to triansfer a buffer directly to its IMP

Solc At dozs not modify it in any way

Sclcl This means that the header and other control information must be in the buffer.

5cid The intiended use of this is for net work debugging.
6 INITIAL CHECKDUT
6a The network will be initially checked out using the links in a simulated data-phone mode.

6al All messagels will be one character in length.
$6 a 2$ Links will, be transparent to the monitor, and controlled by user program via la special executive primitive..

6aza The initital test will be run from two user programs in di fferent HOST's. e.g. DDT to DDT.

6a2b It will be paralleled by a telephone link or similar-
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4. Deeper Documentation of HOST Software.
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```
:N10, 03/24/69 1342:42 EBS ;
```

1 (n)10) network checkout.
2 Installation of communication gear 8/1/69
La From AT\&T anidfor BBN need dimensional. power and cabling specifications

2b Need to establish SRI desired alternate locations so as to determine maximum teilco cable lengths

2c Need to establish location and drops on voice coordination circuits

Cd Need circuit information on voice drops for tie to intercom system

```
Ze Need to order gnid instal a.c. power (coordinate with &b)
2f See 16
```

3 Design and constr uectr host-Imp interface $9 / 1 / 69$
Ba Need specifications from BBN
3b Develop trial design
3c Review with system programmers
3 d Establish filar design
Be Biuld and design hardware
$3 f$ Debug trial sofftware with hardware loop test

4 Imp installation $9 / 16 / 69$
4a From BBN get dimensional, power and cabling specifications

4b SRI orders aids installs ac. power (coordinate with Le)
Debug host - I mp int er face $10 / 1 / 69$

Sa Get debug spec if ications and procedures from B BN

Sb Write programs to debug with BBN

5bl Transfer; loft test messages
5b2 Test procedures for crash and recovery

Sba Check meislagle fill and stripping procedures

Sc Iry own transfler tests
Scl VErify t-ansifers to Imp
5c2 Verifyt-amsfers from imp
5 c3 Verify t-ansfers looped with Imp
5 d work out Impreload and rest art procedures
6 Test messages decmieen UCLA-SRI $10 / 15 / 69$
6a Network configuration

SRI

UCLA

6b Agree with UCLIA lon nature of test messages 6 bl Formats

6b2 Sequences 1
6b3 Checks
6 by Test procedures
6bs Fault resortang
6c Test int eg-ityt of messages
6 d Test sequence iofi delivery
6e He as ure delars:
of Loop with ULLA i
69 System respoisie to invalid and abnormal conditions
6h Lose and res:ore facilities
6h1 Communicat tion li nk

6 h 2 Imps
6 h 3 Hosts
$6 i$ Develop net criouble reporting scheme 7 Test wessages becmizen JCSB-SR1 1//15/619

7a Network configuriation


UCL A
UCSB

7b. A11 of 6
7c Load network $f$ ors alt ernate routing to be effective
7d Develop volc? toordination scheme
7 dl Three war coonf er ence
7d2 Design axdi buildr conference gear
7d3 Deliver comference gear to UCLIA and UCSB
7 e Route messagest around ring

```
    7el Via Imps
    Te2 Via host; i
    7e3 Six test; t
        7e3a UCLA-I, UCSB-I
        7e3b UCLA-H. UCSB-I
        7e3c UCLA-H, UCSB-H
        7e3d UCSB-I, UCLAI-I
        7e3e UCSB-H. UCLA:-1
        7e3f. UCSB-H. UCLA-H
```

8a Network configuriation


8b Selected gropi of prievious tests
8 bl A1 1 of 6
$8 \mathrm{~b} 2 \mathrm{7b}$
8c Expand voice coordination scheme
8cl UTAH bastazciess it a UCLA and UCSB via SRI
8 c 2 with B3N, anld ARIPA

9 Run simple TTY sisiteums

9a Single use ackers
9.1 On a seriiing host

9afa Ato B

9a. From a usithge hosit
9a2a Ato B

9b Hultiple use sacicess
9bl On a ser/iing, host

9bla A,C iot B

9b2 From a usiling host
9b2a $A, A$ tor $B$

9b3. Various zombil nations
9c Login. logoutet in and out of subsy stems

```
    9d Handling of urtor merssages, crashes. recoveries
    9e Establish messtagie formats
    9f Establish prot pociols
    99 Filler storage andi retirieval
    9h Need user's gulides for each site
    9i Need to estasldsh usage schedules
    9j Need to set ister names
    9k Design and buildi commm exec or its equivalent
10 Run simple typeuriter systems
    10a Same as 9c-9g:
    10b How define then in half or full duplex mode
    10c Howt to set "break" characters
11 Run arbitrary terinimalst without locall feedback
12 Run arbitrary tariminals
13 Move files
14 Developi debuggi ~g, t echn iques
    14a Fault detec: iont
    Ital:Conformantcer to manual
    IGa2 "REasonabllemess" of result
    Isa3 Comparisoin with alternate form of use
14b Cause localization
    Ifbi Comm-imp complex
    1402 Serving hosit
    14b3 Using hasit !
    16b} : Try otherf progrlams
    14bs "Monitor sub'syst em via " link" procedures. where possible
        14b5a Use dialup Dataphone
```

. $: \therefore:$

14 b 5 b Use voice coordinat ion channel
14bs Move canned messages
14 c Cause deternimation
14 d Cause correction


FIG. 1 IMP PROGRAM SCHEDULE

DEL

:DEL, 02/06/69 1010:58 JFR ; .DSN=1; .LSP=0; ['=] AND NOT SP ; ['?]; dual transmission?

## ABSTRACT

The Decode-Encode Language (DEL) is a machine independent language tailored to two specific computer network tasks:
accepting input codes from interactive consoles, giving immediate feedback, and packing the resulting information into message packets for network transmissin.
and accepting message packets from another computer, unpacking them, building trees of display information, and sending other information to the user at his interactive station.

This is a working document for the evolution of the DEL language. Comments should be made through Jeff Rulifson at SRI.

## FORWARD

The initial ARPA network working group met at SRI on October 25-26, 1968.

It was generally agreed beforehand that the runmning of interactive programs across the network was the first problem that would be faced.

This group, already in agreement about the underlaying notions of a DEL-like approach, set down some terminology, expectations for DEL programs, and lists of proposed semantic capability.

At the meeting were Andrews, Baray, Carr, Crocker, Rulifson, and Stoughton.

A second round of meetings was then held in a piecemeal way.
Crocker meet with Rulifson at SRI on November 18, 1968. This resulted in the incorporation of formal co-routines.
and Stoughton meet with Rulifson at SRI on Decembeer 12, 1968. It was decided to meet again, as a group, probably at UTAH, in late January 1969.

The first public release of this paper was at the BBN NET meeting in Cambridge on February 13, 1969.

NET STANDARD TRANSLATORS
NST The NST library is the set of programs necessary to mesh
efficiently with the code compiled at the user sites from the DEL programs it receives. The NST-DEL approach to NET interactive system communication is intended to operate over a broad spectrum.

The lowest level of NST-DEL usage is direct transmission to the server-host, information in the same format that user programs would receive at the user-host.

In this mode, the NST defaults to inaction. The DEL program does not receive universal hardware representation input but input in the normal fashion for the user-host.

And the DEL 1 program becomes merely a message builder and sender.

A more intermediate use of NST-DEL is to have echo tables for a TTY at the user-host.

In this mode, the DEL program would run a full duplex TTY for the user.

It would echo characters, translate them to the character set of the server-host, pack the translated characters in messages, and on appropriate break characters send the messages.

When messages come from the server-host, the DEL program would translate them to the user-host character set and print them on his TTY.

A more ambitious task for DEL is the operation of large, display-oriented systems from remote consoles over the NET.

Large interactive systems usually offer a lot of feedback to the user. The unusual nature of the feedback make it impossible to model with echo table, and thus a user program must be activated in a TSS each time a button state is changed.

This puts an unnecessarily large load on a TSS, and if the system is being run through the NET it could easily load two systems.

To avoid this double overloading of TSS, a DEL program will run on the user-host. It will handle all the immediate feedback, much like a complicated echo table. At appropriate button pushes, message will be sent to the server-host and display updates received in return.

One of the more difficult, and often neglected, problems is the effective simulation of one nonstandard console on another nonstandard console.

We attempt to offer a means of solving this problem through the co-routine structure of DEL programs. For the complicated interactive systems, part of the DEL programs will be constructed by the server-host programmers. Interfaces between this program and the input stream may easily be inserted by programmers at the user-host site.

To minimize the number of translators needed to map any facility's user codes to any other facility, there is a universal hardware representation.

This is simply a way of talking, in general terms, about all the hardware devices at all the interactive display stations in the initial network.

For example, a display is thought of as being a square, the mid-point has coordinates ( 0.0 ), the range is -1 to 1 on both axes. A point may now be specified to any accuracy, regardless of the particular number of density of rastor points on a display.

The representation is discussed in the semantic explanations accompanying the formal description of DEL.

INTRODUCTION TO THE NETWORK STANDARD TRANSLATOR (NST)
Suppose that a user at a remote site, say Utah, is entered in the AHI system and wants to run NLS.

The first step is to enter NLS in the normal way. At that time the Utah system will request a symbolic program from NLS.

REP This program is written in DEL. It is called the NLS Remote Encode Program (REP).

The program accepts input in the Universal Hardware Representation and translates it to a form usable by NLS.

It may pack characters in a buffer, also do some local feedback.

When the program is first received at Utah it is compiled and loaded to be run in conjunction with a standard library.

All input from the Utah console first goes to the NLS NEP. It is processed, parsed, blocked, translated, etc. When NEP receives a character appropriate to its state it may finally initiate transfers to the 940. The bits transferred are in a form acceptable to the 940, and maybe in a standard form so that the NLSW need not differentiate between Utah and other NET users.

## ADVANTAGES OE NST

After each node has implemented the library part of the NST, it need only write one program for each subsystem, namely the symbolic file it sends to each user that maps the NET hardware representation into its own special bit formats.

This is the minimum programming that can be expected if console is used to its fullest extent.

Since the NST which runs the encode translation is coded at the user site, it can take advantage of hardware at its consoles to the fullest extent. It can also add or remove hardware features without requiring new or different translation tables from the host.

Local users are also kept up to date on any changes in the system offered at the host site. As new features are added, the host programmers change the symbolic encode program. When this new program is compiled and used at the user site, the new features are automatically included.

The advantages of having the encode translation programs transferred symbolically should be obvious.

Each site can translate any way it sees fit. Thus machine code for each site can be produced to fit that site; faster run times and greater code density will be the result.

Moreover, extra symbolic programs, coded at the user site, may be easily interfaced between the user's monitor system and the DEL program from the host machine. This should ease the problem of console extension (e.g. accommodating unusual keys and buttons) without loss of the flexibility needed for man-machine interaction.

It is expected that when there is matching hardware, the symbolic programs will take this into account and avoid any unnecessary computing. This is immediately possible through the code translation constructs of DEL. It may someday be possible through program composition (when Crocker tells us how??)

## AHI NLS - USER CONSOLE COMMUNICATION - AN EXAMPLE

## BLOCK DIAGRAM

The right side of the picture represents functions done at the user's main computer; the left side represents those done at the host computer.

Each label in the picture corresponds to a statement with the same name.

There are four trails associated with this picture. The first links (in a forward direction) the labels which are concerned only with network information. The second links the total information flow (again in a forward direction). The last two are equivalent to the first two but in a backward direction. They may be set with pointers t1 through t4 respectively.
[">tif:] OR I" >nif"]; ["<tif:] OR ["<nif"];

USER-TO-HOST TRANSMISSION
Keyboard is the set of input devices at the user's console. Input bits from stations, after drifting through levels of monitor and interrupt handlers, eventually come to the encode translator. [>nif (encode)]

Encode maps the semi-raw input bits into an input stream in a form suited to the serving-host subsystem which will process the input. [>nif(hrt)<nif(keyboard)]

The Encode program was supplied by the server-host subsystem when the subsystem was first requested. It is sent to the user machine in symbolic form and is compiled at the user machine into code particularly suited to that machine.

It may pack to break characters, map multiple characters to single characters and vice versa, do character translation, and give immediate feedback to the user.

1 dm Immediate feedback from the encode translator first goes to local display management, where it is mapped from the NET standard to the local display hardware.

A wide range of echo output may come from the encode translator. Simple character echoes would be a minimum, while command and machine-state feedback will be common.

It is reasonable to expect control and feedback functions not even done at the server-host user stations to be done in local display control. For example, people with high-speed displays may want to selectively clear curves on a Culler display, a function which is impossible on a storage tube.

Output from the encode translator for the server-host goes to the invisible IMP, is broken into appropriate sizes and labeled by the encode translator, and then goes to the NET-to-host translator.

Output from the user may be more than on-line input. It may be larger items such as computer-generated data, or files generated and used exclusively at the server-host site but stored at the user-host site.

Information of this kind may avoid translation, if it is already in server-host format, or it may undergo yet another kind of translation if it is a block of data.
hrp It finally gets to the host, and must then go through the host reception program. This maps and reorders the standard transmission-style packets of bits sent by the encode programs into messages acceptable to the host. This program may well be part of the monitor of the host machine. [>tif(net mode) <nif (code)]

## HOST-TO-USER TRANSMISSION

decode Output from the server-host initially goes through decode, a translation map similar to, and perhaps more complicated than, the encode map. [>nif(urt)>tif(imp ctrl)<tif(net mode)]

This map at least formats display output into a simplified logical-entity output stream, of which meaningful pieces may be dealt with in various ways at the user site.

The Decode program was sent to the host machine at the same time that the Encode program was sent to the user machine. The program is initially in symbolic form and is compiled for efficient running at the host machine.

Lines of charaters should be logically identified so that different line widths can be handled at the user site.

Some form of logical line identification must also be made. For example, if a straight line is to be drawn across the display this fact should be transmitted, rather than a series of 500 short vectors.

As things firm up, more and more complicated structural display information (in the manner of LEAP) should be sent and accommodated at user sites so that the responsibility for real-time display manipulation may shift closer to the user.
imp ctrl The server-host may also want to send control information to IMPs. Formatting of this information is done by the host decoder. [>tif(urt) <tif(decode)]

The other control information supplied by the host decoder is message break up and identification so that proper assembly and sorting can be done at the user site.

From the host decoder, information does to the invisible IMP, and directly to the NET-to-user translator. The only operation done on the messages is that they may be shuffled.
urt The user reception translator accepts messages from the user-site IMP 1 and fixes them up for user-site display. [>nif(d ctrl)>tif(prgm ctrl)<tif(imp ctrl)<nif(decode)]

The minimal action is a reordering of the message pieces.
dctrl For display output, however, more needs to be done. The NET logical display information must be put in the format of the user site. Display control does this job. Since it coordinates between (encode) and (decode) it is able to offer features of display management local to the user site. [>nif(display)<nif(urt)]
prgmetrl Another action may be the selective translation and routing of information to particular user-site subsystems. [>tif(detrl)<tif(urt)]

For example, blocks of floating-point information may be converted to user-style words and sent, in block form, to a subsystem for processing or storage.

The styles and translation of this information may well be a compact binary format suitable for quick translation, rather than a print-image-oriented format.
(display) is the output to the user. [<nif(d ctrl)]

USER-TO-HOST INDIRECT TRANSMISSION
(net mode) This is the mode where a remote user can link to a node indirectly through another node. [<nif(decode)<tif(hrt)]

## DEL SYNTAX

All statements in this branch which are not part of the compiler must end with a period.

To compile the DEL compiler:
Set this pattern for the content analyzer ( (symbol for up arrow)P1 SE (P1) <-"-;). The pointer "del" is on the first character of pattern.

Jump to the first statement of the compiler. The pointer "c" is on this statement.

And output the compiler to file ( '/A-DEL'). The pointer " $f$ " is on the name of the file for the compiler output -

## PROGRAMS

SYNTAX

```
-meta file ( }\textrm{k}=100.\textrm{m}=300,\textrm{n}=20,\textrm{s}=900
file = mesdecl $declaration $procedure "EINISH";
procedure =
    procname (
        (
            type "FUNCTION" /
            "PROCEDURE" ) .id (type .id / -empty)) /
        "CO-ROUTINE") ' /
    $declaration labeledst $(labeledst ';) "endp.";
labeledst = ((left arrow symbol).id ': / .empty) statement;
type = "INTEGER" / "REAL" ;
procname = .id;
```

Functions are differentiated from procedures to aid compilers in better code production and run time checks.

Functions return values.
Procedures do not return values.
Co-routines do not have names or arguments. Their initial envocation points are given the pipe declaration.

It is not clear just how global declarations are to be??

## DECLARATIONS

## SYNTAX

```
uhr2rmt / pipetype;
numbertype = : ("REAL" / "INTEGER") ("CONSTANT" conlist /
varlist);
conlist =
    .id '(left arrow symbol)constant
    $('. .id '(left arrow symbol)constant);
varlist =
    .id ('(left arrow symbol)constant / .empty)
    $('. .id('(left arrow symbol)constant / .empty));
idlist = .id $('. .id);
structuredtype = (tree" / "pointer" / "buffer" ) idlist;
label = "LABEL1" idlist;
pipetype = PIPE" pairedids $(', pairedids);
pairedids = .id .id;
procname = .id;
integerv = .id;
pipename = .id;
labelv = .id;
```

Variables which are declared to be constant, may be put in read-only memory at run time.

The label declaration is to declare cells which may contain the machine addresses of labels in the program as their values. This is not the B5500 label declaration.

In the pipe declaration the first. ID of each pair is the name of the pipe, the second is thke initial starting point for the pipe.

## ARITHMETIC

SYNTAX

```
exp = "IF" conjunct "THEN" exp "ELSE" exp;
sum = term (
    '+ sum /
    '- sum /
    -empty) ;
term = factor (
```

```
        '* term /
    '/ term /
    '(up arrow symbol) term /
    .empty) ;
factor = '- factor / bitop;
bitop = compliment (
    '/' bitop /
    '/'\ bitop /
    '& bitop / (
    .empty) ;
compliment = "--" primary / primary;
```

(symbol for up arrow) means mod. and $\wedge$ means exclusive or.

Notice that the uniary minus is allowable, and parsed so you can write $x^{*}-y$.

Since there is no standard convention with bitwise operators, they all have the same precedence, and parentheses must be used for grouping.

Compliment is the l's compliment.
It is assumed that all arithmetic and bit operations take place in the mode and style of the machine running the code. Anyone who takes advantage of word lengths, two's compliment arithmetic, etc. will eventually have problems.

## PRIMARY

SYNTAX

```
primary =
    constant /
    builtin /
    variable / (
    block /
    '( exp ');
variable = .id (
    '(symbol for left arrow) exp /
    '(block ') /
```

```
        .empty) ;
constant = integer / real / string;
builtin =
mesinfo /
cortnin /
("MIN" / "MAX") exp $('. exp) '/ ;
```

parenthesized expressions may be a series of expressions. The value of a series is the value of the last one executed at run time.

Subroutines may have one call by name argument.
Expressions may be mixed. Strings are a big problem? Rulifson also wants to get rid of real numbers!!

CONJUNCTIVE EXPRESSION
SYNTAX

```
conjunct = disjunct ("AND" conjunct / .empty);
disjunct = negation ("OR" negation / .empty);
negation = "NOT" relation / relation;
relation =
    '( conjunct ') /
    sum (
        "<=" sum /
        ">=" sum /
        '< sum /
        '> sum /
        '= sum /
        '" sum /
        .empty);
```

The conjunct construct is rigged in such a way that a conjunct which is not a sum need not have a value, and may be evaluated using jumps in the code. Reference to the conjunct is made only in places where a logical decision is called for (e.g. if and while statements).

We hope that most compilers will be smart enough to skip unnecessary evaluations at run time. I.e a conjunct in which the left part is false or a disjunct with the left part true need not
have the corresponding right part evaluated.
ARITHMETIC EXPRESSION
SYNTAX

```
statement = conditional / unconditional;
unconditional = loopst / cases / cibtrikst / uist / treest /
block / null / exp;
conditional = "IF" conjunct "THEN" unconditional (
    "ELSE" conditional /
    .empty);
block = "begin" exp $('; exp) "end";
```

An expressions may be a statement. In conditional statements the else part is optional while in expressions it is mandatory. This is a side effect of the way the left part of the syntax rules are ordered.

SEMI-TREE MANIPULATION AND TESTING
SYNTAX

```
treest = setpntr / insertpntr / deletepntr;
setpntr = "set" "pointer" pntrname "to" pntrexp;
pntrexp = direction pntrexp / pntrname;
insertpntr = "insert" pntrexp "as"
    (("left" / "right") "brother") /
    (("first" / "last: ) "daughter") "of" pntrexp;
direction =
    "up" /
    "down" /
    "forward" /
    "backward: /
    "head" /
    "tail";
plantree = "replace" pntrname "with" pntrexp;
deletepntr = "delete: pntrname;
tree = '( treel ') ;
```

```
tree1 = nodename $nodename ;
nodename = terminal / '( tree1 ');
terminal = treename / buffername / point ername;
treename = id;
treedecl = "pointer" .id / "tree" .id;
```

Extra parentheses in tree building results in linear subcategorization, just as in LISP.

ELOW AND CONTROL
controlst $=$ gost / subst / loopstr / casest;
GO TO STATEMENTS
gost $=$ "GO" "TO" (labelv / .id);

$$
\text { assignlabel }=\text { "ASSIGN" .id "TO" labelv; }
$$

SUBROUTINES

```
subst \(=\) callst \(/\) returnst / cortnout;
    callst \(=\) "CALL" procname (exp / .emptyu);
    returnst \(=\) "RETURN" (exp / .empty);
    cortnout \(=\) "STUFF" exp "IN" pipename;
```

cortnin $=$ "FETCH" pipename;

FETCH is a builtin function whose value is computed by envoking the named co-routine.

LOOP STATEMENTS
SYNTAX

```
loopst = whilest / untilst / forst;
whilest = "WHILE" conjunct "DO" statement;
untilst = "UNTIL" conjunct "DO" statement;
```

forst $=$ "FOR" integerv ' $-\exp$ ("BY" exp / .empty) "TO" exp
"DO" statements;

The value of while and until statements is defined to be false and true (or 0 and non-zero) respectively.

For statements evaluate their initial exp, by part, and to part once, at initialization time. The running index of for statements is not available for change within the loop, it may only be read. If, some compilers can take advantage of this (say put it in a register) all the better. The increment and
the to bound will both be rounded to integers during the initialization.

CASE STATEMENTS
SYNTAX

```
casest = ithcasest / condcasest;
ithcasest = "ITHCASE" exp "OF" "BEGIN" statement $(';
statement) "END";
condcasest = "CASE" exp "OF" "BEGIN" condcs $('; condcs)
"OTHERWISE" statement "END";
condcs = conjunct ': statement;
```

The value of a case statement is the value of the last case executed.
EXTRA STATEMENTS

```
null = "NULL";
```

I/O STATEMENTS
iost $=$ messagest / dspyst ;
MESSAGES
SYNTAX
messagest $=$ buildmes $/$ demand;
buildmest $=$ startmes $/$ appendmes $/$ sendmes;
startmes = "start" "message";
appendmes $=$ "append" "message" "byute" exp;
sendmes = "send" "message";
demandmes $=$ "demand" "Message";
mesinfo $=$
"get" "message" "byte"
"message1" "length" /
"message" empty: '?;
mesdecl $=$ "message" "bytes" "are" ,byn "bits" long" '..

## DISPLAY BUFEERS

SYNTAX

```
    dspyst = startbuffer / bufappend / estab;
```

```
startbuffer - "start" "buffer";
bufappend = "append" bufstuff $('& bufstuff);
bufstuff = :
```

    "parameters" dspyparm \$('. dspyparm) /
    "character" exp /
    "string"1 strilng /
    "vector" ("from" exp ': exp / .empty) "to" \(\exp\) '. exp /
    "position" (onoff / empty) "beam" "to" exp '= exp/
    curve" ;
    dspyparm F :
"intensity" "to" exp /
"character" "width" "to" exp /
"blink" onoff /
"italics" onff;
onoff = "on" / "off";
estab $=$ "establish" buffername;

## LOGICAL SCREEN

The screen is taken to be a square. The coordinates are normalized from -1 to +1 on both axes.

Associated with the screen is a position register, called PREG. The register is a triple <x.y.r> where $x$ and $y$ specify a point on the screen and $r$ is a rotation in radians, counter clockwise, from the $x$-axis.

The intensity, called INTENSITY, is a real number in the range from 0 to 1 . 0 is black, 1 is as light as your display can go, and numbers in between specify the relative $\log$ of the intensity difference.

Character frame size.
Blink bit.

## BUFFER BUILDING

The terminal nodes of semi-trees are either semi-tree names or display buffers. A display buffer is a series of logical entities, called bufstuff.

When the buffer is initilized, it is empty. If no parameters are initially appended, those in effect at the
end of the display of the last node in the semi-tree will be in effect for the display of this node.

As the buffer is built, the logical entities are added to it. When it is established as a buffername, the buffer is closed, and further appends are prohibited. It is only a buffername has been established that it may be used in a tree building statement.

LOGICAL INPUT DEVICES
Wand
Joy Stick
Keyboard
Buttons
Light Pens
Mice
AUDIO OUTPUT DEVICES
.end

SAMPLE PROGRAMS
Program to run display and keyboard as tty.
to run NLS
input part
display part
DEMAND MESSAGE;
While LENGTH " O DO
ITHCASE GETBYTE OE Begin
ITHCASE GETBYTE OF \%file area uipdate\% BEGIN
\%literal area\%
\%message area\%
\%name area\%
\%bug\%
\%sequence specs\%
\%filter specs\%
\%format specs\%
\%command feedback line\%
\%filer area\%
\%date time\%
\%echo register\%
BEGIN \%DEL control\%
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I talked with Bob Kahn at BB\&N yesterday. We talked about code conversion in the IMP's, IMP-HOST communication, and HOST software.

BB\&N is prepared to convert 6, 7, 8, or 9 bit character codes into 8 -bit ASCII for transmission and convert again upon assembly at the destination IMP. BB\&N plans a one for one conversion scheme with tables unique to the HOST. I suggested that places with 6-bit codes may also want case shifting. Bob said this may result in overflow if too many case shifts are necessary. I suggested that this is rare and we could probably live with an overflow indication instead of a guarantee.

With respect to HOST-IMP communication, we now have a five bit link field and a bit to indicate conversion. Also possible is a 2-bit conversion indicator, one for converting before sending and one for converting after. This would allow another handle for checking or controlling the system.

The HOST can send messages or portions of a message to its IMP specifying

1. Tracing
2. Conversion
3. Whether message is for destination IMP or HOST
4. Send RENM
5. HOST up or down
6. Synchronization
7. Format Error Messages
8. Master Link Clear
9. Status Requested

The IMP can send to its HOST information on

1. Conversion
2. REFNM Arrived
3. IMP up or down
4. Synchornization
5. Called HOST not Responding
6. Format Error
7. Status in IMP

I also summarized for Bob the contents of Network Notes 1, 2, and 3.

HOST-IMP INTERFACE (NWG/RFC 7)
ARPA Network: Specification Outlines of the HOST-IMP (HI) Interface Programs
G. Deloche

May 1969; UCLA
outline
I. Introduction
II. Scope of the software organization

II-1 Network program.
II-2 handler program
III. questions
I. Introduction

This paper is concerned with the preliminary software design of the HOST-IMP interface. Its main purpose is on the one hand to define functions that will be implemented z and on the other handwesmis to provide a base for discussions and . . (unreadable).

This study is based upon a study of the BBN Report No. 763.
II. Scope of the software organization.

The system is based upon two main programs: the Handler program that drives the channel hardware unit, and the Network program which carries out the user's transmission requests.

As the communication is full duplex, each of these programs can be viewed as divided into two parts: one is concerned with the output data, the other with the input. (see fig. 1)

These two programs exchange data through a pol of buffers, and logical information through an interface table.
In the following we only focus on the output part of each program (see fig. 2). The input part would be very similar. II-1 Network Program

II-1-1 Multiplex function
This program' multiplexes the outgoing messages (and distributes the incoming messages) - The multiplexing consists in stacking up all the user's for caller, or
party) . . (unreadable) and filling up the pool of buffers so as to keep the handler busy emitting

Multiplexing (and aistribution) is based on the link identification numbers. (Link - logical connection between two users). The multiplexing proolem is closely related to the interface between a user's program and the network program, that is in fact. . (unreadable) operating system (see below: Questions)

II-1-2 Output messare processing
When a user's program wants to send out text it snould indicate the following information (through a macro, or as call p parameters): text location, text length in bytes, and destination-

Using these data the Network program:

* prepares a 16 bit Host Leading (l bit: trace, 2 bits: spares, 8 bits: link identification no., 5 bits: destination host)
* inserts a 16 bit marking between the neader and the text so as to start the text at a word boundary. This marking consists of a one preceding the first bit of the text and, in turn, preceded by fifteen zeros to fill up the gap.
* cnecks he length of the user's text - if it exceeds 1006 bytes [.xxx. ] the program breaks down the text into a sequence of messages whose maximum length is 1006 bytes - Each of these messages is preceded by a heading as explained above.

Remark: in that case one of the neading spares could be used for indicating that several messazes belong to the same text.

* transcodes the EBCDK characters constituting the messazes into ASCII characters.
* fills the buffers of the pool with the contents of the messages.
* updates the content of the interface table and moves the filling pointer (see below)

II-2 Handler Prograin
This program is initiated eitner by the network program, or oy the I/O interrupt

This program will be very snort. It will be coded in master mode (privileged instructions) and should be integrated in the I/O supervisor of the operating system.

## This program:

* controls the channel hardware unit. It initiates the emission
* controls the channel hardware unit. It initiates the emission, eventually provides data chaining between the ouffers, tests the different device status upon receiving an interrupt
enpries the buffers that are filled up by the network program.
* explores and updates the interface table (see below)
* Can eventually insure a control transmission procedure with the IMP (See Questions)

II-3 Buffers and Interface Table.

## II-3;1 Buffers.

They should be large enough for containing the maximum host message text + heading and marking (1006 + $4=1010$ bytes)
consequently the buffer size couzd bewohosen equalrto-256 woras (102h) bytes). As for the buffer number it will determine by the link utilization frequency -

## II-3-2 Interface Table

It is through this table tnat the network program informs the handler with the location and length of the emitting data.

This table could oe a ring taole with two pointers: one for illling, the other for extracting. They are respectively upaated by tne network and the handler prograins.

## III. Questions

III-1 Why is there not a simple control procedure between the host and the IMP? what happens if a message, issued from the HOST, reacnes the IMP with an error due to the transmission?

From the BBN specifications it appears that tnis error will be transmitted as far as the receiving HOST.

In that case must an HOST-HOST control procedure be provided? III-2 where will the special channel hardware unit be connected (MIOP/SIOP)?

How will this device be notified of an outzoing message end in order to start the padding?
(The program will provide to the MIOP/SIOP the number of bytes of the outgoing message, and will receive back an interrupt when the last byte is sent out. Is it that signal which will be also sent to the special device?)

Vice versa now does the Handler know the length of the incoming message? From the contents of the previous one or should this program always be ready to receive a message of maximum length? (then an interrupt should be triggered when the real end is detected by the hardware).
III-3 When does the Gordo documentation will be available in order to design the user-network program interface. What are the mechanisms for program initiations, transferring parameters from one program to anotners etc.

Fig. 1
Fig. 2
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I intoduction

$$
\begin{aligned}
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$$

Ther thade is 6...n a $\therefore$ y !

II Scope of the software onganizotrion.

The system is based upon two man program: the Handler proper that crises the channel handuvore unit, and the Network program which sames es out the user's transmission requests.

As the communication is full duplex, each of these programs con be viewed as divided unto two parts :one concerned with the output data, the other with the input. (See fig. 1)

These two programs change data through a pool of buffers, and logical mformation than gin an interface table-
in the following we only focus on the output font -if each fro come (Se fig 2). The rut port wald be very similar.

II -1 Network program.
I-1-1. Multiplex function
This programmultiplaxes the outgoing messages (ard distubuts the ricing message) - The mut. / song conses in stacking of all the user's (or caller, or party) wis and filling of the root of buffers so as io keep'" handles busy emitting.

Multyleseing (and destubition) is based. The $C$. identification numbers. (Link $=\log$ cal conno.ition bi: tor uss). The mutriplesing probern is related to the interface between an user'? and the the netwack, trogon, that is in fact operating system (Sue below. Questions)

II-1-2 Output mesales processing.
when an user's program wants to send out teat it should indicate the following miformd (though a micuo, or as call paramitus) : text loci: they lunght in byte, and destination-

Using those data the Network program:

* P- fores a 16 bits Hort heading (1 bit: trace,. bits: spares, 8 bit: link idenufecation $n^{0}$, 5 bs: list = host)
* inserts a 16 bit marking between the hen. and the teat oo as to jtant the test at a word boundary. 7 his marking consists of a ore priced. the first but of the teat and, un turn, preceded be fiftum zeros to fill up the gap.

the frogram break down the resat into a sequeme of meas whore maximum lenght is 100 (byte. Each of these mo
is precedases by a heading. as explained above.
Remark : in that care one of the he luting spare tito be used for indicating that several meninges belong the same testate.

If tranocodes the EBCDIC cherocters corroituing th messias inter ASCII characters.
\#. fills the buffers of the pool with the content. of the message.

* update the content of the interface table end move. the filling pointier (see below)

II-2 Handler program.

This frogzam is initiated either by the network program, or by the $i / 0$ intermit -

This fagram will be very short. It will be cadi in master mode (privileged instructions) and should be integrated in the $1 / 0$ sufarison of the prating $\%$

This program:

* contras the channd hardware unit - it int the emission, eventually provide data chaining between the buffer tests the different device rates upon receiving an intencu; * empties the buffies that are filled of by

This table could be a ring table witt 2 pointer: one for filling, the other for extracting - hey are respectively updated by the network and the candles. program.


III Questions

III-1. Why is there not a simple control procedure between the HOST and the iMP? What happens of a message, issued from the HOST, vac the iMP with an cor due to the tromsmirsion? From the BBN specifications it appears that te. error will be transmitted as for the recusing ios In that case must an HOST. HOST cantal prow be provided?

III -2. Where will the special channel ra-dwa.. unit be connected (MiOf/SiOf)?

How will this device be notified of an outgoing message end in oder to start the padding?
(The program will provide to the mop Sin: $\because$ number of byte. of the outgoing message, and with receive back an witemupt when the lest byte is sent out. is it that signal which will be also cent to the special device?)

Vice vasa how does the Handler know ire burgh. of the incoming message? From the content of the porous o or should the program always ready to reeve = mo. of maximum linght? (then an interupt should be tag when the real end is detected by the hand ware)
III. 3 Whan das the Condo documentation will be avalaible im ander to desagn the usen-reterot Hepram intirface whot are it me:cmesms fo firece initrations, tranfereng parameters fuem oue rigemes to anatter ere..
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I Tranmisson Potures

I-1 Trasmission sheekm
There mists two kaid of timmmion seskerj:

* IMP to imp
it is a cychie chacksum conputed and beeked by
HL BBN handurare
* Host to Host
it is a speciel ic bit woeksum aypult all cheiked by the HOST preirems.

into 1152 bis fieces $A, B, C . . \quad 1152=2.24 \#$, Ve

poun and firm the chickoun as follows:

This is bit chatsom is located juor -fter ti.e. mukng of the HOST healing, that in ar :1....ng ?
Ha mesope tser (See fog 1)
This chactung procotere Hows the vanfoce in of the ught ing to ime procedue. It abo pities againot HoST ic MP ( 02 IMP. IC HOST) bod t.ansma.ion, and agmint iMP ficket number mirusion.
peonents: Excample of an: ind a ound cary rum :
- 101

$$
\frac{+101}{1010}
$$

$$
\text { Chiksum }=011
$$

I-2 $\operatorname{HOS}^{-( }(A)$ to HOST (B) lenks.
32 links are forsible betwien two $1105 T$ :. Each of thase links seeved as full duflex Link $O$ is corindened as a contiol lunk ( Nost connection, status of any kind ....)

The 31 othens are ased erthen fo "t itupe ifice
connections or forfile tranminsion cunnetions.
A "TTY like" connection is ons wrieve:

- Ascir character are sent an eesis)
- Fchos ane generated bj to enoate HosT
- The rumiti HasT locks fu perfo...
(break on interaupt contid ino ters).
- Th tranmasion is low.

II Functional software spicificotions.

- See fog 2 .

II-1 Use program. DEL iangroge
Its an application program that sestos within a HOST. Fer example the NLS program at SRI: For network purposes this program should be view tod as parted in two: Th. focal pant and the hand pan. (the body).

- The hand fart upresento ul user aerification.
- The local control part is the user interfa: it exerts immediate control of the terminal and jovik recife vesparses to tie man's mifuts.

In order to faculitete and speed up umoti inters: the 'focal control' roograrm can be transmitted to another Hos. Thanks tothat capobility an UCLA wise, for esacyth, will wo its terminal exossty b le the $\angle R_{1}$ ese uses if own- Also only the fiogam tara ais teasmitts. over the link (versus it sse Termmai hatio'e)-Seef.

DEL Language. (Decode Encode Larju.0je)
The "local control" frogramen should be witted in t. DEL lanjüge - when it is tamomitied over to a una

II-2 Netwack hogiann
This frogram shand provide:
 dislubution)

- The link mitictian frocidure: see below.
- The Host menage Heading.
- The "Host. Host". chackum com/uration/cta.kuy.
- The receiting of the RFNM cantid menags:
- The supewisey contid f H. Handile program..

II-3 Thansmersion Handler toyam
Thes proyaan n initioted eutine bjit wet....
 contad the charnel handwase unit.

Thi. figam is ray sho.t and bseleg sit: .. the Netwo. F. pogam -

Remank: As the commumication is full dustios the $N$ : and Handles proparis can be vieuved as devedic...te 2 farts: one is concemed is the c's fiomig menoll. He Ther woth the incommin meriages.

III Link ,stablishmint procedure

IIT-1 Gemenal procadure

* Establish link to Host ( $x$ ).
$A^{\text {"TTY like" connection in evosisitad to } H O S T(x) \text {. }}$ connection is in a pre- $\log . \mathrm{m}$, tate. Standond TTY \& are expected. The senote HOST frovides the esho.

A Send/Recuive chasctens ove "TTY לKe'link.

* Estoblioh fale tammo...as bink poiallel to "TTY like" link. Thes nu.nt be seecuted bi both HOST usen programs.
* Send/Receive over" "file l ke" link.

III-2 Example

- Suppose that we, at UCLA, want to ux NLS at SRI
a.) Local atiangements
* Logim on loco! TTY to Sigma 7. We are now talking to the convencond level of the S.gme opurating spotim-
* Selest an user inorparon to nó en esucut.

We stati up a frogram we prewausty waise. .
Try and the tumminion with Sfi.
\% $\mathrm{C}_{3}$ whect the standiand vebui commmuent frogram - This is the standend oftim fer x", conste of a vanate HOST.
b) Connection to $S R i$

* In.tiatr link to umate Hast

The preniovisly selectid pragram eoks the vicis isiprogaron to initiate a $\operatorname{lin} k$ to $S R i$. The Net sonk frogam :

- Selucts an open link e.g 15
- Sunds a menaje ro SRI ova hink Ovc connection on link 25 .
- Waits for an acceptare fian ire SRi netwakk poograim. Thin acce $r^{\text {tame. }}$ is in the form of amother n-rooge ole linko.
- If it should hajpfen thot bitin SRi . UCLA try to initicte a canmetion ven 25, the one w.h the hagher finoung prevail : (this is stemely suggst that the priontic be exact'y the HOST undentification number.-
- This conrection is tiletyje. h/e conne only a standard subset of Ascil ma: $\therefore$ asfected or accepted.
- The connection is a "|u-log.m"co.. The venote HOST expects it , tandin? loj.m sequinue
* Log -ni at SRi.

This may be dome eitien by the UCIN an fore A. it knows how, of by the man at vc by typing the required sequence. Wee are no thing the command level of the SRi operating ? in...

$\because \times 0 \times 1 /$ UCLA selected fragram sends oven the link to te SRi use frogiome. The request that $S R i$ tionmit to UCLA the 'Roc. program which is written in the DEL leargingie * We compile this program though'
comprise

* We turn costal of the TTY link a terminal oven the just compiled DEL brogan


(Fig1) :VCLA HOST merage
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I. Transmission Features

I-1 Transmission checking
There exists two kinds of transmission checking:

* IMP 七o IMP

It is a cyclic checksum computed and checked by the BBN haraware

* HOST to HOST

It is a special 16 bit checksum computed and checked by the HOST prograns.

For this purpose a HOST message is broken down into 1152 bits pieces $A, B, C$. . ( $1152=224$ sup 2 \# pocket . . - (unreadable)

For each of pieces, we calculate an end=around carrying sum and form the checksum as follows:

```
                Cnecksum = Sum of A + 2* Sum of B + 4* Sum of C etc. . .
```

This 16 bits checksum is located just after the marking of
the HOST heading, that is at the beginning of a message text (see Fig. 1)

This checking procedure allows the verification of the right IMP to IMP procedure. It also protects against HOST to IMP (or IMP to HOST) bad transmission and against IMP packet number inversion.

Remark: Example of an end-around carry sum
I-2 HOST(A) to HOST(B) links
32 links are possible between two HOSTS. gach of those links are viewed as full duplex. Link 0 is considered as a control link (request connection, status of any kind. . ...). The 31 others are used either for "teletype like" connections or for file transmission connections. A "TTY like" connection is one where:

- ASCII characters are sent or received.
- Echos are generated by the remote HOST
- The remote HOST looks for specific character (break or interrupt control characters).
- The transmission is slow.
II. Functional Software Specifications (See Fig. 2)

II-1 User Program - DEL language
It's an application program that exists within a HOST. For example the NLS prograin at SRI. For network purposes this program should be viewed as parted in two: The local part and the hard part (the body).

- The hard part represents the user application.
- The local control part is the user interface. It exerts immediate control of the terminal and provides specific responses to the man's inputs.

In oraer to facilitate and speed up remote interaction the 'local control' program can be transmitted to another Host. Thanks to that capability an UCLA user, for example, will use its terminal exactly like the SRI user uses its own. Also only the program data are transmitted over the link (versus the user - terminal dialogue) See fig. ?

DEL language. (Decode Encode Language)

The "local control" program should be written in the DEL language- when it is transmitted over to a remote HOST . . . (unreadable line).

II-2 Network Program
This program should provide:

- The outgoing messages multiphasing (and incoming message distribution)
- The link initiation procedure: see below
- The HOST message Heading.
- The "HOST-HOST" checksum computation/checking.
- The receiving of the RFNM control messages.
- The supervisory control of the Handier program.


## II-3 Transmission Handler Program

This program is initiated either by the network program, or by the I/O interrupt. Its purpose is to control the channel hardware unit.

This program is very short and slosely related to the Network progran.

Remark- As the communication is full duplex, the Network and Handler programs can be viewed as divided into 2 parts: one is concerned is the outgoing messages, the other with the incoming messages.
III. Link Establishment Procedure

III-1 General Procedure

* Establish link to HOST(X). A "TTY like" connection is established to HOST $(X)$. The connection is in a pre-log-in state. Standard TTY . . (unreadable ?codes) . . .are expected. The remote HOST provides the echo.
* Send/Receive characters over "TTY like" link.
* Establish file transmission link parallel to existing "TTY like" link. This must be executed by both HOST user programs.
* Send/Receive over "file like" link

III-2 Example
A. Local arrangements

```
    * Log-in on local TTY to Sigma f. We are now talking
to the command level of the sigma operating system.
* Select an user program to put in executive on the
Sigma f. We start up a program we previously wrote. It
will cont??? our TTY and the transmission with SRI
    * or select the standard UCLA communication program.
This is the standard option for simple control of a
remote HOST.
```

B. Connection to SRI

* Initiate link to remote HOST. The previously selected progran asks the UCLA Network program to initiate a link to SRI. The Network program:
- Selects an open link e.g. 25
- Sends a message to SRI over link O . . - (unreadable) connection on link 25.
- Waits for an acceptance fron the SRI network program. This acceptance is in the form of another message over link 0 .
- If it should happen that both SRI and UCLA try to initiate a connection over 25 , the one with the higher priority would prevail. (This is extremely rare). We suggest that the priority be exactly the HOST identification number.
- This connection is teletype-like connection only a standard subset of ASCII characters is expected or accepted.
- The connection is a "pre-log-in" connection. The remote HOST expects its standard log-in sequence.
* Log-in at SRI

This may be done either by the ucla user program, if it knows how, or by the man at UCLA by typing the required sequence. We are now talking to the command level of the SRI operating system.
(in margin): Get user program at SRI into execution.
C. Request 'local control' program from SRI.

* The UCLA selected program sends a message over the link to the SRI user program. The message requests that SRI transmit to UCLA the 'local control' program which is written in the DEL language
* We compile this program through our . . . (unreadable ?local) compiler
* We turn control of the TTY link . (unreadable). . . terminal over the just compiled DEL program.

Fig. 2
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## 2. HOST-HOST Protocol

### 2.1 Logical Links (Figure 2)

Any IMP can be viewed as an interface between a local center and the trunk network. Locally, an IIP may serve up to four HOST's; for each of then it provides 256 lozical links to any remote HOST.
However, between an INP and all the other $\operatorname{INPs}$ no more than 64 links may be in use simultaneously. In other words, a HOST dialoguing with a remote HOST can consider its local IMP as a switching center offering 256 lines to the remote HOST, but only 64 can be activated at a time. (If a local center includes $\eta$ HOSTs, 64 should be shared amount the $n$ HOSTs).
The 256 logical links connecting two HOSTs can be distinguished as follows:
Link 0 has a special status. It is the control link (connection requests, status report of any kind...).
The 255 others can be used either as primary links, 1.e., "teletype like" connections, or as auxiliary liniks for file transmission.

### 2.1.1 Primary Links Features

A primary link
\# is the first link established for a HOST-HOST transmission.

* is a "IYYy-11ke" connection that is:
- ASCII characters are transmitted.
- Echos are generated by the remote HOST.
- The remote HOST scan; for break character.
- The transmission is slov (less than 20 characters per second).
$\#$ is mainly used for tranmitting control commands, i.e., for log-in to the remote H)SI operating system.
* provides special buffering techniques for slow, short transmission.


### 2.1.2 Auxillary Links Features

An auxiliary link

* is used for transmission of large volumes of data.
\% is established in parallel to the primary link
* can be established only if the following conditions are fulfilled: user procrans, at the two extremities, must both require its opening.
* is used for either binary or character transmission.


## 1. Introduction

This paper concentrates upon the HOST-HOST dialogue procedure. Chapter 2 describes the logical links connecting the HOST, and the way data are exchanged over these linka.
The emphasis of Chapters 3, 4, and 5 is on software organization and data structure.
Flgure 1 highlights the different programs involved in a HOSI.
2.2 Link Establishment
2.2.1 General Procedures
Each HOST $(X)$ user will respect the following procedure for communicating with HOST (Y).
(a) Establish a orimary link to HOST (Y). A primary link is established to HOST (Y) through the control link 0 . The connection is then in a pre-log-in state, i.e., the remote HOST expects its standard login procedures.
(b) Lor-1n Sequence
Standard ASCII characters are sent/received over the primary link. In that way, the HOST $(X)$ user signs in to remote HOSI $(Y)$ by using its standard $\log -$ in procedures.
(c) Establish an auxiliary link to IIOSP(Y) This establishment must be executed by both extremities. As in (a), this is done by using the control link 0 .
(d) Send/Receive Text over Auxiliary link

### 2.2.2 Example

Figure 3 focuses on the data exchanged over the links during a $\operatorname{HOST}(X)-\operatorname{HOST}^{\prime}(Y)$ dialogue.
HOST $(X)$ has the network identification 8.
HOST $(Y)$ has the network identification 5 .
Notations Used:

* Circled stuffs represent characters, e.E. ENS
* Parenthesised numbers are used for cross referencing with further explanations, e.g. (2)


## Explanations

* (1) and (2) constitute the primary link establishment -HOS T(X) sends the following message over link 0: " ENG (PRLT (O2) (2) OPT)"
ENQ): Enquiry for link establishment (ASCII character)
PRTV: Link type: primary (Special Character)
(0)(1) 2) : Logical link Identification number in decimal
(3 ASCII characters)
(OPT): Options: it is an alphanumerical character, ecg. Possible options could be: Full Echo, data type... -HóST(Y) acknowledges by sending back: (ACK, ENQ R:JI (O) I (2) OPT, "
(ACK): positive acimovicdgement (ASCII character)-Link 12 is now established.
(EMO (RI: $0,1,2)$ ) The previous message is retumed to the requestor for security purpose.
* (3) and (4) constitute a trivial example of a log-in procedure -Sec remark 2 below-
*(5): HOSI (X), talking to the operating system of HOSI(Y), requests for URSA. URSA is supposed to be a user application program in $\operatorname{HOST}(Y)$.
*(6) and (7) constitute the auxiliary link establishment. After (5), an auxiliary link should be established. This is done by HOST(X) since it has the higher identification number in network. e.E., 8 against 5. The procedure is very much like (1) and (2)
*(8): HOST $(X)$ transmits a "file" to URSA. The transmission is done over link 25 which has just been established.
*(9): HOST $(Y)$ answers back with a "file" over link 25. And the dialogue goes on...
*(10): HOST (X) frees the links he has established
(EOI): End of transmission (ASCII character).
(00), 2): Number of links wanted to be closed (3 ASCII character)
(0)(1) (2), (2) 5): Link identification nurber (ASCII characters)
* (11) HOST (Y) acknonledges back as in (2), (7).

Remark 1: The figure 3 doesn't show the heading of each message which are of course tranmitted over these links. The characters represented on each line should be viewed inserted in the text zone of a message.
Remark 2: These characters -see (3) and (4)- can either be transmitted one at a time over the line (each character constitutes the text of a messarge) or be packed before transmission by the user comminication program,
In either case, the remote 1:OST can consider the link as a normal teletype (Searcihs breaking characters, provides echos...).
Remark 3: In (2), (7), or (11), HOSM (Y) can answer back a negative acknowledrement character (1ARK) instead of (ACL). This, for many various reasons such as bad transmission, HOST (X) wants to open a link already established, and so forth. The message could be (JAR (TID) where (IND) is a character indicating why the previous block has been refused. Upon recelving back such nestative acknomledgenents, HOST (X) will repeat its messace until HOST(Y) accopts it. An emergency procedure will take place if too many successive NAK occur.

## 3. Net:ork Service Call.

A user program accesses tie netwonk facilities (link establishment, dinta transmission...) throum service calls. Under execution, a service call traps to a monitor service routine that interprets and executes the service. Control is then routed back to the user program.

### 3.1 List of service calls at user's disposal.

(a) Open Primary Link

OPEIPRII(PRMMD,IISTID, BUFFADDR, INERPT-CODE, [OP1])
PRI:ID: User identiflication of the primary link.
HOSIID: Remote KOS' Identilication.
EUFFADVI: Buffer address for the incoming messazes.
INTRPT-CODE: Code that the network program should give to the user program when he is interrupted because a ressaze has come back.
OPI: Options such as "full ecio" (for testing purpose), message required after successful link establisment, etc....
Remark: [ ]: not required.
(b) Open auxiliary link

OPENAUX (AUKID, PRI:ID, BUPFADLR, ITIKPI-CODE, [OFM])
AUXID: User identifleation of the aukiliary link.
PRIIID: User Identification of a prinary link. Refers to an already establishod premary link.
BUFFADDR, IWIRPT-CODF., OPT sate meaning as above.
(c) Transmission over link

TRANSLINK (ID, BUFFADDR, i, [OPI])
ID: User link identification. Dejending on which type of links we want to trunsrit, this identification number will be equal to a previously define d AUXID/PiLIDID.
BUFFADDR: Data location addruss for transmission.
N: Data bytes nutijer for transilission.
OPT: Options such as data type (character va, binary), acknowlederents requited (utilization of the auxiliary links in a falif duplex mode), trace blt, etc....
(d) Modify IInk parameters

MDDIFLINK (ID, OPI)
ID: User link identification (Equal to either AUXID/PRIMID)
(e) Close link

CLOSE LTNK (ID, [OPI'])
ID: Sare meaning as avove.
OFT: Can be used to close all the links in use by the user.

## 4. Data Structure

The allocation and the management of the links are carried out by means of three tables:

A Table Sorted By HOST.
A Table Sorted By LINK.
A Table Sorted by USER.

### 4.1 HOSI Table (See Figure 4)

It is a bit-table inaicating, for a given remote HOST, which links are free. (bit-0 means free 11 nk )
This table should provide 256 bits per HOST ( 256 logical links possible). At a given time no more than 64 bits can be set to 1 in the whole table.
4.2 IINK Table (See F1gures 4 and 5)

This table contains as many sections as links in use. Figure 5 describes the structure of a section.
Starling and retrieval are carried out dynamically upon using a hashing technique based on the network link'identifications,

### 4.3 USFiR Table (See Figure 4)

The table structure is given on Figure 4. These are as many sections as active users. Each section contains the user identification (given by the operating system) and the identifications of the links in use by this user. Notice that a link has two identifications: that of the user (given as a parameter in the OPEN service call) and that of the network (that is attributed by the network program).
This table is hashed by users.

## 5. Network Promam

The emission functions of the network programs are fulfilled by monitor service routines. In that sense, this procram can be viewed as belonging to the operating system.
These functions are concemed with the link establishments and data transmission; they are started by the service calls previously described.
Let's explain how these routines allocate and manage the links by describingthe operations involved during the execution of the OPENPRIM routine.
Suppose that the value of the parameter HOSIID is equal to j .
(a) $j$ is used as an index for the "HOSI" table to reach the "HOSI $j$ "
(b) In "HOST ${ }^{j}$ " section, we select the first free link (First bit=0) e.g., $1^{\operatorname{tn}}$ bit.
(c) $j$ and $i$ determine respectively the HOST-I:P destination and the network link number.
(d) This $j-1$ value is used as a hashing code to open a new section in the link taule. e.g. section $Q$.
(e) In this section \& the link ID zone is filled up with $j-1$, the "link opened by us" and "primary" bits are set to 1 . (See Figure 5.)
(Remark: It is only when we receive back the acknowledgenent message from the remote HOST-See Figure 3: (2)-thnt the link is considered corpletely established. Then we set to 1 the bit "link established".). Also in this section $p$, we store the parameter BUFFADD Value in the "buffer address zone", and the user identification nurber, implicitly given, in "the user ID zone".
(f) Using the usor irentification number, we hash the USER Table to open (or find) the right $m$ section.
We update this $m$ section by storing the user link ID number (PRIVID) and the network link ID number (i).
(g) We prepare the ressage text:
(EDD) RRID $00:$ (PI)
(h) We prepare a heading according to BBN specifications (in order to send the ressage over link 0).
(i) We calculate the HOSI checksun.
(j) We put together the heading, checksum, text by providing marking.
(k) We queue up this message for the handler.

The receiving functions will use these tables in a very similar way.
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