
  DEC vi per  et her net  t ap 

~ ABSTRACT- ETHERNET AND THE FIFTH GENERATION 820518.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 2 KB 

~ another ethernet talk copy 820211.DOC 8/ 18/ 1999 9:54 PM Microsoft Word 9 ... 20KB 

~ bob metcalfe ethenet letter DONE 840518.doc 8/ 19/ 1999 7:21 AM Microsoft Word 9 ... 4 KB 

~ ETHERNET ADVANCED DEVELOPMENT--EMS - BELL,PORTNER 791031.do,c 2/18/ 2000 6:18 PM Microsoft Word 9 ... 2 KB 

~ ETHERNET- DEC'S BACKBONE NETWORK AND ET - DENNY BJORK 820609.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 4 KB 

~ ETHERNET PERFORMANCE 820218.DOC 8/ 18/ 1999 9:54 PM Microsoft Word 9 ... 24 KB 

~ ETHERNET PRESENTATION IN NY - THANK YOU 820216.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 3 KB 

~ ETHERNET SPEECH 820211.DOC 8/ 18/ 1999 9:54 PM Microsoft Word 9 ... 28KB 

~ ETHERNET SPEECH-PRESS CONFERENCE 820208.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 29KB 

~ ETHERNET, ICL PRES WILMOT ON USING ETH. - LACROUTE - 11-81 820226.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 5 KB 

~ ETHERNET, UNIBUS OF FIFTH GENERATION 820125.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 53 KB 

~ ETHERNET,XEROX-DEC ANNOUNCEMENT OF--EMS - CLAYTON,FULLER 791029.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 2 KB 

~ ETHERNET--KEN'S PRES--HELP AND COMMENTS - JOHN ADAMS 820517.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 6KB 

~ ETHERNET--OUT AND STANDARDIZE IT - LACROUTE 810527.doc lln / 1999 9:36 PM Microsoft Word 9 ... 3 KB 

~ ETHERNETS STARS FOR ENG & TYPESETTING REV-ENG STAFF 820517.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 4 KB 

~ INTEL--INTERFACE ETHERNET & BUYING FROM THEM - FEDERMAN 810330.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 8 KB 

~ XEROX--THE 820, A LOW COST ETHERNET - AVERY 811001.doc 2/18/ 2000 6:18 PM Microsoft Word 9 ... 3 KB 

~ XEROX - ETHERNET - PAKE, DR. GEORGE - CAMPBELL, JAMES 790207.docx 5n/2017 12:45 PM Microsoft Word 0 ... 17 KB 



From: Bob Metcalfe [mailto:bob.metcalfe@utexas.edu]  
Sent: Sunday, May 7, 2017 6:52 PM 
To: Gordon Bell <gbell@outlook.com> 
Subject: Re: Ethernet History. Letter to kick it off. 

Ahoy! Gordon,  

Thanks for the letter.  Eventually led to Intel, DIX, and IEEE. 

Ethernet’s birthday is May 22nd (1973). 

Ahoy! 

Bob.Metcalfe@UTexas.edu 
www.Engr.UTexas.edu/Innovation 
Make an innovation grant: http://bit.ly/1SbELZQ 

On May 7, 2017, at 3:13 PM, Gordon Bell <gbell@outlook.com> wrote: 

David, 
Just stumbled  across this letter that was sent when you visited DEC with a team. 
I asked what do we need to do to get Ethernet as a standard? 
You said something like send a letter to our management? 
I sat down at a word processor and you guys dictated this letter. I signed it. Your 

guys took it back with you. 
Regards, 
G 
Later on, I squelched Bob’s PARC request or plan to build more  3 Mb Ethernets for 
universities. 

Gordon Bell 
611 Washington Street, #2502, San Francisco, CA 94111 
Phones: cell 415 640 8255 (preferred); home 415 392 3272 
http://gordonbell.azurewebsites.net/ 
http://TotalRecallBook.com 
http://TCM.ComputerHistory.org The Computer Museum (Boston) 

<XEROX - ETHERNET - PAKE, DR. GEORGE - CAMPBELL, JAMES 790207.docx> 
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Network Debate 

Published: September 5, 1982 

To the Business Editor: There are several inaccuracies in the article, ''Debate Over Office 

'Networks,' '' (Aug. 15). Digital Equipment Corporation, the Intel Corporation and the Xerox 

Corporation, far from ''quibbling,'' have worked together closely for three years in writing and 

promoting specifications for Ethernet, the best-known local area network on the market.  

In fact, the relationship among the three companies could well serve as a model of cooperation in 

promoting the broad general interests of the marketplace while preserving the integrity of a highly 

competitive free market.  

The three companies did not ''jointly announce Ethernet.'' Ethernet technology is proprietary to 

Xerox and was patented by them as early as 1976. The announcement in 1980 involved the mutual 

development of specifications for compatible products employing Ethernet technology.  

Competing companies need not agree on standards for local area networks, since they do not set 

the standards. This is done by professional standards associations which are well along in 

standardizing around local area networking techniques. In fact, standards groups in the United 

States and Europe have already adopted standards which are essentially compatible with Ethernet. 

C. GORDON BELL Vice President, Engineering Digital Equipment Corporation LESLEY VADASZ

Senior Vice President Intel Corporation JOHN V. TITSWORTH Executive Vice President Xerox 

Corporation Aug. 25, 1982  

.

.

.



Dear  Bob:

Congr at ul at i ons on enl i st i ng I BM' s suppor t  t o make Et her net  a success.  I t  
i s t r ul y gr at i f yi ng t o see t hat  per si st ence ( mai nl y your s)  i s begi nni ng t o 
payof f .   Thi s i s goi ng t o make LANs possi bl e i nst ead of  t he cont i nued 
r ei nvent i on of  physi cal  l i nks.   I  can' t  say t hat  I ' m ver y pr oud of  t he 
r api di t y wi t h whi ch I  l ead t he DEC pr oduct s,  but  we spent  a f ai r  amount  of  
t i me l ooki ng at  new cabl es r at her  t han j ust  bui l di ng Et her net  pr oduct s.   
Unavai l abi l i t y of  chi ps cont r i but ed t o t he sl owness t oo.   The newer  chi ps,  
especi al l y Nat i onal ' s shoul d r eal l y make i t  wi del y avai l abl e f or  use wi t h 
PC' s and even t er mi nal s.  Et her net  wi l l  become t he base component  t o bui l d 
new syst ems.  

I  met  some f ol ks at  Excel an t he ot her  day at  El ect r o and t hey i ndi cat ed 
t hat  t he I BM cabl i ng announcement  was unl eashi ng or der s.  AT&T' s suppor t ,
al ong wi t h var i ous vendor s such as Pr i me,  i s encour agi ng t oo.  

Maybe i t ' s my i nvent i ve mi nd,  but  what ' s t he possi bl i t y t hat  I BM has 
l i censed t he t oken r i ng pat ent  i n or der  t o make t hei r  own net  pr opr i et ar y
and NOT an open st andar d?

I s i t  possi bl e t o get  al l  ( or  a f ew Et her net  vendor s)  t oget her  and make a 
bi g cabl i ng announcment ?  I  woul d l ead t hi s i f  I  wer e at  DEC,  but  you 
coul d count  on me t o be par t  of  a ser i ous spoof  i f  you l ead i t . I t  woul d 
posi t  an al t er nat i ve t o t hei r  announcement  whi ch woul d sol ve t he same 
pr obl ems,  but  has been her e f or  t wo year s. I  t hi nk i t  needs t o be done,
and AT&T mi ght  be per suaded t o j oi n i n i f  t he announcement  al so says don' t
pul l  out  your  ol d t el ephones. I t  was sur pr i si ng t o see t hat  I BM di dn' t
i ncl ude CATV i n t he bundl e,  si nce t her e wer e al r eady 5 ot her  cabl es.

When I  get  t he f ul l  poop on t hei r  scheme,  I ' l l  t r y t o wor k t hi s out  i n 
mor e det ai l ,  but  f or  now,  what  do you t hi nk of  t he i dea,  compl et e wi t h 
manual s,  cabl es,  et c. ? 

The dr eam you i nspi r ed i n me of  " Et her net  i s t he Uni bus of  t he Fi f t h 
Gener at i on"  i s i n si ght .   Thanks f or  i nvent i ng i t ,  but  t he r eal  
cont r i but i on i s per si st ence.  

Si ncer el y,

Gor don Bel l  
Chi ef  Techni cal  Of f i cer

GB13. 19 



CC:  Ken Ol sen,  Pat  Cour t i n 
FROM:   GORDON BELL   DATE:  WED 31 OCT 1979  4: 39 PM EST 
DEPT:  OOD 
EXT:   223- 2236 
TO:  LARRY PORTNER 
    JI M BELL 

SUBJECT:  ETHERNET ADVANCED DEVELOPMENT 

GB0005/ 52/ EMS 

I  t hi nk NI  i s cast i ng about  j ust  l i ke CI  and BI .   We ar e busi l y speci ng 
and we have no exper i ment al  basi s f or  our  specs,  ar chi t ect ur e or  pl ans.  
Coul d we put  on hol d t he A/ D pr oj ect s i n TW ( e. g.  1 user  Nebul a)  and 
possi bl y el sewher e ( e. g.  R+D)  and get  t hi s essent i al  wor k done now? The 
pr i or i t i es and needs,  I  hope,  ar e cl ear .  

GB: swh 
* * * * * * * * * * * * * * * * *
* d i  g i  t  a l  *
* * * * * * * * * * * * * * * * *  

TO:  see " TO"  DI STRI BUTI ON DATE:  SUN 9 MAY 1982 1: 24 PM EDT 
FROM:  GORDON BELL 
DEPT:  ENG STAFF 
EXT:   223- 2236 
LOC/ MAI L STOP:  ML12- 1/ A51 

SUBJECT:  DI GI TAL' S BACKBONE NETWORK AND ETHERNETS 

Two mont hs ago I  gave pr esent at i ons t o t he US and Eur opean Pr ess 
on:  WHY ETHERNET I S THE KEY TO THE 5TH GENERATI ON!  
The paper  i s avai l abl e and suggest ed r eadi ng f or  t wo r easons:  

1. I  bel i eve t hi s i s what  comput er  syst ems wi l l l ook l i ke over  t he
next  f ew year s. The t al k i s conser vat i ve and doesn' t  pr esent

  t he mor e r adi cal  vi ew t hat  syst ems wi l l  evol ve i nt o cl ust er s of
per sonal  comput er s i nst ead of  bei ng cent r al  and shar ed as i n 

   t oday' s t i meshar ed mi ni s and mai nf r ames.  
2. We ( DI S and al l  or gani zat i ons)  shoul d be aggr essi vel y

i nst al l i ng bot h Gl obal  and Local  Ar ea Net wor ks and evol vi ng t o 
Et her net  t hr oughout  t he company. I ' m appal l ed at  how we t al k about
di st r i but ed syst ems,  yet  we st i l l bui l d cent r al i zed syst ems ( eg.
or der  pr ocessi ng)  t hat  r un i n bat ch mode and don' t communi cat e wi t h 
ot her  bat ch syst ems.  

I n May,  sal es i s pr esent i ng t hei r  pl ans f or  a di st r i but ed or der
pr ocessi ng,  cl ust er ed ar ound sever al  r egi onal  si t es. Her e' s what
I  bel i eve we must  demand f r om t hi s pr esent at i on:
    1.  DI S wi l l  t ake r esponsi bl i t y f or  a mai n,  backbone cor por at e 
st or e and f or war d net wor k,  DBN,  capabl e of  car r yi ng t he t r af f i c  
bet ween si t e Local  Ar ea Net wor ks. I n essence,  t hi s i s an ARPAnet
or  Tel enet ,  f or med f r om i nt er connect ed Pl ut os.

2. DI S wi l l pr ovi de l i nks t o t he backbone net wor k,  DBN,  f or
t er mi nal s,  i ndi vi dual  comput er s and LAN' s at  t he ext r emi t i es.

3. Each maj or  or gani zat i on ( Engi neer i ng,  Fi el d Admi ni st r at i ve
Cent er s,  Manuf act ur i ng Pl ant )  or  si t e ( eg.  Hudson,  Col or ado



Spr i ngs)  wi l l i nst al l  si ngl e LAN' s so t hat  by Jan.  1984 al l
DEC' s comput er s can communi cat e di r ect l y r at her  t han vi a RJE 
pr ot ocol s.  

I t  i s i mper at i ve t hat  we get  t hese pl ans i n pl ace now,  because we 
can not  get  t he r esponsi veness and er r or  f r ee or der  pr ocessi ng we 
need wi t hout  di r ect  l i nk of  t he sal es machi ne t o t he f act or y!  

Si mi l ar l y,  we can not  bui l d a CAD/ CAM syst em wi t hout  a met hod of
l i nki ng t oday' s engi neer i ng CAD syst ems t o t he f act or y!

We must  l ead t he wor l d i n bui l di ng and usi ng syst ems l i ke t hi s,
because t hi s i s what  our  cust omer s ar e buyi ng. Fur t her mor e,  t hi s  
i s t he key t o our  admi nst r at i ve pr oduct i vi t y;  t he bat t er i es of
cl er ks we have t r ansshi ppi ng paper  t o one anot her  wi l l smot her
us. The cur r ent ,  open- l oop bat ch syst ems ( eg.  or der  pr ocessi ng)
i nsur es er r or s and t he i nabi l i t y t o make an i nt egr at ed syst em.

Let ' s gi ve our  suppor t  and demand excel l ence i n t hi s pr oj ect !

" TO"  DI STRI BUTI ON:  

DENNY BJORK AL CRAWFORD  BOB DALEY 
JI M FRI EL   BI LL HANSON  JI M MI LLER AND BOB DALEY 
DAVE KNOLL  AVRAM MI LLER OPERATI ONS COMMI TTEE:  
PEG:     TERRY POTTER 

GB3. S5. 26 

Per f or mance Of  A Si mul at ed Et her net  Envi r onment
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***************** 

* d i g i t a l *

*****************

TO: see "TO" DISTRIBUTION  DATE: SAT 14 NOV 1981 

5:48 PM EST 

 FROM: GORDON BELL 

cc: see "CC" DISTRIBUTION  DEPT: ENG STAFF 

 EXT:  223-2236 

 LOC/MAIL STOP: 

ML12-1/A51 

SUBJECT: DISCUSSION WITH ICL PRES. WILMOT ON USING ETHERNET 

Just finished talking (4:30 EST, Saturday) to Wilmot 

(011-44-1-949-5903 London, Telex at Putney England) regarding 

their standardization of Ethernet.  They are being driven by 

their customers (eg. Citibank, Barclay's) to do this because of 

the proliferation of minis and because of the Xerox PR pressure. 

He commented: "Everyone is buying it but no one has the slightest 

idea as to what it is.  There is incredible commercial support." 

They are collaborating with 3 Rivers via building the PERQs and 

with MITEL on PABX's; ALL are committed to use Ethernet and will 

be defining a product there in the next few months.  He said: 

"They have looked at the Xerox Level 3 and 4 protocols and 

promptly went out and got drunk!  These protocols are like SNA 

squared."  They like Ethernet and want to support it because of 

the commercial momentum, the Level 1 and 2 standard and the need, 

but are really saddened with the technical merits of the Xerox 

work.  As British engineers, they demand technical elegance. 

They have also been working with the Ungermann Bass boards and 

wll probably start using them.  They want the following: 

1. Use EN for connecting between ICL (largest European Computer

Co.) and DEC (for minis), MITEL (for PABX) and 3 Rivers (their

professional workstation).  Have the standard actually ECMA based

(their customer base) which is a superset of OSI and x.25, but

goes up to the applications level.

2. Get all these folks together to get a standard.  Also get the 



customers in to review it. 

He suggested a massive technical effort to get these standards 

set in the next few months with persons from DEC, Mitel, 3 

Rivers, DEC, some customers, etc.  I said we do not do this sort 

of thing!  I did suggest we have a technical exchange as to where 

we are and plan to be.  The goal would be to see if we have any 

basis for doing any task force work in this regard. 

I stated our position:  We are evolving DECnet to be used with 

Ethernet as a low level transport and we are evolving DECnet to 

converge with OSI and x.25 as they become standard.  We are 

providing gateways to the other networks such as SNA, x.25 and 

Xerox servers as necessary. 

WE HAD AMAZING CONCURRENCE: 

1. Technical standards are becoming a major market stategy and

force.  We are not moving aggressively enough in recognizing this 

and acting on it. 

2. If we don't hurry, it's all academic.  We'll be implementing 

a

variant of SNA!

THE NEXT STEP:  Bernie, please send him a Telex inviting them to 

give a technical presentation here in exchange for our presenting 

the protocols we plan to use on EN.  I would like to have Xerox 

and Intel be part of the same meeting.  The goal would be to get 

this done this next week. 

"TO" DISTRIBUTION: 

SAM FULLER  BERNIE LACROUTE   TONY LAUCK 

BILL STRECKER 

"CC" DISTRIBUTION: 

BILL DEMMER   MARY JANE FORBES    GVPC: 

WIN HINDLE  BILL KIESEWETTER    DAVE RODGERS 

GB3.S2.39 
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* d i g i t a l * 
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TO: see "TO" DISTRIBUTION               DATE: TUE 6 APR 1982   4:31 PM 
EST 
                                        FROM: GORDON BELL 
cc: KEN OLSEN                           DEPT: ENG STAFF 
                                        EXT:  223-2236 
                                        LOC/MAIL STOP: ML12-1/A51 
 
SUBJECT: KEN'S PRESENTATION ON ETHERNET: HELP AND COMMENTS FOR HIM 
 
Ken's talking to a financial group on the same day as the May 
announcement and would like to discuss Ethernet.  I have him 

my talk to read.  In addition he might want one of you to get 
more details on competitive technology like Wang, Datapoint 
IBM and the phone company. 
 
He clearly should hand out the new Tutorial Handbook on LANs, 
and he could hand out the clean copy of my talk too.  Also, 
he might want some slides. 
 
Could you get other poop together like the Q&A on Ethernet, 
but without swamping him in paper? 
 
Answering the why nots 
Why not wait for the phone company and PABX's?  Have you ever 
tried to use a terminal at 1200 baud.... we're talking about 

a system 10,000 times faster.  It can transmit a high resolution 
black and white image in 0.1 sec or a color image in 1 sec. 
We don't see the wide scale availability of even 56Kbits in 
the foreseeable future from the phone companies on any kind 
of wide scale. 
 
Why not put in a non ATT data and voice pabx?  Why bother with 
the expense for the extra wiring.  It still doesn't have 
adequate bandwidth between computers, or terminals or personal 
computers. 
 
Why not use broadband 
1.  There's not standard for either data or data and catv. 
2.  Broadband is like a new piping material that can be used 

to distribute physical goods like gas, sewage, water, oil and 
steam.  The duct can carry anyone of them, it's the sorting 
it all out that's a bitch. 
3.  Many users want broadband because they assume some other 
user is going to pay for the installation. 
4.  It's hard to believe that broadband is going to be very 
pervasive in industrial environements.  It is not adequate 
for two way videophones because of the limited bandwidth. 
5.  Systems like Wangnet use a second cable for return.  Why 
not put in a second yellow wire and keep the two independent. 
6.  Baseband is simple to install.  The users often do it. 



7. We don't see broadband as being suitable for voice based

on cost of modems and the cost of throwing out an existing
plant using a central office type pabx with all its wiring
and phones.
8. Ethernet will also carry a reasonable amount of voice,
although we probably won't push it to evolve this way.  It 
will mainly be carrying voice mail packets.  One of the nice 
things is that the systems we are talking about are built 
so that there's less voice traffic.  The personal computer 
will be used to help be less intrusive than the telephone. 
9. The ultimate single media system will have much more
bandwidth than broadband.  This would allow videophones and 
images and certainly satisfy intercomputer needs.  We don't 
see this as being practical until fiber optics and central 
switches that support them are available.  We see no 

reason why this couldn't be done within 10 years.  However, 
we've seen no reasonable laboratory demonstration of this 
yet. 
10. If all else fails, then why fight it, we'll use
broadband cables and put an Ethernet transceiver to encode
our system into broadband.  WWe have no real hangup with
not using broadband.  It's just that it's very nebulous,
undefined and unstandardized now.
11. The users are demanding an OPEN standard.  We're the 
only one who's proposed it.

How are you coming on the standardization? 
The ieee 802 standard is progressing nicely.  Various 
ecma companies including ICL, olivetti, cii and Siemens 

have joined in the standard.  There are dozens of companies 
building products to the standard now.  You can buy 
interfaces and components and put Ethernets together. 
Xerox has installed about 100 of them.  We have about 
10 Ethernets ourselves within the engineering organization. 

What about IBM? 
Ask em.  They are doing their usual bit to find some standard 
that everyone else will have to meet.  They were clearly in 
the dark about the need for LANs.  We clearly understand them 
and are predicating all our products on them! 

EVERY DEC PRODUCT WILL CONNECT TO ETHERNET EITHER DIRECTLY OR 
VIA A CONCENTRATOR.  All our multiterminal systems will connect 

to them directly.  The stand alone systems like the cpm and 
decmate will interface to other systems as terminals and file 
transmission. 

What about Wang 
We're waiting to see.  They typically announce products 3 years 
before they're ready.  The whole world changes in a half a 
computer generation. 



"TO" DISTRIBUTION: 

 
JOHN ADAMS               MARION DANCY             BERNIE LACROUTE 
 
GB3.S4.40 



ETHERNET--OUT AND STANDARDIZE IT/LACROUTE/GB2.S6 

TO: BERNIE, CC:SAM, GVPC, DAVE RODGERS, BILL STRECKER, RALPH DEMENT 

SUBJ: LET'S GET ETHERNET OUT AND STANDARDIZE IT 

I described that we intended to make Local Area Networks based on 

Ethernet at DECUS and I asked them to plan on wiring their 

buildings. Several of our customers thanked me for being specific. 

Our current laissez faire position on standards is a disaster i.e. 

say we support standards, fight standards within a committee and 

then argue after the fact that it doesn't apply to us. 

Let's be much more proactive on Ethernet. 

0.

Let's overtly sell it. 

1.

Hurry and get a product.  Intel has one on 2 Multibus boards 

using less real estate and with higher performance!  Why 

can't we??  What's wrong with our design team? 

2.

Let's hold regular meetings to standardize it and array 

those signed up. 

3.

Let's call specific people in other companies e.g. HP to 

get them committed! 

4.

Let's go all out at the IEEE Committee, ANSI and at ISO! 

We need a plan! 

GB:swh 

GB2.S6.24 
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TO:  DI STRI BUTI ON Dat e:  Febr uar y 19,  1982 
  Fr om:  Gor don Bel l  
  Dept :  Engi neer i ng 
    MS:  Ml 12- 1/ A51     Ext :  2236 
   EMS:  @Cor e 
 
 
SUBJ:   DI X Et her net  NY Pr esent at i on.   I nst al l  t hem now!  
 
 
PRESENTAI ON AND PAPER 
 
Let  me t hank al l  of  you f or  t he wor k t hat  went  i nt o t he semi nar .  
 
I t  may have been somewhat  pai nf ul ,  but  I  t hi nk i t  was wor t hwhi l e.   I t  had 
a st r ong ef f ect  on my own t hi nki ng.   I  l ook f or war d t o bei ng abl e t o 
ci r cul at e t he paper :  
 

Why Di gi t al  Bel i eves Et her net  i s t he Uni f yi ng Key To The 
Fi f t h Gener at i on 

 
f or  comment .   We cl ear l y need t he set  of  wr i t t en document s t hat  f ur t her  
our  cust omer  and i nt er nal  under st andi ng.  
 
OUR NEXT MOVE:  I NSTALL THEM WI THI N ENGI NEERI NG 
Now,  l et ' s get  t he pr oduct s!   Bot h I nt el  and Xer ox ar e shi ppi ng.  
 
They ar e gr eat  and we need t hem f or  pr oduct  devel opment  and use.  
Hi st or i cal l y,  we never  bel i eve i n or  make pr oduct s wor k unt i l  t hey ar e a 
par t  of  our  own use. . .  t her ef or e,  l et ' s i nst al l  t hem.  
The MR one shoul d be up soon f or  t est i ng Pl ut o on a 10/ 20.   Al so,  we need 
i t  f or  i nt er connect i ng t he pl et hor a of  machi nes.  
 
Let ' s get  Et her net s oper at i ng i n HU,  MR,  TW,  ZK,  DECwest ,  ML by Jul y 1!  



DI STRI BUTI ON: CC:

MARI ON DANCY DI CK BERUBE 
BERNI E LACROUTE GVPC 
ED CANTY ENGI NEERI NG STAFF 
PAT MURPHY 
GRETCHEN WI CHTERMAN 

WHY DI GI TAL BELI EVES ETHERNET I S A UNI FYI NG KEY TO THE 5TH GENERATI ON 

Gor don Bel l
Vi ce Pr esi dent ,  Engi neer i ng 

Di gi t al  Equi pment  Cor por at i on 



 

  

 
 
 
 
 

                NOTE:  Pr esent ed at  Et her net  Pr ess Semi nar  
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SUBJECT: XEROX/DEC ANNOUNCEMENT OF ETHERNET   FOLLOW 

UP:11/9/79 

GB0005/37/EMS 

Why don't we stop screwing around and adopt Ethernet AS IS?  Then 

we can get a product quick, use it, and evolve. 

The way we're headed it'll be 2 years to chips (if we're lucky) and 

another year or two to product.  Meanwhile, IBM'll have the whole 

world wired with SDLC loops and we'll have to interface to them. 

This way, we get a compatible network with Xerox's printers and 

WP's.  We're losing valuable time.  Why not? 

GB:swh 



 

  

SLI DE 1 
 
I n t he Fi f t h Comput er  Gener at i on,  a wi de var i et y of  comput er s wi l l  
communi cat e wi t h one anot her .   No one ar gues about  t hi s.  Al l  t he shout i ng i s 
about  how t o do i t  and what  f or m t he comput er s wi l l  t ake.  
 
 
 
 
 
 

SLI DE 2 
 
A st andar d communi cat i ons  l anguage i s t he key.   I  bel i eve Et her net  i s t hi s 
uni f yi ng key t o t he 5t h comput er  gener at i on because i t  i nt er connect s al l  
si zes and t ypes of  comput er s i n a passi ve,  t i ght l y- coupl ed,  hi gh per f or mance 
f ashi on,  per mi t t i ng t he f or mat i on of  l ocal - ar ea net wor ks.   Et her net  i s t he 
st andar d t hat  can hush t he ar gument  and l et  ever yone get  t o wor k on t he 
comput i ng nodes.  
 
 
 
 
 
 

SLI DE 3 
 
St andar di zat i on i s necessar y because no one vendor  has i t  al l ,  or  can pr ovi de 
t he f ul l  spect r um of  i nf or mat i on pr ocessi ng nodes t hat  ar e emer gi ng.   Most  
or gani zat i ons have comput er s bui l t  by di f f er ent  vendor s.   Al t hough comput er  
dat a and pr ocesses ( t hat  i s t he wor k)  ar e i nt er dependent ,  no easy and 
i nexpensi ve way t o send dat a among machi nes exi st s.   Ever yone' s cust omer s ar e 
demandi ng a net wor k st andar d.   Et her net  can do i t  f or  ever yone.  
 
 
 
 
 
 

SLI DE 4 
 
I ' m goi ng t o t el l  you f our  st or i es t hat  i l l ust r at e t he di f f er ent  f acet s of  
Et her net .   The f i r st  i s about  t he UNI BUS and why I  t hi nk Et her net  i s t he 
UNI BUS of  t he Fi f t h Gener at i on.  
 



SLI DE 5 

I n 1970 Di gi t al  i nt r oduced t he UNI BUS t o i nt er connect  par t s of  a comput er .  
The UNI BUS i s j ust  a si mpl e r i bbon- l i ke cabl e wi t h 56 conduct or s as shown i n 
t hi s ol d ad.   Wi t h UNI BUS peopl e coul d easi l y assembl e t hei r  own comput er s 
and di d so i n many di f f er ent  ways,  and i t  became a st andar d.  

Vi r t ual l y al l comput er s bui l t  t oday ut i l i ze a UNI BUS- t ype ar chi t ect ur e,
i ncl udi ng I nt el ' s Mul t i bus,  and Mot or ol a' s Ver sabus. Bot h of  t hese busses 
ar e st andar ds t oo.

SLI DE 6 

Thi s bus i s a hi gh- speed dat a pat h t hat  l i nks al l  syst em component s wi t hi n a 
si ngl e comput er  - -  t he pr ocessor ,  pr i mar y memor y,  secondar y di sk memor y,
communi cat i ons i nt er f aces,  r eal t i me equi pment  i nt er f aces,  i nt er f aces t o 
speci al  cust omer  equi pment .

The compl et e UNI BUS speci f i cat i on i s cont ai ned i n a manual  about  1/ 2 i nch 
t hi ck,  r oughl y t he si ze of  t he Et her net  bl ue book speci f i cat i on. Fr om t hi s,
user s have desi gned 10' s of  t housands of  machi nes t o mat ch t he comput er  t o 
t hei r  appl i cat i on i n an al most open- ended f ashi on.   Smal l  dedi cat ed 
cont r ol l er s,  per sonal  comput er s,  pedagogi cal  machi nes and l ar ge t i meshar ed 
comput er s ar e al l  bui l t  t hi s way. Any ki nd of  comput er  can be bui l t  easi l y 
f r om a common set  of  component s.

What  st ar t ed as a good scheme f or  i nt er connect i ng component s t hat  Di gi t al  
suppl i ed,  became a l ovel y st andar d f or  st ar t i ng a whol e pl ug- compat i bl e 
busi ness.   The unexpect ed r esul t :  an i ndust r y wi t h 100' s of  vendor s and l ot s 
of  new compet i t or s.  The pl ug compat i bl e par t s mean l ower  pr i ces.   The 
non- mundane user  desi gned connect i ons t o t el evi si on camer as,  r obot s and ot her  
devi ces act  t o st i mul at e t he whol e next  comput er  gener at i on,  based on need.  



 

  

SLI DE 7 
 
Et her net  i s onl y an ext ended uni f yi ng bus,  l i ke UNI BUS,  t hat  i nt er connect s 
many comput er  based i nf or mat i on pr ocessi ng syst ems but  i n a 2. 5 by 2 
ki l omet er  ar ea.  
 
UNI BUS has a si ngl e pr ocessor  f or  one comput er .   Et her net  can suppor t  many 
di f f er ent  comput er s i n al l  si zes and pl aces doi ng al l  t ypes of  wor k.  
 
A UNI BUS syst em has l ocal  dat a st or age;  an Et her net  suppor t s dat abases 
di st r i but ed t hr oughout  t he net wor k.   The l at t er  has evol ved t o be cal l ed t he 
f i l e ser ver .  
 
A UNI BUS syst em i nt er f aces t o ot her  comput er s vi a sl ow communi cat i on l i nks 
and t i ght l y coupl ed par al l el  l i nks.   An Et her net  al ways i nt er f aces t o ot her  
comput er s di r ect l y.  Component s t hat  ar e not  comput er s ar e j ust  not  bui l t  
t oday.  I nt er connect i on occur s di r ect l y and vi a speci al  comput er s cal l ed 
gat eways.  
 
 
 
 
 

SLI DE 8 
 
Et her net s coupl e host  pr ocessor s,  peopl e usi ng t hei r  own speci al  t er mi nal s,  
per sonal  comput er s and wor kst at i ons,  as wel l  as par t i cul ar  f unct i ons l i ke 
f i l e ser ver s,  pr i nt  ser ver s,  communi cat i ons ser ver s,  and r eal t i me equi pment  
i n t he l abor at or y and f act or y.  
 
Gat eways t o ot her  comput er s and net wor ks can be pr ovi ded by t hese 
communi cat i ons ser ver s.  
 
Comput er  syst ems decomposed i nt o separ at e,  f unct i onal  uni t s on an Et her net  
wi l l  be si gni f i cant l y easi er  t o bui l d.  
 



SLI DE 9 

Then user s wi l l  par t i ci pat e mor e t han ever  i n t he desi gn and bui l di ng of
t hei r  own syst ems and not  be l i mi t ed by t he vi si on of  a si ngl e suppl i er .  

SLI DE 10 

I n t he Fi f t h Gener at i on,  ever y  comput er  on t he Et her net ,  wi l l  be bot h 
cont r i but i ng t o and shar i ng i n t he t ot al  r esour ces of  t he net wor k. The 
net wor k wi l l  be t he syst em.  

SLI DE 11 

Havi ng demonst r at ed t hat  Et her net  i s t he UNI BUS of  t he 5t h gener at i on because 
i t  pr ovi des a passi ve st andar d t o i nt er connect  al l  si zes and t ypes of  
comput er s i nt o a hi gh speed net wor k,  I  wi l l  t ur n t o t he i ssue of  Et her net ' s 
r ol e.  

The second st or y i s about  t he evol ut i on of  t he comput er  gener at i ons -  dr i ven 
by t he semi conduct or  evol ut i on.  



 

  

SLI DE 12 
 
The Fi f t h Comput er  gener at i on,  l i ke i t s pr edecessor s,   wi l l  onl y occur  when 
t her e ar e new t echnol ogi es and needs t hat  conver ge t o cr eat e a new comput i ng 
st r uct ur e.  
 
Thr ee t echnol ogi es ar e f uel i ng t he 5t h gener at i on:  t he under st andi ng of  how 
t o bui l d a r el i abl e Car r i er  Sense Mul t i pl e Access wi t h Col l i si on Det ect i on 
( CSMA/ CD)  t ype net wor k,  i n ef f ect  t he Et her ;  Ver y Lar ge Scal e I nt egr at ed 
Ci r cui t s or  VLSI  per mi t t i ng al l  l ogi c t o be comput er  based,  but  mor e 
i mpor t ant l y per mi t t i ng a si mpl e,  l ow cost  connect i on t o t he Et her net  cabl e,  
essent i al  f or  a st andar d;  and f i nal l y t echnol ogi es such as hi gh r esol ut i on 
gr aphi cs t hat  accel er at e t he cr eat i on of  comput i ng nodes t hat  ar e a pl easur e 
t o use.  
 
Mor e comput er  use r esul t s i n i ncr easi ng human pot ent i al  and hence an 
i ncr easi ng need or  demand.   GNP gr ows wi t h t he absor pt i on of  new t echnol ogi es 
t hat  al l ow hi gher  pr oduct i vi t y.  Ever y per son' s pr oduct i vi t y i s l i mi t ed by t he 
r at e comput er s communi cat e wi t h one anot her .   I n ef f ect ,  we have evol ved t he 
quadr uped t o a t hor oughbr ed but  not  changed t he t r ack.   The onl y pat hs t hat  
t hey can t r avel  ar e muddy,  r ocky and r andom t i me- wor n pat hs.   We need a f ast  
r ace t r ack.  
 
Our  comput er s of t en wai t  at  t he gat e whi l e user s physi cal l y car r y dat a 
bet ween t hem i n what  i s becomi ng an i nver t ed soci et y - -  t he comput er s do t he 
f un t hi nki ng par t s and t he user s car r y t r i vi a f r om machi ne t o machi ne,  or  
become si mpl e machi ne t o peopl e t r ansl at or s.   Et her net  br eaks t hi s 
communi cat i on bot t l eneck.   Fur t her mor e,  Et her net s can car r y voi ce,  gr aphs and 
pi ct ur es as wel l  as si mpl e messages and dat a f i l es.   They' l l  r est r uct ur e use.  
 I t  won' t  be a st r ai ght f or war d ext r apol at i on of  si mpl e t er mi nal  t o comput er ,  
and comput er ,  t o comput er  net wor ki ng we know t oday.  
 
I n 1990,  we can pr obabl y l ook back and i dent i f y t r ends t hat  ar e not  cl ear  
t oday.   So I  won' t  specul at e about  1990,  but  I  know t he f ut ur e wi l l  be mor e 
i nt er est i ng t han t he si mpl i st i c,  evol ut i onar y vi ew I ' m pr esent i ng t oday.  
 
 
 
 

SLI DE 13 
 
The devel opment  can onl y happen i f  we pr ovi de t he cr eat i ve envi r onment  i n 
whi ch t o i nvent .   I  t hi nk t he Et her net  based open Local  Ar ea Net wor k i s t hi s 
envi r onment .  " A l ocal - ar ea net wor k i s a set  of  i nf or mat i on pr ocessi ng nodes,  
di st r i but ed i n a si ngl e ar ea and f ul l y i nt er connect ed vi a hi gh- speed dat a 
l i nks. "   An open l ocal  ar ea net wor k i s one i n whi ch any vendor  or  user  can 
suppl y nodes f or  t he net wor k.  
 



SLI DE 14 

The user  shoul d be abl e t o communi cat e over  a l ocal  ar ea net wor k wi t h t he 
same nonchal ance as t he t el ephone,  not  knowi ng or  car i ng how t he net wor k 
wor ks or  how t he message i s t r ansmi t t ed.  

SLI DE 15 

I t ' s amazi ng t hat  t he f r ont  end user  por t i on of  t he t el ephone and t he 
comput er  r eal l y haven' t  changed much. The osci l l oscope of  t he Whi r l wi nd ( t he 
f i r st  r eal  t i me i nt er act i ve comput er  bui l t  i n 1950)  i s j ust  a bi t  bi gger  and 
mor e gr aphi c t han t he ones on comput er s t oday. Jay For r est er  and hi s 
associ at es used i t  as a per sonal  comput er . The user  wal ked i nt o a bui l di ng 
t hat  was t he comput er ,  and i nt o a r oom t hat  was t he consol e,  and sat  down at
t he cat hode r ay t ube. The comput er  spent  most  of  i t s t i me wai t i ng f or  t he 
user  t o i nt er act . Thi s wasn' t  t he best  use of  t he wor l d' s onl y i nt er act i ve 
per sonal  comput er .

SLI DE 16 

Ot her  ear l y machi nes,  such as t he f i r st  one,  EDSAC bui l t  by Maur i ce Wi l kes i n 
Cambr i dge,  Engl and,  sought  t o be mor e ef f i ci ent  by keepi ng t he user s away 
f r om t he machi ne.   The pr ogr ammer s wor ked of f - l i ne and t hen handed pr ogr ams 
on paper  t ape t o peopl e who put  t hem on a cl ot hes l i ne and event ual l y f ed 
t hem i nt o t he comput er .   Thi s maxi mi zed t he machi ne' s use.  

SLI DE 17 

But  i sol at ed user s qui ckl y gr ew t o hat e and t o be i nt i mi dat ed by t he bat ch 
comput er s. Peopl e woul d pr epar e t hei r  pr ogr ams on punch car ds,  submi t  t hem 
t o a cl er k and t he pr ogr am woul d be put  i n t he queue. As of t en as not ,
er r or s wer e f ound i n t he pr ogr am or  dat a so i nst ead of  get t i ng an answer  t o 
an i mmedi at e busi ness pr obl em t he user  had t o r ekey hi s pr ogr am and and go 
back t o t he end of  t he l i ne.   I t ' s no wonder  t hat  user s want ed a di f f er ent  
way of  doi ng t hi ngs.  



SLI DE 18 

Wi t h t he i nt r oduct i on of  t r ansi st or  t echnol ogy,  comput er s st ar t ed t o get  
smal l er .   I n 1960,  Di gi t al  i nt r oduced t he PDP- 1,  t he f i r st  commer ci al  
comput er  wi t h an i nt er act i ve vi deo di spl ay t hat  pl ayed Space War ,  t he 
gr anddaddy of  al l  comput er  space games.   I n 1961,  t wo t ypewr i t er s wer e 
connect ed t o a PDP- 1 at  Bol t ,  Ber nanek and Newman and t he t i meshar i ng i dea 
was bor n.  

SLI DE 19 

I n 1963,  Just  t wo year s af t er  t he f i r st  exper i ment ,  Di gi t al  i nt r oduced t he 
f i r st  commer ci al  t i meshar i ng syst em,  PDP- 6,  f or  8 t o 16 user s.  

SLI DE 20 

Then t he comput er ' s t i me,  wast ed wai t i ng f or  one user ,  was used by anot her .  
Thr oughout  t he si xt i es,  t he evol ut i on of  bat ch,  per sonal  and t i me- shar ed 
comput er s cont i nued.   Bat ch mai nf r ames wer e devel oped wi t h r emot e j ob ent r y 
t er mi nal s so a f ew l ucky user s coul d ent er  dat a f r om t hei r  of f i ces.  

Mi ni comput er s,  l i ke t he PDP- 8,  wer e smal l  and i nexpensi ve enough so t hey 
coul d be dedi cat ed t o par t i cul ar  appl i cat i ons.  Many of  t hese mi ni comput er s 
wer e used t o pr epar e dat a f or  bat ch pr ocessi ng on a mai nf r ame.  

Ot her  mai nf r ames became speci al i zed t i meshar i ng machi nes. But  comput i ng was 
st i l l  ver y expensi ve and i mper sonal .  



 

  

SLI DE 21 
 
The r eal  br eakt hr ough came i n 1972 when we l ear ned how t o pr ovi de t i meshar i ng 
on a mi ni comput er .   For  t he f i r st  t i me, l ow cost ,  i nt er act i ve,  per sonal  
comput i ng capabi l i t i es coul d be pr ovi ded at  a cost  t hat  most  user s coul d 
j ust i f y.   Comput er s came out  of  t he comput er  r ooms and st ar t ed wor ki ng wi t h 
user s.  
 
 
 
 
 
 
 

SLI DE 22 
 
Af t er  t he i ni t i al  honeymoon,  a need devel oped t o i nt er connect  t he machi nes t o 
each ot her  and t o t he l ar ge bat ch machi nes whi ch by now coul d be cont r ol l ed 
f r om t er mi nal s.   As a r esul t ,  engi neer s di d what  came nat ur al l y and st ar t ed 
t o st r i ng wi r e bet ween t hem.  
 
 
 
 
 
 
 

SLI DE 23 
 
I n t he l at e 70' s t he i nt er connect i on pr obl em was exacer bat ed by t he baby 
comput er  boom,  known as per sonal  comput er s.  
 
Li ke chi l dr en ever yone want s a l i mi t ed number  f or  t hei r  ver y own.   Per sonal  
comput er s gi ve t hat  one- on- one r el at i onshi p.  Ther e' s no l onger  anyone 
wat chi ng you wor k,  not  even an account i ng pr ogr am.   You can do your  own t hi ng 
i n a non- t hr eat eni ng way.   No one need know i f  you use t he machi ne or  even i f  
you t ur n i t  on. . .  or  i t  t ur ns you on.  
 
But  t hen t her e ar e t i mes t hat  you and your  per sonal  comput er  want  t o be 
connect ed wi t h anot her  machi ne t o get  pr ogr ams,  t r ansmi t  messages,  l ook at  a 
pi ct ur e,  or  send a non- i nt r usi ve voi cegr am message.  
 
And so many mor e wi r es have t o somehow be added bet ween t he cent r al i zed,  
shar ed r emot e bat ch mai nf r ame;  t he depar t ment al  t i meshar ed mi ni comput er s;  and 
t he i ndi vi dual  per sonal  comput er s.   I f  t her e ar en' t  l i nes r unni ng bet ween al l  
t he machi nes t hen t her e pr obabl y shoul d be.   Ot her wi se,  i nf or mat i on t hat  i s 
on one node and needed el sewher e has t o be r e- ent er ed.  
 



SLI DE 24 

Et her net  wi l l  pr ovi de t he st r uct ur e needed t o manage di st r i but ed comput i ng.
I t ' s coher ent  st r uct ur e i s capabl e of  handl i ng an ever - gr owi ng vol ume of
t r af f i c among al l  machi nes.  

SLI DE 25 

The l ast  t wo st or i es addr ess Et her net  user  needs.

Fi r st ,  t hey pr ovi de hi gh- speed i nt er connect i on among di sper sed comput er s.  
Cr eat i ve pr ogr ammer s ar e kept  happy and wor k ef f ect i vel y when connect ed t o 
hi gh speed syst ems.   They want  t o be abl e t o cal l  al l  t he machi nes i n t hei r  
net wor k and communi cat e wi t h ot her s i n t he newor k i ndependent  of  wher e t hey 
ar e.   When we' r e wor ki ng wi t h a machi ne,  we have l ess pat i ence t han a 2 year  
ol d wai t i ng f or  a cooki e.  

Second,  Et her net s pr ovi de si mpl e i nt er connect i ons of  t er mi nal s and per sonal
comput er s t o host  pr ocessor s. New user s st ar t i ng wi t h si mpl e per sonal
comput er s wi l l be abl e t o i mpr ove t hei r  per f or mance by accessi ng l ar ger
machi nes as t hei r  needs i ncr ease. Cl ear l y,  hi st or y has shown t hat  t he mor e 
comput er  power  anyone has,  t he mor e he want s. I t  i s an i nsat i abl e hunger
l i ke none known bef or e wi t h t he i mmedi at e r ewar d of  gr eat er  i ndi vi dual
pr oduct i vi t y.

Thi r d,  Et her net s i nt er connect  al l  ki nds of  comput er  cont r ol l ed equi pment .  For  
exampl e,  l i nks bet ween comput er  cont r ol l ed equi pment  i n t he l abor at or y or  on 
t he f act or y f l oor ,  and dat a pr ocessi ng equi pment  i n t he of f i ce.  

SLI DE 26 

Ever y or gani zat i on want s open ended, f l exi bl e l i nks bet ween per sonal
comput er s and t er mi nal s and l ar ger ,  mor e cent r al  comput er s.



SLI DE 27 

Today,  most  user s have si mpl e bl ock mode,  f i xed f unct i on t er mi nal s. Near l y 
al l  of  t hese ar e evol vi ng i nt o compl et e per sonal  comput er  syst ems.  

I t  makes l i t t l e di f f er ence whet her  t he user  has a si mpl e t er mi nal ,  or  a 
f ul l - f l edged per sonal  comput er .   For  si mpl e t er mi nal s,  hi gh bandwi dt h i s 
needed f or  char act er - at - a- t i me i nt er act i on.   For  ef f ect i ve use of  per sonal  
comput er s,  hi gh bandwi dt h i s needed t o t r ansf er  messages,  f i l es,  i mages and 
voi cegr am messages.  

Today t he t ypi cal  user  i s most  l i kel y l i nked t o a si ngl e host  comput er ,  and 
communi cat i on wi t h ot her  comput er s i s t hr ough t hi s host .  

User  demanded l ocal  ar ea net wor ks devel op by user s wi r i ng var i ous host s and 
t er mi nal s t oget her .  

SLI DE 28 

The most  common answer  t o t he pr obl em i s t o use t el ephone l i nes,  put t i ng al l  
t er mi nal  t r af f i c ont o a t el ephone syst em whi ch may not  be capabl e of  handl i ng 
i t .   Then modems have t o be i nst al l ed t o conver t  t he di gi t al  si gnal  gener at ed 
by a t er mi nal  or  comput er  t o an anal og si gnal  t hat  can be car r i ed over  a 
t el ephone l i ne.   The bi ggest  pr obl em i s t hat  our  user s want  t o communi cat e at  
l east  at  9600 bi t s per  second,  and t hi s j ust  can' t  be done economi cal l y wi t h
t hese swi t ches.

A second answer  t o t he pr obl em i s t he dat a swi t ch.   By i nst al l i ng a swi t ch 
bet ween t he user  and t he comput er  net wor k i t  i s possi bl e f or  any user  t o 
connect  t o any comput er .  

But  connect i ng t er mi nal s t o t he swi t ch i nvol ves a l ot  of  wi r i ng.   These 
di agr ams ar e si mpl e enough t o dr aw;  bui l di ng t hem i s compl i cat ed.  
Fur t her mor e,  t er mi nal  wi r i ng i s a never - endi ng busi ness t hat  r equi r es much 
pl anni ng,  r esul t s i n much i nf l exi bi l i t y,  and i s f uel ed wi t h much money.  

So even i f  - -  at  f i r st  gl ance - -  bot h t el ephone l i nes and t he dat a swi t ch 
l ook l i ke sol ut i ons,  t hey ar en' t . They' r e par t  of  t he pr obl em as anyone who 
has many t er mi nal s and comput er s wi l l t el l  you.



 

  

SLI DE 29 
 
I  know per sonal l y,  because Di gi t al  cont i nual l y f aces t hi s pr obl em l i ke i n our  
f aci l i t y i n Nashua New Hampshi r e wher e we have 30 comput er s and 700 user  
t er mi nal s.  
 
A pr i st i ne vi ew shows a number  of  comput er s and a bi g r oom used f or  swi t chi ng 
t he l i nks bet ween t er mi nal s and di f f er ent  comput er s.  
 
 
 
 

SLI DE 30 
 
You don' t  see t he pr obl em unt i l  you open t he door .   Ever y t er mi nal  l i ne i s 
wi r ed t o a boar d i n t hi s r oom.   And ever y t i me an unpl anned t er mi nal  i s added 
someone i s cal l ed t o r un mor e wi r es.  
 
 
 
 
 
 
 

SLI DE 31 
 
Wi r es ar e r un f r om t he boar d t o t he wi r er oom t o a swi t ch comput er .  
 
 
 
 
 
 
 

SLI DE 32 
 
Thi s swi t ch comput er  i s now bound and i t  doesn' t  gr ow ver y gr acef ul l y,  
par t i cul ar l y when t he number  of  l i nes i s mul t i pl i ed.   I n t hr ee year s we pl an 
( Reganomi cs wi l l i ng)  t o t r i pl e t he number  of  comput er s f r om 30 t o 90 and 
doubl e t he number  of  user s f r om 700 t o 1400.   And we pr obabl y shoul d have 
pl anned f or  2800 user s.    Wi t hout  a sol ut i on t hat  gr ows easi l y and 
dynami cal l y,  we ar e goi ng t o be st r angl ed by t he i ner t i a of  t he wi r e and 
swi t ches and our  i nabi l i t y t o pl an and i nst al l  t hem.   How can we do t hi s? 
 



SLI DE 33 

The user s wi l l have r ecogni zed t he pr obl em and i nst al l ed a l ocal  ar ea net wor k 
l ong bef or e any pl anner . I t  won' t  be par t  of  a gr and pl an t hat  I  as head of
t he or gani zat i on have t o l egi sl at e or  even wor r y about . Wi t h an Et her net ,
di r ect  connect i on i s made bet ween al l  user t er mi nal s vi a t er mi nal
concent r at or s and t he myr i ad of  comput er s.

SLI DE 34 

Et her net  sol ves a number  of  pr obl ems. By sol vi ng t he comput er  t o comput er
i nt er connect i on pr obl em,  t he user  i nt er connect i on pr obl em i s r esol ved. Any 
mai nf r ame,  mi ni comput er ,  or  per sonal  comput er  can access t he hi gh- speed 
net wor k whi l e i t  i s i n oper at i on. At  10 mi l l i on bi t s per  second,  user s don' t
compl ai n because t he connect i ons ar e 100 t i mes f ast er  t han di r ect  wi r i ng and 
1000 t i mes f ast er  t han t el epone l i nes.  

The bi ggest  gai n i s open- ended net wor k gr owt h. Di r ect  cabl e access t o t he 
net wor k,  of t en di r ect l y by t he user s,  al l ows addi ng equi pment  whi l e t he 
syst em i s i n oper at i on.   No addi t i onal  comput er s or  wi r i ng ar e needed.   I n 
many cases t he user s wi l l have i nst al l ed t hei r  own net wor ks or  net wor k 
segment s,  as si mpl y as checki ng out  penci l s f r om of f i ce suppl i es so t hat  t hey 
can bui l d t hei r  own net wor ks by maki ng t hei r  own connect i on.  

I n t hi s way t he net wor k can evol ve on need r at her  t han bei ng l i mi t ed by some 
pl anner ' s l i mi t ed vi ew of  t he f ut ur e or  some sal esman' s abi l i t y t o get  t he 
wr ong equi pment  i nt o a si t e.  

Det ai l ed pl anni ng i s one of  t he har dest  j obs i n evol vi ng and changi ng 
or gani zat i ons,  whet her  i t ' s addi ng a new depar t ment  or  pr oduct  l i ne,  or  
whet her  peopl e ar e j ust  movi ng t hei r  desks ever y day.   I n many or gani zat i ons 
pl anni ng i s done Russi an st yl e:  a hi ghl y cent r al i zed t op- down af f ai r  t hat  
i ncl udes t he r ange f r om a new bui l di ng t o a box of  penci l s.   For  t he dynami c 
gr owt h and change t hat  can be expect ed f or  comput i ng,  cent r al i zed pl anni ng 
of t en cr eat es mor e pr obl ems t han i t  sol ves.  

Et her net  t echnol ogy sol ves t he pr obl em of  t he dynami c change,  al l owi ng 
t r adeof f s i n t he number  and ki nd of  connect i ons,  t he number  of  t er mi nal s,  t he 
number  of  comput er s on a day t o day basi s. The i nt er medi ar y pl anner s and 
doer  or gani zat i ons ar en' t  needed: ever yone i s f r ee t o get  mor e wor k done.

The r esul t : hi gher  pr oduct i vi t y by el i mi nat i ng a f unct i on and t he i nt er f ace 
t o t hat  f unct i on. Wor ker s can j ust  do t he wor k wi t hout  beggi ng and 
negot i at i ng t o do wor k.



SLI DE 35 

The l ast  st or y.

I nt er connect i ng numer ous speci es of  comput er s i s somewhat  di f f er ent  t han 
connect i ng t er mi nal s or  per sonal  comput er s t o shar ed comput er s.  

SLI DE 36 

Agai n,  I  woul d l i ke t o t ur n t o a homel y exampl e.   Our  Engi neer i ng Net wor k at
Di gi t al  i ncl udes over  200 comput er  syst ems ser vi ng sever al  t housand t er mi nal
user s.   I t  l ooks l i ke a bunch of  i nt er connect ed l i nks and nodes.  

SLI DE 37 

But  a net wor k i s mor e t han j ust  l i nes and nodes despi t e t he f act  t hat  I ' ve 
been t r yi ng t o show how si mpl e one can be.  

Hi gher  l evel  pr ot ocol s ar e needed t o suppor t  t he i nt er connect i on of  
di ssi mi l i ar  comput er s,  t o i mpl ement  compl ex net wor k f unct i ons such as f i l e 
and dat a t r ansf er  of  al l  t ypes and t er mi nal - t o- t er mi nal   communi cat i ons,  and 
t o pr ovi de net wor k management .  

The pr ot ocol s ar e compl ex. But  t hey ar e a pr er equi si t e f or  bui l di ng a 
net wor k t hat  i ncl udes di f f er ent  comput er  syst ems.  That ' s why i t  i s cr i t i cal  
t hat  l ocal  ar ea net wor k communi cat i ons ar e compl et el y compat i bl e wi t h 
hi gh- l evel  net wor ki ng pr ot ocol s.  

For  t he Et her net  St andar d,  we chose t he Open Syst ems Ar chi t ect ur e of  t he 
I nt er nat i onal  St andar ds Or gani zat i on.   I n addi t i on,  our  own DECnet  
ar chi t ect ur e i s compat i bl e wi t h t hi s st andar d.  

SLI DE 38 

Di gi t al ' s Engi neer i ng Net wor k has over  200 comput er s i n 10 di f f er ent
l ocat i ons.



 

  

SLI DE 39 
 
Ther e ar e si t es i n Massachuset t s,  New Hampshi r e,  Col or ado,  New Mexi co and 
Engl and connect ed by speci al  52, 000 bi t  per  second l i nes and sat el l i t e l i nks.  
 
 
 
 
 
 
 

SLI DE 40 
 
The number  of  si t es i s i ncr easi ng mor e sl owl y,  whi l e t he number  of  comput er s 
at  each si t e i s i ncr easi ng ver y r api dl y,  and t hei r  r at e of  i ncr ease wi l l  
accel er at e as per sonal  comput er s r epl ace t he si mpl e t er mi nal s.  
 
At  l east  80 per cent  of  al l  net wor k t r af f i c i s l ocal  t r af f i c and t hat  
per cent age wi l l  i ncr ease.  
 
 
 
 
 
 
 

SLI DE 41 
 
Ni ne l i nks t i e t he 30 Comput er s at  t he Spi t br ook si t e t o ot her  net wor k si t es.  
 
Not i ce t hat  what  we ar e t r yi ng t o achi eve i s f ul l  i nt er connect i vi t y on a 
democr at i c,  non- hi er ar chi cal  basi s.   I f  we di d t hi s by r unni ng wi r es,  435 
wi r es woul d be r equi r ed t o i nt er connect  t he 30 comput er s.  
 
 
 
 
 
 
 

SLI DE 42 
 
Wi t h 90 comput er s,  4005 l i nks woul d be r equi r ed f or  t ot al  i nt er connect i vi t y.  
 Al so,  over  8000 t er mi nat i ng cont r ol l er s woul d be r equi r ed.  As you can see,  
i nt er connect i ng t hese comput er s on a poi nt - t o- poi nt  basi s r esul t s i n a 
t opol ogy t hat ' s so compl ex ( not  t o ment i on so expensi ve)  t hat  i t ' s bound t o 
be i nef f ect i ve and undesi r eabl e.  
 



SLI DE 43 

Now see what  happens when we i nst al l  Et her net .   Onl y one wi r e and onl y one 
t er mi nat i ng cont r ol  uni t  i s needed per  machi ne.  And anyone can make t he 
connect i on t o t he cabl e at  any t i me.  Ever yt hi ng i s i nt er connect ed i n a ver y 
si mpl e and or der l y way.  We now have an under st andabl e and wor kabl e st r uct ur e 
t hat  wi l l  pr ovi de a number  of  benef i t s.  

SLI DE 44 

Et her net  not  onl y sol ves t he connect i on pr obl em,  but  al so pr ovi des f our
addi t i onal  benef i t s.  

One. Syst ems can be connect ed and di sconnect ed whi l e t he net wor k i s i n 
oper at i on.

Two. Communi cat i ons ar e a t housand t i mes f ast er  t han vi a di r ect  wi r e or
phone l i ne. Radi cal l y new use and appl i cat i ons wi l l  f ol l ow.

Thr ee. Al t hough cost s ar e r educed we' r e al so get t i ng mor e comput i ng f or  each 
dol l ar  by r educi ng t he swi t ch l oad on comput i ng nodes. I f  you l ook cl osel y 
at  our  cur r ent  net wor k,  i t  t ur ns out  t hat  many nodes ar e pr i mar i l y swi t chi ng 
comput er s.  Et her net  wi l l el i mi nat e t he need t o use comput er s as swi t ches.  I n 
t hi s way t he comput er s t hat  ar e doi ng an over head f unct i on swi t chi ng messages 
f or  t hei r  f r i ends can go back t o r eal  comput i ng and have f un t oo. Ever yone' s 
pr oduct i vi t y i s r ai sed.

Four . The l ast  poi nt  i s t he most  i mpor t ant  one.   We can' t  have or der l y 
open- ended gr owt h wi t hout  havi ng a st r uct ur e. Wi t h Et her net  t her e i s onl y 
one connect i on per  node. I n t r adi t i onal  net wor k st r uct ur es t her e ar e many 
connect i ons and equi pment  must  be pr ovi ded t o swi t ch messages. Et her net
pr ovi des a f ul l y di st r i but ed swi t ch wi t hout  t he pai n and l i mi t at i ons of
i nt ensi ve and er r oneous pl anni ng.  

SLI DE 45 

I t ' s al so been shown t hat  Et her net  wor ks wi t h a var i et y of  comput er s. I n May 
of  l ast  year  Di gi t al ,  Xer ox,  and I nt el  had an Et her net  r unni ng at  t he 
Nat i onal  Comput er  Conf er ence. Si nce each of  t hese compani es f ol l owed t he 
same st andar d we wer e abl e t o t r ansf er  pr i nt  f i l es and send messages back 
and f or t h bet ween t he Di gi t al ,  Xer ox,  and I nt el  boot hs.



SLI DE 46 

Et her net  i s i nst al l ed i n our  Cent r al  Engi neer i ng Depar t ment  wher e we' r e i n 
t r ansi t i on f r om t he dat a swi t ch t o swi t chi ng concent r at or s on Et her net .  
Her e,  we al so see t hr ee gener at i ons of  swi t ches:  t he t el ephone,  t he dat a 
swi t ch and Et her net .  

SLI DE 47 

A VAX comput er  connect ed t o Et her net .  

SLI DE 48 

A t er mi nal  concent r at or  manuf act ur er ed by one of  our  compet i t or s i s pl ugged 
i nt o our  Et her net .  

SLI DE 49 

Fi nal l y I ' d l i ke t o show you an ad pr oduced by anot her  manuf act ur er . Not e 
how t hey f eat ur e Et her net ,  and l i st en t o what  t hey have t o say. Let  me r ead.

" Et her net . . . gi ves you i nst ant aneous access t o al l  r esour ces on t he net wor k,
such as f i l es,  pr i nt er s,  ot her  I / O devi ces - -  even ot her  mai nf r ames - -   pl us 
al l  t he speed of  a dedi cat ed si ngl e- user  comput er .

" I n r eal  t er ms,  what  t hi s means i s t hi s.   I nst ead of  t aki ng as l ong as 44 
seconds t o t r ansmi t  t en pages of  dat a,  t he t r ansf er  t akes pl ace i n . 042 
second.   I n t he 4. 4 seconds i t  woul d t ake a convent i onal  net wor k t o send one 
page of  War  and Peace,  wi t h . . .  Et her net ,  you coul d send t he ent i r e 1000 page 
novel . "  

Al l  t he peopl e i n Xer ox' s Adver t i si ng Depar t ment  coul dn' t  say i t  any bet t er .
 Nei t her  coul d our s or  I nt el ' s.   Wi t h t hi s per f or mance,  wi t h t he ease wi t h 
whi ch you can connect  syst ems t o Et her net ,  and wi t h t he number  of  di f f er ent  
manuf act ur er s l i ni ng up behi nd t he Et her net  st andar d,  you' r e goi ng t o see a 
gr owi ng i nt er est  i n l ocal - ar ea net wor ks.  



 

  

SLI DE 50 
 
Et her net  pr ovi des t he needed st r uct ur e f or  t he Fi f t h Gener at i on of  comput er s.  
 
I t  pr ovi des f or  many cur r ent  needs.   The act ual  use i s l i kel y t o be qui t e 
di f f er ent .  
 
We use Et her net  and ar e commi t t ed t o Et her net .  
 
Et her net  conf or ms t o t he Open Syst ems Ar chi t ect ur e of  t he I nt er nat i onal  
st andar ds Or gani zat i on,  and we bel i eve t hat  because of  i t ' s si mpl i ci t y 
Et her net  wi l l  become t he Local  Ar ea Net wor k st andar d.  
 
Di gi t al  wi l l  cer t ai nl y be i nt r oduci ng pr oduct s wi t hi n t he next  f ew mont hs.  
 
Mor eover  f or  t he f ut ur e. . .  
 
 
 
 
 

SLI DE 51 
 
Si nce we bel i eve Et her net  i s t he  UNI BUS of  t he f i f t h gener at i on,  
 
 
 
 
 
 
 
 
 

SLI DE 52 
 
We,  t her ef or e,  bel i eve Et her net  i s t he uni f yi ng key t o t he 
5t h comput er  gener at i on because i t  i s t he r i ght  st andar d t o i nt er connect  
comput er s and f or  Open Local  Ar ea Net wor ks.  
 



Why Di gi t al Bel i eves Et her net I s A Uni f yi ng Key t o t he 5t h Gener at i on 

Gor don Bel l
Vi ce Pr esi dent ,  Engi neer i ng 

Di gi t al  Equi pment  Cor por at i on 
2/ 7/ 82 Sun 17: 12: 26 

EN i s a Uni f yg key I n t he Fi f t h Comput er  Gener at i on,  a wi de var i et y of  comput er s wi l l
communi cat e wi t h one anot her . No one ar gues about  t hi s. Al l  t he shout i ng 
i s about  how t o do i t  and what  f or m t he comput er s wi l l t ake.

ENisUnikbeca A st andar d communi cat i ons  l anguage i s t he key. I  bel i eve Et her net  i s 
t hi s uni f yi ng key t o t he 5t h comput er  gener at i on because i t  i nt er connect s 
al l  si zes and t ypes of  comput er s i n a passi ve,  t i ght l y- coupl ed,  hi gh 
per f or mance f ashi on,  per mi t i ng t he f or mat i on of  l ocal - ar ea net wor ks.  
Et her net  i s t he st andar d t hat  can hush t he ar gument  and l et  ever yone get  
t o wor k on t he comput i ng nodes.  

No vendor has i t St andar di zat i on i s necessar y because no one vendor  has i t  al l ,  or  can 
pr ovi de t he f ul l  spect r um of  i nf or mat i on pr ocessi ng nodes t hat  ar e 
emer gi ng.  Most  or gani zat i ons have comput er s bui l t  by di f f er ent  vendor s.  
Al t hough comput er  dat a and pr ocesses ( t hat  i s t he wor k)  ar e 
i nt er dependent ,  no easy and i nexpensi ve way t o send dat a among machi nes 
exi st s.   Ever yone' s cust omer s ar e demandi ng a net wor k st andar d. Et her net
can do i t  f or  ever yone.



 

  

EN,  UB of  5 I ' m goi ng t o t el l  you f our  st or i es t hat  i l l ust r at e t he di f f er ent  f acet s of  
Et her net .   The f i r st  i s about  t he Uni bus and why I  t hi nk Et her net  i s t he 
Uni bus of  t he Fi f t h Gener at i on.  
 

Unibus Ad  I n 1970 Di gi t al  i nt r oduced t he Uni bus t o i nt er connect  par t s of  a comput er .  
 The Uni bus i s j ust  a si mpl e r i bbon- l i ke cabl e wi t h 56 conduct or s as shown 
i n t hi s ol d ad.   Wi t h Uni bus peopl e coul d easi l y assembl e t hei r  own 
comput er s and di d so i n many di f f er ent  ways,  and i t  became a st andar d.  
 

 Vi r t ual l y al l  comput er s bui l t  t oday ut i l i ze a Uni bus- t ype ar chi t ect ur e,  
i ncl udi ng I nt el ' s Mul t i bus,  and Mot or ol a' s Ver sabus.   Bot h of  t hese busses 
ar e st andar ds t oo.  
 

Uni bus- t ype i c Thi s bus i s a hi gh- speed dat a pat h t hat  l i nks al l  syst em component s wi t hi n 
a si ngl e comput er .   The pr ocessor .   Pr i mar y memor y.   Secondar y di sk 
memor y.  Communi cat i ons i nt er f aces.   Real t i me equi pment  i nt er f aces.   
I nt er f aces t o speci al  cust omer  equi pment .  
 

 The compl et e Uni bus speci f i cat i on i s cont ai ned i n a manual  about  1/ 2 i nch 
t hi ck,  r oughl y t he si ze of  t he Et her net  bl ue book speci f i cat i on.   Fr om 
t hi s,  user s have desi gned 10' s of  t housands of  machi nes t o mat ch t he 
comput er  t o t hei r  appl i cat i on i n an al most  open- ended f ashi on.   Smal l  
dedi cat ed cont r ol l er s,  per sonal  comput er s,  pedagogi cal  machi nes and l ar ge 
t i meshar ed comput er s ar e al l  bui l t  t hi s way.   Any ki nd of  comput er  can be 
bui l t  easi l y f r om a common set  of  component s.  
 

 What  st ar t ed as a good scheme f or  i nt er connect i ng component s t hat  Di gi t al  
suppl i ed,  became a l ovel y st andar d f or  st ar t i ng a whol e pl ug- compat i bl e 
busi ness.   The unexpect ed r esul t ,  an i ndust r y wi t h 100' s of  vendor s and 
l ot s of  new compet i t or s.   The pl ug compat i bl e par t s mean l ower  pr i ces.   
The non- mundane user  desi gned connect i ons t o t el evi si on camer as,  r obot s 
and ot her  devi ces act  t o st i mul at e t he whol e next  comput er  gener at i on,  
based on need.  
 

EN i nt er connect  Et her net   i s onl y an ext ended uni f yi ng bus,  l i ke 
Uni bus,  t hat  i nt er connect s many comput er  based i nf or mat i on pr ocessi ng 
syst ems but  i n a 2. 5 by 2 ki l omet er  ar ea.  
 

 Uni bus has a si ngl e pr ocessor  f or  one comput er ,  Et her net  can suppor t  many 
di f f er ent  comput er s i n al l  si zes and pl aces doi ng al l  t ypes of  wor k.  
 

 A Uni bus syst em has l ocal  dat a st or age,  an Et her net  suppor t s dat abases 
di st r i but ed t hr oughout  t he net wor k.   The l at er  has evol ved t o be cal l ed 
t he f i l e ser ver .  
 

 A Uni bus syst em i nt er f aces t o ot her  comput er s vi a sl ow,  communi cat i on 
l i nks and t i ght l y coupl ed par al l el  l i nks,  an Et her net  al ways i nt er f aces t o 
ot her  comput er s di r ect l y.   Component s t hat  ar e not  comput er s ar e j ust  not  
bui l t  t oday.  I nt er connect i on occus di r ect l y and vi a speci al  comput er s 
cal l ed gat eways.  
 

Uni bus/ En compar e Et her net s coupl e host  pr ocessor s,  peopl e usi ng t hei r  own speci al  
t er mi nal s,  per sonal  comput er s and wor kst at i ons,  as wel l  as par t i cul ar  
f unct i ons l i ke f i l e ser ver s,  pr i nt  ser ver s,  communi cat i ons ser ver s,  and 
r eal t i me equi pment  i n t he l abor at or y and f act or y.  
 



Gat eways t o ot her  comput er s and net wor ks can be pr ovi ded by t hese 
communi cat i ons ser ver s.  

Comput er  syst ems decomposed i nt o seper at e,  f unct i onal  uni t s on an 
Et her net ,  wi l l be si gni f i cant l y easi er  t o bui l d.

EN phot o Then user s wi l l par t i ci pat e mor e t han ever  i n t he desi gn and bui l di ng of
t hei r  own syst ems and not  be l i mi t ed by t he vi si on of  a si ngl e suppl i er .

5t h net =syst em I n t he Fi f t h Gener at i on,  ever y  comput er  on t he Et her net ,  wi l l be bot h 
cont r i but i ng t o and shar i ng i n t he t ot al  r esour ces of  t he net wor k. The 
net wor k wi l l  be t he syst em.  

EN ub, 5t h beca Havi ng demonst r at ed t hat  Et her net  i s t he Uni bus of  t he 5t h gener at i on 
because i t  pr ovi des a passi ve st andar d t o i nt er connect  al l  si zes and t ypes 
of  comput er s i nt o a hi gh speed net wor k,  I  wi l l  t ur n t o t he i ssue of  
Et her net ' s r ol e.  



The second st or y i s about  t he evol ut i on of  t he comput er  gener at i ons -
dr i ven by t he semi conduct or  evol ut i on.  

5G def The Fi f t h Comput er  gener at i on,  l i ke i t s pr edecessor s,   wi l l onl y occur
when t her e new t echnol ogi es and needs t hat  conver ge t o cr eat e a new 
comput i ng st r uct ur e.  

Thr ee t echnol ogi es ar e f uel i ng t he 5t h gener at i on:  t he under st andi ng of  
how t o bui l d a r el i abl e Car r i er  Sense Mul t i pl e Access wi t h Col l i si on 
Det ect i on ( CSMA- CD)  t ype net wor k,  i n ef f ect  t he Et her ;  Ver y Lar ge Scal e 
I nt egr at ed Ci r cui t s or  VLSI  per mi t t i ng al l l ogi c t o be comput er  based,  but
mor e i mpor t ant l y per mi t t i ng a si mpl e,  l ow cost  connect i on t o t he Et her net
cabl e,  essent i al  f or  a st andar d;  and f i nal l y t echnol ogyi es such as hi gh 
r esol ut i on gr aphi cs t hat  accel er at e t he cr eat i on of  comput i ng nodes t hat  
ar e a pl easur e t o use.  

Mor e comput er  use r esul t s i n i ncr easi ng human pot ent i al  and hence an 
i ncr easi ng need or  demand.  GNP gr ows wi t h t he absor pt i on of  new 
t echnol ogi es t hat  al l ow hi gher  pr oduct i vi t y.   Ever y per son' s pr oduct i vi t y 
i s l i mi t ed by t he r at e comput er s communi cat e wi t h one anot her .   I n ef f ect ,
we have evol ved t he quadr uped t o a t hor oughbr ed but  not  changed t he t r ack.
 The onl y pat hs t hat  t hey can t r avel  ar e muddy,  r ocky and r andom t i me- wor n 
pat hs.  We need a f ast  r ace t r ack.  

Our  comput er s of t en wai t  at  t he gat e whi l e user s physi cal l y car r y dat a 
bet ween t hem i n what  i s becomi ng an i nver t ed soci et y t he comput er s do t he 
f un t hi nki ng par t s and t he user s car r y t r i vi a f r om machi ne t o machi ne,  or  
become si mpl e machi ne t o peopl e t r ansl at or s. Et her net  br eaks t hi s 
communi cat i on bot t l eneck. Fur t her mor e,  Et her net s can car r y voi ce,  gr aphs 
and pi ct ur es as wel l  as si mpl e messages and dat a f i l es. They' l l
r esut r uct ur e use. I t  won' t  be a st r ai ght f or war d ext r apol at i on of  si mpl e 
t er mi nal  t o comput er  and comput er  t o comput er  net wor ki ng we know t oday.

I n 1990,  we can pr obabl y l ook back and i dent i f y t r ends t hat  ar e not  cl ear
t oday.   So I  won' t  specul at e about  1990,  but  I  know t he f ut ur e wi l l  be 
mor e i nt er est i ng t han t he si mpl i st i c,  evol ut i onar y vi ew I ' m pr esent i ng 
t oday.  

LAN def The devel opment  can onl y happen i f  we pr ovi de t he cr eat i ve envi r onment  i n 
whi ch t o i nvent .   I  t hi nk t he Et her net  based open Local  Ar ea Net wor k i s 
t hi s envi r onment .  " A l ocal - ar ea net wor k i s a set  of  i nf or mat i on pr ocessi ng 
nodes,  di st r i but ed i n a si ngl e ar ea and f ul l y i nt er connect ed vi a 
hi gh- speed dat a l i nks. "   An open l ocal  ar ea net wor k i s one i n whi ch any 
vendor  or  user  can suppl y nodes f or  t he net wor k.  

C has evol ved The user  shoul d be abl e t o communi cat e over  a l ocal  ar ea net wor k wi t h t he 
same nonchal ance as t he t el ephone,  not  knowi ng or  car i ng how t he net wor k 
wor ks or  how t he message i s t r ansmi t t ed.  

Whi r l wi nd I t ' s amazi ng t hat  t he f r ont  end user  por t i on of  t he t el ephone and t he 
comput er  r eal l y haven' t  changed much. The osci l l oscope of  t he Whi r l wi nd,
t he f i r st  r eal  t i me i nt er act i ve comput er  bui l t  i n 1950 i s j ust  a bi t
bi gger  and mor e gr aphi c t han t he ones on comput er s t oday. Jay For r est er
and hi s associ at es used i t  as a per sonal  comput er . The user  wal ked i nt o a 
bui l di ng t hat  was t he comput er  and i nt o a r oom t hat  was t he consol e and 
sat  down at  t he cat hode r ay t ube and t he comput er  spent  most  of  i t s t i me 



 

  

wai t i ng f or  t he user  t o i nt er act .   Thi s wasn' t  t he best  use of  t he wor l d' s 
onl y i nt er act i ve per sonal  comput er .  
 

Sl i de - 50s Ot her  ear l y machi nes,  such as t he f i r st  one,  EDSAC bui l t  by Maur i ce Wi l kes 
i n Cambr i dge,  Engl and,  sought  t o be mor e ef f i ci ent  by keepi ng t he user s 
away f r om t he machi ne.   The pr ogr ammer s wor ked of f - l i ne and t hen handed 
pr ogr ams on paper  t ape t o peopl e who put  t hem on a cl ot hes l i ne and 
event ual l y f ed t hem i nt o t he comput er .   Thi s maxi mi zed t he machi ne' s use.  
 

Improved batch  But  i sol at ed user s qui ckl y gr ew t o hat e and t o be i nt i mi dat ed by t he bat ch 
comput er s.   Peopl e woul d pr epar e t hei r  pr ogr ams on punch car ds,  submi t  
t hem t o a cl er k and t he pr ogr am woul d be put  i n t he queue.   As of t en as 
not ,  er r or s wer e f ound i n t he pr ogr am or  dat a so i nst ead of  get t i ng an 
answer  t o an i mmedi at e busi ness pr obl em t he user  had t o r ekey hi s pr ogr am 
and and go back t o t he end of  t he l i ne.  I t ' s no wonder  t hat  user s want ed a 
di f f er ent  way of  doi ng t hi ngs.  
 

PDP- 1 spacewar  Wi t h t he i nt r oduct i on of  t r ansi st or  t echnol ogy,  comput er s st ar t ed t o get  
smal l er .   I n 1960,  Di gi t al  i nt r oduced t he PDP- 1,  t he f i r st  commer ci al  
comput er  wi t h an i nt er act i ve vi deo di spl ay t hat  pl ayed Space War ,  t he 
gr and daddy of  al l  comput er  space games.  I n 1961,  t wo t ypewr i t er s wer e 
connect ed t o a PDP- 1 at  Bol t ,  Ber nanek and Newman and t he t i meshar i ng i dea 
was bor n.  
 

PDP-6  I n 1963,  Just  t wo year s af t er  t he f i r st  exper i ment ,  Di gi t al  i nt r oduced t he 
f i r st  commer ci al  t i meshar i ng syst em,  PDP- 6,  f or  8 t o 16 user s.  
 

60's  Then t he comput er ' s t i me,  wast ed wai t i ng f or  one user ,  was used by 
anot her .   Thr oughout  t he si xt i es,  t he evol ut i on of  bat ch,  per sonal  and 
t i me- shar ed comput er s cont i nued.    Bat ch mai nf r ames wer e devel oped wi t h 
r emot e j ob ent r y t er mi nal s so a f ew l ucky user s coul d ent er  dat a f r om 
t hei r  of f i ces.  
 

                   Mi ni comput er s,  l i ke t he PDP- 8,  wer e smal l  and i nexpensi ve enough so t hey 
coul d be dedi cat ed t o par t i cul ar  appl i cat i ons.   Many of  t hese 
mi ni comput er s wer e used t o pr epar e dat a f or  bat ch pr ocessi ng on a 
mai nf r ame.  
 

                   Ot her  mai nf r ames became speci al i zed t i meshar i ng machi nes.   But  comput i ng 
was st i l l  ver y expensi ve and i mper sonal .  
 

Ti meshar i ng PDP- 11 The r eal  br eakt hr ough came i n 1972 when we l ear ned how t o pr ovi de 
t i meshar i ng on a mi ni comput er .   For  t he f i r st  t i me, l ow cost ,  i nt er act i ve,  
per sonal  comput i ng capabi l i t i es coul d be pr ovi ded at  a cost  t hat  most  
user s coul d j ust i f y.    Comput er s came out  of  t he comput er  r ooms and 
st ar t ed wi t h user s.  
 

70' s Af t er  t he i ni t i al  honeymoon,  a need devel oped t o i nt er connect  t he machi nes 
t o each ot her  and t o t he l ar ge bat ch machi nes whi ch by now coul d be 
cont r ol l ed f r om t er mi nal s.   As a r esul t ,  engi neer s di d what  came nat ur al l y 
and st ar t ed t o st r i ng wi r e bet ween t hem.  
 

80' s di st  pr oc I n t he l at e 70' s t he i nt er connect i on pr obl em was exacer bat ed by t he baby 
comput er  boom,  known as per sonal  comput er s.  
 

 Li ke chi l dr en ever yone want s a l i mi t ed number  f or  t hei r  ver y own.   



Per sonal  comput er s gi ve t hat  one on one r eal t i onshi p.   Ther e' s no l onger  
anyone wat chi ng you wor k,  not  even an account i ng pr ogr am.  You can do your  
own t hi ng i n a non- t hr eat i ng way.  No one need know i f  you use t he machi ne 
or  even i f  you t ur n i t  on. . .  or  i t  t ur ns you on.  

But  t hen t her e ar e t i mes t hat  you and your  per sonal  comput er  want  t o be 
connect ed wi t h anot her  machi ne t o get  pr ogr ams,  t r ansmi t  messages,  l ook at
a pi ct ur e,  or  send a non- i nt r usi ve voi cegr am message.  

And so many mor e wi r es have t o somehow be added bet ween t he cent r al i zed,  
shar ed r emot e bat ch mai nf r ame;  t he depar t ment al  t i meshar ed mi ni comput er s;
and t he i ndi vi dual  per sonal  comput er s.   I f  t her e ar en' t  l i nes r unni ng 
bet ween al l  t he machi nes t hen t her e pr obabl y shoul d be;  ot her wi se,  
i nf or mat i on on one node needed el sewher e and has t o be r e- ent er ed.  

80' s dp wi t h EN Et her net  wi l l pr ovi de t he st r uct ur e needed t o manage di st r i but ed 
comput i ng.   I t ' s coher ent  st r uct ur e i s capabl e i s of  handl i ng an 
ever - gr owi ng vol ume of  t r af f i c among al l  machi nes.



LAN needs The l ast  t wo st or i es addr ess Et her net  user  needs.

                   Fi r st ,  t hey pr ovi de hi gh- speed i nt er connect i on among di sper sed comput er s.
( Cr eat i ve pr ogr ammer s ar e kept  happy and wor k ef f ect i vel y when connect ed 
t o hi gh speed syst ems. They want   t o be abl e t o cal l  al l  t he machi nes i n 
t hei r  net wor k and communi cat e wi t h ot her s i n t he newor k i ndependent  of
wher e t hey ar e. When we' r e wor ki ng wi t h a machi ne,  we have l ess pat i ence 
t han a 2 year  ol d wai t i ng f or  a cooki e.

Second,  Et her net s pr ovi de si mpl e i nt er connect i ons of  t er mi nal s and 
per sonal  comput er s t o host  pr ocessor s. New user s st ar t i ng wi t h si mpl e 
per sonal  comput er s wi l l be abl e t o i mpr ove t hei r  per f or mance by accessi ng 
l ar ger  machi nes as t hei r  needs i ncr ease. Cl ear l y hi st or y has shown t hat
t he mor e comput er  power  anyone has t he mor e he want s.  I t  i s an i nsat i abl e 
hunger  l i ke none known bef or e wi t h t he i mmedi at e r ewar d of  gr eat er  
i ndi vi dual  pr oduct i vi t y.  

Thi r d,  Et her net s i nt er connect  al l  ki nds of  comput er  cont r ol l ed equi pment .  
For  exampl e,  l i nks bet ween comput er  cont r ol l ed equi pment  i n t he l abor at or y 
on t he f act or y f l oor  and dat a pr ocessi ng equi pment  i n t he of f i ce.  



 

  

Ter mi nal  t o per sonal  
comput er  t o comput er  
i nt er connect  need 
 Ever y or gani zat i on want s open ended,  f l exi bl e l i nks bet ween per sonal  

comput er s and t er mi nal s and l ar ger ,  mor e cent r al  comput er s.  
 

Cur r ent  connect i on Today,  most  user s have si mpl e bl ock mode,  f i xed f unct i on t er mi nal s.   
Near l y al l  of  t hese ar e evol vi ng i nt o compl et e per sonal  comput er  syst ems.  
 

                   I t  makes l i t t l e di f f er ence whet her  t he user  has a si mpl e t er mi nal ,  or  a 
f ul l - f l edged per sonal  comput er .   For  si mpl e t er mi nal s,  hi gh bandwi dt h i s 
needed f or  char act er  at  a t i me i nt er act i on,  and f or  ef f ect i ve use of  
per sonal  comput er s,  hi gh bandwi dt h i s needed t o t r ansf er  messages,  f i l es,  
i mages and voi cegr am messages.  
 

 Today t he t ypi cal  user  i s most  l i kel y l i nked t o a si ngl e host  comput er ,  
and communi cat i on wi t h ot her  comput er s i s t hr ough t hi s host .  
 

 User  demanded l ocal  ar ea net wor ks devel op by wi r i ng var i ous host s and 
t er mi nal s t oget her  by t he user s.  
 

C- t er m,  no EN The most  common answer  t o t he pr obl em i s t o use t el ephone l i nes,  put t i ng 
al l  t er mi nal  t r af f i c ont o a t el ephone syst em whi ch may not  be capabl e of  
handl i ng i t .   Then modems have t o be i nst al l ed t o conver t  t he di gi t al  
si gnal  gener at ed by a t er mi nal  or  comput er  t o an anal og si gnal  t hat  can be 
car r i ed over  a t el ephone l i ne.   The bi ggest  pr obl em i s t hat  our  user s want  
t o communi cat e at  l east  at  9600 bi t s per  second,  and t hi s j ust  can' t  be 
done economi cal l y wi t h t hese swi t ches.  
 

 A second answer  t o t he pr obl em i s t he dat a swi t ch.  By i nst al l i ng a swi t ch 
bet ween t he user  and t he comput er  net wor k i t  i s possi bl e f or  any user  t o 
connect  t o any comput er .  
 

 But  connect i ng t er mi nal s t o t he swi t ch i nvol ves a l ot  of  wi r i ng.   These 
di agr ams ar e si mpl e enough t o dr aw,  bui l di ng t hem i s compl i cat ed.   
Fur t her mor e,  t er mi nal  wi r i ng i s a never  endi ng busi ness r equi r i ng much 
pl anni ng,  r esul t i ng i n much i nf l exi bi l i t y and al l  f uel ed wi t h much money.  
 

                   So even i f  - -  at  f i r st  gl ance - -  bot h t el ephone l i nes and t he dat a swi t ch 
l ook l i ke sol ut i ons t hey ar en' t .   They' r e par t  of  t he pr obl em as anyone 
who has many t er mi nal s and comput er s wi l l  t el l  you.  
 

Spi t br ook si t e I  know per sonal l y,  because Di gi t al  cont i nual l y f aces t hi s pr obl em l i ke our  
f aci l i t y i n Nashua New Hampshi r e wher e we have 30 comput er s and 700 user  
t er mi nal s.  
 

 A pr i st i ne vi ew shows a number  of  comput er s and a bi g r oom used f or  
swi t chi ng t he l i nks bet ween 

 t er mi nal s and di f f er ent  comput er s.  
 

wi r er oom You don' t  see t he pr obl em unt i l  you open t he door .  Ever y t er mi nal  l i ne i s 
wi r ed t o a boar d i n t hi s r oom.   And ever y t i me an unpl anned t er mi nal  i s 
added someone i s cal l ed t o r un mor e wi r es.  
 

Under  t he f l oor  Wi r es ar e r un f r om boar d t o t he wi r er oom t o a swi t ch comput er .  
 



Dat a swi t ch phot o Thi s swi t ch comput er  i s now bound and i t  doesn' t  gr ow ver y gr acef ul l y,
par t i cul ar l y when t he number  of  l i nes i s mul t i pl i ed. I n t hr ee year s we 
pl an,  Reganomi cs wi l l i ng,  t o t r i pl e t he number  of  comput er s f r om 30 t o 90 
and doubl e t he number  of  user s f r om 700 t o 1400. And we pr obabl y shoul d 
have pl anned f or  2800 user s. Wi t hout  a sol ut i on t hat  gr ows easi l y and 
dynami cal l y,  we ar e goi ng t o be st r angl ed by t he i ner t i a of  t he wi r e and 
swi t ches and our  i nabi l i t y t o pl an and i st al l  t hem.  How can we do t hi s? 

EN i s t he sol n The user s wi l l have r ecogni zed t he pr obl em and i nst al l ed a l ocal  ar ea 
net wor k l ong bef or e any pl anner . I t  won' t  be par t  of  a gr and pl an t hat  I
as head of  t he or gani zat i on have t o l egi sl at e or  even wor r y about . Wi t h 
an Et her net  di r ect  connect i on i s made bet ween al l  user  t er mi nal s vi a 
t er mi nal  concent r at or s and t he myr i ad of  comput er s.  

Et her net sol ves t he 
user ( at a t er mi nal )  
connect i on pr obl em Et her net  sol ves a number  of  pr obl ems.   By sol vi ng t he comput er  t o comput er

i nt er connect i on pr obl em,  t he comput er  i nt er connect i on pr obl em i s r esol ved.
Any mai nf r ame,  mi ni comput er ,  or  per sonal  comput er  can access t he 
hi gh- speed net wor k whi l e i t  i s i n oper at i on.   At  10 mi l l i on bi t s per  
second,  user s don' t  compl ai n because t he connect i ons ar e 100 t i mes f ast er  
t han di r ect  wi r i ng and 1000 t i mes f ast er  t han t el epone l i nes.  

The bi ggest  gai n i s open- ended net wor k gr owt h.  Di r ect  cabl e access t o t he 
net wor k,  of t en di r ect l y by t he user s al l ows addi ng equi pment  whi l e t he 
syst em i s i n oper at i on.   No addi t i onal  comput er s or  wi r i ng ar e needed. I n 
many cases t he user s wi l l  have i nst al l ed t hei r  own net wor ks or  net wor k 
segment s,  as si mpl y as checki ng out  penci l s f r om of f i ce suppl i es so t hat
t he can bui l d t hei r  own net wor ks by maki ng t hei r  own connect i on.  

I n t hi s way t he net wor k can evol ve on need r at her  t han bei ng l i mi t ed by 
some pl anner ' s l i mi t ed vi ew of  t he f ut ur e or  some sal esman' s abi l i t y t o 
get  t he wr ong equi pment  i nt o a si t e.  

Det ai l ed pl anni ng i s one of  t he har dest  j obs i n evol vi ng and changi ng 
or gani zat i ons. Whet her  i t ' s addi ng a new depar t ment  or  pr oduct  l i ne,  or
whet her  peopl e ar e j ust  movi ng t hei r  desks ever y day. I n many 
or gani zat i ons pl anni ng i s done Russi an st yl e:  a hi ghl y cent r al i zed 
t op- down af f ai r  t hat  i ncl udes t he r ange f r om a new bui l di ng t o a box of
penci l s.  For  t he dynami c gr owt h and change t hat  can be expect ed f or  
comput i ng,  cent r al i zed pl anni ng of t en cr eat es mor e pr obl ems t han i t  
sol ves.  

Et her net  t echnol ogy sol ves t he pr obl em of  t he dynami c change,  al l owi ng 
t r adeof f s i n t he number  and ki nd of  connect i ons,  t he number  of  t er mi nal s,
t he number  of  comput er s on a day t o day basi s. The i nt er medi ar y pl anner s 
and doer  or gani zat i ons ar en' t  needed: ever yone i s f r ee t o get  mor e wor k 
done.

The r esul t :   hi gher  pr oduct i vi t y by el i mi nat i ng a f unct i on and t he 
i nt er f ace t o t hat  f unct i on.  Wor ker s can j ust  do t he wor k wi t hout  beggi ng 
and negot i at i ng t o do wor k.  



The l ast  st or y.  
Comput er i c need I nt er connect i ng numer ous speci es of  comput er s i s somewhat  di f f er ent  t han 

connect i ng t er mi nal s or  per sonal  comput er s t o shar ed comput er s.  

WW ENG net Agai n,  I  woul d l i ke t o t ur n t o a homel y exampl e.  Our  Engi neer i ng Net wor k 
at  Di gi t al  i ncl udes over  200 comput er  syst ems ser vi ng sever al  t housand 
t er mi nal  user s. I t  l ooks l i ke a bunch of  i nt er connect ed l i nks and nodes.

Hl evel pr ot cl need But  a net wor k i s mor e t han j ust  l i nes and nodes despi t e t he f act  t hat  I ' ve 
been t r yi ng t o show how si mpl e one can be.

Hi gher  l evel  pr ot ocol s ar e needed t o suppor t  t he i nt er connect i on of  
di ssi mi l i ar  comput er s;  t o i mpl ement  compl ex net wor k f unct i ons such as f i l e 
and dat a t r ansf er  of  al l  t ypes and t er mi nal - t o- t er mi nal   communi cat i ons;  
and t o pr ovi de net wor k management .  

The pr ot ocol s ar e compl ex.   But  t hey ar e a pr er equi si t e f or  bui l di ng a 
net wor k t hat  i ncl udes di f f er ent  comput er  syst ems.   That ' s why i t  i s 
cr i t i cal  t hat  l ocal - ar ea net wor k communi cat i ons ar e compl et el y compat i bl e 
wi t h hi gh- l evel  net wor ki ng pr ot ocol s.  

For  t he Et her net  St andar d,  we chose t he Open Syst ems Ar chi t ect ur e of  t he 
I nt er nat i onal  St andar ds Or gani zat i on.   I n addi t i on,  our  own DECnet  
ar chi t ect ur e i s compat i bl e wi t h t hi s st andar d.  

Eng net sys di ag Di gi t al ' s Engi neer i ng Net wor k has over  200 comput er s i n 10 di f f er ent
l ocat i ons.

Li nes and l ocs Ther e ar e si t es i n Massachuset t s,  New Hampshi r e,  Col or ado,  New Mexi co and 
Engl and connect ed by speci al  52, 000 bi t  per  second l i nes and sat el l i t e 
l i nks.

80/ 20 The number  of  si t es i s i ncr easi ng sl owl y,  whi l e t he number  of  comput er s at
each si t e si t es i s i ncr easi ng ver y r api dl y and t hei r  r at e of  i ncr ease wi l l
accel er at e as per sonal  comput er s r epl ace t he si mpl e t er mi nal s.  

                   At  l east  80 per cent  of  al l  net wor k t r af f i c i s l ocal  t r af f i c and t hat
per cent age wi l l  i ncr ease.

Spi t br ook Syst ems  Ni ne l i nks t i e t he 30 Comput er s at  t he Spi t br ook si t e t o ot her  net wor k 
si t es.

Not i ce t hat  what  we ar e t r yi ng t o achi eve i s f ul l  i nt er connect i vi t y on a 
democr at ci ,  non- hi er ar chi cal  basi s. I f  we di d t hi s by r unni ng wi r es,  435 
wi r es woul d be r equi r ed t o i nt er connect  t he 30 comput er s.

ZK wi t h mor e nodes Wi t h 90 comput er s,  4005 l i nks woul d be r equi r ed f or  t ot al
i nt er connect i vi t y.   Al so,  over  8000 t er mi nat i ng cont r ol l er s woul d be 
r equi r ed.  As you can see,  i nt er connect i ng t hese comput er s on a 
poi nt - t o- poi nt  basi s r esul t s i n a t opol ogy t hat ' s so compl ex- not  t o 
ment i on so expensi ve- t hat  i t ' s bound t o be i nef f ect i ve and undesi r eabl e.

ZK wi t h EN Now see what  happens when we i nst al l  Et her net .  Onl y one wi r e and onl y one 
t er mi nat i ng cont r ol  uni t  i s needed per  machi ne.   And anyone can make t he 
connect i on t o t he cabl e at  any t i me.    Ever yt hi ng i s i nt er connect ed i n a 
ver y si mpl e and or der l y way.  We now have an under st andabl e and wor kabl e 



st r uct ur e t hat  wi l l pr ovi de a number  of  benef i t s.

Et her net Sol ves t he 
Comput er I nt er connect
Pr obl em By. . .

Et her net  not  onl y sol ves t he connect i on pr obl em,  but  pr ovi des f our
addi t i onal  benef i t s.  

One. Syst ems can be connect ed and di sconnect ed whi l e t he net wor k i s i n 
oper at i on.

Two. Communi cat i ons ar e a t housand t i mes f ast er  t han vi a di r ect  wi r e or
phone l i ne. Radi cal l y new use and appl i cat i ons wi l l  f ol l ow.

Thr ee.  Al t hough cost s ar e r educed we' r e al so get t i ng mor e comput i ng f or
each dol l ar  by r educi ng t he swi t ch l oad on comput i ng nodes. I f  you l ook 
cl osel y at  our  cur r ent  net wor k,  i t  t ur ns out  t hat  many nodes ar e pr i mar i l y 
swi t chi ng comput er s.  Et her net  wi l l el i mi nat e t he need t o use comput er s as 
swi t ches. I n t hi s way t he comput er s ,  who ar e doi ng an over head f unct i on 
swi t chi ng messages f or  t hei r  f r i ends can go back t o r eal  comput i ng and 
have f un t oo. Ever yone' s pr oduct i vi t y i s r ai sed.

Four .  The l ast  poi nt  i s t he most  i mpor t ant  one. We can' t  have or der l y 
open- ended gr owt h wi t hout  havi ng a st r uct ur e. Wi t h Et her net  t her e i s onl y 
one connect i on per  node. I n t r adi t i onal  net wor k st r uct ur es t her e ar e 
many connect i ons and equi pment  must  be pr ovi ded t o swi t ch messages.
Et her net  pr ovi des a f ul l y di st r i but ed swi t ch wi t hout  t he pai n and 
l i mi t at i ons of  i nt ensi ve and er r oneous pl anni ng.



 

  

Et her net  at  NCC    I t ' s al so been shown t hat  Et her net  wor ks wi t h a var i et y of  comput er s.   I n 
May of  l ast  year  Di gi t al ,  Xer ox,  and I nt el  and had an Et her net  r unni ng at  
t he Nat i onal  Comput er  Conf er ence.   Si nce each of  t hese compani es f ol l owed 
t he same st andar d  we wer e abl e t o t r ansf er  pr i nt  f i l es and send messages 
back and f or t h bet ween t he Di gi t al ,  Xer ox,  and I nt el  boot hs.  
 

Et her net  at  DEC    Et her net  i nst al l ed i n our  Cent r al  Engi neer i ng Depar t ment  wher e we' r e i n 
t r ansi t i on f r om t he dat a swi t ch t o swi t chi ng concent r at or s on Et her net .  
Her e,  we al so see t hr ee gener at i ons of  swi t ches:  t he t el ephone,  t he dat a 
swi t ch and Et her net .  
 

Et her net / VAX 
Connection       A VAX comput er  connect ed t o Et her net .  

 
Compet i t i ve 
Component         A t er mi nal  concent r at or  manuf act ur er ed by one of  our  compet i t or s i s 

pl ugged i nt o our  Et her net .  
 

PERQ Ad            Fi nal l y I ' d l i ke t o show you an ad pr oduced by anot her  manuf act ur er  Not e 
how t hey f eat ur e Et her net  and l i st en t o what  t hey have t o say.   Let  me 
r ead.  
 

 " Et her net . . . gi ves you    i nst ant aneous access t o al l     r esour ces on t he 
net wor k,  such    as f i l es,  pr i nt er s,  ot her  I / O    devi ces - -  even ot her  
mai nf r ames - -   pl us al l  t he    speed of  a dedi cat ed si ngl e- user  comput er .  
 

 " I n r eal  t er ms,  what  t hi s means    i s t hi s.  I nst ead of  t aki ng    as l ong 
as 44 seconds t o t r ansmi t  t en pages of  dat a,     t he t r ansf er  t akes pl ace 
i n    . 042 second.   I n t he 4. 4    seconds i t  woul d t ake a    convent i onal  
net wor k t o send    one page of  War  and Peace,     wi t h PERQ and Et her net ,  
you    coul d send t he ent i r e 1000    page novel . "  
 

 Al l  t he peopl e i n Xer ox' s Adver t i si ng Depar t ment  coul dn' t  say i t  any 
bet t er .   Nei t her  coul d our s or  I nt el ' s.   Wi t h t hi s per f or mance and wi t h 
t he ease wi t h whi ch you can connect  syst ems t o Et her net ,  and wi t h t he 
number  of  di f f er ent  manuf act ur er s l i ni ng up behi nd t he Et her net  st andar d 
you' r e goi ng t o see a gr owi ng i nt er est  i n l ocal - ar ea net wor ks.  
 

Et her net  i s an 
i mpor t ant  par t  of  
Fi f t h Gener at i on 
 Et her net  pr ovi des t he needed st r uct ur e f or  t he Fi f t h Gener at i on of  

comput er s.  
 

                   I t  pr ovi des f or  many cur r ent  needs.   The act ual  use i s l i kel y t o be qui t e 
di f f er ent .  
 

                   We use Et her net  and ar e commi t t ed t o Et her net .  
 

 Et her net  conf or ms t o t he Open Syst ems Ar chi t ect ur e of  t he I nt er nat i onal  
st andar ds Or gani zat i on,  and we bel i eve t hat  because of  i t ' s si mpl i ci t y 
Et her net  wi l l  become t he Local  Ar ea Net wor k st andar d.  
 

 Di gi t al  wi l l  cer t ai nl y be i nt r oduci ng pr oduct s wi t hi n t he next  f ew mont hs.  
 

 Mor eover  f or  t he f ut ur e. . .  



Et her net i s t he
Uni bus of t he
fifthgeneration Si nce we bel i eve Et her net  i s t he  UNI BUS of  t he f i f t h gener at i on,

EN i s t he uni t y We,  t her ef or e,  bel i eve Et her net  i s t he uni f yi ng key 
key. t o t he 5t h comput er  gener at i on because i t  i s t he r i ght  st andar d t o 

i nt er connect  comput er s and f or  Open,  Local  Ar ea Net wor ks.  
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TO:  see " TO"  DI STRI BUTI ON DATE:  SAT 14 NOV 1981 5: 48 PM 
EST 

FROM:  GORDON BELL 
cc:  see " CC"  DI STRI BUTI ON DEPT:  ENG STAFF 

EXT:   223- 2236 
LOC/ MAI L STOP:  ML12- 1/ A51 

SUBJECT:  DI SCUSSI ON WI TH I CL PRES. WI LMOT ON USI NG ETHERNET 

Just  f i ni shed t al ki ng ( 4: 30 EST,  Sat ur day)  t o Wi l mot  
( 011- 44- 1- 949- 5903 London,  Tel ex at  Put ney Engl and)  r egar di ng 
t hei r  st andar di zat i on of  Et her net .   They ar e bei ng dr i ven by 
t hei r  cust omer s ( eg.  Ci t i bank,  Bar cl ay' s)  t o do t hi s because of  
t he pr ol i f er at i on of  mi ni s and because of  t he Xer ox PR pr essur e.  
He comment ed:  " Ever yone i s buyi ng i t  but  no one has t he sl i ght est
i dea as t o what  i t  i s.   Ther e i s i ncr edi bl e commer ci al  suppor t . "  

They ar e col l abor at i ng wi t h 3 Ri ver s vi a bui l di ng t he PERQs and 
wi t h MI TEL on PABX' s;  ALL ar e commi t t ed t o use Et her net  and wi l l
be def i ni ng a pr oduct  t her e i n t he next  f ew mont hs. He sai d:
" They have l ooked at  t he Xer ox Level  3 and 4 pr ot ocol s and 
pr ompt l y went  out  and got  dr unk! These pr ot ocol s ar e l i ke SNA 
squar ed. " They l i ke Et her net  and want  t o suppor t  i t  because of
t he commer ci al  moment um,  t he Level  1 and 2 st andar d and t he need,
but  ar e r eal l y saddened wi t h t he t echni cal  mer i t s of  t he Xer ox 
wor k.   As Br i t i sh engi neer s,  t hey demand t echni cal  el egance.  
They have al so been wor ki ng wi t h t he Unger mann Bass boar ds and 
wl l  pr obabl y st ar t  usi ng t hem.   They want  t he f ol l owi ng:  

1. Use EN f or  connect i ng bet ween I CL ( l ar gest  Eur opean Comput er
Co. )  and DEC ( f or  mi ni s) ,  MI TEL ( f or  PABX)  and 3 Ri ver s ( t hei r
pr of essi onal  wor kst at i on) . Have t he st andar d act ual l y ECMA based 
( t hei r  cust omer  base)  whi ch i s a super set  of  OSI  and x. 25,  but
goes up t o t he appl i cat i ons l evel .  

2. Get  al l  t hese f ol ks t oget her  t o get  a st andar d. Al so get  t he 
cust omer s i n t o r evi ew i t .

He suggest ed a massi ve t echni cal  ef f or t  t o get  t hese st andar ds 
set  i n t he next  f ew mont hs wi t h per sons f r om DEC,  Mi t el ,  3 
Ri ver s,  DEC,  some cust omer s,  et c. I  sai d we do not  do t hi s sor t



of  t hi ng! I  di d suggest  we have a t echni cal  exchange as t o wher e 
we ar e and pl an t o be. The goal  woul d be t o see i f  we have any 
basi s f or  doi ng any t ask f or ce wor k i n t hi s r egar d.

I  st at ed our  posi t i on:   We ar e evol vi ng DECnet  t o be used wi t h 
Et her net  as a l ow l evel  t r anspor t  and we ar e evol vi ng DECnet  t o 
conver ge wi t h OSI  and x. 25 as t hey become st andar d.   We ar e 
pr ovi di ng gat eways t o t he ot her  net wor ks such as SNA,  x. 25 and 
Xer ox ser ver s as necessar y.  

WE HAD AMAZI NG CONCURRENCE:
1. Techni cal  st andar ds ar e becomi ng a maj or  mar ket  st at egy and
f or ce. We ar e not  movi ng aggr essi vel y enough i n r ecogni zi ng t hi s  
and act i ng on i t .

2. I f  we don' t  hur r y,  i t ' s al l  academi c. We' l l be i mpl ement i ng a 
var i ant  of  SNA!

THE NEXT STEP:   Ber ni e,  pl ease send hi m a Tel ex i nvi t i ng t hem t o 
gi ve a t echni cal  pr esent at i on her e i n exchange f or  our  pr esent i ng 
t he pr ot ocol s we pl an t o use on EN.   I  woul d l i ke t o have Xer ox 
and I nt el  be par t of t he same meet i ng. The goal woul d be t o get
t hi s done t hi s next week.

" TO"  DI STRI BUTI ON:

SAM FULLER   BERNI E LACROUTE TONY LAUCK 
BI LL STRECKER 

" CC"  DI STRI BUTI ON:

BI LL DEMMER MARY JANE FORBES GVPC:  
WI N HI NDLE  BI LL KI ESEWETTER DAVE RODGERS 
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Why Di gi t al Bel i eves Et her net I s A Uni f yi ng Key t o t he 5t h Gener at i on 

Gor don Bel l
Vi ce Pr esi dent ,  Engi neer i ng 

Di gi t al  Equi pment  Cor por at i on 

Ti t l e Sl i de: Et her net - The Uni bus of  The Fi f t h Gener at i on 

EN t he UB of 5t h I n 1970 Di gi t al  i nt r oduced t he Uni bus t o i nt er connect  comput er  par t s 
t oget her  so t hat  a user  coul d cr eat e hi s own comput er  i n an open ended,  
f l exi bl e f ashi on t o mat ch hi s needs.   The Uni bus i s j ust  a si mpl e 
r i bbon- l i ke cabl e or  pr i nt ed wi r es al ong a backpl ane wi t h 56 conduct or s.
But  most  i mpor t ant ,  i t  became a st andar d.  

EN because I  bel i eve Et her net  i s one of  t he keys t o t he devel opment  of  t he Fi f t h 
Gener at i on of  comput er s because. . .  

Et her net  pr ovi des a st andar d t o i nt er connect  al l  si zes and t ypes of  
comput er s i n a passi ve,  t i ght l y- coupl ed,  hi gh per f or mance f ashi on,  f or mi ng 



a l ocal - ar ea net wor k.  

No vendor has i t The " st andar d"  must  be emphasi zed because no one vendor  has i t  al l ,  nor  i s 
l i kel y t o be abl e t o pr ovi de t he var i et y of  i nf or mat i on pr ocessi ng nodes
t hat  ar e possi bl e and wi l l  emer ge dur i ng t hi s gener at i on.   Most
or gani zat i ons have comput er s bui l t  by di f f er ent  vendor s and t he f i f t h
gener at i on r equi r es t hat  t hese machi nes communi cat e wi t h one anot her .
Al t hough comput er  dat a and pr ocesses ( t hat  i s t he wor k)  i s i nt er dependent ,
t her e i s no easy way t o send dat a among machi nes t oday easi l y and cheapl y.

Ever yone' s cust omer s ar e demandi ng a st andar d t hat  wi l l  make i t  easy t o
i nt er connect  syst ems bui l t  by di f f er ent  manuf act ur er s.

Uni bus ad phot o I nt er connect i on st andar ds ar e not   a new i dea.   The 
st andar ds make i t  possi bl e t o bui l d comput er s f ami l i es t hat  shar ed common 
component s.   Last i ng i nvest ment s can be pr eser ved and peopl e can pl an.  

One such st andar d i s t he Di gi t al  Uni bus,  i nt r oduced i n 1970 desi gned t o 
sol ve t he ease of  bui l di ng a comput er  pr obl em. I t ' s ver y hear t  i s not hi ng 
mor e t han wi r es. But  mor e i mpor t ant  i t  i s a set  of  convent i ons,  a st anar d 
t hat  def i nes t he way a comput er ' s component s can be i nt er connect ed.

Uni bus- t ype i c Thi s bus i s a hi gh- speed dat a pat h t hat  l i nks al l  syst em component s wi t hi n 
a si ngl e comput er .   The pr ocessor .   Pr i mar y memor y.   Di sk memor y.
Communi cat i ons i nt er f aces. Real t i me i nt er f aces.

Vi r t ual l y al l  comput er s bui l t  t oday ut i l i ze a Uni bus- t ype ar chi t ect ur e,
i ncl udi ng I nt el ' s Mul t i bus,  and Mot or ol a' s Ver sabus. Bot h compani es have 
ext ended t he i dea.

Al t hough t he si mpl e bus wi t h i t s 56 wi r es and sever al  hundr ed pages of  
speci f i cat i ons t hat  def i ne i t  ar e ver y st r ai ght f or war d,  t he r esul t s ar e 
not  obvi ous,  and i t  i s t hese r esul t s t hat  we can l ear n f r om. Al so,  i t  i s 
why I  t hi nk we have a per f ect  anal ogy.

Wi t h t he Uni bus,  we want ed comput er  user s t o bui l d any ki nd of  syst em t hey 
want ed by buyi ng our  component s and by desi gni ng and addi ng component s 
t hat  t hey bui l t . I t  wor ked,  t hey bought  t he si mpl i ci t y of  t he i dea and 
10' s of  t housands of  machi nes have equi pment  t hat  user s desi gned t o mat ch 
t he comput er  t o t hei r  appl i cat i on i n an al most  open- ended f ashi on. Smal l
dedi cat ed cont r ol l er s,  per sonal  comput er s,  pedagogi cal  machi nes and l ar ge 
t i meshar ed comput er s ar e al l  bui l t  t hi s way. I t  wor ks t o al l ow about  any 
ki nd of  comput er  t o be bui l t  easi l y f r om a common set  of  component s.

Unf or t unat el y,  t her e was a si de- ef f ect  t hat  we vi ew i s a doubl e edged 
swor d. What  was a good scheme f or  i nt er connect i ng component s t hat  we 
suppl i ed,  was a l ovel y st andar d f or  st ar t i ng a whol e pl ug- compat i bl e 
busi ness. The r esul t ,  an i ndust r y wi t h 100' s of  vendor s many of  whi ch 
compet e wi t h us.

Ever yone who has t hi s t ype of  bus exper i ences t he same phenomenon! User s 
l ove i t  because i t  i s so easy t o bui l d t he comput er  t hey want ,  and a whol e
compet i t i ve,  pl ug- compat i bl e i ndust r y f or ms suppl yi ng ever yt hi ng f r om 
pl ug- compat i bl e memor y t o t el evi si on and r obot  i nt er f aces.   The l at er
t ypes,  st i mul at ed by t he user s,  r eal l y f uel s t he new gener at i on.

EN i nt er connect Et her net i s an ext ended bus t hat  i nt er connect s many 



 

  

i nf or mat i on pr ocessi ng syst ems i n many l ocat i ons.  But  t he basi c component s 
r emai n t he same,  i ndependent  of  wher e t he connect i on i s made.  
 

 A Uni bus syst em has a si ngl e pr ocessor  f or  one comput er ,  Et her net  can 
suppor t  many di f f er ent  comput er s i n al l  si zes and pl aces doi ng al l  t ypes 
of  wor k.  
 

 A Uni bus syst em has l ocal  dat a st or age,  an Et her net  suppor t s dat abases 
di st r i but ed t hr oughout  t he net wor k wi t hi n ot her  comput er  nodes and as 
speci al  f unct i on nodes.   The l at er  has evol ved t o be cal l ed t he f i l e 
ser ver .  
 

 A Uni bus syst em i nt er f aces t o ot her  comput er s vi a sl ow,  communi cat i on 
l i nks and t i ght l y coupl ed par al l el  l i nks,  an Et her net  al ways i nt er f aces t o 
ot her  comput er s di r ect l y,  because we si mpl y do not  bui l d component s t hat  
ar e not  comput er s any l onger .  The i nt er connect i on i s bot h di r ect l y and vi a 
speci al  comput er s we cal l  gat eways.  
 

Uni bus/ En compar e The UNI BUS i s l i mi t ed t o 15 met er s and i s used t o bui l d a comput er ,  
Et her net  cover s an ar ea 2. 5 by 5 ki l omet er s and i s used t o bui l d a hi gh 
speed net wor k.  
 

 Because of  t he r api d devel opment  of  semi conduct or  t echnol ogy,  ever yt hi ng 
connect ed t o an Et her net  i s comput er  based.  
 

 Et her net s l i nk host  pr ocessor s,  par t i cul ar  f unct i ons l i ke f i l e ser ver s,  
pr i nt  ser ver s,  and r eal t i me equi pment  such as l abor at or y i nst r ument s and 
machi ne t ool s wi t h embedded comput er  i nt el l i gence,  and f i nal l y peopl e 
coupl ed vi a i nt el l i gent  wor kst at i ons and per sonal  comput er s of  ever y t ype 
and descr i pt i on.  
 

 We' l l  see gat eways t o ot her  comput er s and net wor ks.  Thus,  i t  shoul d be 
si gni f i cant l y easi er  t o bui l d comput er  syst ems because t hey ar e decomposed 
i nt o seper at e,  f unct i onal  boxes.  
 

EN phot o Et her net  has t he si mpl i ci t y t o pr ovi de t he st andar d t hat  al l ows al l  
equi pment  t o wor k t oget her ,  t he st andar d t hat  wi l l  al l ow t he evol ut i on of  
t he next  comput er  gener at i on.   Comput er  evol ut i on wi l l  not  be l i mi t ed by 
t he vi si on of  a si ngl e suppl i er .   The user s wi l l  par t i ci pat e mor e t han 
ever  i n t he desi gn and bui l di ng of  t hei r  own syst ems.  
 

5t h net =syst em I n t he Fi f t h gener at i on,  al l  t he i nf or mat i on pr ocessi ng nodes t hat  i s,  
ever y t er mi nal ,  ever y wor kst at i on,  and ever y comput er  on t he Et her net  wi l l  
be par t  of  a l ar ger  syst em and shar e t he t ot al  r esour ces of  t he net wor k.   
Thus,  t he net wor k i s t r uel y t he syst em.  
 

 For  exampl e any user  on t he net wor k - -  pr ovi ded t hey have t he r i ght  
cl ear ances - -  wi l l  be abl e t o access dat a st or ed anywher e wi t hi n t he 
net wor k.  
 

5G def  The Fi f t h Comput er  gener at i on wi l l  onl y occur  when t her e i s a conver gence 
of  new t echnol ogi es,  needs,  per mi t t i ng a new comput i ng st r uct ur e t o be 
bui l t  and f ol l owed by si gni f i cant  use.  
 

 Thr ee t echnol ogi es wi l l  f uel  t he 5t h gener at i on:  t he under st andi ng of  how 
t o bui l d a r el i abl e Car r i er  Sense Mul t i pl e Access wi t h Col l i si on Det ect i on 



( CSMA- CD)  t ype net wor k,  i n ef f ect  t he Et her ;  Ver y Lar ge Scal e I nt egr at ed 
Ci r cui t s or  VLSI  per mi t t i ng al l  l ogi c t o be comput er  based,  but  mor e 
i mpor t ant l y per mi t t i ng t he connect i on t o t he Et her net  cabl e i n a t r i vi al  
and cost - ef f ect i ve f ashi on t hat  i s essent i al  i n i t  becomi ng a usef ul  
st andar d;  and f i nal l y ot her  t echnol ogy such as hi gh r esol ut i on gr aphi cs t o 
accel er at e t he bui l di ng of  mor e wor t hwhi l e comput i ng nodes t hat  peopl e 
wi l l  enj oy wor ki ng wi t h.  

A new set  of  needs have r esul t ed f r om t he gr owi ng comput er  popul at i on.   
GNP gr owt h onl y occur s f r om t he absor pt i on of  new t echnol ogy gi vi ng hi gher
pr oduct i vi t y. Now ever y per son i nvol ved wi t h comput i ng i s l i mi t ed by t he 
communi cat i on wi t h ot her  syst ems. I n ef f ect ,  we have evol ved t he 
quadr uped t o a t hor oughbr ed and t he onl y pat hs t hat  t hey can t r avel  ar e 
muddy,  r ocky and r andom t i me- wor n pat hs. We want  a f ast  r ace t r ack.

Et her net  br eaks t hi s communi cat i on bot t l eneck by pr ovi di ng a l ocal  ar ea 
net wor k i nst ead of  one wher e peopl e car r y most  of  t he i nf or mat i on bet ween 
machi nes. I n addi t i on,  t hese net wor ks can car r y voi ce,  gr aphs and 
pi ct ur es as wel l  as si mpl e messages and dat a f i l es.   Thi s wi l l  t ot al l y 
r est r uct ur e t he appl i cat i ons,  goi ng f ar  beyond t he si mpl e t er mi nal  t o 
comput er  and comput er  t o comput er  net wor ki ng we know t oday.  

Thi s i s t he f i nal  par t  of  t he st or y of  a gener at i on.    I t  must  be sol i dl y 
based on a cur r ent  need,  but  af t er  t he f act ,  say i n 1990,  we can l ook back 
and f i nd t hat  t he act ual  use and t he r esul t i ng net wor ks wer e qui t e 
di f f er ent  t han we t hought .   I  won' t  specul at e about  1990 but  I  know i t  
wi l l  be r adi cal l y di f f er ent  f r om t he si mpl i st i c,  evol ut i onar y vi ew I ' m 
pr esent i ng t oday.  

LAN def Bef or e we pr oceed,  I ' l l  summar i ze,  " A l ocal - ar ea net wor k i s a set  of  
i nf or mat i on pr ocessi ng nodes,  di st r i but ed i n a si ngl e ar ea and f ul l y 
i nt er connect ed vi a hi gh- speed dat a l i nks.  

Comput i ng has
evolved When l ocal  net wor ks ar e i nst al l ed peopl e wi l l no l onger  have t o f unct i on 

as swi t ches and t r i vi al  i nf or mat i on car r i er s. I  don' t  t hi nk t hat  t he way 
t o become pr esi dent  i s by st ar t i ng as a messenger  per son. Too many j obs 
f or  i nt el l i gent  men and women ar e st i l l j ust  as swi t ches,  such as 
i nt er of f i ce mai l  car r i er s or  or der  ent r y cl er ks.

The user  shoul d be abl e t o communi cat e over  a l ocal  ar ea net wor k wi t h t he 
same nonchal ance as t he t el ephone,  not  knowi ng or  car i ng how t he net wor k 
wor ks or  how t he message i s t r ansmi t t ed.  

Whi r l wi nd I t ' s amazi ng t hat  t he f r ont  end user  pot i on of  t he t el ephone and t he 
comput er  r eal l y havent  changed much. The osci l l oscope of  t he Whi r l wi nd,
t he f i r st  r eal  t i me i nt er act i ve comput er  bui l t  i n 1950 i s onl y a l i t t l e 
bi gger  t han t he ones on comput er s t oday. Jay For r est er  and hi s associ at es 
used i t  as a per sonal  comput er  - -  t he pr obl em was t hat  t her e was onl y one 
Whi r l wi nd. The user  wal ked i nt o a bui l di ng t hat  was t he comput er  and i nt o 
a r oom t hat  was t he consol e and sat  down at  t he cat hode r ay t ube and t he 
comput er  spent  most  of  i t s t i me wai t i ng f or  t he user  t o i nt er act . Thi s 
wasn' t  t he best  use of  a scar ce r esour ce.

Sl i de - 50s Ot her  ear l y machi nes,  such as t he f i r st  one,  EDSAC bui l t  by Maur i ce Wi l kes 
i n Cambr i dge,  Engl and,  sought  t o make t hi s mor e ef f i ci ent  by havi ng t he 



pr ogr ammer s wor k of f - l i ne and t hen bat ch pr ocess t he wor k t hr ough t he 
machi ne,  by handi ng pr ogr ams and dat a t o an oper at or ,  t hus maxi mi zi ng 
machi ne ef f i ci ency.  

Improvedbatch Comput er s wer en' t  exact l y easy t o use. They even l ooked i nt i mi dat i ng as 
you can see f r om t hi s pi ct ur e of  an ear l y bat ch comput er .

Sl i de - 60s Peopl e woul d pr epar e t hei r  pr ogr ams on punch car ds or  paper  t ape,  submi t
t hem t o t he manager  of  t he f aci l i t y,  and t he pr ogr am woul d be put  i n t he 
queue.   As of t en as not ,  er r or s wer e f ound i n t he pr ogr am or  dat a so 
i nst ead of  get t i ng an answer  t o an i mmedi at e busi ness pr obl em t he user  had 
t o r ekey hi s pr ogr am and and go back t o t he end of  t he l i ne.  I t ' s no 
wonder  t hat  user s want ed a di f f er ent  way of  doi ng t hi ngs.  

PDP- 1 spacewar Wi t h t he i nt r oduct i on of  t r ansi st or  t echnol ogy,  comput er s st ar t ed t o get
smal l er . I n 1960,  Di gi t al  Equi pment  Cor por at i on i nt r oduced t he PDP- 1,  t he 
f i r st  commer ci al  comput er  t o be sol d wi t h an i nt er act i ve vi deo di spl ay 
t hat  pl ayed Space War ,  t he gr and daddy of  al l  comput er  space games. I n 
1961,  t wo t ypewr i t er s wer e connect ed t o a PDP- 1 at  Bol t ,  Ber nanek and 
Newman and t he i dea f or  t i meshar i ng was bor n.  

PDP- 6 t ss The comput er ' s t i me,  wast ed wai t i ng f or  one user  was put  t o good use f or  
t he ot her .   Just  t wo year s af t er  t he f i r st  exper i ment ,  i n 1963,  Di gi t al  
i nt r oduced t he f i r st  commer ci al  t i meshar i ng syst em,  t he PDP- 6,  f or  8 t o 16 
user s.  

Di st r i but ed
Pr ocessi ng 70s Thr oughout  t he si xt i es,  t he evol ut i on of  bat ch,  per sonal  and t i me- shar ed 

comput er s cont i nued.  Bat ch mai nf r ames wer e devel oped wi t h r emot e j ob ent r y 
t er mi nal s so a f ew l ucky user s coul d ent er  dat a f r om t hei r  of f i ces.  

                   Mi ni comput er s,  l i ke t he PDP- 8,  wer e smal l  and i nexpensi ve enough so t hey 
coul d be dedi cat ed t o par t i cul ar  appl i cat i ons.   Many of  t hese 
mi ni comput er s wer e used t o pr epar e dat a f or  bat ch pr ocessi ng on a 
mai nf r ame.  

                   Ot her  mai nf r ames became speci al i zed t i meshar i ng machi nes. But  comput i ng 
was st i l l  a ver y expensi ve and i mper sonal  busi ness.

Ti meshar i ng PDP- 11 The r eal  br eakt hr ough came i n 1972 when we l ear ned how t o pr ovi de 
t i meshar i ng on a mi ni comput er . For  t he f i r st  t i me,  i nt er act i ve,  per sonal
comput i ng capabi l i t i es coul d be pr ovi ded at  a cost  t hat  most  user s coul d 
j ust i f y. Peopl e got  t hem as anot her  member  of  t hei r  gr oup or  depar t ment ,
and comput er s came out  of  t he comput er  r ooms and st ar t ed t o cohabi t .

We saw t he pr ol i f er at i on of  t hese comput er s i n a di sper sed f ashi on,  and a 
need devel oped t o i nt er connect  t he machi nes t o each ot her  and t o t he l ar ge 
bat ch machi nes whi ch coul d now be cont r ol l ed f r om t er mi nal s.  

80' s di st pr oc The pr ol i f er at i ng per sonal  comput er s spr i ngi ng f r om t he mi cr opr ocessor  i n 
t he mi d- 70' s al so exacer bat e di sper sed comput i ng.   The need f or  
communi cat i ons of  t he dat a cr eat ed and st or ed at  t he pl et hor a of  machi nes 
i s cl ear .  

Ever yone want s t hei r  own comput er  f or  t he one on one r eal t i onshi p because 
i t  changes t he way we t hi nk about  machi nes.   Ther e' s no l onger  anyone 



wat chi ng you wor k.   You can do your  own t hi ng i n a non- t hr eat i ng way.   No 
one need know i f  you use t he machi ne or  even i f  you t ur n i t  on. . .  or  i t
t ur ns you on.  

Now we have l i nes r unni ng ever yway bet ween al l  t hr ee l evel s of  comput er s:  
t he cent r al i zed,  shar ed r emot e bat ch mai nf r ame;  t he depar t ment al  
t i meshar ed mi ni comput er s;  and t he i ndi vi dual  per sonal  comput er s.   I f  t her e 
ar en' t  l i nes r unni ng bet ween al l  t he machi nes t hen t her e shoul d be because 
t her e' s i nf or mat i on on one node t hat ' s needed somewher e el se and i s l i kel y 
t o be r e- ent er ed by a per son.  

80' s dp wi t h EN Et her net  wi l l pr ovi de t he st r uct ur e needed t o manage di st r i but ed 
comput i ng.   An Et her net  i s a coher ent  st r uct ur e capabl e of  handl i ng an 
ever - gr owi ng vol ume of  t r af f i c among al l  machi nes.

              I t  can r epl ace i ncr ement al  hodge podge connect i ons t hat  ar e di f f i cul t  and 
messy t o mai nt ai n,  and besi des don' t  have any syst emat i c l ogi c.   ( Maybe 
t he cows under st ood t he pat hs t o t he Bost on Common but  I  don' t  and I  
sur el y wi sh someone woul d have r epl aced t hem wi t h t he si mpl e 
Manhat t an- t ype gr i d.  

LAN needs An Et her net  addr esses t hr ee cr i t i cal  user  needs.

                   One.   f or  hi gh- speed i nt er connect i on among di sper sed comput er s;
( Sophi st i cat ed pr ogr ammer s ar e onl y kept  happy and wor ki ng ef f ect i vel y i f
t hey ar e connect ed t o t he appr opr i at e hi gh speed syst em.  They want  t i ght  
coupl i ng wi t h t he machi ne f or  f ast  r esponse t i me and don' t  want  t o wai t . )

                   Two. f or  si mpl e i nt er connect i ons of  t er mi nal s and per sonal  comput er s t o 
host  pr ocessor s; ( The new user s st ar t i ng wi t h si mpl e per sonal  comput er s 
wi l l be abl e t o i mpr ove t hei r  per f or mance by accessi ng t he appr opr i at e 
machi nes as t hei r  needs i ncr ease and change. And cl ear l y hi st or y has 
shown t hat  t he mor e comput er  power  anyone has t he mor e he want s.  I t  i s an 
i nsat i abl e hunger  l i ke none known bef or e,  because i t  can l ead t o gr eat er  
and not  l ess pr oduct i vi t y. )  

Thr ee.   f or  t he i nt er connect i on of  comput er  cont r ol l ed equi pment  wi t h 
ot her  i nf or mat i on pr ocessor s.   I n ot her  wor ds,  a l ocal - ar ea net wor k can 
pr ovi de a l i nk bet ween comput er  cont r ol l ed equi pment  on t he f act or y f l oor
and dat a pr ocessi ng equi pment  i n t he of f i ce.  

Fi nal l y,  t her e' l l be qui t e a di f f er ent  use. But  we' l l have t o wai t  10 
year s t o obser ve t hi s.

Ter mi nal t o per sonal
comput er t o comput er
i nt er connect need 

The need  t o l i nk per sonal  comput er s and t er mi nal s t o f i l e ser ver s,  pr i nt  
ser ver s,  and t o communi cat i on gat eways as wel l  as t o comput er s syst ems on 
t he net wor k i s ver y r eal .   Today' s t er mi nal s ar e connect ed t o Et her net  i n 
cl ust er s vi a communi cat i ons concent r at or s.  

Cur r ent connect i on Today,  most  user s have si mpl e t er mi nal s.   But  a r api dl y gr owi ng number
have smar t  t er mi nal s and near l y al l  of  t hese t er mi nal s ar e evol vi ng i nt o 
compl et e per sonal  comput er  syst ems.  

                   I t  makes l i t t l e di f f er ence whet her  t he user  has a si mpl e t er mi nal ,  a smar t



 

  

t er mi nal ,  or  a f ul l - f l edged per sonal  comput er .   For  si mpl e t er mi nal s 
bandwi dt h i s needed f or  char act er  at  a t i me i nt er act i on,  and f or  power f ul  
per sonal  comput er s bandwi dt h i s needed t o t r ansf er  f i l es,  i mages and 
voi cegr ams.  
 

 Today t he t ypi cal  user  i s most  l i kel y l i nked t o a si ngl e comput er .   The 
onl y way he can communi cat e wi t h ot her  comput er s i s t hr ough t hi s host .  
 

                   What  we have i s a sor t  of  l ocal - ar ea net wor k based on pi eces of  wi r e st r ung 
f r om her e t o t her e.  
 

Spi t br ook si t e The i ssue can be i l l ust r at ed by a case st udy of  t he l ocal - ar ea net wor ki ng 
pr obl em at  Di gi t al ' s Spi t br ook,  New Hampshi r e f aci l i t y wher e we have 

                   30 comput er s and 700 user  t er mi nal s.   By 1985 we expect  a popul at i on of  90 
comput er s and 1400 user s.  
 

 One answer  t o t he pr obl em i s t he dat a swi t ch.   By i nst al l i ng a swi t ch 
bet ween t he user  and t he comput er  net wor k i t  i s possi bl e f or  any user  t o 
connect  t o any comput er .  
 

 But  connect i ng t er mi nal s t o t he swi t ch i nvol ves a l ot  of  wi r i ng.   The 
di agr am was si mpl e enough t o dr aw,  bui l di ng i t  was compl i cat ed.  
 

C- t er m,  no EN Anot her  al t er nat i ve i s t o use t el ephone l i nes,  put t i ng al l  t er mi nal  
t r af f i c ont o your  t el ephone syst em.   Then modems have t o be i nst al l ed t o 
conver t  t he di gi t al  si gnal  gener at ed by a t er mi nal  or  comput er  t o an 
anal og si gnal  t hat  can be car r i ed over  a t el ephone l i ne.  
 

                   And you have t o r emember  t hat  t el ephone wi r i ng i s a never  endi ng busi ness.  
 

                   So even i f  - -  at  f i r st  gl ance - -  bot h t el ephone l i nes and t he dat a swi t ch 
l ook l i ke sol ut i ons t hey ar en' t .   They' r e par t  of  t he pr obl em as anyone 
who has a l ot  of  t er mi nal s and comput er s wi l l  t el l  you.  
 

                   Et her net  mi ni mi zes t hi s i nt er connect  compl exi t y.  
 

Wi r er oom A pr i st i ne vi ew shows a number  of  comput er s and a bi g r oom used f or  
swi t chi ng t he l i nks bet ween 

 t er mi nal s and di f f er ent  comput er s.  
 

                   You don' t  see t he pr obl em unt i l  you open t he door  t o t he r oom.   Her e i t  i s.  
 Ever y t er mi nal  l i ne i s wi r ed t o a boar d i n t hi s r oom.   And ever yt i me you 
add a new t er mi nal  you have t o r un mor e wi r es.   
 

Under  t he f l oor  The wi r es r un f r om boar d t o t he wi r er oom and t hen t o a swi t ch comput er .  
 

Phot o of  dat a 
switch          Her e' s t he f r ont  of  t hat  swi t chi ng comput er .  The pr obl em i s t hat  t hi s 

comput er  i s r eal l y bound and i t  doesn' t  gr ow ver y gr acef ul l y,  par t i cul ar l y 
i f  you ar e goi ng t o doubl e t he number  of  l i nes.   We have 700 user s now.   
We' l l  soon have 1400 and we pr obabl y shoul d be pl anni ng f or  2800.   We' r e 
t r yi ng t o sol ve a dynami c pr obl em:  t hat  i s,  we want  t o i nt er connect  a 
gr owi ng number  of  user s,  and at  t he same t i me,  we want  t o si mpl i f y t he 
i nt er connect i on of  new t er mi nal s.   How can we do t hi s? 
 

Cur r ent  Connect i on 



Requi r ement s, Et her net
i s t he sol ut i on

We i nst al l  an Et her net .   Wi t h Et her net  we can make a di r ect  connect i on 
bet ween al l  user  t er mi nal s vi a t er mi nal  concent r at or s and al l  shar ed and 
speci al  f unct i on comput er s.  

Et her net sol ves t he 
user ( at a t er mi nal )
connect i on pr obl em 

We sol ve t wo pr obl ems at  once.   By sol vi ng t he comput er  t o comput er  
i nt er connect i on pr obl em we al so sol ve t he t er mi nal  t o comput er  
i nt er connect i on pr obl em.  Wi t h Et her net ,  any mai nf r ame,  any mi ni comput er ,
any per sonal  comput er  can access t he net wor k.   And we can add t o t he 
net wor k whi l e i t  i s i n oper at i on.  Thi s i s a hi gh- speed net wor k t hat  can 
handl e 10 mi l l i on bi t s per  second,  i nst ead of  9600 bi t s per  second when 
di r ect l y connect ed or  1200 bi t s per  second l i mi t ed by t el ephone l i nes.  
Many i nt er connect i on syst ems used t oday ar e l i mi t ed t o 300 bi t s per  
second.   Har d t o bel i eve i n t he 1980' s.  

The bi ggest  t hi ng t hat  we gai n i s open- ended net wor k gr owt h.   We have 
di r ect  cabl e access t o t he net wor k wi t hout  ext r a equi pment  so t hat  one can 
avoi d al l  t he i nef f i ci enci es t hat  come wi t h pl anni ng l ar ge f aci l i t es.  

I  don' t  know about  you,  but  I  f eel  t hat  one of  our  har dest  j obs i n an 
evol vi ng and changi ng or gani zat i on whet her  i t ' s addi ng a new depar t ment  or
pr oduct  l i ne,  or  whet her  peopl e ar e j ust  movi ng t hei r  desks ever y day i s 
si mpl y t he pr obl em of  pl anni ng,  I  don' t  t hi nk peopl e pl an ver y wel l .  I n 
most  or gani zat i ons pl anni ng i s done Russi an st yl e ar ound a capi t al  budget  
down t o t he penci l . Thi s i s a hi ghl y cent r al i zed t op- down af f ai r  t hat
of t en cr eat es mor e pr obl ems t han i t  sol ves. Fi ve year  pl ans per meat e 
net wor ki ng. I t ' s t oo bad because I  don' t  bei eve we have t he under st andi ng 
about  machi nes and t hei r  useage t o l ook t hat  f ar . What  we need i s t he 
abi l i t y t o i nt er connect  any machi ne t o any ot her  one and t he whol e pr obl em 
of  desi gn and car i ng f or  net wor ks i s mi ni mi zed. I n t hi s way t he net wor k 
can evol ve on need r at her  t han bei ng l i mi t ed by some pl anner ' s l i mi t ed 
vi ew of  t he f ut ur e.  

Technol ogy can sol ve t he pr obl em of  t he massi ve or gani zat i on.   Fi nal l y,  
t echnol ogy al l ows t r adeof f s on a day t o day basi s i n t he number  and ki nd 
of  connect i ons,  t he number  of  t er mi nal s,  t he number  of  comput er s wi t hout  
t he need of  i nt er medi ar y or gani zat i ons.  

Comput er i c need The pr obl em of  i nt er connect i ng t he gr owi ng number  of  al l  ki nds of  
comput er s i s di f f er ent  t han t he t er mi nal - t o- comput er  i nt er connect i on 
pr obl em.  

Wor l dwi de
Engi neer i ng Net Agai n,  I  woul d l i ke t o t ur n t o a homel y exampl e.  Our  Engi neer i ng Net wor k at

Di gi t al  Equi pment  Cor por at i on i ncl udes over  200 comput er  syst ems ser vi ng 
about  ei ght  t housand t er mi nal  user s.  

                   The comput er s ar e concent r at ed i n about  a dozen si t es.   At  f i r st  gl ance 
t hi s net wor k,  l i ke most  net wor ks,  i s not hi ng mor e t han a bunch of  l i nks 
and nodes.  



Hl evel pr ot cl need I t  i s i mpor t ant  t hat  we under st and t hat  a net wor k i s mor e t han j ust  l i nes 
and nodes despi t e t he f act  t hat  I ' ve been t r yi ng t o convi nce us al l  how 
si mpl e i t  i s.  

Hi gher  l evel  pr ot ocol s ar e needed t o suppor t  t he i nt er connect i on of  
di ssi mi l i ar  comput er s;  t o i mpl ement  compl ex net wor k f unct i ons such as f i l e 
and dat a t r ansf er  of  al l  t ypes and t er mi nal - t o- t er mi nal   communi cat i ons;  
and t o pr ovi de net wor k management .  

The pr ot ocol s ar e compl ex.   But  t hey ar e a pr er equi si t e f or  bui l di ng a 
net wor k t hat  i ncl udes di f f er ent  comput er  syst ems.   That ' s why i t  i s 
cr i t i cal  t hat  l ocal - ar ea net wor k communi cat i ons ar e compl et el y compat i bl e 
wi t h hi gh- l evel  net wor ki ng pr ot ocol s.  

We chose t he Open Syst ems Ar chi t ect ur e of  t he I nt er nat i onal  St andar ds 
Or gani zat i on f or  our  st andar d. I n addi t i on,  our  own DECnet  ar chi t ect ur e 
i s compat i bl e wi t h t hi s st andar d.

Eng net sys di ag A cl oser  l ook at  Di gi t al ' s Engi neer i ng Net wor k shows over  200 comput er s i n 
13 di f f er ent  l ocat i ons.  

Li nes and l ocs Ni ne of  t he si t es ar e i n Massachuset t s. Two ar e i n New Hampshi r e. One i s 
i n Col or ado Spr i ngs.   One i n Engl and.   Tr af f i c bet ween t hese si t es i s 
car r i ed by sat el i t e and by dedi cat ed 52, 000 bi t - per - second l i nes.

80/ 20 The number  of  si t es i s not  i ncr easi ng at  a par t i cul ar l y hi gh r at e but  t he 
number  of  comput r er s at  each si t e si t es i s i ncr easi ng ver y r api dl y and 
t hat  r at e of  i ncr ease wi l l  accel er at e as per sonal  comput er s r epl ace t he 
t er mi nal s.  

                   At  l east  80 per cent  of  al l  net wor k t r af f i c i s l ocal  t r af f i c and t hat
per cent age wi l l  i ncr ease.

Spi t br ook Syst ems  Focussi ng on t he si t e at  Spi t br ook,  t her e ar e 30 comput er s and ni ne l i nks 
t o ot her  net wor k si t es.  I t  l ooks pr et t y compl i cat ed.

Not i ce t hat  what  we ar e t r yi ng t o achi eve i s f ul l  i nt er connect i vi t y. I f
we di d t hi s by r unni ng wi r es,  435 wi r es woul d be r equi r ed t o i nt er connect
t he 30 comput er s and 4005 when we i nst al l  90 machi nes. Al so,  over  8000 
t er mi nat i ng cont r ol l er s woul d be r equi r ed. Et her net  i s a si mpl e way t o do 
i t  wi t h one wi r e and onl y one t er mi nat i ng cont r ol  uni t  per  machi ne. And 
anyone can make t he connect i on t o t he cabl e at  any t i me.

ZK wi t h mor e C' s And i t ' s goi ng t o get  a l ot  mor e compl i cat ed.  Wi t hi n f i ve year s when we 
have 90 comput er s,  t he i nt er connect  wi l l  be f ar  mor e compl ex.   As you can 
see,  i nt er connect i ng t hese comput er s on a poi nt - t o- poi nt  basi s r esul t s i n 
a t opol ogy t hat ' s so compl ex- not  t o ment i on so expensi ve- t ht  i t s bound t o 
be i nef f ect i ve and undesi r eabl e.  

ZK wi t h EN Now see what  happens when we i nst al l  Et her net .  Ever yt hi ng i s 
i nt er connect ed i n a ver y si mpl e and or der l y way. We now have an 
under st andabl e and wor kabl e st r uct ur e t hat  wi l l  pr ovi de a number  of
benef i t s.

Et her net Sol ves t he 



Comput er I nt er connect
Pr obl em By. . .

Et her net  sol ves t he connect i on pr obl em f our  ways.

One. Syst ems can be connect ed and di sconnect ed whi l e t he net wor k i s i n 
oper at i on.

Two. Communi cat i ons ar e a t housand t i mes f ast er  t han we have t oday.
Radi cal l y new use and appl i cat i ons wi l l f ol l ow.

Thr ee.  Al t hough cost s ar e r educed we' r e al so get t i ng mor e comput i ng f or
each dol l ar  by r educi ng t he l oad on comput i ng nodes.   Let  me expl ai n - -  i f
you l ook cl osel y at  our  cur r ent  net wor k,  i t  t ur ns out  t hat  many nodes ar e 
pr i mar i l y swi t chi ng nodes.  Et her net  wi l l  el i mi nat e t he need t o use 
comput er s as swi t ches.  

Four .  The l ast  poi nt  i s t he most  i mpor t ant  one. We can' t  have or der l y 
open- ended gr owt h wi t hout  havi ng a st r uct ur e. Wi t h Et her net  t her e i s onl y 
one connect i on per  node. I n t r adi t i onal  net wor k st r uct ur es t her e ar e 
many connect i ons and equi pment  must  be pr ovi ded t o swi t ch messages.   
Et her net  pr ovi des a f ul l y di st r i but ed swi t ch wi t hout  t he pai n of  i nt ensi ve 
pl anni ng.  

Et her net at NCC I t ' s al so been shown t hat  Et her net  wor ks wi t h a var i et y of  comput er s.   I n 
May of  l ast  year  Di gi t al ,  Xer ox,  and I nt el   announced t he Et her net  
Speci f i cat i on and had an Et her net  r unni ng at  t he Nat i onal  Comput er  
Conf er ence.   Si nce each of  t hese compani es f ol l owed t he same st andar d  we 
wer e abl e t o t r ansf er  pr i nt  f i l es and send messages back and f or t h bet ween 
t he Di gi t al ,  Xer ox,  and I nt el  boot hs.  

Et her net at DEC Et her net  i nst al l ed i n our  Cent r al  Engi neer i ng Depar t ment .

Et her net / VAX
Connection A VAX comput er  connect ed t o Et her net .

Compet i t i ve
Component A t er mi nal  concent r at or  manuf act ur er ed by one of  our  compet i t or s i s 

pl ugged i nt o our  Et her net .  

PERQ Ad Fi nal l y I ' d l i ke t o show you an ad pr oduced by anot her  compet i t or . Not e 
how t hey f eat ur e Et her net  and l i st en t o what  t hey have t o say. Let  me 
r ead.  

" Et her net . . . gi ves you i nst ant aneous access t o al l r esour ces on t he 
net wor k,  such as f i l es,  pr i nt er s,  ot her  I / O devi ces - -  even ot her
mai nf r ames - -   pl us al l  t he speed of  a dedi cat ed si ngl e- user  comput er .

" I n r eal  t er ms,  what  t hi s means i s t hi s.  I nst ead of  t aki ng as l ong 
as 44 seconds t o t r ansmi t  t en pages of  dat a, t he t r ansf er  t akes pl ace 
i n    . 042 second.   I n t he 4. 4 seconds i t  woul d t ake a convent i onal
net wor k t o send one page of  War  and Peace, wi t h PERQ and Et her net ,
you coul d send t he ent i r e 1000 page novel . "

Xer ox coul dn' t  say i t  any bet t er .   Nei t her  coul d Di gi t al  or  I nt el .   Wi t h 
t hi s per f or mance and wi t h t he ease wi t h whi ch you can connect  syst ems t o 
Et her net ,  and wi t h t he number  of  di f f er ent  manuf act ur er s l i ni ng up behi nd 



 

  

t he Et her net  st andar d you' r e goi ng t o see a gr owi ng i nt er est  i n l ocal - ar ea 
net wor ks.  
 

Et her net  i s an 
i mpor t ant  par t  of  
Fi f t h Gener at i on 
 Et her net  pr ovi des t he needed st r uct ur e f or  t he Fi f t h Gener at i on of  

comput er s.  
 

                   I t  pr ovi des f or  many cur r ent  needs.   The act ual  use i s l i kel y t o be qui t e 
di f f er ent .  
 

                   We use Et her net  and ar e commi t t ed t o Et her net .  
 

 Et her net  conf or ms t o t he Open Syst ems Ar chi t ect ur e of  t he I nt er nat i onal  
st andar ds Or gani zat i on,  and we bel i eve t hat  because of  i t ' s si mpl i ci t y 
Et her net  wi l l  become t he Local  Ar ea Net wor k st andar d.  
 

 Di gi t al  wi l l  cer t ai nl y be i nt r oduci ng pr oduct s wi t hi n t he next  f ew mont hs.  
 

 Mor eover  f or  t he f ut ur e. . .  
Et her net  i s t he 
Uni bus of  t he 
fifth generation  We bel i eve Et her net  i s t he  UNI BUS of  t he f i f t h gener at i on.  

 
 

GB3. S1. 79 
 



 

I  bel i eve Et her net  i s goi ng t o be t he UNI BUS of  t he f i f t h gener at i on because i t  pr ovi des a 
passi ve st andar d t o i nt er connect  al l  ki nds of  comput er s i nt o t i ght l y 
coupl ed hi gh per f or mance net wor ks.   I t ' s i mpor t ant  t hat  we emphasi ze t he 
wor d st andar d because I  don' t  see t hat  any one vendor  has i t  al l  and we 
need ways of  bei ng abl e t o communi cat e wi t h al l  t he var i ous conf unct i onal  
comput er s as t hi s next  gener at i on evol ves.  
 

I n usi ng t he wor d UNI BUS,  I  want  t o dr aw a l i t t l e bi t  on hi st or y her e t o show how t hi s ki nd of  
st r uct ur e whi ch we i nt r oduced i n 1970 wi t h t he BB11 has r eal l y speed up 
t he evol ut i on of  comput er s t hese l ast  t en year s.  I  r eal l y shoul d say 
UNI BUS t ype i nt er connect i on because vi r t ual l y al l  comput er s i nt r oduced 
t oday up t hr ough mi ni s ar e st r uct ur ed t hi s way cer t ai nl y my <?> ar e bui l t  
t hi s way.   I n essence t he UNI BUS i s r eal l y j ust  a pi ece of  cabl e wi t h 56 
wi r es on i t ,  but  what  i s does i s per mi t s anyone any ki nd of  comput er  
opt i on or  i nt er f ace t o be connect ed t o i t  such t hat  one can easi l y f or m a 
ver y t i ght l y coupl ed comput er  i n t hat  usual l y al l  t hi s i s pl aced i n a 
cabi net .    I n t he case of  mi cr os,  t hi s i s j ust  pl aced i n a backpl ane,  but  
t he usual  component s of  a comput er  wi t h pr ocessor ,  pr i mar y memor y,  di sks,  
i nt er f aces t o ot her  t er mi nal s,  i f  i t ' s a t i me shar ed comput er  and 
cer t ai nl y t he communi cat i on t o ot her  comput er s by a phone l i ne,  and t hen 
f or  r eal  t i me comput i ng i nt er f aces t o t he var i ous r eal  t i me equi pment .   I n 
essence t he i mpor t ance of  t he UNI BUS was i t s si mpl i ci t y f or  f or mi ng 
comput er s bot h at  t he manuf act ur ed si de and at  t he user s si de anyone coul d 
hel p i n bui l di ng t he machi ne and t hi s i s why t her e ar e so many vendor s f or  
equi pment  t hat ' s or gani zed i n t hi s way whet her  i t ' s a UNI BUS,  a MULTI BUS 
or  an S100 bus or  any of  t he ot her  f our  or  f i ve st andar ds t hat  exi st .   I  
t hi nk t hi s i s t he absol ut e i deal  anal ogy t o what  we' r e pr ovi di ng wi t h 
Et her net ,  and we expect  comput er  net wor ks t o f or m j ust  as a comput er  
evol ves,  or  has evol ved so r api dl y t hese l ast  t en year s.  
 

Because t he i mpor t ance of  Et her net  i s t hat  i t  i s al l  passi ve,  t her e i s no i nher ent  i nvest ment  
i n a cent r al  f aci l i t y or  i nher ent  i nvest ment  i n a cont r ol l er ,  i n essence 
i t  doesn' t  have t o be managed,  an Et her net  can gr ow f r om t he bot t om up,  i t  
can gr ow by havng a dozen i ndependent  Et her net s f or med i ndependent l y and 
t hen f i nal l y connect ed t oget her  i f  one want s t o.   Wher eas t he UNI BUS was 
l i mi t ed t o 15 met er s,  t he et her net  goes over  t wo st anza r adi us of  2. 5 
ki l omet er s.   Gi ven t he VLSI  dr i ve of  t he f i f t h gener at i on,  we not e t hat  
ever yt hi ng connect ed t o t he Et her net  wi l l  be basi cal l y a comput er ,  we' l l  
see our  host  pr ocessor s,  we see f i l e comput er s,  we see wor k st at i ons,  t hat  
i s comput er s t i ght l y coupl ed comput er  t er mi nal s,  we see gat eways t o ot her  
comput er s,  we see r eal  t i me equi pment  wher e vi r t ual l y al l  r eal  t i me 
equi pment  at  t hi s poi nt  has an embedded comput er .   So t hi s st andar d wi l l  
l et  t hi s evol ut i on t ake pl ace ver y r api dl y.   And now,  I  t hi nk t he 
i mpor t ant  t hi ng i s t hat  i n t he f i f t h gener at i on as wer e t al ki ng about  
her e,  t he net wor k becomes t he syst em.   Ever y not e on t hat  ever y t er mi nal ,  
ever y syst em,  ever y compt uer  i s par t  of  t he t ot al  syst em,  and we we' l l  see 
much wi der  use.  
 

Look at  t hi s now,  I ' ve t al ked about  t he f i f t h gener at i on l et  me say what  I  bel i eve t he f i f t h 
gener at i on i s goi ng t o l ook l i ke.   A gener at i on gener al l y i s a conver gence 
of  t echnol ogy and need per mi t t i ng a st r uct ur e t o be bui l t ,  and t hen 
f i nal l y af t er  t he gener at i on i s over  you can l ook at  t he use.   Thi s has 
been t r ue over  t he l ast  f our  gener at i ons.   So f or  t echnol ogy we have 
Et her net  as one of  t he component s,  we have VLSI  f or  hi gher  densi t y,  f or  
mor e power f ul  compt uer s,  and hi ghl er  deni st y memor i es,  and t hen we have a 
number  of  ot her  component s whi ch I ' l l  not  speak t o t oday.   Need i s 
cer t ai nl y bei ng dr i ven because we have so much i nf or mat i on we want  t o 



 

i nt er change,  we have net wor ks,  ever y net wor k,  basi cal l y t hat s f or med 
evol ves i ncr edi bl y r api dl y and ever y net wor k t hat  I  see i s out  of  
i nt er connect  speed.   Ever y si t e t hat  has a number  of  di sper sed comput er s,  
whet her  t hey be mai nf r ames,  whet her  t hey be mi ni s,  whet her  t hey be 
per sonal  comput er s,  whet her  t hey be cont r ol  comput er s,  ar e i n desper at e 
need of  communi cat i on wi t h t hei r  f el l ow comput er s unl ess,  of  cour se,  we 
want  an i nver t ed soci et y wher e al l  t he compt uer s ar e seper at e and we have 
peopl e j ust  car r i yi ng i nf or mat i on f r om comput er  t o comput er  l i ke r obot s.   
 But  I  t hi nk t her e may be bet t er  t hi ngs f or  peopl e t o do.   Thi s st r uct ur e 
t hat  we bel i eve wi l l  f or m f r om t hat  i s t hi s t hi ng we cal l  t he l ocal  ar ea 
net wor k,  and t he ul t i mat e use of  such a t hi ng I  don' t  t hi nk we can t ot al l y 
pr edi ct  at  t hi s poi nt ,  I  t hi nk i t  i s onl y obser vabl e af t er  t he gener at i on 
i s f or med,  but  cer t ai nl y we expect  pi ct ur es,  gr aphi cs voi ce t o be 
communi cat ed as wel l  as f i l es and pr i nt i ng i mages and t er mi nal  t r af f i c and 
ot her  comput er  t o comput er  t r af f i c.  
 

Bef or e we go on l et  me gi ve my def i ni t i on of  a l ocal  ar ea net wor k.  Basi cal l y i t ' s a hi gh speed 
dat a net wor k l i mi t ed t o a l ocal  geogr aphy or  si t e and per mi t t i ng di r ect  
i nt er communi cat i on among al l  of  t he i nf or mat i on pr ocessi ng nodes t hat  
connect  t o i t .   I  t hi nk i t ' s i mpor t ant ,  agai n t o r ei t er at e t hat  comput i ng 
has evol ed t o r equi r e compl et e i nt er connect i vi t y i n or der  t o avoi d t hi s 
pr obl em of  t he peopl e becomi ng t he swi t chi ng net wor k as wel l  as our  needs 
f or  t r ansmi t t i ng i mages among machi nes.   I n t hi s next  ser i es I ' m goi ng t o 
t ake you t hor ugh a ver y br i ef  t our  of  comput er  hi st or y and show comput er  
evol ut i on and show how I  t hi nk what  t he ef f ect  has been i n t he ear l y 50' s 
machi ne,  whi ch i s r eal l y t he f i r st  gener at i on,  we evol ved r api dl y t o t he 
not i on of  bat ch pr ocessi ng because comput er s wer e so expensi ve and peopl e 
woul d put  t hei r  car ds i n hopper  and be r ead and dat a woul d be pr i nt ed i n a 
bat ch l i ke basi s.   At  t he same t i me I  t hi nk i t ' s i mpor t ant  t o not e t hat  
l ar ge number  of  comput er s wer e used i nt er act i vel y by t hei r  user s.   Ther e 
wer e i n t he l at e f i f t i es,  one coul d si gn up f or  di f f er ent  machi nes.   
I nt er act i ve comput i ng began wi t h comput er s and i t  was r eal l y onl y f or  
ef f i ci ency t hat  bat ch was i nt r oduced because of  cost .   I f  you l ooked at ,  
her e' s a t ypi cal  650 oper at i on,  i n t he l at e f i f t i es,   has a r amac <sp> 
( f i nd out  what  comput er  i t  i s.  Not  sur e i t  i t ' s a 650) .   At  t he same 
t i me t he backgr ound t hat  I ' m f ami l i ar  wi t h was t he whi r l wi nd comput er  
whi ch was by any st andar ds a per sonal  comput er ,  i t ' s j ust  t hat  t he f i r st  
per sonal  comput er  t hat  you wal ked i nt o because i t  was housed i n a compl et e 
bui l di ng t hat  we' r e not  l ooki ng at  t he comput er  her e at  al l ,  wer e l ooki ng 
at  j ust  a consol e,  on t hat  comput er ,  t he cat hode r ay t ube was i n t he l i ght  
pi n <?> and t he f i r st  oper at i ng syst em wer e al l  bor n.   
 

As DEC was f or med and our  f i r st  comput er  whi ch was i nt r oduced i n 1960,  of  cour se,  was a 
per sonal  comput er  and i nt er act i ve,  one per son at  a t i me used i t ,  i t  had a 
CRT and i t s l i ght pen i f  you want  t o see i t  pl ayi ng space war ,  i t ' s 
avai l abl e t oday i n t he Di gi t al  Comput er  Museum i n Mar l bor o,  MA.   I n t he 
60' s because of  t he expense of  t hat  per sonal  comput er  t hat  we i nt r oduced,  
we t hen i nt r oduced t he not i on of  t i me shar i ng on t he PDP6.   At  t he same 
t i me t he cl assi cal  mai nf r ames evol ed i n a coupl e of  di r ect i ons,  t hey 
want ed mor e ef f i ci ency and t hey di d t hat  be i nt r oduci ng an of f l i ne 
comput er ,  f or  get t i ng t hei r  pr epar i ng car ds and pr i nt er  and t owar d l at e 
par t  of  t he 60' s t he not i on of  r emot e j ob ent r y was i nt r oduced wher e t he 
car ds wer e so gr eat  t hat  ever ybody want ed t hem i n t hei r  own pl ace so one 
coul d have r emot e j ob ent r y and i n a f ew cases t owar d t he l ast  par t  of  t he 
60' s a l ucky f ew coul d have a t er mi nal  t o pr epar e t hei r  own car ds on and 
edi t  and submi t  t hem di r ect l y.  
 



 

Thi s i s j ust  a pi ct ur e of  t he f i r st  commer ci al  t i me shar i ng syt sem whi ch i s r eal l y j ust  a 
consol e of  i t  whi ch we i nt r oduced f or  per sonal  comput i ng.   I n t he 70' s 
r eal l y t i me shar i ng got  goi ng mean whi l e t he bat ch mai nf r ame began t o wor k 
al ot  bet t er  and i t  wor ked so wel l  t hat  we st ar t ed doi ng t i me shar i ng on 
t he t i me shar ed on our  mi ni  comput er s,  and t hey t i me shar e j ust  as wel l  as 
mai nf r ames,  and i n essence t hat  l et ' s comput er er s be br ought  i n f or  a 
gr oup or  a depar t ment  or  a smal l  number  of  user s i nst ead of  havi ng i t  be 
br ought  i n f or  a col l ect i on or  whol e or gani zat i on wher e i t  has t o be r un 
f or  t he user  by someone el se.    Not e i n t hese cases t he user s ar e 
connect ed by t he t er mi nal ,  ver y si mpl e t er mi nal s, di r ect l y t o t he comput er ,  
and i n f act  t owar d t he l ast  par t  of  t he 70' s or  t he mi d par t  of  t he 70' s 
we i nt r oduced DECnet  because we have so many mi ni comput er s and peopl e 
want ed acess f r om machi ne t o machi ne and t o t he mai nf r ame because t her e 
was so much i nf or mat i on bei ng di sper sed t hat  i t  r eal l y had t o be f ed 
f or war d t o t he cl assi cal  mai nf r ame and t hi s i s a shot  of  our  RSTS t i me 
shar i ng syst em t hat  was i nt r oduced i n 72.  
 

Ther e i s a def i ni t i on I ' d l i ke t o get  over  ver y r api dl y i n t er ms of  t hi s not i on of  i nt er act i ve 
comput i ng and per sonal  comput i ng t hat  mi ght  be hel pf ul ,   I  t hi nk f i r st  
l et ' s l ook at  a t i me shar ed comput er  or  a bat ch comput er  f or  t hat .   A 
comput er  has a cl assi cal  pr ocessor  and pr i mar y memor y,  has a f i l e memor y 
f or  pr ogr ammi ng pr ogr ams,  f or  st or i ng pr ogr ams and dat a and t hen 
communi cat i on l i nks t o i nput / out put .   I n par t i cul ar  t o t er mi nal s and al so 
t o ot her  syt ems i t  i s i mpor t ant  t o not e t hat  i t ' s use i s i nt er act i ve and 
sever al  per sons use i t  i n a shar ed f ashi on as t hey have f i l es t o shar e,  
t hey have wor k t o shar e and so what  coul d be a l i abi l i t y of  bei ng shar ed 
i s act ual l y and asset  because t her e i s so much t hat  has t o be communi cat ed 
among t he var i ous machi nes,  wher eas a per sonal  comput er  agai n a  pr ocessor  
pr i mar y memor y,  i t ' s own f i l e memor y,  communi cat i ons l i nks t hi s t i me t o 
ot her  per sonal  comput er s and t o ot her  t hi ngs f or  shar i ng i t  has 
t r ansducer s f or  human I O.  i n essence t he t er mi nal  i s j ust  a shar ed 
comput er  t hat  oper at es i nt er act i vel y by one per son at  a t i me and may be 
owned by t hat  i ndi vi dual .   Put  i n t ext   -  f ul l  def i ni t i on he had on 
or i gi anal  sl i de he want s t o put  al l  t he cl auses .  
 

Now we ar e ent er i ng t he 80' s.   Wi t h t he per sonal  comput er ,  because t hey ar e so easy t o buy 
t hey ar e so easy t o use,  t hey ar e nont hr eat eni ng,  nobody needs t o know 
whet her  you ever  t ur n your  machi ne on or  whet her  you act ual l y use i t ,  or  
anyt hi ng,  or  whet her  you can use i t ,  or  what  you do wi t h i t .   Thei r  j ust  
ni ce t o have ar ound.  So as we ent er  t he 80' s what  we see i s now a l ar ge 
number  of  per sonal  comput er s t hat  ar e bi gger  gl obs.   We st i l l  have a l ar ge 
number  of  t he si mpl e t er mi nal s connect ed t o mi ni s and  now we see a ver y 
t i ght  i nt er connect i on f or mi ng bet ween al l  of  t he machi nes.   That  r eal l y i s 
t he set t i ng f or  why we t hi ng Et her net  i s so i mpor t ant .   I n essence what  we 
want  t o do i s si mpl i f y t he i nt er connect i on dur i ng t hi s t i me.  I n essence 
al l  t hat ' s happened her e i s t hat  we r emoved t he l i nks whi ch wer e begi nni ng 
t o encumber  us because ever yt hi ng was bei ngi nni ng t o have t o be connect ed 
t o ever yt hi ng el se and t hat ' s one basi c pr obl em t hat  Et her net  sol ves,  but  
t hat ' s onl y t he begi nni ng.  That  onl y al l ows t he r evol ut i on t o f or m based 
on a qui et  evol ut i on f r om what  we know now.  
 

So l et ' s now l ook at  t he net wor k i n det ai l  i n t er ms of ,  I ' ve put  down,  t hr ee r eal l y i mpor t ant  
needs t hat  we' r e i n t r oubl e wi t h i n t he cur r ent  gener at i on:   Fi r st  of f  
we' ve got  a l ot  of  comput er s and we' r e f i ndi ng t hat  t her e' s mor e need f or  
hi gh speed i nt er connect i on among t hose net wor ks.   Second i s t hat  we had 
bound al l  of  t he connect i on of  t er mi nal s t o each of  t hose comput er s and 
we' r e f i ndi ng because t her e' s di f f er ent  ki nds of  comput er s ar ound 



 

di f f er ent  f aci l i t es no one t er mi nal  want s t o be connect ed t o a par t i cul ar  
comput er .   Fi nal l y t her e i s t he per sonal  comput er s t hat  al l  want  t o be 
connect ed t o host  comput er s because t hey f i nd t hat  a per sonal  comput er  i s 
a good way t o l ear n about  comput i ng,  i t ' s f i ne f or  doi ng cer t i an ki nds of  
t asks but  once you' ve gone t hat  f ar ,  one t hen needs t o have a r eal  
comput er .   
 

Fi nal l y,  t her e i s an evol ut i on t her e' s al ot  of  comput er  cont r ol  equi pment  wi t hi n ot her  nodes 
t hat  woul d l i ke t o be connect ed t o t hi s i n a ver y di r ect  f ashi on.   Fi r st  
l ook at  t hi s pr obl em of  we' ve got  a t r emendous number  of  t er mi nal s and 
per sonal  comput er s and I  want  t o i nt er connect  t hat  t o some set  of  cent r al  
comput er s,  so what ' s our  goal  her e?  Fundament al l y i t ' s r eal l y an open 
ended i nt er connect i on of  t er mi nal s t o t hese host  pr ocessor s and ot her  
speci al  i nf or mat i on pr ocessi ng f aci l i t i es l et ' s j ust  f i l e,  cent r al  f i l es 
and cent r al  pr i nt i ng and al so gat eways t o ot her  comput er s and net wor ks.   
Now l ook at  t he goal .  
 

So her e' s t he si t uat i on t oday.   User s ar e connect ed t o ver y si mpl e t er mi nal s,  t he smar t  
t er mi nal s ar e becomi ng per sonal  comput er s,  al t hough t hat ' s i n essence 
r eal l y ki nd of  an i r r el evant  t hi ng,  we have t hose machi nes gener al l y bound 
t o par t i cul ar  comput er s,  we have t he comput er s at  t he si t e al l  connect ed 
t o each ot her  i n some ki nd of  a l ocal  net wor k basi cal l y on a har d wi r ed 
l engt h bases.    Because of  t he pr obl em of  want i ng acess t o any comput er  
what  most  i nst al l at i ons do i s connect ,  i nst al l  some ki nd of  a dat a swi t ch 
so t hat  t hei r  user s,  any per son t hat  a t er mi nal  connect  can communi cat e 
wi t h any comput er .  Agai n i t  doesn' t  mat t er  whet her  t hat s a t er mi nal  or  a 
per sonal  comput er  on t he l ef t  and i n t hi s ser i es of  sl i des I ' m gong t o use 
our  own exper i ence i n 1981,  we' ve got  about  30 comput er s at  a par t i cul ar  
si t e.   Basi cal l y a l ar ge number  of  t hem ar e si mpl y dumb t er mi nal s,  we have 
700 user s so t her e ar e 700 t er mi nal s and by 85 we expect  t hat  t her e 
pr obabl y wi l l  be 90 comput er s t hat  wi l l  be l i nked t oget her  and pr obabl y 
1400 user s.  
 
 

The mor e pr est i ne vi ew of  t hi s i s we have a number  of  comput er s and t hei r  i s some ki nd of  a 
t el ephone swi t ch t hat  al l ows t er mi nal s t o connect  t o t hat ,  t hat ' s pr est i ne 
vi ew i f  you l ook at  t he t el ephone swi t chi ng l i ne once t hese t r emendous 
swi t chi ng r oom wher e somebody has t o come i n and make up what  t he t er mi nal  
t o connect i on i s and t hen agai n t hose get  t r ansl at ed t o t he back of  a 
swi t chi ng comput er  and her e' s t he f r ont  of  a swi t chi ng comput er  wher e 
we' r e now st ar t i ng t o swi t ch some of  t he 700 t er mi nal s i nt o anyone of  t he 
compt uer s.   The pr obl em i s t hat  t hat  swi t chi ng comput er  i s r eal l y bound 
and i t  doesn' t  gr ow ver y gr acef ul l y,  par t i cul ar l y as you want  t o go f r om 
700 t o 1400 or  f or  t hat  mat t er ,  I  doubt  i f  i t  wi l l  be 1400 i t  wi l l  
pr obabl y be mor e l i ke 2500 and f ur t her mor e t her e i s a dynami c pr obl em her e 
t hat  we ar e t r yi ng t o sol ve and t hen t her e i s basi cal l y an ease of  
connect i on f l exi bi l i t y poi nt  t hat  we ar e t r yi ng t o sol ve,  and so how do we 
do t hat ?  Basi cal l y,  i t  r eal l y qui t e a si mpl e way.   Et her net  does pr ovi de 
t hi s wher e we now ar e abl e t o make a di r ect  connect i on of  t hese user  
t er mi nal s t o t he net wor k on one si de and t hen al l  of  our  comput er s ar e 
connect ed t o t he net  on t he ot her  si de,  so we sol ve t wo pr obl ems and once,  
t he comput er  t o comput er  pr obl em,  but  basi cal l y now any t er mi nal  or  
per sonal  compt uer  can acess t he net wor k.   So i n t he pr ocess i t  sol ves t hi s 
user  at  a t er mi nal  or  per sonal  comput er  t o host  or  ser vi ng comput er  
connect i on by f i r st  maki ng a ver y si mpl i f i ed connect i on,  a net wor k i s 
st i l l  on oper at i on.   I t  has hi gh speed communi cat i on wher eas i n many of  
t he swi t ches we' r e of t en l i mi t ed t o 1200 baud and occasi onal l y we' r e 



 

act ual l y l i mi t ed t o 300 baud.   Har d t o bel i eve i n t he 1980' s.  
 

I  guess t he bi ggest  t hi ng t hat  we see i s t he open ended net wor k gr owt h by havi ng t hi s di r ect  
access,  wi t hout  ext r a equi pment  so t hat  one can avoi d al l  t he 
i nef f i ci enci es t hat  come wi t h pl anni ng l ar ge f aci l i t es.  Don' t  know about  
you,  but  one of  our  har dest  t hi ngs i n an evol vi ng or gani zat i on i s whet her  
i t ' s evol i vng i n a r oom,  or  whet her  peopl e ar e j ust  movi ng t hei r  desks 
ever y day,  i s si mpl y t he pr obl em of  pl anni ng,  I  don' t  t hi nk peopl e pl an 
ver y wel l  and we' ve sor t  of  evol ved t o cent r al i zed Russi an t ype pl anni ng 
envi r onment  by t he way t hat  we' ve gone i n much of  t he net wor k.   What  we 
want  i s basi cal l y a bot t om up pl anni ng.   Thi s pl anni ng shoul dn' t  be t he 
l i mi t  f or  t hi s ki nd of  t hi ng,  l et ' s l et  t echnol ogy sol ve our  pr obl em not  
have t o have massi ve or gani zat i on.   Then f i nal l y i n conj unct i on wi t h t he 
pl anni ng i t  r eal l y al l ows a t r adeof f  i n t he number  and ki nd of  
connect i ons,  t he number  of  t er mi nal s,  t he number  of  comput er s and t hat  
t ur ns out  t o be t he bi g pr obl em wi t h al l  of  t hese swi t ches,  because i t  i s 
a f ul l y di st r i but ed swi t ch.  
 

Now l et ' s l ook at  t hi s ot her  pr obl em,  we' ve got  comput er s t hat  we want  t o i nt er connect  and so 
we' ve got  t o f or m a net wor k out  of  al l  t hese di sper sed comput er s,  agai n 
her e' s t he net wor k we have t oday,  we have over  200 syst ems and sever al  
t housand user s on our  comput er s weve got  al l  i n about  a dozen si t es.   So 
i t ' s at  f i r st  gl ance a net wor ki ng i s r eal l y j ust  a bunch of  l i nks and 
nodes,  but  on t he ot her  hand,  I  want  t o put  i n a pl ug her e f or  t he need 
f or  al l  t he hi gh l evel  pr ot ocol s t hat  we have.   Et her net  cer t ai nl y sol ves 
t he t wo l ow l evel  i nt er connect  pr obl ems of  i nt er connect i ng di ssi mi l ar  
comput er s.  Et her net  sol ves t he basi c i nt er connect  need whi ch i s r eal l y t he 
t wo l evel s t wo l owest  i nt er nat i onal  st andar ds or gani zat i on I SO opens some 
ar chi t ect ur e l evel s <?>( 256)  but  i t ' s i mpor t ant  t o get  t o t he next  f i ve 
l ayer s her e t o addr ess t hese ot her  i mpor t ant  needs,  namel y how does one 
connect  di ssi mi l ar  comput er s how does one pr ovi de t hese hi gh l evel  
f unct i ons as f i l e t r ansf er s,  t er mi nal  t o t er mi nal  use,  document  cont r ol  
voi ce and t hen on t o a voi ce and f i nal l y how do you manage a net wor k?  
These ar e al l  i ssues t hat  t he hi gh l evel  pr ot ocol s addr ess.  
 

Now l et s l ook i n det ai l  at  t hi s par t i cul ar  net wor k t hat  i s cur r ent l y over  250 nodes.   Her e' s a 
t opol ogy of  t he whol e t hi ng,  act ual l y i t ' s st r uct ur ed a bi t  mor e t han 
t hat .   Her e ar e 13 of  t he si t es,  not e t hat  ni ne of  t hem ar e i n 
Massachuset ss,  a coupl e i n New Hampshi r e,  one i n Col or ado Spr i ngs,  one i n 
Engl and,  usi ng a sat el i t e l i nk,  and t hese ar e connect ed i n gener al  by a 
number  f o 56 ki l i bi t  <?> l i nks.   However ,  what  we ar e f i ndi ng i s t hat  t he 
number  gl obal  si t es i s not  i ncr easi ng at  a par t i cul ar l y hi gh r at e and 
we' r e f i ndi ng t hat  t he number  of  l ocal  si t es i s i ncr easi ng ver y r api dl y 
and t hat  wi l l  i ncr ease even mor e as per sonal  comput er s r epl ace t he 
t er mi nal s.   Now i f  we l ook at  a par t i cul ar  node we f i nd her e' s a node 
wher e t her e ar e about  30 comput er s and t her e ar e ni ne l i nks t o ext er nal  
machi nes t o ext er nal  si t es.   Anot her  node wher e t her e ar e 31 comput er s and 
ni ne l i nks t o ot her  si t es.   Thi s i s what  happens when we i nst al l  Et her net  
i n t hat  si t e,  f undament al l y we expect  t o be connect ed i n a ver y si mpl e and 
or der l y way and i n doi ng t hat  we expect  a number  of  benef i t s.   

Fundament al l y we see i t  sol vi ng t hi s connect i on pr obl em by r eal l y si mpl i f yi ng t he connect i on.  
  Agai n whi l e t he net wor k oper at es,  one can put  t he machi nes on and of f  
t he net wor k.   We see cer t ai nl y t he hi gh speed communi cat i on,  t he f act or  of  
at  l east  a t housand t i mes i mpr ovement  over  t oday' s net wor k.   At ,  I  mi ght  
add,  a much r educed cost ,  but  I ' m r eal l y not  so concer ned about  t he cost ,  
I ' m mor e concer ned about  what  we get  f or  what  we pay.   Then i n t he 
st r uct ur e t hat  we' ve got  now,  whi ch i s r eal l y t he nodes ar e doi ng act i ve 



 

swi t chi ng of  net wor k t r af f i c,  so we r educe t he node l oad.   One mi ght  say,  
I  coul d do t hat  by addi ng anot her  net wor k as t he uper net  st r uct ur e has 
done,  an i nt er nal  net wor k,  whi ch does onl y swi t chi ng and i n essence,  
t hat ' s what  we do al r eady,  par t  of  t hat  net wor k,  i f  you l ook at  i n det ai l  
t ur ns out  t o be many of  t he nodes ar e onl y t r af f i c communi cat i on nodes and 
t he ot her s ar e r eal  comput i ng nodes.   I  bel i eve i t em f our  i s t he most  
i mpor t ant  one,  whi ch i s;  we can' t  have an or der l y open ended gr owt h 
wi t hout  havi ng any equi pment  and onl y one connect i on i s r equi r ed per  node 
ver sus al l  t hese ot her  st r uct ur es t hat  ar e i nher ent l y many connect i ons and 
much equi pment  f or  t he swi t ch.  The f ul l y di st r i but ed swi t ch t hat  Et her net  
pr ovi des i s r eal l y t he i mpor t ant  par t  of  t he syst em.   Thi s i s j ust  a 
schemat i c r epr esent at i on.  
 

Now l et ' s l ook at  some r eal  Et her net .   Her e i n May l ast  year  we announced Xer ox,  I nt el  and DEC 
announced t he Et her net  and had i t  r unni ng and communi cat i ng among t he 
var i ous st andar ds,  var i ous compani es we wer e abl e t o t r ansf er  pr i nt  f i l es 
and send messages among each ot her .   Her e i t  i s i n oper at i on on one of  our  
bui l di ngs f i nal l y,  her e we see t he connect i on t o a VAX and her e we see 
anot her  component  pr oduced by one of  our  compet i t or s t hat  has Et her net  t o 
i t  whi ch i s wher e we ar e usi ng a t er mi nal  concent r at or  t o a VAX and now 
f i nal l y her e' s an ad by a compet i t or .   Not e how t hey f eat ur e Et her net  i n 
t he ad,  but  r eal l y t he i mpor t ant  par t  of  t hi s ad i s t he t ext  whi ch,  l et  me 
r ead.  
 

Et her net  gi ves you i nst ant aneous access t o al l  r esour ces on t he net wor ks such as f i l es,  
pr i nt er s and ot her  devi ces and ot her  mai nf r ames,  pl us al l  t he need <?> 
si ngl e user  comput er .   I n r eal  t er ms,  what  t hi s means i s t hi s:   I nst ead of  
t aki ng as l ong as 44 seconds t o t r ansl at e t en pages of  t ext ,  t he t r ansf er  
t akes pl ace i n . 042 seconds.   I n t he 4. 4 seconds i t  woul d t ake a 
convent i onal  net wor k t o send one page of  War  and Peace,  wi t h Per k and 
Et her net  you coul d send t he ent i r e 1000 page novel .   Wi t h t hat  ki nd of  
per f or mance and wi t h t hat  ease of  i nt er connect s,  I  t hi nk we ar e goi ng t o 
see a r api d change t o a r eal l y di f f er ent  ki nd of  comput i ng ver sus t he 
evol ut i on,  so I  t hi nk i t ' s an i mpor t ant  component  of  t he f i f t h gener at i on,  
i t  pr ovi des f or  many cur r ent  needs,  we use i t  and ar e commi t t ed t o i t ,  i t  
conf or ms t o t he I SO st andar ds,  and we bel i eve t hat  because of  i t ' s 
si mpl i ci t y i t  wi l l  become a st andar d.   We wi l l  cer t ai nl y be i nt r oduci ng 
pr oduct s wi t hi n t he next  f ew mont hs,  and mor eover  f or  t he f ut ur e,  we 
bel i eve i t ' s t he r eal  UNI BUS f or  t he f i f t h gener at i on.  
 

THANK YOU! ! !  
 

GB3. S1. 79 
 
 
 
 
FROM:  GORDON BELL                  DATE:  MON 29 OCT 1979  1: 19 PM EST 
DEPT:  OOD 
EXT:   223- 2236 
TO:  DI CK CLAYTON 
    BERNI E LACROUTE 
    BI LL STRECKER 
    DAVE RODGERS 
    GEORGE PLOWMAN 
    SAM FULLER 
    WAYNE ROSI NG 



 

 
SUBJECT:  XEROX/ DEC ANNOUNCEMENT OF ETHERNET      FOLLOW UP: 11/ 9/ 79 
 
   GB0005/ 37/ EMS 
 
Why don' t  we st op scr ewi ng ar ound and adopt  Et her net  AS I S?  Then we can 
get  a pr oduct  qui ck,  use i t ,  and evol ve.  
 
The way we' r e headed i t ' l l  be 2 year s t o chi ps ( i f  we' r e l ucky)  and 
anot her  year  or  t wo t o pr oduct .   Meanwhi l e,  I BM' l l  have t he whol e wor l d 
wi r ed wi t h SDLC l oops and we' l l  have t o i nt er f ace t o t hem.   Thi s way,  we 
get  a compat i bl e net wor k wi t h Xer ox' s pr i nt er s and WP' s.   We' r e l osi ng 
val uabl e t i me.   Why not ? 
 
GB: swh 
* * * * * * * * * * * * * * * * *  
*  d i  g i  t  a l  *  
* * * * * * * * * * * * * * * * *  
 
TO:  see " TO"  DI STRI BUTI ON               DATE:  TUE 6 APR 1982   4: 31 PM EST 
                                        FROM:  GORDON BELL 
cc:  KEN OLSEN                           DEPT:  ENG STAFF 
                                        EXT:   223- 2236 
                                        LOC/ MAI L STOP:  ML12- 1/ A51 
 
SUBJECT:  KEN' S PRESENTATI ON ON ETHERNET:  HELP AND COMMENTS FOR HI M 
 
Ken' s t al ki ng t o a f i nanci al  gr oup on t he same day as t he May 
announcement  and woul d l i ke t o di scuss Et her net .   I  have hi m 
my t al k t o r ead.   I n addi t i on he mi ght  want  one of  you t o get  
mor e det ai l s on compet i t i ve t echnol ogy l i ke Wang,  Dat apoi nt  
I BM and t he phone company.  
 
He cl ear l y shoul d hand out  t he new Tut or i al  Handbook on LANs,  
and he coul d hand out  t he cl ean copy of  my t al k t oo.   Al so,  
he mi ght  want  some sl i des.  
 
Coul d you get  ot her  poop t oget her  l i ke t he Q&A on Et her net ,  
but  wi t hout  swampi ng hi m i n paper ? 
 
Answer i ng t he why not s 
Why not  wai t  f or  t he phone company and PABX' s?  Have you ever  
t r i ed t o use a t er mi nal  at  1200 baud. . . .  we' r e t al ki ng about  
a syst em 10, 000 t i mes f ast er .   I t  can t r ansmi t  a hi gh r esol ut i on 
bl ack and whi t e i mage i n 0. 1 sec or  a col or  i mage i n 1 sec.  
We don' t  see t he wi de scal e avai l abi l i t y of  even 56Kbi t s i n 
t he f or eseeabl e f ut ur e f r om t he phone compani es on any ki nd 
of  wi de scal e.  
 
Why not  put  i n a non ATT dat a and voi ce pabx?  Why bot her  wi t h 
t he expense f or  t he ext r a wi r i ng.   I t  st i l l  doesn' t  have 
adequat e bandwi dt h bet ween comput er s,  or  t er mi nal s or  per sonal  
comput er s.  
 
Why not  use br oadband 
1.   Ther e' s not  st andar d f or  ei t her  dat a or  dat a and cat v.  
2.   Br oadband i s l i ke a new pi pi ng mat er i al  t hat  can be used 



 

t o di st r i but e physi cal  goods l i ke gas,  sewage,  wat er ,  oi l  and 
st eam.   The duct  can car r y anyone of  t hem,  i t ' s t he sor t i ng 
i t  al l  out  t hat ' s a bi t ch.  
3.   Many user s want  br oadband because t hey assume some ot her  
user  i s goi ng t o pay f or  t he i nst al l at i on.  
4.   I t ' s har d t o bel i eve t hat  br oadband i s goi ng t o be ver y 
per vasi ve i n i ndust r i al  envi r onement s.   I t  i s not  adequat e 
f or  t wo way vi deophones because of  t he l i mi t ed bandwi dt h.  
5.   Syst ems l i ke Wangnet  use a second cabl e f or  r et ur n.   Why 
not  put  i n a second yel l ow wi r e and keep t he t wo i ndependent .  
6.   Baseband i s si mpl e t o i nst al l .   The user s of t en do i t .  
7.   We don' t  see br oadband as bei ng sui t abl e f or  voi ce based 
on cost  of  modems and t he cost  of  t hr owi ng out  an exi st i ng 
pl ant  usi ng a cent r al  of f i ce t ype pabx wi t h al l  i t s wi r i ng 
and phones.  
8.   Et her net  wi l l  al so car r y a r easonabl e amount  of  voi ce,  
al t hough we pr obabl y won' t  push i t  t o evol ve t hi s way.   I t  
wi l l  mai nl y be car r yi ng voi ce mai l  packet s.   One of  t he ni ce 
t hi ngs i s t hat  t he syst ems we ar e t al ki ng about  ar e bui l t  
so t hat  t her e' s l ess voi ce t r af f i c.   The per sonal  comput er  
wi l l  be used t o hel p be l ess i nt r usi ve t han t he t el ephone.  
9.   The ul t i mat e si ngl e medi a syst em wi l l  have much mor e 
bandwi dt h t han br oadband.   Thi s woul d al l ow vi deophones and 
i mages and cer t ai nl y sat i sf y i nt er comput er  needs.   We don' t  
see t hi s as bei ng pr act i cal  unt i l  f i ber  opt i cs and cent r al  
swi t ches t hat  suppor t  t hem ar e avai l abl e.   We see no 
r eason why t hi s coul dn' t  be done wi t hi n 10 year s.   However ,  
we' ve seen no r easonabl e l abor at or y demonst r at i on of  t hi s 
yet .  
10.   I f  al l  el se f ai l s,  t hen why f i ght  i t ,  we' l l  use 
br oadband cabl es and put  an Et her net  t r anscei ver  t o encode 
our  syst em i nt o br oadband.   WWe have no r eal  hangup wi t h 
not  usi ng br oadband.   I t ' s j ust  t hat  i t ' s ver y nebul ous,  
undef i ned and unst andar di zed now.  
11.   The user s ar e demandi ng an OPEN st andar d.   We' r e t he 
onl y one who' s pr oposed i t .  
 
How ar e you comi ng on t he st andar di zat i on? 
The i eee 802 st andar d i s pr ogr essi ng ni cel y.   Var i ous 
ecma compani es i ncl udi ng I CL,  ol i vet t i ,  ci i  and Si emens 
have j oi ned i n t he st andar d.   Ther e ar e dozens of  compani es 
bui l di ng pr oduct s t o t he st andar d now.   You can buy 
i nt er f aces and component s and put  Et her net s t oget her .  
Xer ox has i nst al l ed about  100 of  t hem.   We have about  
10 Et her net s our sel ves wi t hi n t he engi neer i ng or gani zat i on.  
 
What  about  I BM? 
Ask em.   They ar e doi ng t hei r  usual  bi t  t o f i nd some st andar d 
t hat  ever yone el se wi l l  have t o meet .   They wer e cl ear l y i n 
t he dar k about  t he need f or  LANs.   We cl ear l y under st and t hem 
and ar e pr edi cat i ng al l  our  pr oduct s on t hem!  
 
EVERY DEC PRODUCT WI LL CONNECT TO ETHERNET EI THER DI RECTLY OR 
VI A A CONCENTRATOR.   Al l  our  mul t i t er mi nal  syst ems wi l l  connect  
t o t hem di r ect l y.   The st and al one syst ems l i ke t he cpm and 
decmat e wi l l  i nt er f ace t o ot her  syst ems as t er mi nal s and f i l e 
t r ansmi ssi on.  



 

 
 
What  about  Wang 
We' r e wai t i ng t o see.   They t ypi cal l y announce pr oduct s 3 year s 
bef or e t hey' r e r eady.   The whol e wor l d changes i n a hal f  a 
comput er  gener at i on.  
 
 
" TO"  DI STRI BUTI ON:  
 
JOHN ADAMS               MARI ON DANCY             BERNI E LACROUTE 
 
GB3. S4. 40 
I  descr i bed t hat  we i nt ended t o make Local  Ar ea Net wor ks based on Et her net  
at  DECUS and I  asked t hem t o pl an on wi r i ng t hei r  bui l di ngs.  Sever al  of  
our  cust omer s t hanked me f or  bei ng speci f i c.  
 
Our  cur r ent  l ai ssez f ai r e posi t i on on st andar ds i s a di sast er  i . e.  say we 
suppor t  st andar ds,  f i ght  st andar ds wi t hi n a commi t t ee and t hen ar gue af t er  
t he f act  t hat  i t  doesn' t  appl y t o us.  
 
Let ' s be much mor e pr oact i ve on Et her net .  
 

 0.  Let ' s over t l y sel l  i t .  
 

 1.  Hur r y and get  a pr oduct .   I nt el  has one on 2 Mul t i bus boar ds usi ng l ess 
r eal  est at e and wi t h hi gher  per f or mance!   Why can' t  we??  What ' s wr ong 
wi t h our  desi gn t eam? 
 

 2.  Let ' s hol d r egul ar  meet i ngs t o st andar di ze i t  and ar r ay t hose si gned up.  
 

 3.  Let ' s cal l  speci f i c peopl e i n ot her  compani es e. g.  HP t o get  t hem 
commi t t ed!  
 

 4.  Let ' s go al l  out  at  t he I EEE Commi t t ee,  ANSI  and at  I SO!  
 

We need a pl an!  
 

GB: swh 
GB2. S6. 24 

* * * * * * * * * * * * * * * * *  
*  d i  g i  t  a l  *  
* * * * * * * * * * * * * * * * *  
 
TO:  ENG STAFF:                           DATE:  WED 7 APR 1982   6: 21 PM EST 
    DON METZGER                         FROM:  GORDON BELL 
cc:  see " CC"  DI STRI BUTI ON               DEPT:  ENG STAFF 
                                        EXT:   223- 2236 
                                        LOC/ MAI L STOP:  ML12- 1/ A51 
 
SUBJECT:  STARS/ ETHERNETS FOR ENGI NEERI NG&TYPESETTI NG REVOLUTI ON 
 
STARS ON ETHERNETS.   Let ' s get  a pl an i n pl ace t o get  pr i nt / pl ot  
ser vi ce on al l  t he Et her net s when t hey come i nt o oper at i on by 
Jul y 1.   The cur r ent  Xer ox pr i nt / pl ot t er  ser vi ce i s about  1000 
l i nes per  mi nut e,  but  subst ant i al l y f ast er  t han al l  pl ot t er s,  
especi al l y when t he pl ot s i nvol ve r epr oduct i on of  vel l um wher e we 



 

measur e out put  i n mi nut es per  page,  not  pages per  mi nut e.  
 
The hi ghest  pr i or i t y pl aces woul d be MR,  TW,  ML and HU so we can 
begi n t o r evol ut i oni ze t he way we engi neer .   We can el i mi nat e t he 
whol e concept  of  wai t i ng f or  pl ot t i ng or  pr i nt  pr oduct i on as 
engi neer s have done f or  t he l ast  f ew t housand year s.  
 
ENGI NEERI NG REVOLUTI ON.  We r eal l y need t o get  t he pl ot t i ng goi ng 
t hi s way because i t ' s goi ng t o i mpact  t he way we do engi neer i ng,  
gi ven t hat  a page i s 8- 1/ 2 x 11.   Based on t he exper i ence of  
ot her s,  I ' m cer t ai n t hat  t hi s i s t he best  t hi ng f or  us t oo.   The 
r esol ut i on of  t he pl ot t er  of  300 l i nes per  i nch means t hat  we can 
put  st i l l  put  hi gh qual i t y D si ze pr i nt s on t he A si ze paper  i f  
we want  t o.   Thi s i s t he key t o get t i ng r i d of  t he whol e kl udgy 
mi cr or epr oduct i ons syst em and goi ng t o t ot al  on- l i ne desi gn,  
st or age,  r et r i eval  and t r ansmi ssi on of  al l  dr awi ngs.  
 
The goal  f or  a compl et e el ect r i cal  cad/ cam syst em i s t hus:  
NO MANUAL I NTERVENTI ON OR RETRANSFORMATI ON OF DESI GN I NFORMATI ON 
FROM THE ENTRY OF SCHEMATI CS TI LL THE FULLY TESTED PARTS ARE 
PRODUCED.   THI S I MPLI ES CAD,  NETWORKI NG,  ON LI NE STORAGE,  AND NO 
MANUAL STEPS ( eg.  pr i nt  pr oduct i on) .  
 
TYPESETTI NG.   STAR al so of f er s hi gh qual i t y t ypeset t i ng t oget her  
wi t h gr aphi cs t hat  we al l  shoul d know,  need and l ove. . .  and get  
i nt o pr oduct s asap!   We need i t  t o pr oduce Camer a Ready copy f or  
ALL of  our  har dwar e and sof t war e manual s.   Somehow,  we need t o 
i nt er f ace our  t ypeset t i ng and wp syst ems t o i t .   I  was i mpr essed 
wi t h STAR' s f unct i on,  not  i t s per f or mance ( but  t hat ' s r eal l y a 
t r i vi al  pr obl em t hat  Xer ox can f i x) .   We have a compet i t or  i n 
Xer ox!   Let ' s l ear n f r om t hem and use t hei r  pr oduct s t o boot  
st r ap our  way i nt o pr ovi di ng qual i t y pr i nt i ng and pl ot t i ng.  
 
I f  you haven' t . . . ;  see and use t he Xer ox syst em i n Tewksbur y.  
 
We can st ar t  t hi s r evol ut i on now wi t h STARs at  al l  si t es.   The 
key r esear ch uni ver si t i es have oper at ed t hi s way f or  t he l ast  10 
year s! ! !   We have t o do t hi s f or  pr oduct i vi t y!  
 
How can we get  t hi s t ot al  pr ogr am goi ng f ast er ? 
 
" CC"  DI STRI BUTI ON:  
 
DAVE COPELAND            AL CRAWFORD              BOB DALEY 
BOB GLORI OSO             GOLDFEI N AND TEI CHER     RI CHARD GONZALES 
BI LL HEFFNER             BOB KUSI K                DEL LI PPERT 
BOB MARSHALL             JULI US MARCUS            ROY REZAC 
JOHN RI NG                DAVE RODGERS             PETER SMI TH 
JACK SMI TH               BOB TRAVI S               ARMEN VARTERESSI AN 
 
GB3. S4. 38 
* * * * * * * * * * * * * * * * *  
*  d i  g i  t  a l  *  
* * * * * * * * * * * * * * * * *  
 
TO:  see " TO"  DI STRI BUTI ON               DATE:  MON 30 MAR 1981  9: 14 EST 
                                        FROM:  GORDON BELL 



 

cc:  see " CC"  DI STRI BUTI ON               DEPT:  ENG STAFF 
                                        EXT:   223- 2236 
                                        LOC/ MAI L STOP:  ML12- 1/ A51 
 
SUBJECT:  I NTEL I NTERFACE I NCLUDI NG ETHERNET AND BUYI NG FROM THEM 
 
On Fr i day,  Andy Gr ove cal l ed me i n ext r eme di st r ess t hat  we had 
mi st r eat ed t hem,  as one of  t he par t ner s of  Et her net .   He bel i eves we 
had a j oi nt  devel opment  and t hen t aki ng what  we had l ear ned dur i ng t he 
devel opment  of  t he st andar d,  went  about  get t i ng a commodi t y par t ,  
based on t hei r  knowl edge of  communi cat i ons chi ps and i n t he pr ocess 
t aught  t wo compet i t or s about  communi cat i ons and got  t hem i nt o t he 
busi ness.   Mi t ch Feder man pr epar ed an excel l ent  post  mor t em on how 
t hi s happened.   Di ck i nt er pr et ed t he speci f i cs of  t hi s i n hi s memos.  
 
I ' l l  not  at t empt  t o i nt er pr et  t hi s her e,  but  r at her  out l i ne how I  hope 
we can wor k wi t h I nt el .   The speci f i cs have t o be r eal l y wor ked 
ever ywher e wi t hi n our  or gani zat i on,  because i t ' s cl ear  I  and t he t op 
management  of  I nt el  have i nadequat e under st andi ng of  how we act ual l y  
wor k t oget her .   I  am maki ng t he assumpt i on t hat  i t  i s t o our  j oi nt  
advant age t o co- oper at e mor e cl osel y.   Speci f i cal l y:  
 
   .  Ji m Cudmor e wi l l  t ake over  t he i nt er f ace si nce many of  hi s peopl e 
     i nt er f ace wi t h I nt el .   Hi s f i r st  act  i s goi ng t o be t o wr i t e a 
     char t er  whi ch we wi l l  get  agr eed t o wi t h t hem on what  ar e t he 
     ar eas we mi ght  wor k t oget her ,  and t hose wher e we vi ew our sel ves 
     as compet i t i ve.   I t  woul d i ncl ude al l  i ssues and i nt er f aces:  
         + commodi t y par t s,  use of  pr oduct i on capaci t y,  cad t ool s,  
           pr ocess i nf or mat i on,  use of  VAX' s t her e,  Et her net ,  par t s 
           speci f i cal l y devel oped f or  us,  par t s t hey ar e devel opi ng 
           t hat  we mi ght  i nf l uence and use;  and 
         -  add on memor i es t o DEC,  t he ar chi t ect ur es and syst ems we 
           vi ew as compet i t i ve t o DEC,  f ut ur e syst ems,  et c.  
 
   .  Dave Rodger s wi l l  wor k t o get  us back,  t o be a co- par t ner  i n t he 
     devel opment  of  Et her net .   I  bel i eve t hey' l l  be t he f i r st .  
         .  Avr am shoul d aggr essi vel y st ar t  t o buy t he chi ps f or  use 
           wi t hi n t he CT,  because i t  has i mmedi at e needs.   Al so,  I  
           bel i eve t hey wi l l  have bet t er  sur r oundi ng chi ps because 
           t hey wi l l  t r y t o use t he par t  i n t hei r  syst ems t oo.  
         .  Dave' s pr oduct  management  f ol ks wi l l  wor k wi t h ei t her  
           Mi cr os or  AS&G t o make t he t r anscei ver  ( what  i s 
           t r adi t i onal l y cal l ed a modem)  a pr oduct  so t hat  we can 
           become a suppl i er .   For  now,  we must  f i gur e out  some way t o 
           seed sampl es t o pot ent i al  user s,  whi l e t hi s i nt er mi nabl e 
           r ed t ape and mi scommuni cat i on i s st r ai ght ed out .  
 
   .  Pat  Buf f et  shoul d i dent i f y a gr oup who mi ght  use t he 8086 or  8088 
     as a hi gh per f or mance pr ocessor  t o be used wi t hi n a pr oduct .   I t  
     woul d seem t hat  bot h t he communi cat i ons pr ot ocol  boar ds and di sks 
     and cont r ol l er s l i ke RSO,  Pi non and Azt ec woul d be candi dat es.  
     I n bot h cases,  t he el ect r oni cs cost s ar e uncompet i t i ve and t hi s  
     i s t he way t o go f or  t hese pr oduct s.   We shoul d br i ng i n t he 
     par t ,  eval uat e i t  by l ooki ng at  t he sof t war e syst ems we woul d use 
     t o suppor t  i t ,  and bui l d a br eadboar d of  somet hi ng.   I n no way 
     shoul d we br i ng t hes par t s i n wi t h t he i nt ent  of  usi ng assembl y 
     l anguage pr ogr ammi ng except  wher e we r un i nt o t i mi ng pr obl ems.   I  



 

     woul d hope t hat  ei t her  Pascal ,  or  t hei r  PL/ M woul d be used.  
     Al so,  I  woul d hope t hat  t hei r  oper at i ng syst ems woul d be usef ul  
     as component s i n t hese pr oduct s.   Ther ef or e,  I ' d l i ke somet hi ng 
     f r om Pat  on who,  what ,  and t hen how ( t o be r evi ewed wi t h Sam 
     Ful l er )  soon.  
 
   .  Mi t ch and Pat  shoul d i dent i f y t he par t s we ar e wor ki ng wi t h t hem 
     t o use t hat  ar e i n t hei r  devel opment  cycl e so t hat  we mi ght  use 
     t hem.   Speci f i cal l y,  t her e i s a vi deo chi p t hat  l ooks 
     i nt er est i ng,  t her e i s r umbl i ngs about  a ver y hi gh speed 
     pr ogr ammabl e I / O pr ocessor  sui t abl e f or  use wi t hi n a di sk dat a 
     pat h,  and Car st en descr i bed a one chi p comput er  f or  use wi t hi n a 
     comput i ng t er mi nal .   At  al l  t i mes,  I ' d l i ke someone t o have a 
     l i st  of  t hese chi ps f or  al l  vendor s we ar e wor ki ng wi t h!   WHO' l l  
     vol unt eer ? 
 
   .  Ji m shoul d have a cl ear  pol i cy about  what  we i nt end t o make 
     ver sus buy wi t h r espect  t o VLSI ,  i n gener al .   I  can not  emphasi ze 
     st r ongl y enough t hat  we must  buy commodi t y VLSI  whenever  
     possi bl e.   We ar e not  usi ng enough i n our  pr oduct s.   Our  post ur e 
     has t o i mpr ove!   I t  shoul d di st i ngui sh t he cases:  
 
         .  cl ear l y commodi t y l i ke memor i es,  uar t s,  mi cr opr ocessor s;  
         .  we have si gni f i cant  knowl edge and t echnol ogy and i t  i s  
           wor t hwhi l e t o be pr opr i et ar y and make our  own ( pr esumabl y 
           t hi s i s t he case wi t h t he VT200 vi deo di spl ay cont r ol l er ) ;  
           t he onl y par t s t hat  we shoul d wor r y about  bei ng pr opr i et ar y 
           about  woul d be " user - vi si bl e" .   That  i s,  a di spl ay scr een 
           cont r ol l er  i f  i t  gave us mar ket i ng uni queness woul d be 
           pr opr i et ar y,  and a f l oppy cont r ol l er  shoul d be consi der ed 
           t o be a commodi t y because i t  gi ves no user  uni queness.  
         .  we have t o do our  own because of  vani t y ar chi t ect ur es ( VAX,  
           PDP- 11) ;  and 
         .  par t s t hat  can gi ve us t i me t o mar ket  and r eal l y 
           compet i t i ve pr oduct s i f  we ar e abl e t o wor k wi t h a vendor  
           t o get  what  we want .   I t  i s cl ear  t hat  ot her s wi l l  have t he 
           chi p t oo ei t her  at  t he same t i me,  or  somewhat  l at er .  Her e,  
           we shoul d use t hei r  one chi p comput i ng t er mi nal ,  even 
           t hough ot her s ar e t oo. . . I  don' t  expect  us t o l ook at  i t ,  
           say we can do bet t er  and st ar t  a compet i t i ve chi p t hat  
           comes out  1- 2 year s l at er  at  sever al  t i mes t he cost  ( our  
           st andar d behavi or  i n t he past ) .   Most  of  t he t i me t hese ar e 
           i ni t i at ed by t he vendor  and we shoul d f i nd out  and use 
           t hem,  al t hough I  can t hi nk of  no cases wher e we' r e 
           ef f ect i vel y doi ng or  have done t hi s now.   Al so,  we shoul d 
           get  par t s bui l t  f or  us,  even t hough t hey wi l l  be i ndust r y 
           st andar d.  
 
   Over al l ,  I  want  t o st at e our  i mpl i ci t  and expl i ci t  pol i ci es,  
   wr i t t en down and t hen t o st ar t  behavi ng accor di ng t o t hi s.   Thi s  
   means r eal  change.   I ' m convi nced we have i t .   Ji m wi l l  l ead us 
   t hr ough t hi s.  
 
   GB2. S4. 41 
 
" TO"  DI STRI BUTI ON:  
 



 

JI M CUDMORE              AVRAM MI LLER             MI TCH FEDERMAN @LSI G 
PATRI CK BUFFET @MLXX     DAVE RODGERS 
 
" CC"  DI STRI BUTI ON:  
 
DI CK CLAYTON             HENRY CROUSE             DAN HAMEL 
ANDY KNOWLES             BERNI E LACROUTE          SI  LYLE 
JACK MACKEEN             DON METZGER              ROY MOFFA 
BI LL PI COTT              BOB SAVELL               STOCK STOECKELMANN @LSI G 
STEVE TEI CHER            JOE ZEH 
00  BURT  DECGRAM ACCEPTED  S 27626  O 64 13- SEP- 81  23: 11: 29 
 
* * * * * * * * * * * * * * * * *  
*  d i  g i  t  a l  *  
* * * * * * * * * * * * * * * * *  
 
TO:  see " TO"  DI STRI BUTI ON               DATE:  SUN 13 SEP 1981  23: 09 EST 
                                        FROM:  GORDON BELL 
cc:  see " CC"  DI STRI BUTI ON               DEPT:  ENG STAFF 
                                        EXT:   223- 2236 
                                        LOC/ MAI L STOP:  ML12- 1/ A51 
 
SUBJECT:  XEROX,  THE 820,  A LOW COST ETHERNET,  ETC.  
 
I  l i st ened t o a descr i pt i on of  t hi s pr oduct  and l ear ned:  
. Xer ox di d i t  i n 6 mont hs,  and har dl y desi gned any of  i t  
. I t  changed t he ment al i t y of  Xer ox engi neer i ng who had 
 bui l t  i t sel f  a bur euacr acy based on 6 year  pr oduct  i nt r os 
. They ar e maki ng 7, 000 per  mont h 
. The pr oduct  wi l l  be pr of i t abl e i n t he f i r st  year ,  even wi t h 
 Xer ox over heads,  cost s,  et c.  
. Xer ox used t o bel i eve t hey shoul d do Cust om Ci r cui t s and 
 Bi pol ar  desi gns,  Now t hey ar e sol d on I ndust r y St andar d 
 Par t s ( pr obabl y so i s I BM! ) !  
. They wi l l  f ol l ow i t  wi t h anot her  pr oduct  i n 6- 9 mont hs 
 whi ch wi l l  be at  same cost ,  but  mor e power  
. The 860 i sn' t  doi ng al l  t hat  wel l  
. Don Massar o i s a r eal  Her o wi t hi n Xer ox 
. Ther e i s concer n t hat  Et her net  i s t oo l at e!   Some 
 i nsi der s woul d l i ke t o have a l ow cost ,  1 megabi t  l i nk,  NOW!  
 ( One such possi bi l i t y i s t he I EEE 488 t hat  has been used 
 i n t hi s conf i gur at i on . . .  i t  mi ght  be t he best  f or  us t oo 
 especi al l y si nce we need t he 488 f or  CT and i t  exi st s on a 
 number  of  our  cur r ent  syst ems.   What  you t hi nk????)  
. Xer ox bel i eves t hey must  CAPTURE THE DESK!   ( The compet i t i on 
 i s Appl e,  Tandy and now I BM t oo. )  
. The ar e goi ng t o set  up a st r ong f i el d or gani zat i on i n 
 or der  t o be abl e t o sel l  and suppor t  t he compl exi t i es of  Et her net .  
. They see t he phone as an i mpor t ant  connect i on t o Et her net  
 and ar e wor ki ng on i t  at  PARC.  
 
I t ' s cl ear  we can i dent i f y wi t h some of  t hese poi nt s and concer ns.  
 
" TO"  DI STRI BUTI ON:  
 
BI LL AVERY               GEORGE CHAMPI NE          BARRY JAMES FOLSOM 
BOB GLORI OSO             SI  LYLE                  AVRAM MI LLER 



 

BRUCE STEWART 
 
" CC"  DI STRI BUTI ON:  
 
ENG STAFF:                GVPC:                     KEN OLSEN 
DAVE RODGERS 
 
GB2. S8. 24 
 
   Febr uar y 9,  1979 
 
 
 
Mr .  James S.  Campbel l  
Pr esi dent  
Xer ox Busi ness Syst ems 
701 S.  Avi at i on Bl vd.  
El  Segundo,  Cal i f or ni a  90245 
 
Dr .  Geor ge E.  Pake 
Vi ce Pr esi dent  
Xer ox Resear ch 
3333 Coyot e Hi l l  Road 
Pal o Al t o,  Cal i f or ni a  94304  
 
Dear  Si r s:  
 
I  am wr i t i ng at  t he suggest i on of  Bob Met cal f e.   We bel i eve t hat  Et her net  
mi ght  ser ve as t he basi s f or  a pr oduct i ve ar r angement  bet ween Xer ox and 
Di gi t al .   I  woul d l i ke t o expl or e wi t h you or  t he appr opr i at e per sons 
wi t hi n Xer ox t he est abl i shment  of  Et her net  as a st andar d f or  communi cat i on 
among comput er s.  
 
I  r ecent l y l ear ned t hat  Xer ox may be pl aci ng some of  i t s Al t os and Dover s 
( connect ed by Et her net s)  i n uni ver si t i es at  whi ch t her e ar e maj or  DARPA 
cont r act s.   We t oo have a number  of  comput er s i n t hese uni ver s i t i es and 
woul d l i ke t o use t he Et her net  scheme f or  i nt er connect i on.   The f i r st  
oppor t uni t y t hat  I  see i n a possi bl e Xer ox- DEC agr eement  about  Et her net  
woul d be t hat  of  pr ovi di ng DARPA wi t h a power f ul  l ocal  net wor ki ng 
capabi l i t y among t hei r  DEC comput er s and Xer ox wor kst at i ons and pr i nt er s.  
 
DEC has been wor ki ng i n t he l ocal  comput er  net wor ki ng ar ea f or  some t i me,  
l ooki ng f or  t he pr oper  appr oach.   One of  t he pr obl ems i n net wor ki ng i s 
t hat  t her e ar e so many al t er nat i ves f or  l ocal  comput er  i nt er connect i on and 
no wi del y used syst em wi t h whi ch t o at t ai n t he cr i t i cal  mass r equi r ed.   We 
have been f ol l owi ng your  wor k on Et her net  and now bel i eve t hat  i t  woul d be 
a ver y good candi dat e f or  a communi cat i on st andar d ar ound whi ch a cr i t i cal  
mass coul d be f or med.  I magi ne,  f or  exampl e,  t he mut ual  advant age i n our  
bei ng abl e t o of f er  cust omer s di r ect  i nt er connect i on of  DEC comput er s wi t h 
Xer ox pr oduct s l i ke t he 9700.  
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We woul d be i nt er est ed i n l ear ni ng whet her  Xer ox woul d consi der  l i censi ng 
i t s Et her net  pat ent  t o Di gi t al .   Fur t her ,  we woul d l i ke t o di scuss whet her  
and how Di gi t al  mi ght  become compat i bl e wi t h Xer ox' s Et her net  as i t  now 
exi st s and i s about  t o appear  at  DARPA si t es.  Mi ght  we t ake over  
r esponsi bi l i t y f or  manuf act ur i ng and ser vi ci ng Et her net  equi pment  f or  DEC 
comput er s?  Does Xer ox have l onger  t er m pl ans f or  Et her net ? 
 
As a separ at e i ssue we woul d al so l i ke t o expl or e t he avai l abi l i t y  of  a 
l ow cost  Xer ogr aphi c pr i nt er  wi t h you.   We woul d especi al l y be i nt er est ed 
i n a l ow cost  adapt er  t o a r egul ar ,  l ow cost  of f i ce copi er .  
 
I  l ook f or war d t o our  di scussi ng t hese possi bi l i t i es wi t h t he appr opr i at e 
peopl e at  Xer ox.  
 
 Si ncer el y,  
 
 
 
 Gor don Bel l  
 Vi ce Pr esi dent ,  Engi neer i ng 
 
GB: l j p 
 
GB0001/ 7 
 
CC:  Ji m Conway,  Xer ox 
    Andy Knowl es,  DEC 
    Joe Meany,  DEC 
    Tom Si ekman,  DEC 

ETHERNET AND THE FI FTH GENERATI ON 
 

Gor don Bel l  
Vi ce Pr esi dent ,  Engi neer i ng 

Di gi t al  Equi pment  Cor por at i on 
 
I n t he Fi f t h Comput er  Gener at i on,  a wi de var i et y of  comput er s wi l l  
communi cat e wi t h one anot her .   No one ar gues about  t hi s.   The concer n i s 
about  how t o do i t  and what  f or m t he comput er s wi l l  t ake.  
 
A st andar d communi cat i ons l anguage i s t he key.   I  bel i eve Et her net  i s t hi s 
uni f yi ng key t o t he 5t h comput er  gener at i on because i t  i nt er connect s al l  
si zes and t ypes of  comput er s i n a passi ve,  t i ght l y- coupl ed,  hi gh 
per f or mance f ashi on,  per mi t i ng t he f or mat i on of  l ocal - ar ea net wor ks.  
 
 



 

 

 

             
 

May 16, 2003 
 

2003 National  Medal of Technology Committee 

nmt2003@ta.doc.gov 
 

Dear 2003 National Medal of Technology Committee: 
 

Subject: Recommendation of Dr. Robert M. Metcalfe for the National Medal of Technology 

 

I am very pleased to write this recommendation for Bob Metcalfe to receive the National Medal of 

Technology at this propitious time -- just one week before the 30th birthday of Ethernet.   

Bob was not only the inventor of the first Ethernet, but was the catalyst to get it adopted as a standard, 

through a consortium of Digital Equipment, Intel, and Xerox Corporations.  Ethernet moved rapidly to 

adoption as an International standard with the IEEE and ECMA (European Computer Manufacturers 

Association).  Also helpful was the fact that a more complex token ring alternative that IBM and TI were 

pursuing took many years to develop and was tainted by a bogus patent.  However, at the time, the 

computer industry didn’t know it needed LANs (Local Area Networks). 

Ethernet has evolved through numerous bandwidth (10, 100, 1,000 and now 10,000 Million bits per 

second) and technology changes including radio, but equipment built to the first standards still 

interoperates. 

My understanding and belief in this nomination comes from the direct involvement as Vice President of 

Engineering of Digital Equipment Corporation when we made the Ethernet decision. At that time I was 

working on the VAX Strategy  and DEC architecture for interconnecting computers, and a LAN was at its 

core.  Bob consulted with us, and together we were able to convince Xerox of the overall need, urgency, 

and benefit of Ethernet technology and a standard.   

Finally, it is literally impossible to state the overall impact Ethernet has had on computing and 

communications outside of creating a major industry.  It has enabled distributed computing architectures 

such as our own PCs, to building metropolitan area networks and includes today’s wireless hot spots that 

are springing up at houses and businesses to unwire the planet and provide computing access everywhere. 

Sincerely, 

 

C Gordon Bell 

Senior Researcher 

National Medal of Technology, 1991 
 

MiclOsott 
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Mt..Y 'l2J 1973 

TO: ALTO ALOH4 DISTRIBUTIO:� 

FRCT-i: Bon f-1ETCALFE 

SUBJECT: ETHER Acou1s1rioN 

HERE IS t10RE ROUGH STUFF ON THE ALTO AL(}ll\ NffiJORK, 

I PROPOSE \'JE STOP CALLING THIS .THING 11THE ALTO ALOHA NETWORK" I 

FIRST) BECAUSE IT SHOULD SUPPORT AfN NUf'liBER OF DIFFERENT KINDS 

OF STATION -- SAYJ t··'fJWL PDP-11.J II I II II SECOND) BECAUSE 

THE ORGANIZATION IS BEGINNING TO LOOK VERY MUCH �'ORE BEAUTIFUL 

THAN THE ALGiA RADIO NETWORK -- - TO USE UiARLES 'S "BEAUTIFUL", 

f.tA.YBE: '1THE ETI!ER i�En'-/ORK" I SUGGESTIONS? 

�_.. 

LAZ'-\ SUZ4� 
BOLlE1 \t1 EoPte. 
Tr'�LE.'i 

I HOPE TO BE SIMULATIN G SOON, HELP? INPUTS? 

J 

PA-e L\t\,·{\e_�tt�Z'-\ 
. �\) 2E

________ __,. 

I HOPE YOU HILL NOT BE OFFENDED BY MY ATTEMPTS TO W\KE n-ns 

THINKING Ai"ID DESIGN APPEAR THEORETICAL, 

-o-

. .. 
·····
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11 · 11 n A cro r: 
A CABLE-Te.EE EtHEg -Y:~~J; 

~~ 

HE PL.AN TO BUILD A SO-CALLED BROADCAST CO...,.PUTER CQ'11UNICATION 
~ 

NEn·IORK, NOT UNLIKE THE fJ_QJi~ SYSTB"1 1 S RADIO NEn·!ORK, BUT 

SPECIFICALLY FOR IN-BUILDING MINIC0.'·1PUTER CO>i-'VNICATION, 

WE THINK IN TERMS OF t,'OVA' s AND ALTO' s JOINED BY COAXIAL CABLES I 

WHILE \.'IE t'AY END UP USING COAXIAL CABLE TREES TO CARRY OUR 

BROADCAST TRANSMISSIONS, IT ~EB'lS \·HSE TO TALK IN TERMS OF 

AN-ETHER, RATHER THAN 1 THE .CABLE\,. FOR AS -' -LONG AS POSSIBLE, 

THIS WILL KEEP THINGS GENERAL At-ID ~JHO KNCMS WHAT OTHER MEDIA 

WILL PROVE BffiER THAN CABLE FOR A BROADCAST NEn•IORK; MA.YEE 

RADIO OR TELEPHONE CIRCUITS, OR POl'IER WIRING OR FREQUENCY-MULTI-PLEXED 

CATV, OR MICROl'/AVE ENVIRONMENTS, OR EVEN CO'·IBINATIONS THEREOF, -
THE ESSENTIAL FEATURE; OF OUR MEDIL.lf"1 -- THE ETHER -- IS THAT IT 

CARRIES TRANSMISSIONS, PROPAGATES BITS TO ALL STATIONS, 

HE ARE TO INVESTIGATE THE APPLICABILITY OF ETHER Nffi.ORKS, 

/1 
.......,._ ... ~ ~,.-~-.,. 

... -~~ . 

.. ' 

. ~-.: 



EJHFR ACOU IS I I I rn,1 

. ·-:_ ..-- . 

· Hav-J OOES A STATION'S TRANSMITTER ACQUIRE THE USE OF THE ETI,ER 

FOR A PARTICULAR TRANSMISSION? THERE ARE MANY POSSIBLE \'JAYS, 

THE JI.LOHA RADIO NETI•/ORK USES \'/HAT \'IE CALL 11DE FACTO" ETI-IER 

ACQUISITION, A STATION DESIRING TO TRANSMIT SIMPLY DOES) .IT 

JlJ,'iPS RIGHT ON AND USES THE ETI-IER, lF THE TRANSMISSION GOES . · 

THROUGH) THE ETHER HAS BEEN SUCCESSFULLY ACQUIRED) DE FACTO, 

Ii= scx'1E OTHER TPAl'JSMISSION coNFLicTs; THEN BOTH (ALL) ARE 

LOST AND ARE RETRIED ·soME RANDCX•1 TIME LATER; THE ETHER HAS 

FAILED TO BE ACQUIRED, 

AT LEAST TWO FACTS ABOUT THE ALOH~ ETHER AND TRANSCEIVERS 

SUPPORT THE USE OF .'DE FACTO ETHER ACQUISITION, FIRST) 

THE ALOHA ETHER IS VERY BIG) IT TAKES A LONG TIME FOR 

TRANSMISSirn~s TO PROPAGATE,; AND SECOND) ALOHA TRN!SCEIVERS 
~ ...... z;lr"'C ,1~"'-1,....t(.' ~ 

ARE STRICTLY 1-ll'\LF-DUPLEXJ THEY CANNOT DETECT INTERFERENCE 
• w 1 s....ac c&ratr BE aa:cai:r:98aar 

WHILE TRANSMITTING, NEITHER OF THESE 11'10 FACTS IS TRUE 
~ 

OF OUR ETHER OR OUR STATIONS AS THEY ARE ENVISIONED, 



EROX 

- . .. · :._ .;.- . 
(l) THE ETHER AXIOM: TI-lE ETI-lER CARRIES TRANSMISSIONS TO ALL STATIONS, 
~ 

(2) THE PROXIMITY AXIO'·1: PR0PAGATfON TIMES ARE SOMEWHAT St.,v\LL 

(3) Tr!E DETECTION ;\XIOf.i: STATIONS CAN DETECT., AT ALL TIMES., 
e ·--s~~z.u::·1erea~ 

TRANSMISSIOHS OF 011-iER STAT JONS, AS THEY PASS., IN ABOUT· ONE 

BIT TIME, 

(4) THE DEFERENCE AXIOM: \'/HILE DETECTING A PASS1NG TRANSMISSION; . 
~ 

NO STATION WILL BEGIN OR CONTINUE ITS OWN TRANSMISSION, 
. . . NOT 11-\E 

· . ·. ·._.. : : . . - - / LOCO..\.. \ 
~ . . . ME..,-Wce.\c • 
1HE ETHER AXIOM FREES us · FROM CONSIDERING NETWORK ROUTING, 

THE PROXIMITY AXIOM ALLOt/S US TO CONSIDER SOLUTIONS WHICH 

WOULD BE TOTALLY IMPRACTICAL OTHERWISE -- SAY AS IN ALOHA RADIO, 

THE DETECTION AXIOM DOES NOT IMPLY THAT CONFLICTS CAN BE 

AVOIDED; SEPARATED TRANSCEIVERS CAN BEGIN TRANSMISSION ON 

FREE ETHER ONLY TO DISCOVER LATER THAT THEIR TRANSMISSIONS 

HAVE COLLIDED ELSEWHERE, THE DEFERENCE AXIOM FOLLO,·JS FRQ",1 

NOTHING t-'ORE THAN OUR BASIC INTUITION -- ~AYBE IT SHOULD 

BE DISCARDED SCX·1ET I ME I I 

. ... I: 
I 
i 
I 
! 

' 

1· 
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~ NOd) A DEFINITION: 

.... _._ . 

A STATION IS SAID TO HAVE ACQUIRED THE ETHER WHEN At\lD ONLY ¼"rlEN - .-

IT HAS BEGUN TRANSMITTING A PACKET AND ALL OF THE OTHER STATIONS 

HAVE DETECTED THE TRANSMISSION AND ARE DEFERRING TO IT, -
AFTER ACQUIRING THE ETHER) A STATION IS SAID TO 1::lQill THE ETHER 

AS LONG AS IT CONTINUES TRANSMITTING, 

THE DEFERENCE AXIOM IMPLIES · TI-IAT ON.CE _A· STATION HAS ACQUIRED 
.. . . 

THE ETHER) IT CAN HOLD THE ETHER AS LONG AS IT WANTS) USING 

IT WITHOUT CONFLICT FOR THE DURATION OF ITS TRANSMISSION, 

A STATION VIOLATING THE DEFERENCE AXIOM COULDJ OF COURSE) 

BREAK A HOLD ON THE ETHER AND ACQUIRE IT J BUT FOR THE t'0"1\ENT 

WE DISALLOtl THIS BEH4VIOR, 

IF THE ETHER IS TO BE SHARED IN SOME REASONABLE WAYJ THEN 

FURTHER AGREEMENTS WILL BE REQUIRED TO REGULATE THE MAXI(vl.tJM 

HOLDING TIME, Bur THIS COMES LATER, 
., 

;. 

,; 



AND NCMJ ANOTI-!ER SO-CALL.ED AXIOM: 

-.. '::.. .,,.._ .. 

(5) THE DIAf-~ETER AXIOM: FOR MN GIVEN ETHER NErr'l'ORKJ 
em ~w r:tsw:tr"iP:li"fl'iiV'JD"ZtFIGl3flPil 

THERE EXISTS A DIN'iETER D, THE PROPAGATION DELAY BEn•/EEN 

f1JST DISTANT STATIONS) THE fv1AXIMUM TIME FROM START OF 

TRANSMISSION TO DETECTION OF TRANSMISSION BY A DISTANT STATION, 

BY THE PROXIMITY AXIOM, D IS 11SQ'viEWHAT" SMt\LL 

Holl LONG AFTER BEGINNING TP-.Af!SMISSION MUST J DITTCT NO 
aws 2 ~a...---.sn• tftl!I± w sw4 a,wrmzm www ff¥i ••• 

CONFLICT BEFORE I CAN BE CERTAIN THAT J HAVE ACQUIRED TH~W, 
W o:::s::.6i ±. it !TSJAWGWWWS U iJ :1- 7 - U 0&...J:=.:mB' NI &a IQSJWt'"tHF 

THE ANS\•/ER: 2DJ ONE ROUND TRIP, SAY THAT lHERE IS THIS STATION 
~~a. JCC<il~ . 

AT THE FAR END OF TI-IE ETHER) D SECONDS AWAY, AFTER J START 

TRANSMISSION ON THE OPEN ETHER, IT CAN BED SECONDS BEFORE 

HE KNOl'/S ABOUT IT, BUT IF JUST BEFORE MY TRANSMISSION REACHES 

HIM HE DECIDES TO TRANSMIT HIMSELF J THEN IT WILL BE D fv'ORE 

SECONDS BEFORE l FIND OUT ABOUT IT -- IT CAN BE 2D SECONDS . 
. , 

BEFORE I SENSE CONFLICT AND lHEREFORE FAILURE TO ACQUIRE, 

HE WILL HAVE SENT A BIT OR ~r't'O BEFORE DETECTING MY TRANSMISSION 

AND \~ILL DEFER) BUT IT 1 S TOO LATE, HIS BRIEF TRANSMISSION · 

WILL CAUSE ME TO LET GO OF TI-IE ETHER ACCORDING TO THE AXICT-1 

OF DEFERENCE, IT TAKES 2D SECONDS OF ETHER TIME TO ACQUIRE, 

\-=-···---~12_"? - ~, 
"' ---------·-·--· .. : 

. . . 

. - .-

j 
I 
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DEFINITION: A TRANSMISSION IS SAID TO BE CONFLICT-FREE 

\.'/ITH RESPECT TO ITS TRI\NSMITTER AND A SPECIFIED RECEIVER 

(DISREGAPJ)JNG ETHER NOISE) IF AND ONLY IF THE TRANSMISSION 

PLACED ON 11-lE ElliER BY THE TRANSMITTER IS LATER CORRECTLY 

RECEIVED (I, E, J WITI-lOITT INTERFERENCE) AT THE RECEIVER, 

.. 

-. . --:_ ..-- .. 

i 
i 
! 

! 
j 
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FACT: IF THE ETHER IS ACQUIRED FOR A TRAi'\JSMISSION1 THEN THE ...-..- - · . , .,_ . 

TRANSMISSION IS CONFLICT-FREE FOR ALL RECEIVERS, -----
FACT: ETHER ACQUISITION IS NOT NECCESSARY FOR CONFLICT-FREE 

CZ w-. 
TRANSMISSIONS1 EVIDENCE ALQ}{A SUB-ACQUISITION TRA.NSMISSIONS, 

FACT: THE LONGEST CONFLICT.::FREE SUB.:...ACOUISITION TRANSMISSION 

IS D SECONDS LONG, 

., 

i . 
i 

' 

I ' 
! 

I. 
' 

! ' 
I 
I 
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FACT: A TRANS!'iISSION OF ANY LENGTH D (EVEN LESS THAN D) CAN BE -
DETERMINED TO BE cor~FLICT-FREE FOR .e.~k. RECEIVERS BY ITS TRANSMITTER -IF NO CONFLICTING TRANSMISSIONS ARE DETECTED FOR A PERIOD OF 

2D SECONDS AFTER THE START OF TRANSMISSION, 

FACT: A TRANSMISSION r1l\Y BE CONFLICT-FREE \~ITH RESPECT TO 
~ -»,www~ 

ITS INTENDED RECEIVER EVEN IF AN OTHER TRANSMISSION IS DETECTED 

BEFORE THE 2D SAFETY PERIOD, 

·:. .,.- .. - .· 

:t~~tlB!f1 1t20.~$'tl\ \\°\€ tz tE.CE.\\)E. ~ 
.. . ' -\-------~\-~~-~--:_ _ --->' 

.. 

('":,.,-_ 
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ElliER B.JjRGA Hlii·iG L03 IC 

\'!E PRESLME \·IE KNa,~ THE ETHER'S DIN-'flER AND THAT IT IS SMALL/---- · .. 

WE PROPOSE THE FOLL0r/lNG LOGIC FOR A STATION'S BARGAINING 

WITH THE ETHER, 

FIRST) A CLOCK; CALL IT THE ROUND-TRIP CLOCK (RC) I 

THE RC NEED NOT BE VERY GOOD; AN UGLY t-1.JLTI-VIBRATOR PERHAPS, . 

1T SHOULD HAVE A PERIOD OF 2D+EPSILONJ FOR SQM.E S~V\LL EPSILON, 
04 IE¼¥PA'"---~tiS-JliZI§_ 111:_ il!1$"!1~~ ~~-

SECOND) A COUNTER; CALL IT THE SLOT COUNTER (SC), 

THE SC IS ALWAYS COUNTING UP) INCREMENTED BY TrlE 

ROU~'D-TRIP CLOCK, 
~ 

i8 

TH I RD) A REG I STER; . CALL IT THE LOAD REG I STER ( LR) I 

' 

THE LOAD REGISTER TELLS THE SLOT COUNTER WHEN TO RETURN TO ZERO, 

THE lR HOLDS A NUMBER \'i'H I CH IS A MEASURE OF ETHER TRAFF! C LOAD, 

IN COUNTING UP FROM ZERO) THE SLOT COUNTER RETURNS TO ZERO 

WHEN ITS CONTENTS ARE EQUAL TO THAT OF THE LOAD REGISTER, 

THE LOAD REGISTER DEFINES THE LENGTH OF THE SLOT COUNTERS 

CYCLE, 

FOURTH, OTHER-DRIVE DETECTOR, OD, THE OD LOOKS AT THE ETHER 

TO DETECT ~/HEN THE ETHER IS BE I NG DR I VEN BY savE TRANSMI TIER 

OTHER THAf.l ITS 0.-JN) AT THE POINT OF THE TRANSMITTER, 
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IMPORTANT INFORMATION AND DISCLAIMERS 

1. This specification includes subject matter relating to a patent(s) of Xerox 
Corporation. No license under such patent(s) is granted by implication, estoppel 
or otherwise as a result of publication of this specification. Applicable licenses 
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without notice at any time. 
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from it is or will be free from infringements or patents of third persons. 



ETHERNET SPECIFICATION: Preface 

Preface 

This document contains the specification of the Ethernet, a local area network 
developed jointly by Digital Equipment Corporation, Intel Corporation, and Xerox 
Corporation. The Ethernet specification arises from an extensive collaborative effort 
of the three corporations, and several years of work at Xerox on an earlier prototype 
Ethernet. 

This specification is intended as a design reference document, rather than an 
introduction or tutorial. Readers seeking introductory material are directed to the 
reference list in Section 2, which cites several papers describing the intent, theory, 
and history of the Ethernet. 

This document contains 7 sections, falling into three main groups: 

Sections 1, 2, and 3 provide an overall description of tl1e Ethernet, including its 
goals, and the scope of the specification. 

Sections 4 and 5 describe the architectural structure of the Ethernet in terms of a 
functional model consisting of two layers, the Data Link Layer and the Physical 
Layer. 

Sections 6 and 7 specify the t\\'.O layers in detail, providing the primary technical 
specification of the Ethernet. 

Readers wishing to obtain an initial grasp of the organization and content of the 
specification will be best served by reading Sections 1, 3, and 4. Readers involved in 
actual implementation of the Ethernet will find Sections 5, 6, and 7 to contain the 
central material of the specification. Section 2 provides references, and the 
appendices provide supplementary material. 

The approach taken in the specification of the Data Link Layer in Section 6 is a 
procedural one; in addition to describing the necessary algorithms in English and 
control flow charts, the specification presents these algorithms in the language Pascal. 
This approach makes clear the required behavior of Data Link Layer, while leaving 
individual implementations free to exploit any appropriate technology. 

Because the procedural approach is not suitable for specifying the details of the 
Physical Layer, Section 7 uses carefully worded English prose and numerous figures 
and tables to specify the necessary parameters of this tayer. 

Some aspects of the Ethernet are necessarily discussed in more than one place in this 
specification. Whenever any doubt arises concerning the official definition in such a 
case, the reader should utilize the Pascal procedural specification of the Data Link 
Layer in Section 6.5, and the detailed prose specification of the Physical Layer in 
Sections 7.2 through 7.9. 



ii ETHERNET SPECIFICt\ TION: Preface 

One aspect of an overall network architecture which is not addressed by this 
specification is network management. The network management facility performs 
operation, maintenence, and planning functions for the network: 

- Operation functions include parameter setting, such as address selection. 

- Maintenance functions provide for fault detection, isolation, and repair. 

- Planning functions include collection of statisical and usage information, necessary 
for planned network growth. 

While network management itself is properly performed outside the Ethernet Data 
Link and Physical Layers, it requires appropriate additional interfaces to those layers, 
which will be defined in a subsequent version of this specification. 
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ETHERNET SPECIFICATION: Introduction 1 

1. INTRODUCTION 

The Ethernet local area network provides a communication facility for high speed 
data exchange among computers and other digital devices located within a moderate­
sized geographic area. Its primary characteristics include: 

Physical Layer: 

Data rate: 10 Million bits/sec 

Maximum station separation: 2.5 Kilometers 

Maximum number of stations: 1024 

Medium: Shieldea coaxial cable, base-band signalling 

Topology: Branching non-rooted tree 

Data Link Layer: 

Link control procedure: Fully distributed peer protocol, with statistical 
contention resolution (CSMA/CD) 

Message protocol: Variable size frames, "best-effort" delivery 

The Ethernet, like other local area networks, falls in a middle ground between long 
distance, low speed networks which carry data for hundreds or thousands of 
kilometers, and specialized, very high speed interconnections which are generally 
limited to tens of meters. The Ethernet is intended primarily for use in such areas as 
office automation, distributed data processing, terminal access, and other situations 
requiring economical connection to a local communication medium carrying bursty 
traffic at high peak data rates. Use in situations demanding resistance to hostile 
environments, real-time response guarantees, and so on, while not specifically 
excluded, do not constitute the primary environment for which the Ethernet is 
designed. 

The precursor to the Ethernet specified in this document was the "Experimental 
Ethernet", designed and implemented by Xerox in 1975, and used continually since 
that time by thousands of stations. The Ethernet defined here builds on that 
experience, and on the larger base of the combined experience of Digital, Intel, and 
Xerox in many forms of networking and computer interconnection. 

In specifying the Ethernet, this document provides precise detailed definitions of the 
lowest two layers of an overall network architecture. It thus defines what is generally 
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referred to as a !ink-level facility. It does not specify the higher level protocols 
needed to provide a complete network architecture. Such higher level protocols 
would generally include such functions as internetwork communication, error 
recovery, flow control, security measures (e.g. encryption), and other higher level 
functions that increase the power of the communication facility and/or tailor it to 
specific applications. In particular, it should be noted that all error recovery 
functions have been relegated to higher level protocols, in keeping with the low error 
rates that characterize local networks. 

One of the main objectives of this specification is compatibility. As stated in Section 
3, it is intended that every implementation of the Ethernet be able to exchange data 
with every other implementation. It should be noted that higher level protocols raise 
their own issues of compatibility over and above those addressed by the Ethernet and 
other link-level facilities. This does not eliminate the importance of link-level 
compatibility, however. While the compatibility provided by the Ethernet does not 
guarantee solutions to higher level compatibility problems, it does provide a context 
within which such problems can be addressed, by avoiding low level incompatibilities 
that would make direct communication impossible. 
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3. GOALS AND NON·GOALS 

This section states the assumptions underlying the design of the Ethernet. 

3.1 Goals 

The goals of the Ethernet design are: 

Simplicity: Features which would complicate the design without substantially 
contributing to the meeting of the other goals have been excluded. 

Low cost: Since technological improvements will continue to reduce the overall 
cost of stations wishing to connect to the Ethernet, the cost of the connection 
itself should be minimized. 

Compatibility: All implementations of the Ethernet should be capable of 
exchanging data at the data link level. For this reason, the specification 
avoids optional features, to eliminate the possibility of incompatible variants 
of the Ethernet. 

Addressing flexibility: The addressing mechanisms should provide the 
capability to target frames to a single node, a group of nodes, or to all nodes 
on the network. 

Fairness: All nodes should have equal access to the network when averaged 
over time. 

Progress: No single node operating in accordance with the protocol should be 
able to prevent the progress of other nodes. 

High speed: The network should operate efficiently at a data rate of 10 
Megabits per second. 

Low delay: At any given level of offered traffic, the network should introduce 
as little delay as possible in the transfer of a frame. 

Stability: The network should be stable under all load conditions, in the sense 
that the delivered traffic should be a monotonically non-decreasing function 
of the total offered traffic. 

Maintainability: The Ethernet design should allow for network maintenance, 
operation, and planning. 

Layered Architecture: The Ethernet design should be specified in layered terms 
to separate the logical aspects of the data link protocol from the physical 
details of the communication medium. 
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3.2 Non·Goals 

The following are not goals of the Ethernet design: 

Full duplex: At any given instant, the Ethernet can transfer data from one 
source station to one or more destination stations. Bi-directional 
communication is provided by rapid exhange of frames, rather than full 
duplex operation. 

Error control: Error handling at the data link level is limited to detection of bit 
errors in the physical channel, and the detection and recovery from collisions. 
Provision of a complete error control facility to handle detected errors is 
relegated to higher layers of the network architecture. 

Security: The data link protocol does not employ encryption or other 
mechanisms to provide security. Higher layers of the network architecture 
may provide such facilities as appropriate. 

Speed flexibility: This specification defines a physical channel operating at a 
single fixed data rate of 10 Megabits per second. 

Priority: The data link protocol provides no support of priority station 
operation. 

Hostile user: There is no attempt to protect the network from a malicious user 
at the data link level. 
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4. FUNCTIONAL MODEL OF THE ETHERNET ARCHITECTURE 

There are two important ways to view the Ethernet design, corresponding to: 

Architecture, emphasizing the logical divisions of the system, and how they fit 
together. 

/mp!ementatfon, emphasizing the actual components, and their packaging and 
interconnection. 

Figure 4-1 illustrates these two views as they apply to a typical implementation, 
showing how each view groups the various functions. 

This document is organized along architectural lines, emphasizing the large-scale 
separation of the Ethernet system into two parts: the Data Link Layer and the 
Physical Layer. These layers are intended to correspond closely to the lowest layers 
of the ISO Model for Open Systems Interconnection [4,5]. Architectural organization 
of the specification has two main advantages: 

Clarity: A clean overall division of the design along architectural lines makes the 
specification clearer. 

Flexibility: Segregation of medium-dependent aspects in the Physical Layer allows 
the Data Link Layer to apply to transmission media other than the specified 
coaxial cable. 

As is evident in Figure 4-1, the architectural model is based on a set of interfaces 
different from those emphasized· in the implementations. One crucial aspect of the 
design, however, must be addressed largely in terms of the implementation 
interfaces: compatibility. Two important compatibility interfaces are defined within 
what is architecturally the Physical Layer: 

Coaxial cable interface: To communicate via the Ethernet, all stations must adhere 
rigidly to the exact specification of coaxial cable signals defined in this document, 
and to the procedures which define correct behavior of a station. The medium­
independent aspects of the Data Link Layer should not be taken as detracting 
from this point: communication via the Ethernet requires complete compatibility at 
the coaxial cable interface. 
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Transceiver cable interface: It is anticipated that most stations will be located some 
distance away from their connection to the coaxial cable. While it is necessary to 
place a small amount of circuitry (the transceiver) directly adjacent to the coaxial 
cable, the majority of the electronics (the controller) can and should be placed 
with the station. Since it is desirable for the same transceiver to be usable with a 
wide variety of stations, a second compatibility interface, the transceiver cable 
interface, is defined. While conformance with this interface is not strictly 
necessary to insure communication, it is highly recommended, since it allows 
maximum flexibility in intermixing transceivers and stations. 

4.1 Layering 

The major division in the Ethernet Architecture is between the Physical Layer and 
the Data Link Layer, corresponding to the lowest two levels in the ISO model. The 
higher levels of the overall network architecture, which use the Data Link Layer, 
will be collectively referred to in this document as the "Client Layer" since, strictly 
speaking, the identity and function of higher level facilities are outside the scope of 
this specification. The intent, however, is that the Ethernet Physical and Data Link 
Layers support the higher layers of the ISO model (Network Layer, Transport 
Layer, etc.). 

The overall structure of the layered architecture 1s shown m Figure 4-2. 

Client Layer 

Interface 

Data Link Layer 

Interface 

Physical Layer 

Figure 4-2: Architectural Layering 



ETHERNET SPECIFICATION: Functional Model of the Ethernet Architecture 9 

In the architectural model used here, the layers interact via well defined interfaces. 

The interface between the Client Layer and the Data Link Layer includes 
facilities for transmitting and receiving frames, and provides per-operation 
status information for use by higher-level error recovery procedures. 

The interface between the Data Link Layer and the Physical Layer includes 
signals for framing (carrier sense, transmit initiation) and contention resolution 
( collision detect), facilities for passing a pair of serial bit streams (transmit, 
receive) between the two layers, and a wait function for timing. 

These interfaces are described more precisely in Section 5. 

As mentioned in the preface, additional interfaces are necessary to allow a higher 
level network management facility to interact with the Data Link Layer and Physical 
Layer to perform operation, maintenance and planning functions. 

4.2 Data Link Layer 

The Data Link Layer defines a medium-independent link level communication 
facility, built on the medium-dependent physical channel provided by the Physical 
Layer. It is applicable to a general class of local area broadcast media suitable for 
use with the channel access discipline known as carrier-sense multiple-access with 
collision-detection (CSMA-CD). Compatibility with non-contention media (e.g., 
switched lines, token-passing rings, etc.), while a worthwhile topic for further 
research, is not addressed in this specification, 

The Data Link Layer specified here is intended to be as similar as possible to that 
described in the ISO model. In a broadcast network like the Ethernet, the notion 
of a data link between two network entities does not correspond directly to a 
distinct physical connection. Nevertheless, the two main functions generally 
associated with a data link control procedure are present: 

Data encapsulalion 

- framing (frame boundary delimitation) 
- addressing (handling of source and destination addresses) 
- error detection ( detection of physical channel transmission errors) 

Link management 

- channel allocation (collision avoidance) 
- contention resolution (collision handling) 

This split is reflected in the division of the Data Link Layer into the Data 
Encapsulation sub-layer and the Link Management sub-layer, as shown in Figure 4-
3. 
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Figure 4-3: Data Link Layer Functions 

In tenns of the ISO model, the Ethernet Data Link Layer provides a multi· 
endpoint connection between higher-layer entities wishing to communicate. The 
connection provided is called a data link, and is implemented between two or more 
Data Link Layer entities called data link controllers via a Physical Layer connection 
called the physical channel. 

4.3 Physical Layer 

The Physical Layer specified in this document provides a 10 MBit/sec physical 
channel through a coaxial cable medium. Because one purpose of the layered 
architecture is to insulate the Data Link Layer from the medium-specific aspects of 
the channel, the Physical Layer completely specifies the essential physical 
characteristics of the Ethernet, such as data encoding, timing, voltage levels, etc. 
Implementation details are left unspecified, to retain maximum flexibility for the 
implementor. In all cases, the criterion applied in distinguishing between essential 
characteristics and implementation details is guaranteed compatibility: any two 
correct implementations of the Physical Layer specified here will be capable of 
exchanging data over the coaxial cable, enabling communication between their 
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respective stations at the Data Link Layer. 

The Physical Layer defined in this specification perfonns two mam functions 
generally associated with physical channel control: 

Data encoding 
- preamble generation/removal (for synchronization) 
- bit encoding/decoding (between binary and phase-encoded fonn) 

Channel access 
- bit transmission/reception ( of encoded data) 

- carrier sense (indicating traffic on the channel) 
- collision detection (indicating contention on the channel) 

This split is reflected in the division of the Physical Layer into the Data Encoding 
sub-layer and the Channel Access sub-layer, as shown in Figure 4-4. 
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Figure 4-4: Physical Layer Functions 
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4.4 Ethernet Operation and the Functional Model 

This section provides an overview of frame transmission and reception in terms of 
the functional model of the architecture. This overview is descriptive, rather than 
definitional; the formal specifications of the operations described here are given in 
Sections 6 and 7. 

4.4.1 Transmission Without Contention 

When the Client Layer requests the transmission of a frame, the Transmit Data 
Encapsulation component of the Data Link Layer constructs the frame from the 
client-supplied data and appends a frame check sequence to provide for error 
detection. The frame is then handed to the Transmit Link Management component 
for transmission. 

Transmit Link Management attempts to avoid contention with other traffic on the 
channel by monitoring the carrier sense signal and deferring to passing traffic. 
When the channel is clear, frame transmission is initiated (after a brief interframe 
delay to provide recovery time for other data link controllers and for the physical 
channel). The Data Link Layer then provides a serial stream of bits to the Physical 
Layer for transmission. 

The Data Encoding component of the Physical Layer, before sending the actual bits 
of the frame, sends an encoded preamble to allow the receivers and repeaters along 
the channel to synchronize their clocks and other circuitry. It then begins 
translating the bits of the frame into encoded fom1 and passes them to the Channel 
Access component for actual transmission over the medium. 

The Channel Access component performs the task of actually generating the 
electrical signals on the medium which represent the bits of the frame. 
Simultaneously, it monitors the medium and generates the collison detect signal, 
which, in the contention-free case under discussion, remains off for the duration of 
the frame. 

When transmission has completed without contention, the Data Link Layer so 
informs the Client Layer and awaits the next request for frame transmission. 

4.4.2 Reception Without Contention 

At the receiving station, the arrival of a frame is first detected by the Receive 
Channel Access component of the Physical Layer, which responds by synchronizing 
with the incoming preamble, and by turning on the carrier sense signal. As the 
encoded bits arrive from the medium, they are passed to the Receive Data 
Decoding component. 
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Receive Data Decoding translates the encoded signal back into binary data and 
discards the leading bits, up to and including the end of the preamble. It then 
passes subsequent bits up to the Data Link Layer. 

Meanwhile, the Receive Link Management component of the Data Link Layer, 
having seen carrier sense go on, has been waiting for the incoming bits to be 
delivered. Receive Link Management collects bits from the Physical Layer as long 
as the carrier sense signal remains on. When the carrier sense signal goes off, the 
frame is passed to Receive Data Decapsulation for processing. 

Receive Data Decapsulation checks the frame's destination address field to decide 
whether the frame should be received by this station. If so, it passes the contents of 
the frame to the Client Layer along with an appropriate status code. The status 
code is generated by inspecting the frame check sequence to detect any damage to 
the frame enroute, and by checking for proper octet-boundary alignment of the end 
of the frame. 

4.4.3 Collisions: Handling of Contention 

If multiple stations attempt to transmit at the same time, it is possible for their 
transmitting data link controllers to interfere with each others' transmissions, in 
spite of their attempts to avoid this by deferring. When two stations' transmissions 
overlap, the resulting contention is called a collision. A given station can experience 
a collision during the initial part of its transmission (the "collision window"), before 
its transmitted signal has had time to propagate to all parts of the Ethernet channel. 
Once the collision window has passed, the station is said to have acquired the 
channel: subsequent collisions are avoided, since all other (properly functioning) 
stations can be assumed to have noticed the signal (via carrier sense) and to be 
deferring to it. The time to acquire the channel is thus based on the round-trip 
propagation rime of the physical channel. 

In the event of a collision, the Transmit Channel Access component of a 
transmitting station ·s Physical Layer first notices the interference on the channel 
and turns on the collision detect signal. This is noticed in turn by the Transmit 
Link Management component of the Data Link Layer, and collision handling 
begins. First, Transmit Link Management enforces the collision by transmitting a 
bit sequence called the jam. This insures that the duration of the collision is 
sufficient to be noticed by the other transmitting station(s) involved in the collision, 
After the jam is sent, Transmit Link Management terminates the transmission and 
schedules a retransmission attempt for a randomly selected time in the near future. 
Retransmission is attempted repeatedly in the face of repeated collisions. Since 
repeated collisions indicate a busy channel, however, Transmit Link Management 
attempts to adjust to the channel load by backing off (voluntarily delaying its own 
retransmissions to reduce its load on the channel). This is accomplished by 
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expanding the interval from which the random retransmission time is selected on 
each retransmission attempt. Eventually, either the transmission succeeds, or the 
attempt is abandoned on the assumption that the channel has failed or has become 
overloaded. 

At the receiving end, the bits resulting from a collision are received and decoded by 
the Physical Layer just as are the bits of a valid frame. In particular, collisions do 
not turn on the receiving station's collision detect signal, which is generated only 
during transmission. Instead, the fragmentary frames received during collisions are 
distinguished from valid frames by the Data Link's Receive Link Management 
component, by noting that a collision fragment is always smaller than the shortest 
valid frame. Such fragments are discarded by Receive Link Management. 
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5. INTER·L\YER l:\TERFACES 

The purpose of this section is to provide precise definitions of the interfaces 
between the architectural layers defined in Section 4. In order to provide such a 
definition, some precise notation must be adopted. The notation used here is the 
Pascal language, in keeping with the procedural nature of the formal Data Link 
Layer specification (see 6.5). Each interface is thus described as a set of procedures 
and/or shared variables which collectively provide the only valid interactions 
between layers. The accompanying text describes the meaning of each procedure 
or variable and points out any implicit interactions among them. 

Note that the description of the interfaces in Pascal is a notational technique, and in 
no way implies that they can or should be implemented in software. This point is 
discussed more fully in 6.5, which provides complete Pascal declarations for the 
data types used in the remainder of this section. Note also that the "synchronous" 
(one frame at a time) nature of the frame transmission and reception operations is a 
property of the architectural interface between the Client Layer and the Data Link 
Layer, and need not be reflected in the implementation interface between a station 
and its controller. 

5.1 Client Layer to Data Link Layer 

The two primary services provided to the Client Layer by the Data Link Layer are 
transmission and reception of frames. The interface through which the Client 
Layer uses the facilities of the Data Link Layer therefore consists of a pair of 
functions, 

Functions: 
TransmitFrame 
ReceiveFrame 

Each of these functions has the components of a frame as its parameters (input or 
output), and returns a status code as its result. 

The Client Layer transmits a frame by invoking TransmitFrame: 

function TransmitFrame ( 
destinationParam: AddressValue; 
sourceParam: AddressValue; 
typeParam: TypeValue; 
dataParam: DataValue): TransmitStatus; 

The TransmitFrame operation is synchronous, in the sense that its duration is the 
entire attempt to transmit the frame, so that when the operation completes, 
transmission has either succeeded or failed, as indicated by the resulting status 
code: 

type TransmitStatus = (transmitOK, excessiveCollisionError); 
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Successful transmission is indicated by the status code transmitOK; the code 
excessiveCollisionError indicates that the transmission attempt was aborted due to 
excessive collisions, because of heavy traffic or a network failure. Implementations 
may define additional implementation-dependent status codes if necessary. 

The Client Layer accepts incoming frames by invoking ReceiveFrame: 

function ReceiveFrame ( 
var destinationParam: AddressValue; 
var sourceParam: AddressValue; 
var typeParam: Type Value; 
var dataParam: Data Value): ReceiveStatus; 

The ReceiveFrame operation is synchronous, in the sense that the operation does 
not complete until a frame has been received. The fields of the frame are delivered 
via the output parameters, along with a status code: 

type ReceiveStatus = (receiveOK, frameCheckError, alignmentError); 

Successful reception is indicated by the status code receiveOK. The code 
frameCheckError indicates that the frame received was damaged by a transmission 
error in the physical channel. The code alignmentError indicates that the frame 
received was damaged, and that in addition, its length was not an integral number 
of octets. Implementations may define additional implementation-dependent status 
codes if necessary. 

5.2 Data Link Layer to Physical Layer 

The interface through which the Data Link Layer uses the facilities of the Physical 
Layer consists of a function, a pair of procedures and three Boolean variables. 

Function: 
Receive Bit 

Procedures: 
TransmitBit 
Wait 

Variables: 
collision Detect 
carrierSense 
transmitting 

During transmission, the contents of an outgoing frame are passed from the Data 
Link Layer to the Physical Layer via repeated use of the TransmitBit operation: 

p raced u re TransmitBit (bitParam: Bit); 

Each invocation of TransmitBit passes one new bit of the outgoing frame to the 
Physical Layer. The TransmitBit operation is synchronous, in the sense that the 
duration of the operation is the entire transmission of the bit, so that when the 
operation completes, the Physical Layer is ready to accept the next bit immediately. 
(Note: this does not imply that all invocations of TransmitBit are of exactly equal 
duration; for example, if the Physical Layer must perform some initial processing -­
e.g., preamble generation -- before transmitting the first bit of a frame, the first 
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invocation of TransmitBit may take significantly longer.) 

The overall event of data being transmitted is signaled to the Physical Layer via the 
variable transmitting: 

var transmitting: Boolean; 

Before sending the first bit of a frame, the Data Link Layer sets transmitting to 
true, to inform the Physical Link that a stream of bits will be presented via the 
TransmitBit operation. After the last bit of the frame has been presented, the Data 
Link Layer sets transmitting to false to indicate the end of the frame. 

The presence of a collision in the physical channel is signaled to the Data Link 
Layer via the variable collisionDetect: 

var collision Detect: Boolean; 

The collisionDetect signal remains true during the duration of the collision. 
(Note: Since an entire collision may occur during the first invocation of 
TransmitBit -- e.g., during preamble removal -- the Data Link Layer must handle 
this possibility by monitoring collisionDetect concurrently with its transmission of 
outgoing bits. See 6.5 for details.) 

The collisionDetect signal is generated only during transmission and is never true 
at any other time; in particular, it cannot be used during frame reception to detect 
collisions between overlapping transmissions from two or more other stations. 

During reception, the contents of an incoming frame are retrieved from the 
Physical Layer by the Data Link Layer via repeated use of the ReceiveBit 
operation: 

function ReceiveBit: Bit; 

Each invocation of ReceiveBit retrieves one new bit of the incoming frame (i.e., 
not including any preamble bits) from the Physical Layer. The ReceiveBit 
operation is synchronous, in the sense that its duration is the entire reception of a 
single bit. (As with TransmitBit, the first invocation of ReceiveBit make take 
significantly longer -- e.g., due to preamble removal). Upon receiving a bit, the 
Data Link Layer must immediately request the next bit until all bits of the frame 
have have been received. (See 6.5 for details.) 

The overall event of data being received is signaled to the Data Link Layer via the 
variable carrierSense: 

var carrierSense: Boolean; 

When the Physical Layer sets carrierSense to true, the Data Link Layer must 
immediately begin retrieving the incoming bits via the ReceiveBit operation. 
When carrierSense subsequently becomes false, the Data Link Layer can begin 
processing the received bits as a completed frame. Note that the true/false 
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transitions of carrierSense are not defined to be precisely synchronized with the 
beginning and end of the frame, but may precede the beginning and lag the end, 
respectively. If an invocation of ReceiveBit is pending when carrierSense 
becomes false, ReceiveBit returns an undefined value, which should be discarded 
by the Data Link Layer. (See 6.5 for details.) 

The Data Link Layer must also monitor the value of carrierSense to defer its own 
transmissions when the channel is busy. 

The Physical Layer also provides the procedure Wait: 

procedure Wait (bitTimes: integer); 

This procedure waits for the specified number of bit times. This allows the Data 
Link Layer to measure time intervals in units of the (physical-channel-dependent) 
bit time. 

Another important property of the Physical Layer which is an implicit part of the 
interface presented to the Data Link Layer is the round-trip propagation time of the 
physical channel. This figure represents the maximum time required for a signal to 
propagate from one end of the network to the other, and for a collision to 
propagate back. The round-trip propagation time is primarily (but not entirely) a 
function of the physical size of the network. The round-trip propagation time of 
the Physical Layer is defined to be at most 450 bit times (see 7.1.2). 
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6. ETHERNET DA TA LINK LA YER SPECIFIC<\ TION 

6.1 Data Link Layer Overview and Model 
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As defined in Section 4, the Ethernet Architecture consists of the Data Link Layer, 
and below it, the Physical Layer. Furthermore, the Data Link Layer is divided into 
two sub-layers (see Figure 4-3). 

Data encapsulation 
- framing 
- addressing 
- error detection 

Link management 
- channel allocation 
- contention resolution 

This model is used throughout this section to structure the detailed specification of 
the Data Link Layer. An English description of the Data Link Layer is gi, en in 
6.2, 6.3, and 6.4. A more precise algorithmic definition is given in 6.5, which 
provides a procedural model for the Data Link Layer in the form of a program in 
the language Pascal. Note that whenever there is any apparent ambiguity 
concerning the definition of some aspect of the Data Link Layer, it is the Pascal 
procedural specification in 6.5 which should be consulted for the definitive 
statement. 

6.2 Frame Format 

The data encapsulation function of the Data Link Layer comprises the construction 
and processing of frames. The subfunctions of framing, addressing, and error 
detection are reflected in the frame format as follows: 

Framing: No explicit framing information is needed, since the necessary framing 
cues (carrierSense and transmitting) are present in the interface to the Physical 
Layer. 

Addressing: Two address fields are provided to identify the source and destination 
stations for the frame. 

Error dereclion: A Frame Check Sequence field is provided for detection of 
transmission errors. 

Figure 6-1 shows the five fields of a frame: the addresses of the frame's source and 
destination, a type field for use by higher layers (see 6.2.2), a data field containing 
the transmitted data, and the frame check sequence field containing a cyclic 
redundancy check value to detect transmission errors. Of these five fields, all are of 
fixed size except the data field, which may contain any integral number of octets 
between the minimum and maximum values specified below (see 6.2.5). 
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Top-to-bottom 

LSB _I ___________ I MSB 

Bits within 
L octet transmitted -. 

left-to-right 

Figure 6-1: Data Link Layer Frame Format 

Relative to Figure 6-1, the octets of a frame are transmitted from top to bottom, and 
the bits of each octet are transmitted from left to right. 

NOTE 

This document does not define an order of transmission for the octets of standard 
multi-octet data types (strings, integers, etc), since no values of such data types 
appear in the data link frame format. The order in which implementations of the 
Ethernet store the octets of a frame in computer memory, and the manner in 
which higher level protocols interpret the contents of the data field as values of 
various multi-octet data types, are beyond the scope of this specification. 

The Ethernet itself is also totally insensitive to the interpretation of bits within a 
octet as constituting the digits of an 8-digit binary numeric value. Since some 
uniform convention is helpful, however, in avoiding needless incompatibility 
among different station types, the interpretation is arbitrarily defined to be that 
the left-most bit (first transmitted) is the low-order (2°) digit and the right-most 
bit (last transmitted) is the high-order (27) digit. 
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6.2.1 Address Fields 

Data link addresses are 6 octets (48 bits) in length. A data link address is of one of 
two types: 

Physical address: The unique address associated with a particular station on the 
Ethernet. A station ·s physical address should be distinct from the physical 
address of any other station on any Ethernet. 

Multicast address: A multi-destination address, associated with one or more 
stations on a given Ethernet. There are two kinds of multicast address: 

- Multicast-group address: An address associated by higher-level convention 
with a group of logically related stations. 

- Broadcast address: A distinguished, predefined multicast address which 
always denotes the set of all stations on a given Ethernet. 

The first bit of a data link address distinguishes physical from multicast addresses: 

0 ==> physical address 

1 ==> multicast address 

In either case, the remainder of the first octet and all of the subsequent octets form a 
47-bit pattern. In the case of the broadcast address, this pattern consists of 47 one­
bits. There is no standard "null" address value. 

The procedures for assigning suitably unique values for physical and multicast 
addresses are discussed in Appendix B. 

6.2.1.1 Destination Address Field 

The destination address field specifies the station(s) for which the frame is intended. 
It may be a physical or multicast (including broadcast) address. For details of 
address recognition by the receiving station(s), see 6.4.1.2. 

6.2.1.2 Source Address Field 

The source address field specifies the station sending the frame. The source address 
field is not interpreted at the Data Link Layer. It is specified at the data link level 
because a uniform convention for the placement of this field is crucial for most 
higher level protocols. 

6.2.2 Type Field 

The type field consists of a two-octet value reserved for use by higher levels (in 
particular, to identify the Client Layer protocol associated with the frame). The type 
field is uninterpreted at the Data Link Layer. It is specified at this level because a 
uniform convention for the placement and value assignment of this field is crucial if 
multiple higher level protocols are to be able to share the same Ethernet network 
without conflict. Appendix B discusses the assignment of Wpe field values. 
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6.2.3 Data Field 

The data field contains a sequence of n octets, where 46 ~ n ~ 1500 Within this 
range, full data transparency is provided, in the sense that any arbitrary sequence of 
octet values may appear in the data field. 

6.2.4 Frame Check Sequence Field 

The frame check sequence (FCS) field contains a 4-octet (32-bit) cyclic redundancy 
check (CRC) value. This value is computed as a function of the contents of the 
source, destination, type and data fields (i.e., all fields except the frame check 
sequence field itself). The encoding is defined by the generating polynomial: 

G(x) = x32 + x26 + x23 + x22 + xl6 + xl2 + xll + 
x10 + x8 + x 7 + x5 + x4 + x2 + x + 1 

(This polynomial is also used in the Autodin-II network; its properties are 
investigated in [8].) 

Mathematically, the CRC value corresponding to a given frame is defined by the 
following procedure: 

1. The first 32 bits of the frame are complemented. 

2. The n bits of the frame are then considered to be the coefficients of a 
polynomial M(x) of degree n-1. (The first bit of the destination address field 
corresponds to the xn- l term and the last bit of the data field corresponds to 
the x0 term.) 

3. M(x) is multiplied by x32 and divided by G(x), producing a remainder R(x) of 
degree ~ 31. 

4. The coefficients of R(x) are considered to be a 32-bit sequence. 

5. The bit sequence is complemented and the result is the CRC. 

The 32 bits of the CRC value are placed in the frame check sequence field so that the 
x31 term is the leftmost bit of the first octet, and the x0 term is the rightmost bit of 
the last octet. (The bits of the CRC are thus transmitted in the order x31, x30, ... ,x1, 
xO) 

Appendix C discusses CRC implementation issues. 

6.2.5 Frame Size Limitations 

Given the limitations on the size of the data field specified in 6.2.3 and the 18 octet 
total size for the other four fields, the smallest valid frame contains 64 octets and the 
largest valid frame contains 1518 octets. 
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6.3 Frame Transmission 

The Data Link frame transmission and reception are as follows: 

Frame transmission includes data encapsulation and link management aspects: 

Transmit Data Encapsulation includes the assembly of the outgoing frame (from 
the values provided by the Client Layer) and frame check sequence generation. 

Transmit Link Management includes carrier deference, interframe spacing, 
collision detection and enforcement, and collision backoff and retransmission. 

The performance of these functions by a transmitting data link controller interacts 
with corresponding actions by other data link controllers to jointly implement the 
Ethernet data link protocol. 

6.3.1 Transmit Data Encapsulation 

6.3.1.1 Frame Assembly 

The fields of the data link frame are set to the values provided by the Client Layer as 
arguments to the TransmitFrame operation (see 5.1), with the exception of the 
frame check sequence, which is set to the CRC value generated by the data link 
controller. 

6.3.1.2 Frame Check Sequence Generation 

The CRC value defined in 6.2.4 is generated and inserted in the frame check 
sequence field, following the fields supplied by the Client Layer. Appendix C 
discusses CRC implementation. 

6.3.2 Transmit Link Management 

6.3.2.l Carrier Def ere nee 

Even when it has nothing to transmit, the data link controller monitors the physical 
channel for traffic by watching the carrierSense signal provided by the Physical 
Layer. Whenever the channel is busy, the data link controller defers to the passing 
frame by delaying any pending transmission of its own. After the last bit of the 
passing frame (i.e., when carrierSense changes from true to false), the data link 
controller continues to defer for 9.6 µ,sec to provide proper interframe spacing (see 
6.3.2.2). At the end of that time, if it has a frame waiting to be transmitted, 
transmission is initiated independent of the value of carrierSense. When 
transmission has completed ( or immediately, if there was nothing to transmit) the 
data link controller resumes its original monitoring of carrierSense. 

When a frame is submitted by the Client Layer for transmission, the transmission is 
initiated as soon as possible, but in conformance with the rules of deference stated 
above. 
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6.3.2.2 Interframe Spacing 

As defined in 6.3.2.1, the rules for deferring to passing frames insure a minimum 
interframe spacing of 9.6 µsec. This is intended to provide interframe recovery time 
for other data link controllers and for the physical channel. 

Note that 9.6 µ,sec is the minimum value of the interframe spacing. If necessary for 
implementation reasons, a transmitting controller may use a larger value with a 
resulting decrease in its throughput. The value should not exceed 10.6 µsec. 

6.3.2.3 Collision Handling 

Once a data link controller has finished deferring and has started transmission, it is 
still possible for it to experience contention for the channel. As discussed in 4.4.3, 
collisions can occur until acquisition of the network has been accomplished through 
the deference of all other stations' data link controllers. 

The dynamics of collision handling are largely determined by a single parameter 
called the slot time. This single parameter describes three important aspects of 
collision handling: 

- It is an upper bound on the acquisition time of the network. 

- It is an upper bound on the length of a frame fragment generated by a collision. 
(See 6.4.2.1) 

- It is the scheduling quantum for retransmission. (See 6.3.2.3.2) 

In order to fulfill all three functions, the slot time must be larger than the sum of the 
Physical Layer round-trip propagation time ( 450 bit times; see 7.1.2) and the Data 
Link Layer maximum jam time (48 bit times, see 6.3.2.3.1). The slot time is defined 
to be 512 bit times. 

6.3.2.3.1 Collision Detection and Enforcement 

Collisions are detected by monitoring the collisionDetect signal provided by the 
Physical Layer. When a collision is detected during a frame transmission, the 
transmission is not terminated immediately. Instead, the transmission continues until 
at least 32 (but not more than 48) additional bits have been transmitted ( counting 
from the time collisionDetect went on). This collision enforcement or "jam" 
guarantees that the duration of the collision is sufficient to insure its detection by all 
transmitting stations on the network. The content of the jam is unspecified; it may 
be any fixed or variable pattern convenient to the data link controller 
implementation, but should not be the 32-bit CRC value corresponding to the 
(partial) frame transmitted prior to the jam. 



ETHERNET SPECIFICATION: Data Link Layer 25 

6.3.2.3.2 Collision Backoff and Retransmission 

When a transmission attempt has terminated due to a collision, it is retried by the 
transmitting data link controller until either it is successful, or 16 attempts (the 
original attempt plus 15 retries) have been made and all have terminated due to 
collisions. Note that all attempts to transmit a given frame are completed before any 
subsequent outgoing frames are transmitted. The scheduling of the retransmissions 
is determined by a controlled randomization process called "truncated binary 
exponential backoff'. At the end of enforcing a collision Uamming), the data link 
controller delays before attempting to retransmit the frame. The delay is an integral 
multiple of the slot time. (See 6.3.2.3). The number of slot times to delay before the 
nth retransmission attempt is chosen as a uniformly distributed random integer r in 
the range O ~ r < 2k where k = min(n, 10). If all 16 attempts fail, this event is 
reported as an error. 

Note that the values given above define the most aggressive behavior that a station 
may exhibit in attempting to retransmit after a collision. In the course of 
implerr.entin6 the retransmission scheduling procedure, a station ..11.ay introduce extra 
delays which will degrade its own throughput, but in no case may a station's 
retransm1ss1on scheduling result in a lower average delay between retransmission 
attempts than the procedure defined above. 

6.4 Frame Reception 

Frame reception includes both data decapsulation and link management aspects: 

Receive Data Decapsulation comprises framing, address recognition, frame 
check sequence validation, and frame disassembly to pass the fields of the 
received frame to the Client Layer. 

Receive Link Management's main function is the filtering of collision fragments 
from complete incoming frames. 

The performance of these functions by a receiving data link controller interacts with 
corresponding actions by other data link controllers to jointly implement the 
Ethernet data link protocol. 

6.4.1 Receive Data Decapsulation 

6.4.1.1 Framing 

The data link controller recognizes the boundaries of an incoming frame by 
monitoring the carrierSense signal provided by the Physical Layer. There are two 
possible length errors that can occur, which indicate ill-framed data: the frame may 
be too long, or its length may not be an integral number of octets. 
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6.4.1.1.1 Maximum Frame Size 

The receiving data link controller is not required to enforce the frame size limit 
specified in 6.2.5, but it is allowed to truncate frames longer than 1518 octets and 
report this event as an (implementation-dependent) error. 

6.4.1.1.2 Integral Number of Octets in Frame 

Since the format of a valid frame specifies an integral number of octets, only a 
collision or an error can produce a frame with a length that is not an integral 
multiple of 8. Complete frames (i.e., not rejected as collision fragments; see 6.4.2.1) 
that do not contain an integral number of octets are truncated to the nearest octet 
boundary. If frame check sequence validation (see 6.4.1.3) detects an error in such a 
frame, the status code alignmentError is reported. 

6.4.1.2 Address Recognition 

The Ethernet data link controller is capable of recognizing physical and multicast 
addresses, as defined in 6.2.1. 

6.4.1.2.1 Physical Addresses 

The data link controller recognizes and accepts any frame whose destination field 
contains the physical address of the station. 

The physical address of each station is set by network management to a unique value 
associated with the station, and distinct from the address of any other station on any 
Ethernet. The setting of the station's physical address by network management 
allows multiple data link controllers connected to single station all to respond to the 
same physical address. The procedures for allocating unique addresses are discussed 
in Appendix B. 

6.4.1.2.2 Multicast Addresses 

The data link controller recognizes and accepts any frame whose destination field 
contains the broadcast address. 

The data link controller is capable of activating some number of multicast-group 
addresses as specified by higher layers. The data link controller recognizes and 
accepts any frame whose destination field contains an active multicast-group address. 
An active multicast-group address may be deactivated. 

6.4.1.3 Frame Check Sequence Validation 

FCS validation is essentially identical to FCS generation. If the bits of the incoming 
frame ( exclusive of the FCS field itself) do not generate a CRC value identical to the 
one received, an error has occurred and is reported as such. Implementation issues 
are discussed in Appendix C. 
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6.4.1.4 Frame Disassembly 

The frame is disassembled and the fields are passed to the Client Layer via the 
output parameters of the ReceiveFrame operation (see 5.1). 

6.4.2 Receive Link Management 

6.4.2.1 Collision Filtering 

As specified in 6.2.5, the smallest valid frame must contain at least 64 octets. Any 
frame containing less than 64 octets is presumed to be a fragment resulting from a 
collision and is discarded by the receiving data link controller. Since occasional 
collisions are a normal part of the link management procedure, the discarding of 
such a fragment is not reported as an error to the Client Layer. 

6.5 The Data Link Layer Procedural Model 

6.5.1 Overview of the Procedural Model 

The functions of the Ethernet Data Link Layer arc presented below, modeled as a 
program written in the language Pascal [6]. This procedural model is intended as the 
primary specification of the functions to be provided in any Ethernet Data Link Layer 
implementation. It is important to distinguish, however, between the model and a real 
implementation. The model is optimized for simplicity and clarity of presentation, 
while any realistic implementation must place heavier emphasis on such constraints as 
efficiency and suitability to a particular implementation technology or computer 
architecture. In this context, several important properties of the procedural model 
must be considered. 

6.5.1.1 Ground Rules for the Procedural Model 

a) First, it must be emphasized that the description of the Data Link Layer in a 
programming language is in no way intended to imply that a data link controller 
must be implemented as a program executed by a computer. The 
implementation may consist of any appropriate technology including hardware, 
firmware, software, or any combination. 

b) Similarly, it must be emphasized that it is the behavior of Data Link Layer 
implementations that must match the specification, not their internal structure. 
The internal details of the procedural model are useful only to the extent that 
they help specify that behavior clearly and precisely. 
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c) The handling of incoming and outgoing frames is rather stylized in the 
procedural model, in the sense that frames are handled as single entities by most 
of the Data Link Layer and are only serialized for presentation to the Physical 
Layer. In reality, many data link controller implementations will instead handle 
frames serially on a bit, octet or word basis. A serial implementation would 
typically perform the required functions (address recognition, frame check 
sequence generation/validation, etc.) in an overlapped, pipelined fashion. This 
approach has not been reflected in the procedural model, since this would only 
complicate the description of the functions without changing them in any way. 

d) The model consists of algorithms designed to be executed by a number of 
concurrent processes; these algorithms collectively implement the Ethernet data 
link control procedure. The timing dependencies introduced by the need for 
concurrent activity are resolved in two ways: 

- Processes vs. External events: It is assumed that the algorithms are executed 
"very fast" relative to external events, in the sense that a process never falls 
behind in its work and fails to respond to an external event in a timely 
manner. For example, when a frame is to be received, it is assumed that the 
data link procedure ReceiveFrame is always called well before the frame in 
question has started to arrive. 

- Processes vs. Processes: Among processes, no assumptions are made about 
relative speeds of execution. This means that each interaction between two 
processes must be structured to work correctly independent of their 
respective speeds. Note, however, that the timing of interactions among 
processes is often, in part, an indirect reflection of the timing of external 
events, in which case appropriate timing assumptions may still be made. 

It is intended that the concurrency in the model reflect the parallelism intrinsic to 
the task of implementing the Ethernet data link, although the actual parallel 
structure of the implementations is likely to vary. 
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6.5.1.2 Use of Pascal in the Procedural Model 

Pascal was chosen for the procedural model because of its relative simplicity and 
clarity, and its general acceptance. 

Several observations need to be made about the way in which Pascal is used for the 
model, including: 

a) Some limitations of the language have been circumvented in order to simplify 
the specification: 

1) The elements of the program (variables, procedures, etc) are presented in 
logical groupings, in top-down order. Certain Pascal ordering restrictions 
have thus been circumvented to improve readability. 

2) The process and cycle constructs of the Pascal derivative Concurrent 
Pascal [7] have been introduced to indicate the sites of autonomous 
concurrent act1v1ty. As used here, a process is simply a parameterless 
procedure that begins execution at "the beginning of time" rather than being 
invoked by a procedure call. A cycle srntement represents the main 1.JOdy of 
a process and is executed repeatedly forever. 

3) The lack of variable array bounds in the language has been circumvented 
by treating frames as if they are always of a single fixed size (which is never 
actually specified). In fact, of course, the size of a frame depends on the size 
of its data field, hence the value of the "pseudo-constant" frameSize should 
be thought of as varying in the long-term, even though it is fixed for any 
given frame. 

4) The use of a variant record to represent a frame (both as fields and as bits) 
follows the letter but not the spirit of the Pascal Report, since it allows the 
underlying representation to be viewed as two different data types. (It also 
assumes that this representation is as shown in Figure 6-1.) 

b) The model makes no use of any explicit interprocess synchronization primitives . 
Instead, all interprocess interaction is done via carefully stylized manipulation of 
shared variables. For example, some variables are set by only one process and 
inspected by another process in such a manner that the net result is independent of 
their execution speeds. While such techniques are not generally suitable for the 
construction of large concurrent programs, they simplify the model and more nearly 
resemble the methods appropriate to the most likely implementation technologies ( e.g. 
microcode, hardware state-machines, etc.) 
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6.5.2 Procedural Model 

The procedural model used here is based on five cooperating concurrent processes. 
Of these, three are actually defined in the Data Link Layer. The remaining two 
processes are provided by the Client Layer and utilize the interface operations 
provided by the Data Link Layer. The five processes are thus: 

Client Layer: 

Frame Transmitter Process Frame Receiver Process 

Data Link Layer: 

Bit Transmitter Process Bit Receiver Process 

Deference Process 

This organization of the model is illustrated in Figure 6-2, and reflects the fact that 
the communication of entire frames is initiated by the Client Layer, while the timing 
of collision backoff and of individual bit transfers is based on interactions between 
the Data Link Layer and the Physical-Layer-dependent bit ·time. 

Figure 6-2 depicts the static structure of the procedural model, showing how the 
various processes and procedures interact by invoking each other. Figures 6-3 and 6-
4 summarize the dynamic behavior of the model during transmission and reception, 
focusing on the steps that must be performed, rather than the procedural structure 
which performs them. The usage of the shared state variables is not depicted in the 
figures, but is described in the comments in 6.5.2.1. 
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6.5.2.1 Global Declarations 

6.5.2.1.1 Common Constants and Types 

The following declarations of constants and types are used by the frame transmission 
and reception sections of each data link controller: 

const 
addressSize = 48; f 48 bit address = 6 octets) 

typeSize = 16; { 16 bit protocol type = 2 octets) 

dataSize = ... ; {see 6.5. 1.2, note 3) 

crcSize = 32; f 32 bit CRC = 4 octets) 

frameSize = ... ; { = 2*addressSize + typeSize + dataSize + crcSize ... see 6.5.1.2, 

note 3} 

slotTime = 512; {unit of time for collision handling) 

type 
Bit= 0 .. 1; 
Address Value = array [1 .. addressSize] of Bit; 
Type Value = array [1 .. typeSize] of Bit; 
Data Value = array [1 .. dataSize] of Bit; 
CRCValue = array [1 .. crcSize] of Bit; 

ViewPoint = (fields, bits); {Two ways to view the contents of a frame) 

Frame = record f Format of data link frame) 

case view: ViewPoint of 
fields: ( 

destinationField: AddressValue; 
sourceField: AddressValue; 
typeField: TypeValue; 
dataField: DataValue; 
fcsField: CRCValue); 

bits: ( 
contents: array [1 . .frameSize] of Bit) 

end; {Frame} 
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6.5.2.1.2 Transmit State Variables 

The following items are specific to frame transmission. (See also 6.5.2.1.4 on 
interfaces) 

const 
interFrameSpacing = 9.6; { minimum time between frames, in microseconds} 

attemptlimit = 16; { Max number of times attempt transmission} 

backOfflimit = 1 O; { Limit on number of times to back off} 

jamSize = 32; {jam may be 32 to 48 bits long} 

var 
outgoingFrame: Frame; {The frame to be transmitted} 

currentTransmitBit, lastTransmitBit: 1 .. frameSize; {Positions of current and 

last outgoing bits in outgoingFrame} 

deferring: Boolean; {True implies any pending transmission must wait for the 

channel to clear} 

framE'We.iting: Boolean; {Indicates that outgoingFrame is dehrring} 

attempts: 0 .. attemptlimit; { Number of transmission attempts on outgoingFrame} 

newCollision: Boolean; {Indicates that a collision has occurred but has not yet 

been jammed} 

transmitSucceeding: Boolean; {Running indicator of whether transmission is 

succeeding} 

6.5.2.1.3 Receive State Variables 

The following items are specific to frame reception. (See also 6.5.2.1.4 on interfaces) 

var 
incomingFrame: Frame; {The frame being received} 

currentReceiveBit: 1 .. frameSize; {Position of current bit in incomingFrameJ 

receiving: Boolean; {Indicates that a frame reception is in progress} 

excessBits: 0 .. 7; {Count of excess trailing bits beyond octet boundary} 

receiveSucceeding: Boolean; {Running indicator of whether reception is 

succeeding} 
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6.5.2.1.4 Summary of Interlayer Interfaces 

The interface to the Client Layer, defined m 5.1, is summarized below: 

type 
TransmitStatus = (transmitOK, excessiveCollisionError); {Result of 

TransmitFrame operation J 
ReceiveStatus = (receiveOK, frameCheckError, alignmentError); {Result 

of ReceiveFrame operation} 

function TransmitFrame ( 
destinationParam: AddressValue; 
sourceParam: AddressValue; 
typeParam: typeValue; 
dataParam: Data Value): TransmitStatus; {Transmits one frame} 

function ReceiveFrame ( 
var destinationParam: AddressValue; 
var sourceParam: Address Value; 
var typeParam: Type Value; 
var dataParam: Data Value): ReceiveStatus; {Receives one frame} 

The interface to the Physical Layer, defined in 5.2, is summarized below: 
var 

carrierSense: Boolean; {Indicates incoming bits} 

transmitting: Boolean; {Indicates outgoing bits} 

collisionDetect: Boolean; {Indicates channel contention} 

procedure TransmitBit (bitParam: Bit); {Transmits one bit} 

function ReceiveBit: Bit; {Receives one bit} 

procedure Wait (bitTimes: integer); {Waits for indicated number of bit-times} 
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6.5.2.1.5 State Variable Initialization 

The procedure Initialize must be run when the Data Link Layer begins operation, 
before any of the processes begin execution. Initialize sets certain crucial shared 
state variables to their initial values. (All other global variables are appropriately 
reinitialized before each use.) Initialize then waits for the channel to be idle, and 
starts operation of the various processes. 

procedure Initialize; 
begin 

frameWaiting : = false; 
deferring : = false; 
newCollision: = false; 
transmitting:= false; {In interface to Physical Layer; see below} 

receiving : = false; 
while carrierSense do nothing; 
{Start execution of all processes} 

end; {Initialize} 
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6.5.2.2 Frame Transmission 

The algorithms in this section ddine data link frame transmission. 

The function TransmitFrame implements the frame transmission operation provided 
to the Client Layer: 

function TransmitFrame ( 
destinationParam: AddressValue; 
sourceParam: AddressValue; 
typeParam: typeValue; 
dataParam: DataValue): TransmitStatus; 

procedure TransmitDataEncap; ... {nested procedure; see body below} 

begin 
TransmitDataEncap; 
TransmitFrame: = TransmitlinkMgmt 

end; {TransmitFrame} 

First, TransmitFrame calls the internal procedure TransmitDataEncap to construct 
the frame. It then calls TransmitLinkMgmt to perform the actual transmission. The 
TransmitStatus returned indicates the success or failure of the transmission attempt. 

TransmitDataEncap builds the frame and places the 32-bit CRC in the frame check 
sequence field: 

procedure TransmitDataEncap; 
begin 

with outgoingFrame do 
begin {assemble frame} 

view : = fields; 
destinationField : = destinationParam; 
sourceField: = sourceParam; 
typeField: = typeParam; 
dataField : = dataParam; 
fcsField : = CRC32(outgoingFrame); 
view:= bits 

end {assemble frame} 

end; {TransmitDataEncap} 
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TransmitLinkMgmt attempts to transmit the frame, deferring first to any passing 
traffic. If a collision occurs, transmission is terminated properly and retransmission is 
scheduled following a suitable backoff interval: 

function TransmitlinkMgmt: TransmitStatus; 
begin 

attempts:= O; transmitSucceeding: = false; 
while attempts< attemptlimit and not transmitSucceeding do 
begin {loop} 

if attempts > 0 then BackOff; 
frameWaiting : = true; 
while deferring do nothing; { defer to passing frame, if any} 

frameWaiting : = false; 
Start Transmit; 
while transmitting do WatchForCollision; 
attempts:= attempts+ 1 

end; {loop} 

if transmitSucceeding then TransmitLinkMgmt: = transmitOK 
else TransmitlinkMgmt: = excessiveCollisionError 

end; {TransmitLinkMgmt} 

Each time a frame transmission attempt is initiated, StartTransmit is called to alert 
the BitTransmitter process that bit transmission should begin: 

procedure StartTransmit; 
begin 

currentTransmitBit : = 1; 
lastTransmitBit: = frameSize; 
transmitSucceeding: = true; 
transmitting : = true 

end; {StartTransmit} 

Once frame transmission has been initiated, TransmitLinkMgmt monitors the 
channel for contention by repeatedly calling WatchForCollision: 

procedure WatchForCollision; 
begin 

if transmitSucceeding and collisionDetect then 
begin 

newCollision : = true; 
transmitSucceeding: = false 

end 
end; {WatchForCollisionJ 

WatchForCollision, upon detecting a collision, updates newCollision to msure 
proper jamming by the BitTransmitter process. 
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After transmission of the jam has completed, if TransmitLinkMgmt determines that 
another attempt should be made, BackOff is called to schedule the next attempt to 
retransmit the frame. 

var maxBackOff: 2 .. 1024; { Working variable of Back Off} 

procedure BackOff; 
begin 

if attempts = 1 then maxBackOff: = 2 else if attempts~ backOfflimit 
then maxBackOff: = maxBackOff*2; 

Wait(slotTime * Random(0, maxBackOff)) 
end; {BackOffJ 

function Random (low, high: integer): integer; 
begin 

Random:= ... {uniformly distributed random integer r such that low fr< 
high} 

end; {Random} 

BackOff performs the truncated binary exponential backoff computation and then 
waits for the selected multiple of the slot time. 

The Deference process runs asynchronously to continuously compute the proper 
value for the variable deferring. 

process Deference; 
begin 

cycle {main loop} 

while not carrierSense do nothing; {watch for carrier to appear} 

deferring : = true; {delay start of new transmissions} 

while carrierSense do nothing; {wait for carrier to disappear} 

RealTimeDelay(interFrameSpacing); 
deferring : = false; {allow new transmissions to proceed} 

while frameWaiting do nothing {allow waiting transmission (if any)} 

end {main loop} 

end; {Deference} 

procedure RealTimeDelay (usec: real); 
begin 

{Wait for the specified number of microseconds} 
end; {RealTimeDelayJ 
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The BitTransmitter process runs asynchronously, transmitting bits at a rate 
detennined by the Physical Layer's TransmitBit operation: 

process BitTransmitter; 
begin 

cycle {outer loop} 

while transmitting do 
begin {inner loop} 

TransmitBit(outgoingFrame[currentTransmitBit]); {send next bit to 

Physical Layer} 

if newCollision then StartJam else NextBit 
end {inner loop} 

end { outer loop} 

end; {BitTransmitter} 

procedure NextBit; 
begin 

currentTransmit3it: = currentTransmitBit + 1; 
transmitting : = (currentTransmitBit-::; lastTransmitBit) 

end; {NextBit} 

procedure StartJam; 
begin 

currentTransmitBit: = 1; 
lastTransmitBit: = jamSize; 
newCollision : = false 

end; {StartJamJ 

BitTransmitter, upon detecting a new collision, immediately enforces it by calling 
StartJam to initiate the transmission of the jam. The jam may contain 32 to 48 bits 
of arbitrary data. (StartJam uses the first 32 bits of the frame, merely to simplify 
this program). 
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6.5.2.3 Frame Reception 

The algorithms in this section define data link frame reception: 

The procedure ReceiveFrame implements the frame reception operation provided 
to the Client Layer: 

function ReceiveFrame ( 
var destinationParam: Address Value; 
var sourceParam: Address Value; 
var typeParam: Type Value; 
var dataParam: DataValue): ReceiveStatus; 

function ReceiveDataDecap: ReceiveStatus; ... {nested function; see body 

below} 

begin 
repeat 

ReceivelinkMgmt; 
ReceiveFrame : = ReceiveDataDecap; 

until receiveSucceeding 
end; {ReceiveFrameJ 

ReceiveFrame calls ReceiveLinkMgmt to receive the next valid frame, and then 
calls the internal procedure ReceiveDataDecap to return the frame's fields to the 
Client Layer if the frame's address indicates that it should do so. The returned 
ReceiveStatus indicates the presence or absence of detected transmission errors in 
the frame. 

function ReceiveDataDecap: ReceiveStatus; 
begin 

receiveSucceeding : = RecognizeAddress 
(incomingFrame.destinationField); 

if receiveSucceeding then with incomingFrame do 
begin (disassemble frame} 

view : = fields; 
destinationParam : = destinationField; 
sourceParam: = sourceField; 
typeParam: = typeField; 
dataParam: = dataField; 
if tcsField = CRC32(incomingFrame) then ReceiveDataDecap : = receiveOK 
else if excessBits = 0 then ReceiveDataDecap: = frameCheckError 
else ReceiveDataDecap: = alignmentError; 
view:= bits 

end (disassemble frame} 

end; {ReceiveDataDecapJ 
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function RecognizeAddress (address: AddressValue): Boolean; 
begin 

RecognizeAddress : = ... {Returns true for the set of physical, broadcast, and 
multicast-group addresses corresponding to this station} 

end; {RecognizeAddress} 
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ReceiveLinkMgmt attempts repeatedly to receive the bits of a frame, discarding any 
fragments from collisions by comparing them to the minimum valid frame size: 

procedure ReceivelinkMgmt; 
begin 

repeat 
StartReceive; 
while receiving do nothing; {wait for frame to finish arriving} 

excessBits : = frameSize mod 8; 
frameSize: = frameSize - excessBits; {truncate to octet boundary} 

receiveSucceeding : = (frameSize ~ slotTime); {reject collision fragments} 

until receiveSucceeding 
end; {ReceiveLinkMgmt} 

procedure StartReceive; 
begin 

currentReceiveBit : = 1; 
receiving : = true 

end; {StartReceive} 

The BitReceiver process run asynchronously, receiving bits from the channel at the 
rate determined by the Physical Layer's ReceiveBit operation: 

process BitReceiver; 
var b: Bit; 

begin 
cycle {outer loop} 

while receiving do 
begin {inner loop} 

b : = ReceiveBit; {Get next bit from physical link} 

if carrierSense then 
begin{append bit to packet} 

incomingFrame[currentReceiveBit]: = b; 
currentReceiveBit : = currentReceiveBit + 1 

end; {append bit to packet} 

receiving : = carrierSense 
end {inner loop} 

end {outer loop} 

end; {BitReceiver} 
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6.5.2.4 Common procedures 

The function CRC32 is used by both the transmit and receive algorithms to generate 
a 32 bit CRC value: 

function CRC32 (f: Frame): CRCValue; 
begin 

CRC32: = {The 32-bit CRC as defined in 6.2.4 J 
end; {CRC32} 

Purely to enhance readability, the following procedure 1s also defined: 

procedure nothing; begin end; 

The idle state of a process (i.e., while waiting for some event) is cast as repeated calls 
on this procedure. 
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7. ETHERNET PHYSICAL LA YER SPECIFICATION: Baseband Coaxial System 

7.1 Physical Channel Overview and Model 

The Ethernet physical channel (henceforth referred to as the channel) provides the 
lowest layer in the Ethernet architecture. It performs all the functions needed to 
transmit and receive data at the physical level, while supporting the Data Link to 
Physical Layer Interface described in 5.2. 

This section describes the requirements for interface and compatibility with a 
baseband coaxial implementation of the channel. 

7.1.1 Channel Goals and Non-goals 

This section states the objectives underlying the design of the channel. 

7.1.1.1 Goals 

The following are the goals of the channel: 

1. nrovide a means for communication between Ethernet Data Link Entities. 

2. Define physical interfaces which can be implemented compatibly among 
different manufacturers of hardware. 

3. Provide all clocks, synchronization, and timing required for both itself and 
the Ethernet Data Link. 

4. Provide high bandwidth ap.d low bit error rates. 

5. Provide for ease of installability and serviceability. 

6. Provide for high network availability. 

7. Support the Ethernet Data Link to Physical Link interface. 

8. Low cost. 

7.1.1.2 Non-Goals 

The following are not goals of the baseband coaxial channel design: 

1. Operation at data rates other than 10 megabits per second. 

2. Operation with media other than the specified coaxial cable. 

3. Simultaneous use of the channel by transmitters using signals not specified in 
this document. 

4. Protection against a malicious user or a malfunctioning Data Link Entity is 
not provided by the channel as specified. However, higher layers (above the 
Data Link) and/or physical security means may be employed to acheive this. 
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7.1.2 Characteristics of the Channel 

The channel provides (and the data link assumes) the following characteristics: 

1. The ability to send and receive information (non-simultaneously) between 
any two or more data link entities on the same network. 

2. The ability to detect the presence of another station's transmission while not 
transmitting ( carrier sense). 

3. The ability to detect the presence of another station's transmission while 
transmitting (collision detect). 

4. A total worst-case round trip signal propagation delay (including actual 
propagation time, synchronization time for all intervening electronics, and 
signal rise time degradation} of 450 bit times (equal to 45 µs for this 10 Mbit 
channel). 

7.1.3 Functions Provided by the Channel 

The channel hardware provides the following functions in the performance of ~ts 
role: 

1. Means for transmitting and receiving serial bit streams between the data link 
layer and the media. 

2. Generation of clock for synchronization and timing. 

3. Means for detecting carrier (non-idle channel). 

4. Means for detecting collisions (simultaneous transmission attempts by 
multiple stations). 

5. Coding and decoding of the data link bit stream into a self-synchronizable 
sequence of electrical signals suitable for transmission on the media provided 
by the channel. 

6. Generation and removal of coding-specific preamble information (a 
synchronizing header sequence inserted before the first bit of the frame) to 
ensure that all channel electronics are brought to a known steady-state before 
the data link frame is transmitted. 

7.1.4 Implementation of the Channel 

The physical channel specification is implementation dependent; most of the 
channel hardware is fully specified, and little leeway is given to the individual 
designer. This is done in the interest of compatibility; any system which allows 
different implementors to use different channel cables, connectors, clock speeds and 
the like will not be compatible across manufacturer boundaries. Only the design of 
channel components which are not critical to system compatibility is left to the 
implementor. 



ETHERNET SPECIFICATION: Physical Layer 47 

7.1.4.1 General Overview of Channel Hardware 

The channel minimally consists of the following functional blocks: 

1. The passive broadcast medium (coaxial cable), 

2. The transceiver (transmitter-receiver for the coaxial cable), 

3. The means for connecting transceivers to a coaxial cable segment and for 
connecting coaxial cable segments together, 

4. The channel clock, 

5. The channel data encoder and decoder, 

6. The preamble generator and remover, 

7. The carrier and collision detect circuits. 

The coaxial medium is the only element common to the entire network. A 
transceiver is required for each station connected to the medium. The transceiver 
must be located adjacent to the coaxial ,;able. The latter four components are 
generally located within, and tightly coupled to, the station hardware implementing 
the data link function. 

It may be useful to be able to physically separate the transceiver from the rest of 
the channel hardware. This allows topological flexibility, packaging advantages, 
and improved system availability, as well as allowing for independent manufacture 
of station hardware and transceivers. To ensure that compatibility is maintained, a 
physical interface (known as the transceiver cable) is identified and specified to 
connect the transceiver to the station. 

Finally, it may be necessary to add repeaters to the system, to reach the maximum 
allowable distance between stations, and to provide additional topological 
flexibility. Repeaters are implemented using standard transceivers, plus a simple, 
non-buffered finite state machine. 
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7.1.4.2 Compatibility Interfaces 

There are a number of possibilities for implementing systems or subsystems 
compatible in whole or in part with this specification. It is important that all 
implementations be compatible at some point, so that heterogenous systems from 
different manufacturers' implementations can be interconnected on the same 
medium. It is not necessary in every case to implement all of the components 
described herein; e.g., it is possible to design an integrated station/transceiver 
(without requiring the transceiver cable). The implementor must make the required 
trade-offs between topological flexibility, system availability, configurability, user 
needs, and cost when designing the system. 

For a device to be considered compatible, it must meet the applicable requirements 
at either the transceiver cable or the coaxial cable interface, as appropriate, in 
addition to the Data Link compatibility required for all stations connected to the 
network. 

All Ethernets must be compatible at the coaxial cable. 

If a transceiver cable is used, it should be the one specified in this document. This 
allows device manufacturers to build hardware compatible with the Ethernet at the 
transceiver cable level, without concerning themselves with the details of transceiver 
implementation. Devices implementing transceiver cable compatibility should be 
capable of using transceivers designed and built by another manufacturer, on the 
specified coaxial cable. 

Equipment designed for connection to the specified coaxial cable either without a 
physically separate transceiver or with a non-standard transceiver cable interface 
will be capable of communication. However, a sacrifice may have been made with 
respect to interchangeability with other stations. 

This scheme of multiple compatibility interfaces allows individual designers some 
flexibility in making system tradeoffs, yet allows cable manufacturers, transceiver 
manufacturers and systems manufacturers to use standard commodity parts to 
produce a compatible communications system. 
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7.1.5 Channel Configuration Model 

Certain physical limits have been placed on the physical channel. These revolve 
mostly around maximum cable lengths (or maximum propagation times), as these 
affect the slot time as defined in the data link. While the precise specification (in 
later sections) specify these maxima in terms of propagation times, they were 
derived from the physical configuration model described here. 

The maximum configuration is as follows: 

1. A coaxial cable, terminated in its characteristic impedance at each end, 
constitutes a cable segment. A segment may contain a maximum of 500 
meters of coaxial cable. 

2. A maximum of 2 repeaters in the path between any two stations. Repeaters 
do not have to be located at the ends of segments, nor is the user limited to 
one repeater per segment. In fact, repeaters can be used not only to extend 
the length of the channel, but to extend the topology from one to three­
dimensional. Repeaters occupy transcei,1er positions on each cable se<sment 
and count towards the maximum number of transceivers on a segment just as 
do the logically distinguishable stations. 

3. A maximum total coaxial cable length along the longest path between any 
two transceivers of 1500 meters. The propagation velocity of the coaxial cable 
is assumed to be 0.77 c worst-case. (c is the velocity of light in vacuo; 
300,000 kilometers per second.) The total round-trip delay for all the coaxial 
cable in the system is therefore 13 µ.s worst-case. 

4. A maximum of 50 meters of transceiver cable between any station and its 
associated transceiver. Note that in the worst case the signal must pass 
through six 50 meter transceiver cables, one at the transmitting station, one 
at the receiving station, and 2 at each repeater (two repeaters possible). The 
propagation velocity of the transceiver cable is assumed to be .65 c worst­
case. The total round-trip delay for all the transceiver cables is therefore 3.08 
µ.s worst-case. 

5. A maximum of 1000 meters of point-to-point link anywhere in the system. 
This will typically be used as a way of linking cable segments in different 
buildings. Note that a repeater with this internal point-to-point link can be 
used to repeat signals between segments many hundreds of meters apart. 
The worst-case propagation velocity of the link cable is assumed to be 
.65 c; the round-trip propagation delay for 1000 meters is 10.26 µ.s. 

Table 7-1 summarizes the allocation of the round-trip propagation delay to the 
individual components in the channel. Figure 7-1 shows a minimum, typical, and 
large-scale channel configuration. 



50 ETHERNET SPECIFICATION: Physical Layer 
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Figure 7-la: Minimal Configuration 
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Figure 7-lb: A Typical Medium-scale Configuration 
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(1000M max) 

Figure 7- lc: A Typical Large-scale Configuration 
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Table 7-1: Physical Channel Propagation Delay Budget (Note 1) 

Element Unit Unit # Units # Units Total 
Steady-State Startup Forward Return Delay 

Delay Delay Path (Note 2) Path 
-- ----------------·- ........ --- ---...... --- .......... --- ................. -- ...... -.................... --- --- .......................... ---- ............... --- .............. --- ------- ........ ---------
Encoder 0.1µ.S 0 3 3 0.60 µ.S 

Transceiver .Cable 5.13 nS/M 0 300M 300M 3.08 µS 
Transceiver 0.50 µ.S 0.2 µ.S 3 3 1.50 µS 
(transmit path) 
Transceiver 0.50 µ.S 0.5 µ.S 3 0 1.65 µS 
(receive path) 
Transceiver 0 0.5 µ.S 0 3 1.50 µS 
(collision path) 
Coaxial Cable 4.33 nS/M 0 1500M 1500M 13.00 µS 
Point-to· Point 5.13 nS/M 0 1000M 1000M 10.26 µS 
Link Cable 
Repeater 0.8 µS 0 2 0 1.60 µS 
(repeat path) 
Repeater 0.2 µ.S 0 0 2 0.40 µS 
(collision path) 
Decoder 0.1 µS 0.8 µS 2 0 1.80 µS 
Carrier Sense 0 0.2 µS 3 0 0.60 µS 
Collision Detect 0 0.2 µ.S 0 3 0.60 µS 
Signal Rise Time 0 0.1 µS 
(to 70% in 500 M) 

3 0 0.30 µS 

(Note 3) 

Signal Rise Time 0 2.7 µS 
(50% to 94% in 500 M) 

0 3 8.10 µS 

(Note 4) 
--·-------------

Total Worst-Case Round-Trip Delay 44.99 µ.S 

Note 1: All quantities given are worst-case (both number of units and unit delays per unit). 

Note 2: The propagation delay has been separated into "forward-path" and "return path" delay. 
This is because in one direction it is carrier sense which is being propagated through the channel, 
and in the return direction it is collision detect which is being propagated. The two signals have 
different propagation delays. 

Note 3: In the worst-case, the propagated signal must reach 70% of its final value to be detected as 
valid carrier at the end of 500 meters of coaxial cable. This rise time must be included in the 
propagation delay budget. 

Note 4: In the worst-case the propagated collision on the return path must reach 94% of its final 
value to be detected as a collision at the end of 500 meters of coaxial cable. 
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7.1.6 Channel Interfaces 

The channel specification hinges around three well-defined entities; the transceiver 
and coaxial cables (shown as compatibility interfaces in Figure 4-1), and the logical 
interface between the physical channel and the data link controller (shown in 
Figure 4-4). Note that the former two are physical interfaces specific to the 
channel, and are specified in the interest of compatibility. The latter is provided as 
a means by which the data link controller can interact with the physical channel. 

The channel access component of the logical interface (discussed in 4.4.1) comprises 
the collision and carrier detect functions described in 7.5.2 and 7.5.3, as well as the 
actual transmission of signals on the media. The data encoding and decoding 
functions described in 4.4.1 comprise the generation and decomposition of encoded 
signals suitable for transmission (described in 7.5.1), the generation and removal of 
code-specific preamble (described in 7.5.1.3 and 7.5.4.1), and the serial bit stream 
interface between the layers. 

Section 5 describes the interface between the data link and physical layers as a 
series of Pascal procedures, functions, and shared variables. The data link 
specification in section 6 shows how the data link uses this interface to 
communicate between client layers. However, this specification will not attempt to 
model the operation of the physical channel in Pascal. The interface between layers 
is supported by the physical hardware which provides the ability to send and 
receive bit streams, provide timing, and signal carrier sense and collision detect to 
the data link. 

The remainder of this section specifies the requirements for compatibility at both 
the transceiver cable and the coaxial cable. In addition, the specifications for the 
transceiver, which interfaces the transceiver cable to the coaxial cable is given, as 
well as the specification for the logic required between tht transceivc· cable and the 
interface to the data link. 

7.2 Transceiver Cable Compatibility Interface Specifications 

The transceiver cable is the means by which a physically separate transceiver is 
connected to a station. It provides one of the compatibility interfaces described in 
7.1.4.2. 

7.2.1 Transceiver Cable Signals 

The transceiver cable carries four signals: Transmit, Receive, Collision Presence, 
and Power. Each signal is carried on a twisted pair of conductors in the cable. 

7.2.1.1 Transmit Signal 

The transmit pair carries encoded data for which the data link is requesting 
transmission on the channel. This signal is generated by the data encoder, with the 
transceiver cable drive characteristics specified in 7 .2.4. 
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7.2.1.2 Receive Signal 

The receive pair carries encoded data from the transceiver to the station. It 
typically goes to the data decoder and the carrier sense circuitry. In the steady­
state, all transitions and lack of transitions on the coaxial cable become transitions 
and lack of transitions on the receive pair, with the transceiver cable drive 
characteristics specified in 7 .2.4. (During start-up, the first few bits may be 
absorbed by the transceiver to attain steady-state.) 

In the case of a station transmitting without collision interference, the station's own 
transmit transitions on the coaxial cable will also appear on the receive pair, after a 
delay due to propagation through the transceiver. During collisions (whether or not 
that transceiver is involved in the collision) transitions on the receive lead are 
undefined; they may or may not meet decoder phase requirements, or they may not 
be present at all for extended periods. Thus the receive signal on the transceiver 
cable cannot be used alone to deterministically generate the carrier sense signal. 
This is described in more detail in 7.5.3. 

7.2.1.3 Collision Presence Signal 

The collision presence pair is used by the transceiver to indicate the presence of 
multiple transmission attempts on the coaxial cable. This is done by transmitting a 
square wave with a 10MHz fundamental frequency through the standard 
transceiver cable driver ( described in 7.2.4). An oscillator is used instead of a 
simple level shift to allow AC coupling at the transceiver. Transceivers use the 
collision presence signal to indicate one of two conditions: the transceiver is 
transmitting and there is an attempt by another station to transmit at the same time, 
or there is a simultaneous transmission attempt by three or more stations regardless 
of whether the transceiver in question is transmitting. 

7.2.1.4 Power 

A pair of wires is designated for providing power to the transceiver. When the 
transceiver cable is implemented, the station end of the cable must supply a voltage 
between + 12 and + 15 V de ± 5% with at least 0.5 Amperes available to the cable 
for remotely powering the transceiver. The power source must meet applicable 
requirements for UL Class 2 wiring devices. 

7.2.2 Transceiver Cable Parameters 

7.2.2.1 Mechanical Configuration 

The transceiver cable consists of four stranded, twisted pair conductors, plus an 
overall shield and insulating jacket. The conductor and jacket insulating material 
may be polyethylene or other suitable material. The flammability characteristics of 
the insulating material must be suitable for the installed environment. 
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7 .2.2.2 Characteristic Impedance 

The differential mode characteristic impedance of all pairs shall be 78 n, ± 5 n, in 
the configuration. 

7.2.2.3 Attenuation 

The signal attenuation of any pair shall not exceed 3 dB (measured at 10 MHz) for 
the total length between the transceiver and the station. 

7.2.2.4 Velocity of Propagation 

The minimum velocity of propagation of the transceiver cable shall be 0.65 c. 

7.2.2.5 Pulse Distortion 

Pulse distortion shall not exceed ± 1 nS at the end of 50 meters of cable when 
driven with random 10 Mbit data encoded in accordance with 7 .5.1. 

7.2.2.6 Resistance 

The re~istance of the conductors used for the power pair shall not exceed 40 
milliohms per meter. 

7.2.2.7 Transfer Impedance 

The common mode transfer impedance of the transceiver cable shall not exceed the 
values shown in Figure 7-2 as a function of frequency. The differential mode 
transfer impedance of the cable with respect to any pair shall be 20 dB lower than 
the specified common mode transfer impedance. 
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7.2.3 Transceiver Cable Connectors 

The connectors used at the ends of the transceiver cable shall be 15 conductor 'D' 
subminiature types (Cinch type DASM-15 or equivalent). The end of the cable 
that mates with the transceiver must use a female connector with a slide lock 
assembly (Cinch type DA 51220-1 or equivalent). The transceiver must provide a 
mating male connector with locking posts. The other end of the transceiver cable 
(which mates with a female connector at the station) must use a male connector 
with locking posts (Cinch type D 53018 or equivalent). The station must provide a 
female connector with the slide lock assembly. 

Because of the end-to-end matching of the connectors, transceiver cables may be 
extended by concatenating transceiver cable sections. (The transceiver cable 
sections function as 'extension cords'.) A cable with multiple sections must still 
meet the cable loss characteristics of 7.3.1.1.2. 

The pin assignment is given in the following table: 

Transceiver Cable Connector Pin Assignment 

1. Shield (See note) 
2. Collision Presence + 9. Collision Presence -
3. Transmit+ 10. Transmit-
4. Reserved 11. Reserved 
5. Receive+ 12. Receive -
6. Power return 13. Power 
7. Reserved 14. Reserved 
8. Reserved 15. Reserved 

Note: Shield must be terminated to connector shell as well as pin 1. 

Metal, metallized plastic, or otherwise shielded connector backshells must be used 
to ensure shield integrity. 

7.2.4 Transceiver Cable Drive 

This section describes the requirements for driving any of the signal pairs in the 
transceiver cable: transmit, receive, and collision presence. 

The AC signal levels presented to the transceiver cable shall be ± 700 m V nominal, 
balanced differential drive into 78 ± 5 Q. The common mode voltage presented to 
the transceiver cable shall not exceed that allowed at the receiver, as specified in 
7.2.5.2. Signal waveform shall be as shown in Figure 7-3. 
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1. Voltages are measured differentially at output of transceiver cable driver. 

2. Rise and fall times meet 10,000 series ECL requirements. 

Figure 7-3: Typical Transceiver Cable Waveform 

The transceiver cable driver must be capable of maintaining the specified minimum 
differential signal into the worst case low cable impedance (73 Q differential, 18.5 Q 

common mode) in the environment specified in section 7-7. 

The idle state of the output shall be high ( + 700 m V nominal); the first transition 
presented is negative-going, the last transition must be positive-going. Note that 
the presence of AC coupling may c;ause the voltage as specified at the output of the 
transceiver cable drive circuit not to appear on the transceiver cable in the idle 
state. 

A typical transceiver cable drive circuit is given in Appendix D. 

7.2.5 Transceiver Cable Receive 

The following sections specify the requirements for rece1vmg signals from any 
signal pair in the transceiver cable: transmit, receive, and collision presence. The 
circuit must be capable of receiving the signals from the transceiver cable driver 
specified in 7 .2.4 through the cable specified in 7 .2.2 in the worst case. A typical 
receive circuit is given in Appendix D. 

7.2.5.1 Load Impedance and Termination 

The termination impedance shall be 78 Q ± 1 % differential mode, and 18.5 Q 

minimum common-mode, over the frequency range of 3-20 MHz. 

7.2.5.2 Common Mode and CMRR 

The common mode range and the common mode rejection ratio shall be sufficient 
to maintain a 5:1 signal to noise ratio in the environment specified in 7.7, measured 
at the input to the transceiver cable receiver. The common mode DC voltage at the 
input of the receiver shall be in the range of zero to + 5 V de .. 
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7.3 Coaxial Cable Compatibility Interface Specifications 

The coaxial cable is the common, shared broadcast medium through which stations 
communicate. It provides one of the compatibility interface points described in 
7.1.4.2. 

7.3.l Coaxial Cable Component Specifications 

The cable is of constant impedance, coaxial construction. It is tenninated at each 
end by a terminator (specified in 7.3.1.3), and connection provided for each 
transceiver. Coaxial cable connectors are used to make the connection from the 
cable to the tenninators, and between cable sections (if needed). The cable has 
various electrical and mechanical requirements which must be met to ensure proper 
operation. 

7.3.1.1 Coaxial Cable Parameters 

7.3.1.1.1 Characteristic Impedance 

The average characteristic impedance of the cable shall be 50 ± 2 o, measured 
according to Mil. Std. Cl 7-E. Periodic variations in impedance along a single piece 
of cable may be up to ± 3 o sinusoidal, centered around the average value, with a 
period < 2 meters. Note that the proper operation of the network is dependent 
upon the cable characteristic impedance; its value and tolerance are critical. 

7.3.1.1.2 Attenuation 

The attenuation of a cable segment shall not exceed 8.5 dB measured at 10 MHz, 
nor 6.0 dB measured at 5 MHz. 

7.3.1.1.3 Velocity of Propagation 

The minimum acceptable velocity of propagation 1s 0.77 c .. 
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7.3.1.1.4 Mechanical Requirements 

The cable used should be suitable for routing in various environments, including 
but not limited to, dropped ceilings, raised floors, and cable troughs. The jacket 
must provide insulation between the cable sheath and any building structural metal. 
Also, the cable must be capable of accepting coaxial cable connectors, described in 
7.3.1.2. The cable must in addition conform to the following requirements: 

1. The center conductor must be 0.0855" ± .0005" diameter solid, tinned 
copper, 

2. The core dielectric material must be foamed, 

3. The inside diameter of the innermost shield must be .242" minimum, 

4. The outside diameter of the outermost shield must be .326" ± .007'', 

5. The outermost shield must be greater than 90% coverage tinned copper 
braid, 

6. The jacket O.D. must be 0.405" nominal, 

7. The cable concentricity must be 90% minimum. 

The cable must also meet applicable flammability criteria and local codes for the 
installed environment. Different (e.g., polyethylene and Teflon dielectric) types of 
cable sections may be interconnected, while meeting the sectioning requirements of 
7.6.1. 

7.3.1.1.5 Pulse Distortion 

Pulse distortion shall not exceed ± 7 nS at the end of 500 meters of cable when 
driven with random 10 Mbit data encoded in accordance with 7.5.1. 

7.3.lJ.6 Jacket Marking 

The cable jacket must be marked with annular rings in a color contrasting with the 
background color of the jacket. The rings must be spaced at 2.5 meter ± 5 cm 
regularly along the entire length of the cable. It is permissible for the 2.5 meter 
spacing to be interrupted at discontinuities between cable sections joined by 
connectors. (See 7 .6.2 for transceiver placement rules which mandate cable 
markings.) 

7.3.1.1.7 Transfer Impedance 

The transfer impedance of the cable shall not exceed the values shown in Figure 7-
4 as a function of frequency. 
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Figure 7-4: Maximum Coaxial Cable Transfer Impedance 

7.3.1.2 Coaxial Cable Connectors 

., 

100M 

Coaxial cable connectors are used to join cable sections and attach terminators. 
Three types of connectors may be necessary; male plugs, female jacks, and female­
to-female barrels. Plugs are used exclusively at the ends of all cable sections. Jacks 
are used to house cable terminators. Barrels are used to join cable sections. 

All connectors are N series, 50 n constant impedance types. Since the frequencies 
present in the transmitted data are well below UHF range (being band-limited to 
approximately 20 MHz), military versions of the connectors are not required (but 
are acceptable). 

Means must be provided to ensure that the connector shell (which connects to the 
cable sheath) does not make contact with any building metal, or other unintended 
conductor. A sleeve or boot to be slid over the connector at installation time is 
suitable. 

7.3.1.3 Coaxial Cable Terminators 

Coaxial cable terminators are used to provide a termination impedance for the 
cable equal in value to its characteristic impedance, thereby eliminating any 
reflection from the ends of the cables. Terminators shall be packaged within an 
inline female jack connector. The termination impedance shall be 50 !J ± 1 % 
measured from 0-50 MHz, with the magnitude of the phase angle of the impedance 
not to exceed 5 degrees. The terminator power rating shall be 1 watt or greater. 
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7.3.1.4 Transceiver-to-Coaxial Cable Connections 

A means must be provided to allow for attaching a transceiver to the coaxial cable. 
The connection must disturb the transmission line characteristics of the cable as 
little as possible; it must present a predictably low shunt capacitance, and therefore 
a negligibly short stub length. For this reason, the transceiver must be located as 
close to its cable connection as possible; they are normally considered to be one 
assembly. Long (greater than 3 cm) connections between the coaxial cable and the 
input of the transceiver are not acceptable. 

The transceiver-to-coaxial cable connection shall present less than 2 picofarads 
shunt capacitance to the coaxial cable, not including any transceiver electronics. If 
the design of the connection is such that the coaxial cable must be severed to install 
the transceiver, the coaxial cable segment must still meet the sectioning 
requirements of 7 .6.1. Any coaxial connectors used on a severed cable must be type 
N, as specified in 7.3.1.2. 

7.3.2 Coaxial Cable Signaling 

The AC component of the signal on the coaxial cable due to a single transceiver as 
measured on the coaxial cable immediately adjacent to the transceiver connection 
shall be± 16 mA nominal (14 mA min, 19 mA max). The DC component shall be 
one-half the AC component, plus 4.5 mA (4 mA min, 5 mA max). The actual 
current measured at a given point on the cable is a function of the transmitted 
current and the cable loss to the point of measurement. Positive current is defined 
as current out of the center conductor of the cable (into the transceiver). Cable loss 
is specified in 7.3.1.1.2. 

The 10%-90% rise and fall times shall be 25 ± 5 nsec. Figure 7-5 shows typical 
waveforms present on the cable. Harmonic content generated from a 10 MHz 
fundamental periodic input shall meet the following requirements: 

Second and Third Harmonics: -20 dB mm 
Fourth and Fifth Harmonics: -30 dB mm 
Sixth and Seventh Harmonics: -40 dB mm 
All Higher Harmonics: -50 dB mm 

The signals as generated from the encoder (described in 7.5.1.1) shall appear on the 
coaxial cable without any inversions. 
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-+4--------- Preamble + --------~ .... 1~---Data 
1 0 1 · · · 0 1 1 1 · · · 0 

-v \ r 
1. Voltages given are nominal; worst case is given in text. 

2. Rise time is 25 nS nominal. 

3. Voltages are measured 011 coax.ial cable adjacent to transceiver. 

Figure 7-5: Typical Coaxial Cable Waveform 

7.4 Transceiver Specifications 

The following sections specify the requirements for a transceiver. 

7.4.1 Transceiver-to-Coaxial Cable Interface 

0 

The following sections describe the interface between the transceiver and the 
coaxial cable. Positive current is defined as current into the transceiver ( out of the 
center conductor of the cable). 

7.4.1.1 Input Impedance 

The shunt capacitance presented to the coaxial cable by the transceiver circuitry 
(not including the means of attachment to the coaxial cable) shall not exceed 2 
picofarads. The shunt resistance presented to the coaxial cable shall be greater than 
50 Kn. 

These conditions must be met .in both the power off and the power on, not 
transmitting states. 

7.4.1.2 Bias Current 

The transceiver must draw between -2 and + 50 uA m the power-off and the 
power-on, not transmitting states. 

~ 1~ Idle 
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7.4.1.3 Transmit Output Levels 

Signals received from the transceiver cable transmit pair must be transmitted onto 
the coaxial cable with the characteristics specified in 7.3.2. Note that 7.3.2 specifies 
the current level on the coaxial cable. Since the coaxial cable proceeds in two 
directions away from the transceiver, the current into the transceiver is actually 
twice the current measured on the coaxial cable. 

Transmitted output asymmetry shall not exceed 2 ns for a 50/50 duty cycle input 
on the transceiver cable transmit pair. 

7.4.2 Transceiver-to· Transceiver Cable Interface 

7.4.2.1 Transmit Pair 

The transceiver must present the transceiver cable receive characteristics specified in 
7.2.5 to the transmit pair. At the start of a frame transmission, no more than 2 bits 
(two 100 ns bit cells) of information may be received from the transmit pair and not 
transmitted onto the coaxial cable. The steady-state propagation delay between the 
transmit pair input and .the coaxial cable output shall not exceed 50 ns. There are 
no signal inversion between the transceiver cable transmit pair and the coaxial 
cable. 

7.4.2.2 Receive Pair 

The transceiver must present the transceiver cable transmit characteristics specified 
in 7 .2.4 to the receive pair. Asymmetry as seen on the receive pair shall not exceed 
± 2 nsec for a ± 200 m V peak sinusoidal input from the coaxial cable. 

The signal from the coaxial cable shall pass through AC coupling with an 
appropriate time constant before proceeding to the receive pair. The time constant 
should compensate for the coaxial cable pulse distortion. 

At the start of a frame reception from the coaxial cable, no more than 5 bits (five 
100 ns bit cells) of information may be received from the coaxial cable and not 
transmitted onto the receive pair. In addition, it is permissible for the first bit sent 
over the receive pair to contain encoding phase violations or invalid data, however 
all successive bits of the frame shall be valid and meet encoding rules. The steady­
state propagation delay between the coaxial cable and the receive pair output shall 
not exceed 50 ns. There are no signal inversions between the coaxial cable and the 
transceiver cable receive pair. 
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7.4.2.3 Collision Presence Pair 

The transceiver must present the transmitter characteristics specified in 7;2.4 to the 
collision presence pair. The signal presented to the collision presence pair shall be 
a periodic waveform with a 10 MHz ± 15% frequency. This signal shall be 
presented to the collision presence pair no more than 5 bit times (500 nS) after the 
average signal on the coaxial cable at the transceiver exceeds either that which 
could be produced by two transceiver outputs in the worst case (if the transceiver 
in question is not transmitting), or that which could be produced by that transceiver 
alone in the worst case (if that transceiver is transmitting). 

7.4.2.4 Power Pair 

The transceiver cable provides power which may be used for operation of the 
transceiver electronics. The power available shall be as described in 7.2.1.4. The 
distribution impedance of the transceiver cable is 4 n maximum, for a 50 meter 
cable with the resistance specified in 7.2.2.6. In order for the transceiver to derive 
its operating power from the power pair, circuitry must be employed to provide the 
required electrical isolation specified in 7.4.3. 

7.4.3 Electrical Isolation 

The transceiver must provide electrical isolation between the transceiver cable and 
the coaxial cable. The isolation impedance shall be greater than 250 Kn, measured 
between any conductor (including shield) of the transceiver cable and either the 
center conductor or shield of the coaxial cable, at 60 Hz. The breakdown voltage of 
the isolation means provided shall be at least 250 V AC, rms. 

7.4.4 Reliability 

No single nor double component failure within the transceiver electronics shall 
impede communication among other transceivers on the coaxial cable. Connectors 
and other passive components comprising the means of connecting the transceiver 
to the coaxial cable shall be designed to minimize the probability of total network 
failure. 

7 .5 Channel Logic 

The following sections describe the functions that must be performed to properly 
interface between the data link and the transceiver cable. They are normally 
implemented as logic, typically within the same device implementing the data link 
layer. 

7.5.1 Channel Encoding 

The channel shall use Manchester phase encoding, with a data rate of 10 Mbps, ± 
.01 %, measured at the encoder clock. Thus, each bit cell is 100 ns long. 

The following section describes the requirements for encoding and decoding signals 
to be transmitted on, or received from the coaxial or transceiver cables. 
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7.5.1.1 Encoder 

The encoder is used to translate physically separate signals of clock 
(synchronization) and data into a single, self-synchronizable serial bit stream, 
suitable for transmission on the coaxial cable by the transceiver. 

During the first half of the bit cell time, the serial signal transmitted is the logical 
complement of the bit value being encoded during that cell. During the second half 
of the bit cell time, the uncomplemented value of the bit being encoded is 
transmitted. Therefore, there is always a signal transition ( either positive-going or 
negative-going, depending on the bit being encoded) in the center of each bit cell. 
A timing diagram for a typical bit stream is given in Figure 7-6. 

The encoder output drives the transmit pair of the transceiver cable, and ultimately, 
the coaxial cable through the transceiver. The encoder output asymmetry must not 
exceed 0.5 ns. The encoder shall provide the defined output for the first (and all 
subsequent) bits presented to its input. All information submitted for encoding 
shall appear at the output of the encoder. 

Typical data stream 

high level 

Encoded signal pattern 

low level 

Figure 7-6: Manchester Encoding 

7.5.1.2 Decoder 

The decoder is used to separate the incoming phase encoded bit stream into a data 
stream and a clock signal. The decoder must be able to provide data and clock 
signals usable by the data link under the asymmetry imposed by the worst case 
system configuration. The decoder must provide usable output (clock and data) 
after no more than 8 bit cell times after reception of an encoded signal. The first 
signals received from the transceiver at the beginning of frame reception may not 
constitute a valid, properly encoded bit; it is possible for the time from the first 
transition seen to the first true mid-bit cell transition to assume any value from zero 
to 100 nS. 

The decoder input is normally derived from the coaxial cable, through the 
transceiver cable receive pair. It is not necessary for the decoder to provide usable 
output when there is a collision on the coaxial cable, regardless of whether the 
station using that decoder is involved in the collision. 
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7.5.1.3 Preamble Generation 

Because most of the channel circuitry is allowed to provide valid output some 
number of bit times after being presented valid input, it is necessary for a preamble 
to be sent before the start of data link information, to allow the channel circuitry to 
reach its steady-state, with valid outputs throughout the system. Upon request by 
the data link to transmit the first bit of a new frame, the channel shall first transmit 
the preamble; a predetermined bit sequence used for channel stabilization and 
synchronization. If, while transmitting the preamble, the channel logic asserts the 
collision detect signal as specified in 7.5.2, any remaining preamble bits shall not be 
sent. The channel should immediately proceed with the transmission of the bit 
submitted by the data link. 

The preamble is a 64 bit pattern to be presented to the channel encoder in the same 
manner as data link information. The pattern is: 

10101010 10101010 10101010 10101010 10101010 10101010 10101010 10101011. 

The bits are transmitted in order, from left to right. The nature of the pattern is 
such that when encoded, it appears as a periodic waveform on the cable, with a 5 
MHz frequency. Excepting the final two bits, the only transitions present in the 
waveform are in the center of the bit cells. This is depicted in Figure 7-7. The last 
two bits of the preamble contain transitions at both the bit cell centers and the 
edges, and are used to indicate the end of the preamble, and the beginning of the 
data link encapsulation portion of the frame. The next bit transmitted is the bit 
originally submitted by transmission by the data link. 

Preamble removal on reception is discussed in 7.5.4.1. 

I 1 I o I 1 I o I 1 I o ... 1 I o I 1 I o I 1 I 1 I 
high level 

low level 

Figure 7-7: Preamble Encoding 
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7.5.2 Collision Detect Signal 

The channel must indicate to the data link when the signals on the coaxial cable 
imply simultaneous transmission attempts by more than one station. This is 
normally indicated through the collision presence pair in the transceiver cable, 
described in 7 .2.1.3. 

The channel logic must assert the collision detect signal within 2 bit times (200 ns), 
following the onset of collision presence. This collision detect signal shall be 
asserted only when the data link is transmitting. A functional logic description of 
the collision detect signal is shown in Figure 7-8. 

Following the loss of collision presence information, the channel must deassert the 
collision detect signal within 1.6 bit cell times (160 ns). 

Transceiver Cable Collision Pair 

*Transition Detect output enabled if 
an input transition has been 
detected within the previous 
1.6 bit times (160 nS) 

Transition 
Detect* 

transmitting 

(from Data Link Layer) 

collisionDetect signal 

(to Data Link Layer) 

Figure 7-8: Functional Logic of collisionDetect Signal 

7.5.3 Carrier Sense Signal 

The channel must indicate to the data link the presence of carrier, a signal 
transmission attempt on the coaxial cable by a station. This is normally indicated 
through both the receive and collision presence pairs in the transceiver cable, 
described in 7 .2.1. 

The carrier sense signal shall be asserted when one or more station is attempting 
transmission on the cable, regardless of whether the station sensing carrier is 
transmitting at that time. The channel logic must assert the carrier sense signal 
within 2 bit times (200 ns) following the onset of carrier presence information. A 
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functional logic description of these signals is shown in Figure 7-9. 

Following the loss of carrier presence information (receive transitions and collision 
presence information) the channel must deassert the carrier sense signal within 1.6 
bit cell times (160 ns). 

Transceiver Cable Collision Pair 

Transceiver Cable Receive Pair 

Transition 
Detect* 

Transition 
Detect* 

*Transition Detect output enabled if 
an input transition has been 
detected within the previous 
1.6 bit times (160 nS) 

Figure 7-9: Functional Logic of carrierSense Signal 

7.5.4 Channel Framing 

carrierSense signal 

(to Data Link Layer) 

During reception, the channel must provide the data link with signals to indicate 
beginning and end of frame. 

7.5.4.1 Beginning-of-Frame Sequence 

The channel logic recognizes the presence of activity on the medium through the 
carrier sense signal. This is the first indication that the frame reception process 
should begin. However, dependent upon the physical configuration of the system, 
there are some number of preamble bits to be received by the channel before the 
start of the data link frame as indicated by the double· I at the end of preamble. In 
addition, the first signals received from the decoder may be invalid due to the first 
bit allowance of the transceiver (see 7.4.2.2). The channel must wait no less than 8 
bit times (800 nS) before monitoring the output of the decoder for the 'double· I' 
indicating end of preamble, and beginning of data link frame. Upon reception of 
the double· 1, the channel shall begin passing successive bits to the data link 
through the defined receive bit stream interface. If, after waiting the required 8 bit 
times, a 'double-0' is encountered, the physical channel shall not pass any bits of 
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the current frame to the data link. Normal operation of the data link and channel 
shall resume on the subsequent frame. 

7.5.4.2 End-of-Frame Sequence 

As specified in 7.5.3, the carrier sense signal must be deasserted no later than 1.6 bit 
times (160 ns) after the cessation of activity on the coaxial cable as seen by the 
channel logic. The channel ensures that no extraneous bits will appear at the end 
of a frame following the last valid bit. 

7.6 Channel Configuration Requirements 

7.6.1 Cable Sectioning 

The 500 meter maximum length coaxial cable segment need not be made from a 
single, homogeneous length of cable. The boundary between two cable sections 
(joined by coaxial connectors; two male plugs and a barrel) represents a signal 
reflection point due to the impedance discontinuity caused by the batch-to-batch 
impedance tolerance of the cable. Since the worst-case variation from 50 n is 2 n 
(see 7.3.1.1.1), a possible worst-case reflection of 4% may result from the join~ng of 
two cable sections. The configuration of long cable segments (up to 500 meters) 
from smaller sections must be made with care. The following recommendations 
apply, and are given in order of preference: 

1. If possible, the total segment should be made from one homogeneous (no 
breaks) cable. This is feasible for short segments, and results in minimal 
reflections from cable impedance discontinuities. 

2. If cable segments must be built up from smaller sections, it is highly 
desirable to ensure that all the sections are from the same manufacturer and 
lot. This is equivalent to using a single cable, since the cable discontinuities 
are due to extruder limitations, and not extruder-to-extruder tolerances. 
There are no restrictions in cable sectioning if this method is used. However, 
if a cable section in such a system is later replaced, it must be replaced either 
with another cable from the same manufacturer and lot, or with one of the 
standard lengths described below. 

3. If uncontrolled cable sections must be used in building up a longer segment, 
the lengths should be chosen such that reflections, when they occur, do not 
have a high probability of adding in phase. This can be accomplished by 
using lengths which are odd integral multiples of a half-wavelength in the 
cable at 5 MHz; this corresponds to using lengths of 23.4, 70.2, and 117 
meters (± 0.5 meters) for all sections. These are considered to be the 
standard lengths for all cable sections. Using these lengths exclusively, any 
mix or match of cable sections may be used to build up a 500 meter segment 
without incurring excessive reflections. 
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4. As a last resort, an arbitrary configuration of cable sections may be 
employed, if it has been confirmed by analysis or measurement that the 
worst-case signal reflection due to the impedance discontinuities at any point 
on the cable does not exceed 7% of the incident wave when driven by a 
transceiver meeting the specifications of 7.4. 

7.6.2 Transceiver Placement 

Transceivers and their associated connections to the cable cause signal reflections 
due to their non-infinite bridging impedance. While this impedance must be 
implemented as specified in 7.3.1.4 and 7.4.1, the placement of transceivers along 
the coaxial cable must also be controlled to insure that reflections from transceiver 
do not add in phase to a significant degree. 

Coaxial cables marked as specified in 7.3.1.1.6 have marks at regular 2.5 meters 
spacing; a transceiver may be placed at any mark on the cable. This guarantees 
both a minimum spacing between transceivers of 2.5 meters, as well as controlling 
the relative spacing of transceivers to insure non-alignment on fractional wavelength 
boundaries. 

The total number of transceivers on a cable segment shall not exceed 100. 

7.6.3 System Grounding 

The sheath conductor of the coaxial cable shall not make electrical contact with any 
earth reference, building structural metal, ducting, plumbing fixture, or other 
unintentioned conductor. Insulators may be used to cover any coaxial connectors 
used to join cable sections and terminators, to insure that this requirement is met. 
A sleeve or boot attached at installation time is acceptable. 

The sheath conductor of the transceiver cable shall be connected to the earth 
reference or chassis of the device housing the station logic, 
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7.6.4 Repeaters 

Repeaters are used to extend the channel length and topology beyond that which 
could be achieved by a single coaxial cable segment. (See the channel 
configuration model in 7.1.5.) A repeater requires a transceiver on each of the 
segments between which it is repeating signals. These transceivers must be as 
specified in 7.4, and must be counted towards the maximum specified in 7 .6.2. 

A maximum of two repeaters may be in the signal path between any two 
transceivers on the channel. 

7.6.4.1 Carrier Detect and Transmit Repeat 

Repeaters must implement the carrier sense function as specified in 7.5.3 for both 
segments between which it is connected. Upon detection of carrier from one 
segment, the repeater must retransmit all received signals from that segment onto 
the other segment. Signals shall be retimed and amplified as specified in 7.6.4.3. 
The maximum steady-state propagation delay through the repeater for the repeated 
signal (not including startup delays, carrier sense delay or retiming delays) shall not 
exceed 800 nS. 

7.6.4.2 Collision Detect and Collision Repeat 

Repeaters must implement the collision detect function as specified in 7.5.2 for 
both segments between which it is connected. If, while repeating signals as 
specified in 7.6.4.1, collision is detected on either side, the repeater must ensure that 
all stations involved in the collision recognize the event as a collision, regardless of 
which side of the repeater the station is on. The maximum time between the 
recongnition of the collision and the repeating of the collision indication (not 
including carrier sense of retiming delays) shall not exceed 200 nS. 

7.6.4.3 Repeater Signal Regeneration 

7.6.4.3.1 Signal Amplification 

The repeater (with its associated transceivers) shall ensure that any signals repeated 
between segments shall have the same amplitude characteristics at the transceiver 
output of the repeated-to segment as they did at the output of the transmitter on 
the repeated-from segment, allowing for transceiver output tolerances as specified 
in 7.4.1.3. Any loss of signal-to-noise ratio due to cable loss and noise pickup is 
thus regained at the output of the repeater. 

7 .6.4.3.2 Signal Timing 

The repeater must ensure that the symmetry characteristics of the signals at the 
transceiver output of the repeated-to segment are the same as those at the output of 
the transmitter on the repeated-from segment, allowing for transceiver and 
transceiver cable tolerances. Any loss of symmetry due to transceivers and cable 
distortion is thus regained at the output of the repeater. 
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7.7 Environment Specifications 

The following sections specify the physical environment m which all channel 
components must operate to be considered compatible. 

7.7.1 Electromagnetic Environment 

The physical channel hardware shall meet its specifications when operating in the 
following ambient plane-wave fields: 

2 Volts/Meter from 10 KHz through 30 MHz 

5 Volts/Meter from 30 MHz through 1 GHz 

7.7.2 Temperature and Humidity 

All physical channel hardware, with the possible exception of the channel logic 
components shall operate over the ambient temperature range of 5 to 50 degrees 
Celsius, and humidity range of 10% to 95% non-condensing. The channel logic 
components are normally part of the station hardware, and are thus subject to 
individual station product requirements. Hardware which does not meet the 
temperature and humidity requirements specified must state so in its published 
product specification. 
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APPENDIX A: GLOSSARY 

This section defines some of the essential terminology associated with the Ethernet. 

baseband coaxial system: A system whereby information is directly encoded and 
impressed on the coaxial transmission medium. One information signal at a time 
can be present on the medium without disruption (see collision). 

binary exponential backoff: The algorithm used to schedule retransmissions after a 
collision. So called because the interval from which the retransmission time is 
selected is expanded exponentially with repeated collisions. 

broadcast: Describes the class of media for which the Ethernet is designed, in which 
all stations are capable of receiving a signal transmitted by any other station. 
Also, describes the mode of usage of such a medium by the Data Link Layer in 
which all stations are instructed to receive a given frame. 

carrier sense: A signal provided by the Physical Layer to the Data Link Layer to 
indicate that one or more stations are currently transmitting on the channel. 

channel logic: The logical funnions provided between the transceiver cable and the 
Data Link, which support the. defined interface between the data link and the 
physical layers. 

Client Layer: Collective term used to describe any layer of a network architecture, 
which use the Ethernet Data Link and Client interface. 

coaxial cable: A two-conductor, concentric, constant impedance transmission line. 

coaxial cable interface: The electrical, mechanical, and logical interface to the shared 
coaxial cable medium. This is a mandatory compatibility interface, which must 
be correctly implemented by every Ethernet implementation. 

coaxial cable section: An unbroken piece of coaxial cable, fitted with coaxial 
connectors at its ends, used to build up coaxial cable segments. 

coaxial cable segment: A length of coaxial cable made up from one or more coaxial 
cable sections and coaxial connectors. terminated at each end in its characteristic 
impedance. A 500 meter segment is the longest configuration possible without 
repeaters. 

collision: The result of multiple transmissions overlapping in the physical channel, 
resulting in garbled data and necessitating retransmission. 

collision detect: A signal provided by the Physical Layer to the Data Link Layer to 
indicate that one or more other stations are contending with the local station's 
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transmission. It can be true only during transmission. 

collision enforcement: Transmission of extra, encoded "jam" bits after a collision is 
detected, to insure that the duration of the collision is sufficient to guarantee its 
detection by all transmitting stations. 

compatibility interfaces: The coaxial cable interface, and the transceiver cable 
interface, the two points at which hardware compatibility is defined to allow 
connection of independently designed and manufactured components to the 
Ethernet. 

contention: Interference between colliding transmissions (see collision). Resolution 
of occasional contention is a normal part of the Ethernet's distributed link 
management procedure (see CSMA-CD). 

controller: The implementation unit which connects a station to the Ethernet, 
typically comprising part of the Physical Layer, much or all of the Data Link 
Layer, and appropriate electronics for interfacing to the station. 

CSM A-CD: Carrier ~ense Multiple Access with Collision Detection, the generic term 
for the class of link management procedure used by the Ethernet. So called 
because it a) allows multiple stations to access the broadcast channel at will, b) 
avoids contention via carrier sense and deference, and c) resolves contention via 
collision detection and retransmission. 

Data Link. Layer: The higher of the two layers in the Ethernet design, which 
implements a medium-independent link level communication facility on top of 
the physical channel provided by the Physical Layer. 

deference: A process by which a data link controller delays its transmission when the 
channel is busy to avoid contention with ongoing transmissions. 

frame check sequence: An encoded value appended to each frame by the Data Link 
Layer to allow detection of transmission errors in the physical channel. 

interframe spacing: An enforced idle time between transmission of successive frames 
to allow receiving data link controllers and the physical channel to recover. 

Jam: An encoded bit sequence used for collision enforcement. 

Manchester encoding: A means by which separate data and clock signals can be 
combined into a single, self-synchronizable data stream, suitable for transmission 
on a serial channel. 

multicast: An addressing mode in which a given frame is targeted to a group of 
logically related stations. 

physical address: The unique address value associated with a given station on the 
network. An Ethernet physical address is defined to be distinct from all other 
physical addresses on all Ethernets. 
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Physical Channel: The implementation of the physical layer. 

Physical Layer: The lower of the two layers of the Ethernet design, implemented by 
the physical channel using the specified coaxial cable medium. The Physical 
Layer insulates the Data Link Layer from medium-dependent physical 
characteristics. 

preamble: A sequence of 64 encoded bits which the Physical Layer transmits before 
each frame to allow synchronization of clocks and other Physical Layer circuitry 
at other sites on the channel. 

repeater: A device used to extend the length and topology of the physical channel 
beyond that imposed by a single segment, up to the maximum allowable end-to­
end channel length. 

round-trip propagation time: In bit times, the time required in the worst-case for a 
transmitting station's collision detect signal to be asserted due to normal 
contention for the channel. This delay is the primary component of the slot time. 

slot time: A multi-purpose parameter which describes the contemion behavior of the 
Data Link Layer. It serves as a) an upper bound on the collison vulnerability of 
a given transmission, b) an upper bound on the size of the frame fragment 
produced by a collision, and c) the scheduling quantum for collision 
retransmission. 

station: A single addressable site on the Ethernet, generally implemented as a 
computer and appropriate peripherals, and connected to the Ethernet via a 
controller and a transceiver. 

transceiver: The portion of the Physical Layer implementation that connects directly 
to the coaxial cable and provides both the electronics which send and receive the 
encoded signals on the cable and the required electrical isolation. 

transceiver cable: A four pair, shielded cable used for the transceiver cable interface. 

transceiver cable interface: The electrical, mechanical and logical interface which 
connects the transceiver to the controller. The standard transceiver cable is a 
recommended compatibility interface. 
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APPENDIX B: NOTES ON ADDRESS AND TYPE ASSIGNMENT, AND LICENSING 

Address and Type Assignment 

The address and type fields will be administered by Xerox Corporation. 

A block of addresses will be assigned to each licensee of Ethernet patents (see 
below). Others may obtain an address block or type field assignment by request. A 
nominal fee to cover administrative costs will be charged. 

Submit written requests to: 

Licensing 

Xerox Corporation 
Ethernet Address Administration Office 

3333 Coyote Hill Road 
Palo Alto, CA 94304 

Ethernet incorporates features that are protected by one or more patents assigned to 
Xerox Corporation. Questions on the need for licensing particular uses of this 
specification should be directed to: 

Xerox Corporation 
Director of Licensing 

Long Ridge Road 
Stamford, CT 06904 
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APPENDIX C: CRC IMPLEMENTATION 

Every frame contains, in its frame check sequence field, a 32-bit cyclic redundancy 
check ( CRC) code. Because the formal mathematical definition of this code (see 
6.2.4) is not suggestive of an appropriate implementation, this appendix outlines one 
possible implementation in terms of a feedback shift register. This type of 
implementation is likely to be common in practice, but is not a mandatory part of the 
specification. 

The feedback shift register (see Figure C-1) is used to represent division of the pre­
scaled message by the generating polynomial. The 32-bit register is accessed via the 
three signal8 Input, Output, and Control. When Control = 1, Input bits are shifted 
into the feedback shift register and also fed directly back to Output. When Control 
= 0, the feedback paths are disabled and the shift register shifts the complement of 
its contents to Output. 

Before CRC generation at the transmitting end, initialization logic (not shown in 
Figure C-1) preloads the shift register to all l's. Control is then held at 1 while the 
address, type and data fields of the outgoing frame are shifted into Input and the 
CRC is generated. Meanwhile, the same bits emerging at Output are transmitted over 
the network. When the last bit of the data field has been processed, Control is set to 
0 and the complemented CRC is shifted out for transmission, starting with the x31 

term (see 6.2.4). 

CRC checking at the receiving end also begins with the shift register preloaded to all 
l's. Control is then held at 1 while the incoming bits are shifted into Input to 
regenerate the CRC. When the last bit of the data field has been processed, the shift 
register should contain the CRC whose binary complement is about to arrive on the 
network. Since this field boundary cannot be recognized by the receiver, however, 
Control remains at 1 and the bits of the CRC continue to feed into the the shift 
register until the end of the entire frame is reached. If the two CR Cs match, the final 
contents of the shift register is the value: 

11000111 00000100 11011101 01111011 

(where the leftmost bit corresponds to the x31 term of the polynomial and the 
rightmost to the x0 term). Any other final value indicates a detected error. (The 
extra logic to test for this value is not shown in Figure C-1). 
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xl6 xl7 xl8 xl9 x20 x21 
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Output: 
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Figure C-1: CRC Implmentation 

Control Input Output 
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One potential problem which is avoided in this implementation is insensitivity of the 
shift register to incoming zero-bits when it is in the all-zero state. Following 
standard practice, this state is avoided at the beginning and end of the frame by 
preloading the shift register with all 1-bits, and by inverting each bit of the final CRC. 

Logically, these correspond, respectively, to the complementing of the first 32 bits of 
the frame and to the final complementing of the remainder, as specified in the 
mathematical definition in 6.2.4. See also [9] for further discussion. 
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APPENDIX D: IMPLEMENTATION OF TRANSCEIVER CABLE DRIVER AND 
RECEIVER 

This appendix presents circuit digrams for typical implementations of the transceiver 
cable drivers and receivers. The use of these exact circuits is not necessary for 
conformance to the specification; equivalent circuits may be used as long as the 
relevant specifications are met. 

Figure D-1 depicts an implementation of the transceiver cable driver specified in 
7.2.4. It is suitable for use at either end of the transceiver cable, as necessary; i.e., it 
would be located at the station end to drive the transmit pair, and at the transceiver 
end to drive the receive and collision presence pairs. In addition, it is capable of 
driving suitable isolation circuits required to be located within the transceiver. 

Transceiver 

Cable Twisted 

Pair 

Figure D-1: Typical Transceiver Cable Driver 
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Figure 0-2 depicts an implementation of the transceiver cable receiver specified in 
7.2.5. It is suitable for use at either end of the transceiver cable, as necessary; i.e., it 
would be located at the station end to receive from the receive and collision presence 
pairs, and at the transceiver to receive from the transmit pair. It is capable of 
operating through suitable isolation circuits required to be located within the 
transceiver. 

Transceiver 

Cable Twisted 

Pair 

39 

39 

Data 

10116 
lK lK 

lK lK 

lK 

20K lK lK lK lK 

2400 pf 

..__ _______________ _._ _____ ~ Data Valid 

Figure 0-2: Typical Transceiver Cable Receiver 
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APPENDIX E: INTERFRAME RECO\'ERY 

It is important that data link controller implementations be able to receive a frame 
that arrives immediately after another frame has been tran·smitted or received. Here, 
"immediately" means 9.6 µ,sec, based on the minimum interframe spacing provided 
as recovery time for the data link. (See 6.3.2.2) It is important that the data link 
controller be able to resume reception within that time. 

Reception of multiple closely spaced incoming frames is a very desirable capability, 
and is crucial for stations which tend to communicate with several other stations 
concurrently. There is one important case in which a data link controller 
implementation cannot reasonably be expected to receive closely spaced incoming 
frames: if the station hardware ( e.g. I/O bus) is intrinsically unable to accept the bits 
of a frame at the rate at which they arrive over the network, each incoming frame 
must be buffered to allow the station to accept it at some lower rate. Assuming 
limited buffering resources (e.g. a one frame buffer), reception of subsequent frames 
cannot occur until sufficient buffer space is available. This mode of operation is 
allowed for low performance stations. 

Reception of an incoming frame immediately after transmission of an outgoing 
frame is a very important capability, even for stations which do not tend to 
communicate with several other stations concurrently. All stations, low performance 
to high performance, should allow reception of an incoming frame immediately after 
transmission of an outgoing frame. 
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INTRODUCTION 

This volume contains two presentations from the Ethernet 
Press Seminar which was held in New 
February 10, 1982, and in Amsterdam, The 
March 2, 1982. The goal of the seminar 
the business and technical press about 
Ethernet. 

York City on 
Netherlands on 
was to educate 
the status of 

Presentations were given by Digital, 
The Digital speakers and their 
included in this volume. They are: 

INTEL, and XEROX. 
presentations are 

1. Gordon Bell, Vice President, Engineering: "Why 
Digital Believes Ethernet Is A Unifying Key to the 
5th Generation". 

2. Bill Hawe, Principal Engineer, Systems Performance 
Analysis Group: "Performance Of A Simulated 
Ethernet Environment". 

We are making these pres en tat ions ava i 1 able to you for 
three reasons: 

• To provide important information about Local 
Area Networks and Ethernet 

• To reinforce Digital' s corporate commitment to 
Ethernet 

• To provide materials that could be used in 
customer presentations 

The actual 35mm slides have been distributed to 
worldwide district offices. You may order additional 
copies of slides through Corporate Sales Communications, 
mail code: BG/S51, RCS: BG51. Order# EF-16317-05. 
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WHY DIGITAL BELIEVES ETHERNET 

IS A UNIFYING KEY TO THE 5th. GENERATION 

GORDON BELL 

VICE PRESIDENT,ENGINEERING 

DIGITAL EQUIPMENT CORPORATION 

NOTE: Presented at ETHERNET PRESS SEMINAR 

New York City, February 10, 1982 
Amsterdam, The Netherlands, March 2, 1982 
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Ethernet 
The Unibus of the 
Fifth Generation 



In the Fifth Computer 
will communicate with 
All the shouting is 
computers will take. 

SLIDE 1 

Generation, a 
one another. 
about how to 

SLIDE 2 

wide variety of computers 
No one argues about this. 
do it and what form the 

A standard communications language is the key. I believe 
Ethernet is this unifying key to the 5th computer generation 
because it interconnects all sizes and types of computers in a 
passive, tightly-coupled, high performance fashion, permitting 
the formation of local-area networks. Ethernet is the standarrl 
that can hush the argument and let everyone get to work on the 
computing nodes. 

SLIDE 3 

Standardization is necessary because no one vendor has it all, 
or can provide the full spectrum of information processing 
nodes that are emerging. Most organizations have computers 
built by different vendors. Although computer data and 
processes (that is the work) a re i nte rdependen t, no easy and 
inexpensive way to send data among machines exists. Everyone's 
customers are demanding a network standard. Ethernet can do it 
for everyone. 

SLIDE 4 

I'm going to tell you four stories that illustrate the 
different facets of Ethernet. The first is about the UNIBUS 
and why I think Ethernet is the UNIBUS of the Fifth Generation. 
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SLIDE 5 

In 1970 Digital introduced the UNIBUS to interconnect parts of 
a computer. The UNIBUS is just a simple ribbon-like cable with 
56 conductors as shown in this old ad. With UNIBUS people 
could easily assemble their own computers and did so in many 
different ways, and it became a standard. 

Virtually all computers built today utilize a 
architecture, including Intel's Multibus, and 
versabus. Both of these busses are standards too. 

SLIDE 6 

UNIBUS-type 
Motorola's 

This bus is a high-speed data path that links all system 
components within a single computer -- the processor, primary 
memory, secondary disk memory, communications interfaces, 
realtime equipment interfaces, interfaces to special customer 
equipment. 

The complete UNIBUS specification is contained in a manual 
about 1/2 inch thick, roughly the size of the Ethernet blue 
book specification. From this, users have designed 10's of 
thousands of machines to match the computer to their 
application in an almost open-ended fashion. Smal 1 dedicated 
controllers, personal computers, pedagogical machines and large 
t i mesh a r e d compute r s a r e a 11 bu i 1 t th i s w a y • Any k i n d o f 
computer can be built easily from a common set of components. 

What started as a good scheme for interconnecting components 
that Digital supplied, became a lovely standard for starting a 
whole plug-compatible business. The unexpected result: an 
industry with 100 's of vendors and lots of new competitors. 
The plug compatible parts mean lower pr ices. The non-mundane 
user designed connections to television cameras, robots and 
other devices act to stimulate the whole next computer 
generation, based on need. 
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Purpose: 

Distance: 

Unibus 

Interconnect A 
Computer 

15 Meters 

Components Processor 
Connected On Primary Memory 
The Bus: Disks 

Printers 
Terminal Interface 
Communication Interface 
Real Time Interface 

Ethernet 

lnterconMct 
Computers To Form 
A Network 

2,500 Meters 

Computer 
Workstations 
File Servers 
Print Servers 
Terminal Server& 
Gateways 
Real Time Equipment 



SLIDE 7 

Ethernet is only an extended unifying bus, like UNIBUS, that 
interconnects many computer based information processing 
systems but in a 2.5 by 2 kilometer area. 

UNIBUS has a single processor for one computer. Ethernet can 
support many different computers in all sizes and places doing 
all types of work. 

A UNIBUS system has local data storage; an Ethernet supports 
databases distributed throughout the network. The latter has 
evolved to be called the file server. 

A UNIBUS system interfaces to other computers via slow 
communication links and tightly coupled parallel links. An 
Ethernet always interfaces to other computers directly. 
Components that are not computers are just not built today. 
Interconnection occurs directly and via special computers 
called gateways. 

SLIDE 8 

Ethernets couple host processors, people using their own 
special terminals, personal computers and workstations, as well 
as particular functions like file servers, print servers, 
communications servers, and realtime equipment in the 
laboratory and factory. 

Gateways to other computers and networks can be provided by 
these communications servers. 

Computer systems decomposed into separate, functional units on 
an Ethernet will be significantly easier to build. 
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Ethernet Is The Unibus 
Of The Fifth Generation 

Because It: 

• Provides A Passive Standard 

• Interconnects All Sizes And 
Types of Computers 

• And Forms Networks 



SLIDE 9 

Then users will participate more than ever in the design and 
building of their own systems and not be limited by the vision 
of a single supplier. 

SLIDE 10 

In the Fifth Generation, every computer on the Ethernet, will 
be both contributing to and sharing in the tot a 1 resources of 
the network. The network will be the system. 

SLIDE 11 

Having demonstrated that Ethernet is the UNIBUS of the 5th 
generation because it provides a passive standard to 
interconnect all sizes and types of computers into a high speed 
network, I will turn to the issue of Ethernet's role. 

The second story is about the evolution of the computer 
generations - driven by the semiconductor evolution. 

15 



16 

A Local Area Network 
Is A 

Set of Information Processing 
Nodes, Distributed In A Single 
Area And Fully Interconnected 
Via High Speed Links 



SLIDE 12 

The Fifth Computer generation, like its predecessors, 
only occur when there are new technologies and needs 
converge to create a new computing structure. 

will 
that 

Three technologies are fueling the 5th generation: the 
understanding of how to build a reliable Carrier Sense Multiple 
Access with Collision Detection (CSMA/CD) type network, in 
effect the Ether; very Large Scale Integrated Circuits or VLSI 
permitting all logic to be computer based, but more importantly 
permitting a simple, low cost connection to the Ethernet cable, 
essential for a standard; and finally technologies such as high 
resolution graphics that accelerate the creation of computing 
nodes that are a pleasure to use. 

More computer use results in increasing human potential and 
hence an increasing need or demand. GNP grows with the 
absorption of new technologies that allow higher productivity. 
Every person's productivity is limited by the rate computers 
communicate with one another. In effect, we have evolved the 
quadruped to a thoroughbred but not changed the track. The 
only paths that they can travel are muddy, rocky and random 
time-worn paths. We need a fast race track. 

Our computers often wait at the gate while users physically 
carry data between them in what is becoming an inverted 
society the computers do the fun thinking par ts and the 
users carry trivia from machine to machine, or become simple 
machine to people translators. Fthernet breaks this 
communication bottleneck. Furthermore, Ethernets can carry 
voice, graphs and pictures as well as simple messages and data 
files. They'll restructure use. It won't be a straightforward 
extrapolation of simple terminal to computer, and computer, to 
computer networking we know today. 

In 1990, we can probably look back and identify trends that are 
not clear today. So I won't speculate about 1990, but I know 
the future will be more interesting than the simplistic, 
evolutionary view I'm presenting today. 

SLIDE 13 

The development can only happen if we provide the creative 
environment in which to invent. I think the Ethernet based 
open Local Area Network is this environment. "A local-area 
network is a set of information processing nodes, distributed 
in a single area and fully interconnected via high-speed data 
links." An open local area network is one in which any vendor 
or user can supply nodes for the network. 

17 
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SLIDE 14 

The user should be able to communicate over a local area 
network with the same nonchalance as the telephone, not knowing 
or caring how the network works or how the message is 
transmitted. 

SLIDE 15 

It's amazing that the front end user portion of the telephone 
and the computer really haven't changed much. The oscilloscope 
of the Whirlwind (the first real time interactive computer 
built in 1950) is just a bit bigger and more graphic than the 
ones on computers today. Jay Forrester and his associates used 
it as a personal computer. The user walked into a building 
that was the computer, and into a room that was the console, 
and sat down at the cathode ray tube. The computer spent most 
of its time waiting for the user to interact. This wasn't the 
best use of the world's only interactive personal computer. 

SLIDE 16 

Other early machines, such as the first one, EDSAC built by 
Maurice Wilkes in Cambridge, England, sought to be more 
efficient by keeping the users away from the mach~ne. The 
programmers worked of f-1 i ne and then handed programs on paper 
tape to people who put them on a clothes line and eventually 
fed them into the computer. This maximized the machine's use. 

SLIDE 17 

But isolated users quickly grew to hate and to be intimidated 
by the batch computers. People would prepare their programs on 
punch cards, submit them to a clerk and the program would be 
put in the queue. As often as not, errors were found in the 
program or data so instead of getting an answer to an immediate 
business problem the user had to rekey his program and and go 
back to the end of the line. It's no wonder that users wanted 
a different way of doing things. 
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SLIDE 18 

With the introduction of transistor technology, computers 
started to get smaller. In 196C, Digital introduced the PDP-1, 
the first commercial computer with an interactive video display 
that played Space War, the granddaddy of all computer space 
games. In 1961, two typewriters were connected to a PDP-1 at 
Bolt, Bernanek and Newman and the timesharing idea was born. 

SLIDE 19 

In 19~3, Just two years after the first experiment, Digital 
introduced the first commercial timesharing system, PDP-6, for 
8 to 16 users. 

SLIDE 20 

Then the computer's time, wasted waiting for one user, was used 
by another. Throughout the sixties, the evolution of batch, 
personal and time-shared computers continued. Batch mainframes 
were developed with remote job entry terminals so a few lucky 
users could enter data from their offices. 

Minicomputers, like the PDP-8, were small and inexpensive 
enough so they could be dedicated to particular applications. 
Many of these minicomputers were used to prepare data for batch 
processing on a mainframe. 

Other mainframes became specialized timesharing machines. But 
computing was still very expensive and impersonal. 
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SLIDE 21 

The real breakthrough came in 1972 when we learned how to 
provide timesharing on a minicomputer. For the first time,low 
cost, interactive, personal computing capabilities could be 
provided at a cost that most users could justify. Computers 
came out of the computer rooms and started working with users. 

SLIDE 22 

After the initial honeymoon, a need developed to interconnect 
the machines to each other and to the large batch machines 
which by now could be controlled from terminals. As a result, 
engineers did what came naturally and started to string wire 
between them. 

SLIDE 73 

In the late 70's the interconnection problem was exacerbated by 
the baby computer boom, known as personal computers. 

Like children everyone wants a limited number for their very 
own. Personal computers give that one-on-one relationship. 
There's no longer anyone watching you work, not even an 
accounting program. You can do your own thing in a 
non-threatening way. No one need know if you use the machine 
or even if you turn it on ••• or it turns you on. 

But then there are times that you and your personal computer 
want to be connected with another machine to get programs, 
transmit messages, look at a picture, or send a non-intrusive 
voicegram message. 

And so many more wires have to somehow be added between the 
centralized, shared remote batch mainframe; the departmental 
timeshared minicomputers; and the individual personal 
computers. If there aren't lines running between all the 
machines then there probably should be. Otherwise, information 
that is on one node and needed elsewhere has to be re-entered. 
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Local Area Networks 
Address These Needs: 

• High Speed Interconnection Among Dispersed 
Computers (I.e. High Performance Networks) 

• Simplified Interconnection Of Terminals And 
Personal Computers To Host Processors 

• Interconnection Of Evolving Computer Controlled 
Equipment With Other Information Proeesaors 
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Ethernet will provide the structure needed to manage 
distributed computing. It's coherent structure is capable of 
handling an ever-growing volume of traffic among all machines. 

SLIDE 25 

The last two stories address Ethernet user needs. 

First, they provide high-speed interconnection among dispersed 
computers. Creative programmers are kept happy and work 
effectively when connected to high speed systems. They want 
to be able to call all the machines in their network and 
communicate with others in the nework independent of where they 
are. When we're working with a machine, we have less patience 
than a 2 year old waiting for a cookie. 

Second, Ethernets provide simple interconnections of terminals 
and personal computers to host processors. New users starting 
with simple personal computers will be able to improve their 
performance by accessing larger machines as their needs 
increase. Clearly, history has shown that the more computer 
power anyone has, the more he wants. It is an insatiable 
hunger like none known before with the immediate reward of 
greater individual productivity. 

Third, Ethernets interconnect all kinds of computer controlled 
equipment. For example, links between computer controlled 
equipment in the laboratory or on the factory floor, and data 
processing equipment in the office. 

Every organization 
personal computers 
computers. 

wants 
and 

SLIDE 26 

open ended, flexible 
terminals and larger, 

25 

links 
more 

between 
central 
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SLIDE 27 

Today, most users have simple 
terminals. Nearly all of these 
personal computer systems. 

block mode, fixed 
are evolving into 

function 
complete 

It makes little difference whether the user has a simple 
terminal, or a full-fledged personal computer. For simple 
terminals, high bandwidth is needed for character-at-a-time 
interaction. For effective use of personal computers, high 
bandwidth is needed to transfer messages, files, images and 
voicegram messages. 

Today the typical user is most likely linked to a single host 
computer, and communication with other computers is through 
this host. 

User demanded local area networks develop by users wiring 
various hosts and terminals together. 

SLIDE 28 

The most common answer to the problem is to use telephone 
lines, putting all terminal traffic onto a telephone system 
which may not be capable of handling it. Then modems have to 
be installed to convert the digital signal generated by a 
terminal or computer to an analog signal that can be carried 
over a telephone 1 i ne. The biggest problem is that our users 
want to communicate at least at 9600 bits per second, and this 
just can't be done economically with these switches. 

A second answer to the problem is the data switch. By 
installing a switch between the user and the computer network 
it is possible for any user to connect to any computer. 

But connecting terminals to the switch involves a lot of 
wiring. These diagrams are simple enough to draw; building 
them is complicated. Furthermore, terminal wiring is a 
never-ending business that requires much planning, results in 
much inflexibility, and is fueled with much money. 

So even if -- at first glance -- both telephone lines and the 
data switch look like solutions, they aren't. They're part of 
the problem as anyone who has many terminals and computers will 
tell you. 
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SLIDE 29 

I know personally, because Digital continually faces this 
problem like in our facility in Nashua New Hampshire where we 
have 30 computers and 700 user terminals. 

A pristine view shows a number of computers and a big room used 
for switching the links between terminals and different 
computers. 

SLIDE 30 

You don't see the problem until you open the door. Every 
terminal line is wired to a board in this room. And every time 
an unplanned terminal is added someone is called to run more 
wires. 

SLIDE 31 

Wires are run from the board to the wireroom to a switch 
computer. 

SLIDE 32 

This switch computer is now bound and it doesn't grow very 
gracefully, particularly when the number of lines is 
multiplied. In three years we plan (Reganomics willing) to 
triple the number of computers from 30 to 90 and double the 
number of users from 700 to 1400. And we probably should have 
planned for 2800 users. Without a solution that grows easily 
and dynamically, we are going to be strangled by the inertia of 
the wire and switches and our inability to plan and install 
them. How can we do this? 

29 



30 

Ethernet Solves The User To Host 
Or Computer Connection Problem: 

• Simplify Installation, While Net Operates 

• Provide High Speed Communication For 
Interactive Computing 

• Permit Open-Ended Network Growth By 
Direct Cable Access, Without Equipment 

• Permit Tradeoff In The Number And Kind 
Of Connections 
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The users wi 11 have recognized the problem and installed a 
local area network long before any planner. It won't be part 
of a grand plan that I as head of the organization have to 
legislate or even worry about. With an Ethernet, direct 
connection is made between all user terminals via terminal 
concentrators and the myriad of computers. 

SLIDE 34 

Ethernet solves a number of problems. By solving the computer 
to computer interconnect ion problem, the user interconnect ion 
problem is resolved. Any mainframe, minicomputer, or personal 
computer can access the high-speed network while it is in 
operation. At 10 million bits per second, users don't complain 
because the connections are 100 times faster than direct wiring 
and 1000 times faster than telepone lines. 

The biggest gain is open-ended network growth. Direct cable 
access to the network, often directly by the users, allows 
adding equipment while the system is in operation. No 
additional computers or wiring are needed. In many cases the 
users w i 11 have inst a 11 e d the i r own networks or network 
segments, as simply as checking out pencils from office 
supplies so that they can build their own networks by making 
their own connection. 

In this way the network can evolve on need rather than being 
limited by some planner's limited view of the future or some 
salesman's ability to get the wrong equipment into a site. 

Detailed planning is one of the hardest jobs in evolving and 
changing organizations, whether it's adding a new department or 
product line, or whether people are just moving their desks 
every day. In many organizations planning is done Russian 
style: a highly centralized top-down affair that includes the 
range from a new building to a box of pencils. For the dynamic 
growth and change that can be expected for computing, 
centralized planning often creates more problems than it 
solves. 

Ethernet technology solves the problem of the dynamic change, 
allowing tradeoffs in the number and kind of connections, the 
number of terminals, the number of computers on a day to day 
basis. The intermediary planners and doer organizations aren't 
needed: everyone is free to get more work done. 

The result: higher productivity by eliminating a function and 
the interface to that function. Workers can just do the work 
without begging and negotiating to do work. 
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Networking Is Much More Than 
Just Lines And Nodes 

High Level Protocols Are Needed For: 

• Interconnection Of Dissimilar Computers 

• Network Functions (e.g. File Transfers, 
Terminal - Terminal) 

• Network Management 
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The last story. 

Interconnecting numerous 
different than connecting 
shared computers. 
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species of computers 
terminals or personal 

SLIDE 36 

is somewhat 
computers to 

Again, I would like to turn to a homely 
Engineering Network at Digital includes over 
systems serving several thousand terminal users. 
a bunch of interconnected links and nodes. 

example. Our 
200 computer 
It looks like 
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But a network is mo re than just 1 i nes and nodes despite the 
fact that I've been trying to show how simple one can be. 

Higher level protocols are needed to support the 
interconnection of dissimiliar computers, to implement complex 
network functions such as file and data transfer of all types 
and terminal-to-terminal communications, and to provide 
network management. 

The protocols are complex. But 
building a network that includes 
That's why it is critical 
communications are completely 
networking protocols. 

they are a prerequisite for 
different computer systems. 

that local area network 
compatible with high-level 

For the Ethernet Standard, we chose the Open Systems 
Architecture of the International Standards Organization. In 
addition, our own DECnet architecture is compatible with this 
standard. 
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Digital's Engineering Network has over 200 computers in 10 
different locations. 
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Computer Connect 

/ "' Local Global 
200+ Systems 10 Sites 

80% 
t 

Increasing 

20% 

• Decreasing 



SLIDE 39 

There are sites in Massachusetts, New Hampshire, Colorado, New 
Mexico and England connected by special 52,000 bit per second 
lines and satellite links. 
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The number of sites is increasing more slowly, while the number 
of computers at each site is increasing very rapidly, and their 
rate of increase will accelerate as personal computers replace 
the simple terminals. 

At least 80 percent of all network traffic is local traffic and 
that percentage will increase. 
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Nine links tie the 30 Computers at the Spitbrook site to other 
network sites. 

Notice that what we are trying to achieve is full 
interconnectivity on a democratic, non-hierarchical basis. If 
we did this by running wires, 435 wires would be required to 
interconnect the 30 computers. 

SLIDE 42 

With 90 computers, 4005 links would be required for total 
interconnectivity. Also, over 8000 terminating controllers 
would be required. As you can see, interconnecting these 
computers on a point-to-point basis results in a topology 
that's so complex (not to mention so expensive) that it's bound 
to be ineffective and undesireable. 
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Ethernet Solves The Computer 
Interconnect Problem: 

• Simplify Installation, While Net Operates 

• Provide Very High Speed Communication 
(x 1000 Improvement) 

• Reduce The Load On Computing Nodes 
Without An Active Switch 

• Permit Orderly Network Growth With Only 
1 Connection Per Node And NO Extra 
Links 
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Now see what happens when we install Ethernet. Only one wire 
and only one terminating control unit is needed per machine. 
And anyone can make the connection to the cable at any time. 
Everything is interconnected in a very simple and orderly way. 
We now have an understandable and workable structure that will 
provide a number of benefits. 
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Ethernet not only solves the connection problem, but also 
provides four additional benefits. 

One. Systems can be connected and disconnected while the 
network is in operation. 

Two. Communications are 
direct wire or phone line. 
will follow. 

a thousand times faster than via 
Radically new use and applications 

Three. Although costs are reduced we' re also getting more 
computing for each dollar by reducing the switch load on 
computing nodes. If you look closely at our current network, 
it turns out that many nodes are primarily switching computers. 
Ethernet will eliminate the need to use computers as switches. 
In this way the computers that are doing an overhead function 
switching messages for their friends can go back to real 
computing and have fun too. Everyone's productivity is raised. 

Four. The last point is the most important one. We can't have 
orderly open-ended growth without having a structure. With 
Ethernet there is only one connection per node. In 
traditional network structures there are many connections and 
equipment must be provided to switch messages. Ethernet 
provides a fully distributed switch without the pain and 
limitations of intensive and erroneous planning. 
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It's also been shown that Ethernet works with a variety of 
computers. In May of last year Digital, Xerox, and Intel had 
an Ethernet running at the National Computer Conference. Since 
each of these companies followed the same standard we were 
able to transfer print files and send messages back and forth 
between the Digital, Xerox, and Intel booths. 
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Ethernet is installed in 
where we're in transition 
concentrators on Ethernet. 
of switches: the telephone, 
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our Central Engineering Department 
from the data switch to switching 
Here, we also see three generations 
the data switch and Ethernet. 
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A VAX computer connected to Ethernet. 
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A terminal concentrator manufacturered by one of our 
competitors is plugged into our Ethernet. 
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Finally I'd like to show you an 
manufacturer. Note how they feature 
what they have to say. Let me read. 

ad produced by another 
Ethernet, and listen to 

"Ethernet •.• gives you instantaneous access to all resources on 
as files, printers, other I/O devices -- even 

plus all the speed of a dedicated 
the network, such 
other mainframes 
single-user computer. 

"In real terms, what this means is this. Instead of taking as 
long as 44 seconds to transmit ten pages of data, the transfer 
takes place in .042 second. In the 4.4 seconds it would take a 
conventional network to send one page of War and Peace, with 
••• Ethernet, you could send the entire 1000 page novel." 

All the people in Xerox's Advertising Department couldn't say 
it any better. Neither could ours or Intel's. With this 
performance, with the ease with which you can connect systems 
to Ethernet, and with the number of different manufacturers 
lining up behind the Ethernet standard, you' re going to see a 
growing interest in local-area networks. 
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Ethernet ls An Important Part Of 
Fifth Generation Computing 

• It Provides For Many Needs 

• We Use It And Are Committed To It 

• Ethernet Conforms To The International 
Standards And Digital Network Architectures 

• We Will Be Introducing Products Within The 
Next Few Months 

• Moreover, For The Future ... 

Ethernet 
Th.e Unib.us o# .. the 
Fifth· Generation 
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Ethernet provides the needed structure for the Fifth Generation 
of computers. 

It provides for many current needs. 
to be quite different. 

The actual use is likely 

We use Ethernet and are committed to Ethernet. 

Ethernet conforms to the Open Systems 
International standards Organization, 
because of it's simplicity Ethernet will 
Network standard. 

Architecture of the 
and we believe that 
become the Local Area 

Digital will certainly be introducing products within the next 
few months. 

Moreover for the future •.. 
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Since we believe Ethernet is the 
generation, 
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UNIBUS of the fifth 

We, therefore, believe Ethernet is the unifying key to the 
5th computer generation because it is the right standard to 
interconnect computers and for Open Local Area Networks. 
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In this study we investigate the performance of a simulated 
Ethernet environment. We wish to predict the capacity of the 
channel in terms of the number of active users that it can 
support simultaneously. This provides an understanding of the 
loading one could expect in a particular environment. It also 
establishes the capacity in the system for future growth. 

SLIDE 2 

The goals were to establish the traffic patterns in the 
existing system and to estimate the excess capacity that would 
allow growth. The traffic patterns were established through 
measurements performed on operational systems that were 
interconnected with conventional point-to-point connections. 
We wish to see how heavily loaded an Ethernet would be if 
installed as an interconnect mechanism for the hosts, 
terminals, etc. We were also interested in understanding the 
additional loading that would take place because of new devices 
and their use {print and file servers, etc.) along with 
increased load due to growth in the user population. 

The behavior of users during various periods (such as a busy 
period) were monitored. The resultant data was then analyzed 
to produce a profile of the "typical" operations a user 
performs. From this, a workload which specifies the operations 
performed ( and their frequency) was developed. This inc 1 udes 
items such as the rates and sizes of commands, data, etc. that 
are exchanged between the user and the system. 

To predict the growth capability present in the system, we 
simulated the Ethernet using a distributed architecture model 
and the user workload as the source of traffic. The number of 
users was then increased unt i 1 the id 1 e time on the Ethernet 
channel went to zero. 

SLIDE 3 

The results indicate that the Ethernet has sufficient bandwidth 
to support a large number of users of the type characterized in 
this environment. The delays in the Ethernet level of the 
architecture are small compared to other delays such as disk 
seeks, application program execution, etc. We a 1 so see that 
there are few collisions, even under heavy load. 
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In systems such as backbone networks, the delays in transfering 
information from node to node are usually dominated by the 
transmission and propagation delays. Processing time per 
message at the nodes is small compared to these factors. With 
the advent of local area networks we see a different 
relationship. Local area networks are generally built using 
interconnection mechanisms that have speeds of around 1 to 10 
Mbps. They are generally confined to a limited geographic area 
such as few buildings. This means that now the transmission 
and propagation delays are much smaller in relation to the disk 
and CPU delays. For this reason, it becomes important to 
consider all levels in the system when evaluating the 
performance. 

SLIDES 5,6,7 

There are three parts to the study. First, measurements were 
performed to characterize the behavior of users in a program 
development environment. From this, a user profile (or 
workload) was developed. Second, the user workload is used as 
input to a model of the distributed architecture that is used 
in the Ethernet network. This results in a traffic load placed 
on the Ethernet. Finally, this load serves as input to a 
detailed Ethernet simulation. The number of users using the 
system in the simulation is then increased to observe the 
effects of increased load. It is assumed that enough hosts, 
terminals, etc. will be added to the system to support those 
additional users. 
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Here we a re interested in the capacity of the system. The re 
are many ways that one can investigate this aspect of the 
performance. Often the capacity of a channel is expressed in 
bi ts per second or percentage of the bandwidth used on the 
channel. Metrics such as this are difficult to interpret when 
one is interested in estimating how many users the system can 
support. 
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Therefore, in order to understand the capacity of the system we 
focus on the number of users that it can support. This is 
especially important when one is interested in determining 
whether or not -there is sufficient capacity in the channel to 
support the existing user population as well as reserve 
capacity for future expansion both in the number of users and 
the types of traffic they generate. 
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There are two ways in which the environment affects the number 
of users that the system supports. First, it dictates the 
higher level protocols to be used to transfer information 
between hosts, terminals, etc. This in turn affects the amount 
of traffic generated by each user. Second, it specifies the 
packet size distribution and arrival rate distribution. These 
play a significant role in determining the performance of the 
Ethernet. 
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Here we investigate the program development environment. 
Measurements were performed at several locations which were 
cons i de red to be represent a t iv e o f th i s en v i r o nm en t • As an 
example of such an environment we consider a large University. 
Users in this environment perform the obvious activities 
associated with the development of programs. This includes 
editing files, as well as compiling, linking, running and 
debugging the programs. They also communicate with other users 
by sending mail and using interactive message facilities such 
as "Talk". They copy, delete, print and perform other file 
manipulation operations. In addition to these functions, they 
also obtain information from the system. This includes help 
messages, queries about system status, etc. 

49 



50 



SLIDE 12 

To characterize the activities of a typical user various parts 
of the system must be monitored. Data was collected at several 
instal 1 at ions representing this environment. The data was 
collected at various times during the day so that busy periods 
could be investigated. 

The amount and frequency of information transfer between the 
terminal and the host was monitored. In addition, the disk I/0 
that occurs as a result of operations performed by the user was 
also measured. This includes disk I/0 that is for temporary 
work files such as those generated by programs such as linkers 
and compilers. Note that when we examine the impact of sending 
disk I/0 over the Ethernet to a file server we do not include 
this type of traffic. This is because it is more efficient to 
generate and manipulate those temporary files at the location 
that the linker or compiler is running. However, the source 
and destination files can certainly be located on a file 
server. We also monitored other forms of traffic resulting 
from user operations. These included CPU usage, printing, 
network I/0, etc. 

SLIDE 13 

As we mentioned, the current environment uses conventional 
methods for interconnecting hosts, terminals and other devices. 
Terminals are connected directly to the hosts. The hosts are 
interconnected using point-to-point connections. The network 
is not always fully connected. However, the routing 
capabilities of the hosts assure that the network is logically 
fully connected. 
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We consider the impact of an Ethernet installation in this 
environment. The Ethernet will carry traffic between the hosts 
for remote file and data access, remote logins, printing, etc. 
It will also carry traffic to and from new devices such as file 
servers and print servers. Existing terminals which are 
connected directly to the hosts can access remote hosts, 
servers, etc. by going through their hosts. Other terminals 
can also be connected to the Ethernet either directly (with the 
appropriate interface) or through terminal concentrators. With 
this approach they are not dependent on any one host's 
ava i labi 1 i ty for access to the network. Personal computer 
workstations can also be connected directly to the Ethernet. 
Their traffic will be somewhat different than the terminal 
traffic because of the increased intelligence in the 
workstation. It will appear more like the host to host and 
host to server traffic. Gateways, routers, and other devices 
which allow communication outside of the local area network may 
also be connected directly to the Ethernet. Often hosts 
implement these functions in addition to their normal duties. 
The traffic which flows through those devices can be of any of 
the types already described. 

SLIDE 15 

As time passes the network will expand in several ways. More 
devices will be added as the user population increases. This 
includes terminals, concentrators, hosts, servers, etc. Hosts 
without local terminals could be added and called computing 
servers. The other way in which the network will expand is in 
the traffic patterns. The availability of devices such as file 
and print servers will stimulate the growth in the traffic 
associated with those devices. For example, as more files are 
moved to file servers, so "that sharing is easier, the devices 
will be used more often. 

SLIDE 16 

We have discussed the users and their environment. Now we 
discuss the distributed architecture. A distributed 
architecture is necessary to provide an effective local area 
network. There must be facilities, for reliable, controlled 
communications between users and processes inside and outside 
the local area network. This means that we need mechanisms for 
a user on the local area network to access information not only 
on the local network but al so at some location that is not 
local. This would be accomplished by going through a gateway 
or router. Therefore, Ethernet is only a part of the total 
network architecture. It represents the lowest layers and is 
thus the foundation on which the local network is built. 
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Slide 17 

The Digital Network Architecture (DNA) is an example of a 
complete network architecture. Here we see the relationship 
between DNA and the ISO layered architecture. The Ethernet 
comprises essentially the lower two levels for the local area 
network. Parts of the system which interface to public data 
networks could use the X.25 services. Other point-to-point 
links could use the DDCMP facilities. Above the data link is a 
network wide routing service. This delivers packets to the 
appropriate destination - either locally or remotely. Above 
that is an end-to-end service which provides for reliable 
communications between two processes. The Session layer 
controls the end-to-end service. Above that we have the 
applications and special purpose protocols. The network 
management facility has access to most of the protocol levels. 
It is used to monitor as well as control and configure them. 

It is very important that all these layers in the architecture 
be considered when examining the user perceived performance of 
the local network. This is because each layer will add some 
additional load to the components of the system. Most will add 
some amount of additional traffic to the Ethernet. They will 
also use resources such as CPU cycles and memory space. 

SLIDE 18 

As we said, in DNA the Ethernet implements the physical and 
data link layers of the network architecture for the local area 
network. It offers a datagram service with delivery of packets 
on a "best effort" basis. In that sense it is different than 
other data link protocols such as DDCMP. The channel is, in 
general, relatively error free so this protocol is a good 
match. The Ethernet uses the CSMA/CD protocol to share the 10 
Mbps. channel. It uses a distributed algorithm called binary 
exponential backoff to resolve contention for the channel. This 
algorithm is executed independently by each station and is fair 
to all. The specifications allow a maximum of 1024 stations or 
"taps" on the Ethernet cable. However, as we shall see, there 
can be more users than taps. This is true of terminal 
concentrators where several user terminals may share a single 
tap. Hosts may also have a single tap as well as several users 
or processes that are generating Ethernet traffic. 
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The DNA Transport protocol implements the network wide routing 
layer of the network. (This includes the local network as well 
as components that are not connected locally to the Ethernet.) 
This layer corresponds to essentially the ISO Network layer. 
It provides end-to-end routing of datagrams and routes packets 
to a destination even if the node is not on the Ethernet. To 
do this, it supports a network wide node address space. A 
node's address can be the same as its Ethernet address if it is 
on the Ethernet. However, all nodes are not necessarily 
connected to an Ethernet. Therefore, we need this address 
space. This layer also prevents congestion within the network 
and provides dynamic routing to bypass sections of the network 
that may have failed for one reason or another. 
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In order to provide effective, error free, and reliable 
process-to-process communication an end-to-end service is 
required. This is implemented by DNA's Network Services 
Protocol (NSP). NSP uses a virtual circuit to provide these 
features. This assures that packets are delivered to the user 
in the order they were sent. NSP makes sure that none are lost 
in the network. This is done by retransmitting lost packets. 
The timers used to decide when to retransmit a packet are self 
adjusting. This means that they adjust to the delays in the 
channel. This has the advantage of limiting the amount of 
unnecessary retransmissions thus reducing the load on the 
channel. The protocol also provides various flow control 
options. This allows the characteristics of the circuit to be 
tailored to the application. For instance, some applications 
may require tight control on the rates at which information is 
exchanged. These data rates impact the amount of resources 
(buffers, etc.) that must· be devoted to the circuit. Flow 
control is especially important when the receiver is slower 
than the sender. An example is host to terminal output where 
the host can usually output data at a rate much faster than the 
terminal (or user) are capable (or willing) of accepting. 
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The DNA Session Control layer is used to control the virtual 
circuit service that NSP implements. It allows users to set up 
and terminate circuits. It validates incoming connect requests 
and activates the appropriate processes for those that are 
valid. It manages the interface between the user applications 
and the circuit. It also prov ides name to address mapping. 
For example, if the user requests that a circuit be establised 
to a node having a particular name, this layer determines the 
address of that node so that the connect request packet can be 
sent to the proper destination. 
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Ethernet Performance Metrics 

• Delay 

• Number of Retries 

• Throughput 
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Above the Session Control layer are the applications protocols. 
The DNA Data Access Protocol (DAP) is one such protocol. It 
provides remote f i 1 e access services. This means that the 
user can use th i s fa c i 1 it y to access f i 1 es as i f they were 
stored locally on his system. The operation of the network is 
completely transparent. Another example of an application 
protocol is a virtual terminal protcol. This al lows the user 
to connect to remote hosts through the network. The user then 
appears to be connected locally to that remote system. 

The network management part of the architecture is used to 
monitor and control the various protocol layers. It can be 
used by the network manager to monitor the traffic in the 
network and thus is useful for capacity planning. It is also 
used to tune the network for better performance. 
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We use the user workload as an input to the distributed 
architecture model. The output of this is a load on the 
Ethernet. This consists of the user information being 
transfered between points on the network as well as various 
control and data packets associated with the protocol layers in 
the distributed architecture. The Ethernet simulation 
simulates the transmission of these packets. 
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To understand the behavior of the channel there are several 
metrics one can examine. The delay experienced in transfering 
a packet between stations is of obvious interest. The number 
of retries necessary to accomplish that transfer is also 
important. Retries occur whenever there is a collision between 
two or more packets. The specifications indicate that after 15 
retries (ie: 16 attempts) the packet will be aborted. At that 
point:, the higher layer protocols must retransmit that packet. 
In this case it is NSP that will do the retransmission. The 
number of retries then gives us an indication of how the 
channel is behaving. 
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Ethernet Parameters 

• Channel 
- Transmission Speed 
- Propagation Delay 

• Workload 
- Packet Size Distribution 
- Packet Arrival Rate Distribution 
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The values of the performance metrics such as delay, retries, 
etc. are determined by variables that come from two general 
sources. The first are those associated with the Ethernet 
itself. These are the tr ansmi ss ion speed and the propagation 
delay. Here the transmission speed is 10 Mbps. The 
'propagation delay depends on the size of the network. There 
is a maximum size that the network can have and therefore the 
worst case propagation delay is bounded. A transmitter must 
continue to transmit a packet long enough so that it can 
propagate to the farthest parts of the network. This way all 
stations can detect that a packet is being transmitted. 
However, another station may have started to transmit a packet 
before the signal from the first one reached it. In that case 
there is a collision. The collision must propagate back to the 
sender while it is still transmitting. This way it will know 
that its packet has been corrupted. The sender must therefore 
transmit a packet long enough so that it can propagate to the 
end of the network and any collision can propagate back. This 
time is called "the slot time" and it is about the round trip 
propagation delay for the largest network. (The slot time is 
51.2 microseconds in the Ethernet specification.) 

The other factor which determines the performance is the 
workload. This is the combination of the user workload and the 
traffic from the distributed architecture. The packet sizes 
and the rates at which they arrive for transmission over the 
Ethernet combine to present an given "offered load" to the 
Ethernet. 

SLIDE 26 

Here we see the mean waiting time on the Ethernet as a function 
of the number of users. The waiting time is the time from when 
a packet first becomes ready for transmission until its starts 
a successful transmission. It includes any time used in 
deference or collisions. We show three curves based on three 
levels of remote file traffic. Notice that for up to around 
2000 users with this workload, the average waiting time is 
small when compared to typical delays at disks or in executing 
application programs or in processing protocol messages. 

It is important to remember that the "users" in these curves 
a re active users. This means they a re logged in and actively 
working. Generally, the number of users that are actually 
using a system at any given time is only a fraction of the 
total user population. This is true not only for this program 
development environment but for other environments as wel 1. 
For example, capacity planning of telephone systems uses 
knowledge of the relationship between the number of active 
users and the total user population. 

Also note that the system can support more than 1024 users. As 
mentioned previously, the Ethernet specifications indicate that 
a maximum of 1024 taps may be connected to the cable. However, 
we have noted that taps can be shared by several users. 
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The number of retries a packet experiences is another indicator 
of the channel performance. A retry occurs whenever a packet 
has been involved in a collision. Here we see the mean number 
of retries plotted versus the number of active users for the 
three levels of remote file traffic. Note that for large 
numbers of users the average number of retries is still close 
to zero. 
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At some point when the number of active users is increased to a 
large enough number, the idle time in the channel will go to 
zero. This happens when the resources are all used in 
successfully transmitting packets and in overhead (such as 
collisions). Here this is plotted for the three levels of 
remote file traffic. Generally, one chooses an operating point 
at a point that allows fluctuation in applied load as well 
additional growth. We see that the Ethernet has ample room for 
growth at this particular installation based on its operating 
point. In other studies, such as the measurements of the PARC 
Ethernets, it has also been observed that the loading on the 
Ethernet in this and other environments is low. 
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It is important that one keep the Ethernet performance data in 
the proper perspective. Consider a simple example of a file 
transfer from a file server over the Ethernet to a host or 
workstation. The "transmission component" includes the actual 
transmission time of all the packets in addition to the waiting 
time for each packet. There will be data and control packets 
from the various distributed architecture layers. The "CPU 
component" includes the processing time for each packet as well 
as any application overhead such as that due to the file system 
and application protocol. This also includes queueing for the 
CPU that will occur because there are multiple processes 
sharing that resource. The slower the CPU, the larger this 
component will be. The "disk component" includes the disk seek 
delays in addition to the rotational latency and transfer times 
for the data. It also includes queueing for the disk that 
occurs because it is shared. Comparing the CPU and disk 
components to the transmission component, it is not uncommon to 
observe that the ratio can easily be 4 to 1 or even 20 to 1 or 
higher - even when the Ethernet is heavily loaded which makes 
the waiting time longer. 

Other scenarios such as terminal I/0 have similar 
relationships. There the disk component may or may not be as 
large. This depends on how much disk traffic the user 
generates. Linking and compiling programs, for example, can 
generate large amounts of disk traffic. The application 
program overhead in the CPU component can also be large. 
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Conclusions 
• Ethernet Can Support Up To 

Several Thousand Active 
Program Development Users 

• Ethernet Delays Are Small 
Compared To Disk And Other 
Delays 

• Few Coflisions Are Experienced, 
Even Under Heavy Load 
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To summarize, we have seen that the Ethernet is capable of 
supporting a large number of users of the type characterized in 
this environment. We have also seen that the delays associated 
with the Ethernet are typically small when compared against 
delays other parts of the system. We also note that few 
collisions are experienced. Therefore, the Ethernet seems well 
suited for this environment. It has ample capacity and 
performs well. 
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Ethernet Is A Unifying Key 
To The Fifth Generation 



Ethernet Is A Unifying Key 
To The Fifth Generation 

Because It Is 
A Standard 

To Interconnect Computers 







A Local Area Network 
Is A 

Set of Information Processing 
Nodes, Distributed In A Single 
Area And Fully Interconnected 
Via High Speed links 
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Ethernet Solves The Computer 
Interconnect Problem: 

• Simplify Installation, While Net Operates 

• Provide Very High Speed Communication 
Ix 1000 Improvement) 

• Reduce The Load On Computing Nodes 
Without An Active Switch 

• Permit Orderly Network Growth With Only 
1 Connection Per Node And NO Extra 
Links 













\ "lnstJa~t ,taking ... 44 seconds 
I~ transmit 10 pages ~f ~ata, the 
transfer takes plaqe. ir'l ~o42 second. 
ln}the 4.4 seconds\it would tak_e. a 
conventlona1·1-network to send one-:;,· 

p8tpe of ._War .~nd Pea yQ'il~jld 
seqd the entlre--~housand P.age• 
no,el." ~ 'i \ -

Three Rivets Computer 



Ethernet Is An Important Part Of 
Fifth Generation Computing 

• It Provides For Many Needs 

• We Use It And Are Committed To It 

• Ethernet Conforms To The International 
Standards And Digital Network Architectures 

• We Will Be Introducing Products Within The 
Next Few Months 

• Moreover, For The Future . . 





Ethernet 
In Daily Use 

At 

~D~DD!D 













Needs 
Open Ended And Curnpl, 
ln1erconnect,on 01 

• Terminals And 

• Personal Computers 

fo 

• Host Processing Facilities And 

• Special Processing Facilities 





Terminal To Computer Connection 
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Ethernet Solves The User To Host 
Or Computer Connection Problem: 

• Slmpllfy Installation, While Net Operates 

• Provide High Speed Communication For 
Interactive Computing 

• Permit Open-Ended Network Growth By 
Direct Cable Access, Without Equipment 

• Permit Tredeoff In The Number And Kind 
Of Connections 













Computer Connect 

/ " Local Global 
200+ Systems 10 Sites 

80% 
t 

Increasing 

20% 

• Decreasing 





THE CENTRAL FACILITY 

• Ltorg•,Sh.,•dD•t•B•n 

• ArchMngforPer1on1lor 
OrganluUon1IComputlng 

I ~::ir:~:d•il~l!~.lor I hW, 
• Ou1lltyPrlnllnglTypn1ltlng)1nd 

Sp1cl1IF1cllltln 

1 V1ryHlghP1rlorm11nc1Proc1nlng 

1 Gan1ralF1cltltylorCuu1IUur1 



GROUP LEVEL FACILITES 

• Shared,ProJectOataB11aa 

• Sp•cl1IIHdFeclllllaa 
(eg.MicroJ>rOCHlorOabug) 

• Pro;ramsRunlnCommonforGroup 

• lntra•GroupCommunlcatlon, 
• Communications wtlh Cant"I and 

ParsonalComputara 

• HighPulorm1nc1Proc1ulng 

• PersonalComputlngforManyol 
theGroup 





A Timeshared Computer 
Consists Of: 

• Processor And Primary Memory 

• File Memory (Programs And Data) 

• Communication Links For Intercommunication 
And To Terminals For Human Input And Output 

Used Interactively By Several Persons In A 
Shared Fashion And Belongs To A Group. 



A Personal Computer Consists Of: 

• Processor And Primary Memory 

• FIie Memory (Programs And Data) 

• Communication Links (Optional) For 
Intercommunication And Facilities Sharing 

• Transducers For Human Input And Output 

Used Interactively By One Person At A Time 
And May Either Belong To One Person 
Or A Group 





Computer Sy1t em Price vs. Time :: . .,=L '·· --,_:~t{ 
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The Transitions 
• Technology Transition 

• Transition to Distributed Computing 
Based on Local Area Networks (NI) 

• Transition to Personal Computers from 
Mlnls&Malnframes 

• Transillon from Conventional Rack & Stack 
16-Blt Computers 

• Transition to Software for End Use Versus 
Programmer Tools 

• Transition In Hardware Design Skills 
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9:00-9:40 Introduction: The Impact of Very Large Scale Integration (VLSI)Technology on Co1DDJunications 
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ROBERT N. NOYCE 
Intel Corporation 

Santa Clara, California 

Robert N. Noyce is Vice Chairman of the board of directors of Intel Corporation, Santa Clara, California. A 
co-founder of Intel Corporation in 1968, Dr. Noyce was President until 1975 and chairman of the board from 1975 
to 1979. 

Dr. Noyce is co-inventor of the integrated circuit with Jack Kilby. They have jointly received the Ballantine 
medal of the Franklin Institute, and the Cledo Brunetti Award of the IEEE for this work. With Gordon Moore he 
has received the AFIPS Harry Goode award for leadership in computer science. Dr. Noyce was awarded the 
National Medal of Science and the I.E.E. Faraday Medal in 1979, and the IEEE Medal of Honor in 1978. He is a 
member of the National Academy of Science, the National Academy of Engineering, the American Academy of 
Arts and Sciences, and is a Fellow of the IEEE. 

Dr. Noyce was born in Iowa in 1927. He received a B.A. degree and membership in Phi Beta Kappa at 
..1rinnell College (Iowa) in 1949, and a Ph.D. in physical electronics at the Massachusetts Institute of Technology 
in 1953. He did research at Philco Corporation until 1956 when he joined Shockley Semiconductor Laboratory, 
Palo Alto, California, shortly after its founding, to work on transistor _technology. (The lab was founded by 
William Shockley, co-inventor of the transistor at Bell Telephone Laboratories.) 

In 1957, Dr. Noyce co-founded Fairchild Semiconductor Corporation, Mountain View, California. He was 
research director until early 1959, when he became vice president and general manager. By 1968, the sales for 
Fairchild Semiconductor had risen to over $100 million. 

As research director of Fairchild Semiconductor, Dr. Noyce was responsible for initial development of the 
firm's silicon mesa and planar transistor product lines. Also, his inventions in the integrated circuit field enabled 
Fairchild to produce the first commercial integrated circuit. 

In July, 1968, Dr. Noyce co-founded Intel Corporation with Gordon E. Moore, who had also been a co-founder 
of Fairchild Semiconductor and a member of the Shockley laboratory staff. (Dr. Moore succeeded Dr. Noyce as 
President and then Chairman of Intel.) 

Their goal was to make LSI technology a practical reality. At the time, LSI was still in its early stages of 
development and used primarily to produce custom circuits. Intel developed the Schottky barrier bipolar and the 
silicon gate metal-oxide-semiconductor technologies which allowed several thousand transistors to be integrated 
on a single chip of silicon with a relatively high production yield. Intel used the silicon gate MOS technology to 
produce the first high density memory components and the first microprocessor. It now produces most of its LSI 
products with advanced versions of this technology. 

Dr. Noyce holds 16 patents for semiconductor devices, methods and structures. 

Intel has grown to approximately 16,000 employees. In 1979 revenues totaled $663 million and net income 
$77.8 million. Intel manufactures and markets large scale integration (LSI) and VLSI semiconductor devices, 
such as microprocessors and memory components, and systems built with LSI devices. 
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Impact of VLSI on Communications 

We are on the eve of major developments in worldwide data communications on all fronts-within the fac­
tory and office, between buildings and cities, and between countries. Indeed,,we now hear of the "Second In­
dustrial Revolution," the .. Paperless Society," the "Information Age," and the .. Knowledge Revolution" from 
popular writers or news reports, from conferences of industry and labor leaders, and studies of governments 
and learned societies. All of these global forecasts point to an increased need to communicate and to expand 
those communications facilities to reach a much broader community of users. 

The semiconductor industry is, in large part, responsible for the enormous demand for increased data com­
munications. In its first decade, the microprocessor has been designed into more than 100,000 products. The 
development of standard VLSI building blocks has allowed manufacturers to introduce microcomputer-based 
products at an unprecedented rate. The fact that these new systems are becoming increasingly interdependent 
will result in data communications networks (to interconnect those systems) becoming as pervasive as the mi­
croprocessor is today. It is important, therefore, that the same orientation toward global optimization, which 
resulted in the development of standard microcomputer building blocks, be continued by the semiconductor 
industry, equipment manufacturers, and end users in the defining and implementing of advanced data com­
munications capabilities. 

The impact that VLSI will have on communications must be viewed in the context of the impact the semi­
conductor industry has had on computing. Through standard building blocks, manufacturers were able to 
drive costs down, while increasing capabilities, to change the economics of computing from "one for many" to 
"one for one.'' Whereas the large mainframe and expensive system resources imposed a "one for many" envi­
ronment, and the lower-cost minicomputer a .. one for few" relationship, VLSI (microprocessors memories and 
software) is now makng possible the era of the personal work station, a "one for one" relationship. The impact 
of VLSI on communication, then, can be seen as an opportunity to provide cost-effective interconnection of 
those personal work stations and the centralized capabilities supported by minicomputers and mainframes, 
providing uniform access to information, resources, and services. 

Global optimization in communications will lead to interconnection that achieves: 
A. Location-independent access to 

-information 
-resources 
-services 

B. Media-independent access 
-telephone wire 
-coaxial cable (TV cable) 
-fiber optic cable 
-others 

C. Interoperability-different equipment from different manufacturers communicating with each other. 

The benefits of such a solution are: 
A. Timely access to, and distribution of, information, independent of where the user is or the transmis­

sion medium used. 
B. Cost-effective sharing of both distributed and centralized resources and services. 
C. Optimized end user solutions that can include equipment from multiple manufacturers. 

How will such a solution come about? As with other established markets, it will be an evolving process. Be­
cause of the growing demand for data communications, however, the development of capabilities and 
architectures by various manufacturers wili oe rapid, running weil ahead or· the actual msl<1.llauon of such 
equipment. It is important, therefore, to start now in the definition of standardized interfaces that will lead to 
both location and media-independent access and interoperability. This will also allow standard VLSI communi­
cations building blocks to be developed, resulting in an impact on communications analogous to the impact 
that microprocessors had on computing-that of driving the economics of communications from "few to one" 
to "any to any." 

The three companies; Digital Equipment Corporation, Intel Corporation, and Xerox Corporation, have 
:nade that first step in the area of standardized, high-speed communications within the building: Ethernet. 
Starting with the basic Ethernet technology that had been under development and testing at Xerox since 1975, 
the three companies entered into a cooperative agreement. That agreement involved the development of a 
high-speed, Local Area Network, and publishing the specification to encourage general, widespread imple­
mentation. The goal of the three companies was to achieve interoperability within a building through a stan­
dard, high-speed, Local Area Network. 
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Intel's contribution to the cooperative effort has been focused in two areas. We currently have an extensive 
family of LSI communications peripherals that support existing protocols, including HDLC/SDLC and 
l\isynch. Using that base of knowledge, we are utilizing our VLSI expertise to develop a high-speed Local Area 

.etwork Controller which will support the Ethernet specification, which we expect to sample before the end 
of the year. We have also implemented Ethernet in several systems products, the first of which is a distributed 
microcomputer development system that begins customer shipment this quarter. 

The efforts of the three companies, I believe, reflect the industry "sense" of the problem to be solved and 
the need for cooperation. In many respects, we are sitting in the same position the railroad industry was in 
when they saw the opportunity to provide freight and passenger service throughout the country-the time 
was at hand to agree on the width of the railroad tracks. Ethernet provides that .. standard width" for integrated 
solutions within a building. Similar efforts are required to allow the strengths of VLSI solutions to be properly 
focused to provide .. cost effective one for one" computing and "any to any" communications, thereby achieving 
the "Wired (World) Community." 

., 



THE IMPACT OF VLSI 
ON COMMUNICATIONS 

ifflel·------------

WE ARE ON THE EVE OF 
MAJOR DEVELOPMENTS IN 

WORLDWIDE DATA COMMUNICATIONS 

-Wl1hln the Factory and Offlce 

-Between Buildings and Cities 

-Between Countries 

intel·------------
-"Papeness Society• 

-"Second Industrial Revolution" 

-"Information Age" 

-"The Knowledge Revolution" 

UNPRECEDENTED DEMAND FOR 
COMMUNICATIONS 

., 



( 

' -

\._ .. 

IN ITS FIRST DECADE. THE 
MICROPROCESSOR HAS BEEN DESIGNED 

INTO MORE THAN 100,000 PRODUCTS 

DATA COMMUNICATIONS WILL BECOME 
AS PERVASIVE AS MICROPROCESSORS 

ARE TODAY 
a Orientation Toward Global Optimization 

-Semiconduc:tor Industry 

-Manufacturers 

-End Users 

inteJ·-----------

THE SUCCESS OF THE SEMICONDUCTOR 
INDUSTRY 

-A Healthy Mix of Competition and Cooperation 
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"ALL COMPETITORS WHO BOTH COEXIST AND 
ARE PROFITABLE OVER TIME ARE 

SIGNIFICANTLY DIFFERENT." 
-BRUCE HENDERSON 

c THE SEMICONDUCTOR INDUSTRY PLAYERS ARE 
DIFFERENT IN: 

--0bjectlves 

-Slrateglc Approach 

-Management Style 

-Products and.lor Marketa 

mter.------------

AGAINST THIS BACKDROP OF INTENSE 
COMPETmON, A HISTORY OF COOPERATION 

-Conscious and Deliberate 

AN ORIENTATION TOWARD GLOBAL OPTIMIZATION 

•nte15------------

CONSCIOUS AND DELIBERATE 
COOPERATION 

c Cross Licensing and Second Sourcing 

o Joint Ventures 

c Standards for Packages, Functions, etc. 
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AGAINST THIS BACKDROP OF INTENSE 
COMPETmON, A HISTORY OF COOPERATION 

AN ORIENTAn0N TOWARD GLOBAL OPTIMIZATION 

intel·-------------

SILICON VALLEY 
GEOGRAPHIC CLUSTERING 

AMD 
AMI 
FAIRCHILD 
INTEL 
INTERSIL 
MMI 
NATIONAL 
SIGNETICS 
ZILOG 
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AGAINST THIS BACKDROP OF INTENSE 
COMPETITION, A HISTORY OF COOPERATION 

-Conscious and Deliberate 

-Unconscious 

-Market Consolidation-Oefacto Standards 

AN ORIENTATION TOWARD GLOBAL OPTIMIZATION 
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MARKET/TECHNOLOGY CONSOLIDATION 

-BIPOLAR TECHNOLOGIES 

DTI. 
(OIODE•TRANSISTOR l,,QQIC) 

lffl. 
(MSISTOII-TMNSISTOll l,,QQIC) 

TTL TT\.·IIROAD BASED 
(l'MNSISTOR-TIIANSISTOII I.OGIC) ---__:::--, LOGIC FAMILY 

CML ICL,HIGH SPUD 
(CUIIMNT-IIOOE LOGIC) LOGIC FAMILY 

12L 
(CURHNT-INJECTION LOGIC) 

ECL 
(EMITTIII-COUPI.ED LOGIC) 

intel·------------

MARKET/TECHNOLOGY CONSOLIDATION 
-16-BIT MICROPROCESSORS 

IMP.11 ... -&IQO 

ZIGGII 

NSC18IIIIO 

BIT·SUC:E IIIISED 
DESIGNS 

TWOORTHIIII 
DOMINANT FAMIUIS 

SUPPORTED IIY 

-HIGH,UIVE1. LANGUAGES 

-OPERATING SYSTEMS 

-APPLICATIONS SOFTWARE 
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BENEFITS OF GLOBAL OPTIMIZATION 

::: Semiconductor Industry 
-Bet1er Use of Available Resources 
-More Competitive, on a Broader Front 

::: Our Customers 
-Standard Building Blocks with Wider Application 
-Develop Better Solutions, Sooner and at Lower Cost 
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IMPACT OF THE SEMICONDUCTOR INDUSTRY 
ON ·coMPUTING: 

Changing the Economlc8 of Computing from 

"One for Many" to "One for onew 

intel·------------
THE MAINFRAME: ONE FOR MANY 

FILES 

LOCAL RESOURCES 

HIGH-SP!ED 
PRINTER(S) 

REMOTE TERMINALS 

THE MINCOMPUTER: ONE FOR FEW 
MINICOMPUTER I.OCAUREMOTE TERMINALS 

FILES PRINTER 

LOCAL RESOURCES 
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1ME PERSONAL WORKSTATION: ONE FOR ONE 

C Local RNourl:eS and Local Computer 

-Flies -Keyboard 
-Printer -Display 

·nte1·------------

THE OPPORTUNITY FOR COMMUNICATIONS 
IS TO PROVIDE COST-EFFECTIVE 

INTERCONNECTION 

"ONE FOR ONE• AND "ONE FOR MANY• 
(Distributed) (Centralized) 

c Information 

c Resources 

:: Services 

"nteJ$ ___________ _ 

A PREREQUISITE TO MANAGING 
INFORMATION 

IS THE ABILITY TO ACCESS IT 

.... --- - Home ~g 
INFORMATION 

:o Home ---~ 
INFORMATION 

~ ·--' 

~~ 
~ 

Office 

INFOilM4TION ----~ ... -- -. 

~~ 
Centralized: 
-Information 
-Services 

INFORMATION -Resources 
...., -:,-· .. 

~~ 
INFORMATION 
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LOCATION AND MEDIA INDEPENDENT 

ACCESS TO: 

a lnfonnatlon 
0 Resoul'CN 
0 Services 

intel·------------

INTEROPERABILITY-ANY TO ANY 
COMMUNICATIONS USING EQUIPMENT FROM 

DIFFERENT MANUFACTURERS 

0 Providing Accetla to 

-Information 

-Resources 

-Services 
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THE KEY-STANDARDIZED INTERFACES 

-Orientation Toward Global Optimization 

-Develop Standards that Lead to Location and Media 
Independence, e.g., Transmission Standards for 
Color T.\! 

-Standard VLSI Communications Controllers: Driving the 
Economics of Communications from ·Few to One" to 
·Any to Any" 

., 



\ ~ ' _· 

c; 

intel·-----------
VLSI IMPACT 

ON COMMUNICATIONS 

1K 10K 1CIOK 111 10M tGOIII 
TMNIIIIUION SPUD 

inter ____________ _ 

ETHERNET: A FIRST STEP TOWARD 
STANDARDIZED HIGH-SPEED 

COMMUNICATIONS WITHIN A BUILDING 

inteJ·~------------

DIGITAUINTEUXEROX COOPERATION 

a Develop a Hlg~ Local Anta Network 
-Thorough CorrectnHa Proof 

a Publish the Specltlcatlon for Generat Widespread 
Implementation 

GOAL: Interoperability Within a Local Area Network 
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INTEL CONTRIBUTION 

-cun.nt LSI Communications P9rlpMra Support 
Standard Prolccoll HDLC/SDLC, BISYNCH, etc. 

-Developing a VLSI LAN Controller Which Supports the 
ETHERNET Speclllcatlon 

-Develop System Level Produc:ls Utilizing ETHERNET 

intel·------------

SUMMARY 

-The Impact of VLSI on Computing haa been Slgnltlcant 

-There wlfl be a Similar lmpacl of VLSI on Communlcallona 

-An Orientation Towlird Global Optimization wtn be Central 
to Achieving the "Wired Community" 
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PhilipLArst 
Intel Corporation 

Santa Clara, California 

Philip L. Arst is manager of the Data Communications Product Line at Intel Corporation, Santa Clara, Cali­
fornia. He is responsible for setting corporate direction for the company's data communications activities, as 
well as, engineering and marketing responsibilities for a line of data communications systems products. Mr. 
Arst is also responsible for managing Intel's Ethernet program and has led this program since its inception. 
This responsibility includes work on the Ethernet specification, interfacing to standards bodies and bringing a 
family of products to market. · 

Mr. Arst has an extensive background in the data communications field, including work on a series of proj­
ects which resulted in one of the earliest commercial implementations of a local area network (LAN). 

As the data communications product manager in the Data Systems Division of Xerox Corporation, El 
Segundo, California, Mr. Arst developed a front-end communications processor for their mainframe computer 
product line. And, as the data communications product planner at the company's Integrated Office Systems 
Division, El Segundo, California, he was responsible for the formulation of strategies and products incorporat­
ing Ethernet and global data communications capabilities for integrated office systems. 

While associated with the Collins Radio Company, Newport Beach, California, Mr. Arst was active in the sys­
!m and software designs of early message switching systems. And, this is where he was involved in one of the 

earliest commercial implementations of an LAN, the Collins C-System TOM Loop. 

Mr. Arst has received a BSEE degree from the U.S. Naval Academy and an MBA from the University of 
Chicago. 
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The Changing Economics for Computer and Terminal Interconnection 

The combination of VLSI components and the inherent systems cost reductions provided by the Ethernet 
architecture will materially lower the costs of data interconnection and switching within localized geographic 
areas such as buildings, factories or laboratories. This approach offers such significant advantages over today's 
telecommunications based techniques, that we foresee Local Area Networks being installed in all business 
establishments and the LAN interface component becoming a standard part within personal computers and 
workstations destined for use in the business establishment. 

The VLSI design process is typically a three year program. Current estimates are that VLSI devices for 
Ethernet, the simplest of today's crop of LAN protocols, will be approximately 50% more complex than Intel's 
8086 16-bit microprocessor. Bringing this device to market therefore represents a formidable design and product 
challenge for the semiconductor manufacturer. The stability and simplicity of the Ethernet protocol makes this 
practical. 

Current estimates are that this controller component will implement the full Ethernet protocol (i.e., the entire 
Bluebook) with the exception of the physical link (transceivers ~d cabling). In this manner, not only will 80-100 
ic's and a full circuit board of today's implementation be replaced, but also the user will be freed from any 
programming at the Ethernet data-link level as the component manufacturer will have done it all for him/her. We 
therefore foresee the electronics cost of the Ethernet data-link dropping to a $30-$40 level by 1985 if LAN 
demand provides for the production volumes we believe they will. 

However, the electronics interface is only the tip of the cost iceberg. While it is incorrect to compare today's 
telecommunications based solutions to local networks (because the local network provides needed high band­
Nidth data services for computer to computer communications which are beyond the capability of the' digital 
PABX) it is still useful to examine the relative cost components of each. 

In today's telecommunications based systems, the Electronics Interface is cheap, but modems, dedicated ports 
on PABX equipment (at $500-$ 1000 per port) and front end or message switching computers are also required to 
transmit, route and distribute data between distributed and centralized data processors and user workstations. 
Rewiring and reconfiguration are also an important portion of today's cost equation as they are often required to 
accommodate change and growth. 

The Ethernet bus architecture eliminates the cost of the switching function provided by the centralized PABX 
unit or the front end/message switching processor by building a distributed switching capability into the 
controller electronics of each workstation. This is accomplished by interconnecting all processors and work­
stations on a single shared channel. In this manner, each receives the traffic of all other stations on the net and 
selects only traffic which bears its address. 

An additional unique capability of the Ethernet Architecture is its transceiver design which permits easy 
reconfiguration. This permits it to avoid expensive rewiring and switching equipment reconfiguration when 
needs change or equipment is relocated. However, the transceiver design of Ethernet has its drawbacks as 
these devices are currently expensive (approximately $300 in small lots). Fortunately, the transceiver is also 
susceptible to considerable cost reduction. The first step will be the integration of its electronics into a single or 
a few chips. But since the major cost of the transceiver is in its mechanical parts (i.e., housing, connectors, 
separate circuit board and power supply), a systems approach can be taken to lower this class of costs. 

These systems approaches are typically based upon sharing a single transceiver between many stations. 
Products of this category consist of: 
- Transceiver multiplexers which permit the sharing of a single transceiver by 4, 8 or more stations (or its 

elimination entirely in small systems). 
- RS-232c interfaces for multiple "dumb" terminals which share a single transceiver and set of electronics (such 

as the Ungerman-Bass Network Interface Unit). 
- Packaging the transceiver electronics (i.e., chip) within the workstations and bringing a flexible version of the 

Ethernet cable to a tap on the cabinet. By clustering these "cables to the cabinet" terminals and then 
interfacing them to the main Ethernet cable via a simple repeater, significant cost reduction can again be 
achieved. Through utilfaation of these techniques, we foresee an Ethernet interface consisting of a VLSI 
controller and a separate transceiver selling in volume OEM quantities in the $120-$1.50 per node range in 
1985 and in the cable to the cabinet configuration of $30-$50 per node. 
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A further cost reduction of the Ethernet VLSI component will be obtained by applying its basic CSMA/CD 
(Carrier Sense Multiple Access with Collision Detection) technology to other applications. For example, we fore­
see CSMA/CD LANs being built within cabinets of electronics, such as a personal workstation. The CSMA/CD 
LAN would interconnect the station processor, its floppy disk, printer and other devices. Intel products will 
support these non-Ethernet applications, thereby further building product volumes and lowering Ethernet costs. 

These cost levels, plus the higher functionality provided by the Ethernet architecture, will, in our opinion, 
make the Ethernet controller the computer terminal interface of the 1980s. 
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"THE CHANGING ECONOMICS FOR 
COMPUTER AND TERMINAL 

INTERCONNECTION" 

Philip L Arst 
Intel Corporation 
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THE DATA COMMUNICATIONS CHALLENGE 

A Systems Solution 

SYSTEM 
COMPLEXITY 

SOFTWARE 
DOMAIN 

TIME 

HARDWARE 
DOMAIN 

·nter __________ _ 

DESIGN TRENDS 
Design 

Device Cycle-time 
Date Devtce Part Type Complexlty ('Mars) 

1871 UART ~1 2,800 1.5 

1179 USART 8274 24,000 2 

1ffl 11-811 8088 29,000 3 
Mlr:rocomputer 

,., Ethernet 43,000 3 
Local Network 
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VLSI COST REDUCTION 
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ETHERNET INTERFACE COST TRENDS 

(Interface Electronics Plus Transcelwtr) 
S1500-311DO .,.----,.L 

300 

m, 

Z40 

! 210 

G 1IO 

1,so 
iii ,ao 

IO 

I MSI 1 
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WHY DIGITAL IS COMMITTED 
TOETHERNET 

FOR THE FIFTH GENERATION 

ABSTRACT 

What the Digital Unibus did for minicomputers, Ethernet will do for the Fifth 
Generation. 

Nearly all recent computers are organized around a single, high speed bus (Unibus-type 
structure) which provides communications among its processors, memory, disks, and inter­
faces to the external environment. This simple structure has been one factor in the rapid 
evolution and proliferation of computers. Unfortunately, a bus for interconnecting computer 
components within a cabinet, is not suitable for interconnecting a network of computers 
within a building. 

Ethernet is a high speed, 10 megabits per second, standard bus providing the first two 
levels of the ISO Open Systems Architecture. It pennits the dynamic connection of com­
puters at a site to form a local-area network (LA.~) in an open-ended fashion ·without the 
need of centralized equipment or planning and control In the Fifth Generation, the network 
becomes the system and Ethernet is a key prerequisite of the generation. 

Ethernet will be used initially, in an evolutionary fashion, to interconnect networks of 
today's computers to each other and to terminals and personal computers. Since Ethernet 
is a factor of 1000 higher speed standard than today's network links. and easily used to 
form networks, we expect a rapid transition to a tightly integrated network, where the net­
work is the system. In this generation, separate function computers (eg. personal work­
station, file server, print server, real time, timeshared) will be tightly integrated, interchang­
ing many type;; of messages, such as, files, computed graphics, pictures, and voice. This 
kind of network will permit a radically different use of computers, and only then can we be 
certain that this is the Fifth Computer Generation. 

Because Ethernet is so important to the Fifth Generation. Digital is committed to it 
as a standard. We use these networks and will be providing products in the near future. 

., 
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Ethernet Is The Unibus 
Of The Fifth Generation 

"You have to look at 
Ethernet as a standard . .. " 

., 

Ethernet is one of the keys to the development of 
the Fifth Generation because it provides a standard for 
the interconnection of all sizes and types of computers 
in a passive, local-area network. 

Up until now, interconnection has been a very 
difficult task simply because there has been no standard. 

A standard is a blueprint that shows you how to 
build the components that will go into a system or onto 
a network. 



' 
" ••• system components are 
connected by a single high­
speed bus in an open-ended 
fashion." 

Unibus*-type Interconnection 
for Computers 

"Think of Ethernet as an 
extended bus .. :' 

Ethernet Interconnection Forms 
The Basis Of Local Area 
Networked Computing 

., 

If you look at current computer architecture you 
will find standards. One such standard is the Digital 
Unibus that defines the architecture used in the largest 
selling series of minicomputers ever built-the PDP-11 
series. The Unibus standard made it possible for our 
users and a number of different manufacturers to build 
memory boards, communications interfaces. and other 
components that can be plugged directly in a PDP-11 
system in an open-ended fashion. 

If you look at the Unibus-type architecture, or any 
competitive implementations of the Unibus idea such as 
Intel's Multibus or Motorola's Versabus, you will find that 
all system components-processors, system memory, __ 
data storage, and data communications interfaces-are 
connected by a single, high-speed data. path or bus. 

This bus enables the computer to move data 
within the system at very high speeds. Unfortunately 
there has been no standard bus to move data between 
systems at the similar speeds. Ethernet communications 
won't replace Unibus or any competitive busses but 
Ethernet will solve the local-area networking problem. 

Ethernet is an extended bus. Up until now busses 
have provided high-speed computer communications 
within a vecy limited area-a single cabinet or room. 
Ethernet provides an extended bus that will link infor­
mation processing nodes throughout a building, campus. 
or industrial complex. 

The system components don't change. You have the 
same components in an Ethernet as you have in a single 
system. The only difference is that you now have more 
components and they're dispersed over a \\rider area. 
Where a Unibus system has a single processor. an 
Ethernet can have many. 

Where a Unibus system has local data storage, an 
Ethernet will support databases distributed throughout 
the network. 

Where a Unibus system interfaces to other com­
puters. an Ethernet interfaces to other networks through 
gateways. 
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"The network becomes the 
system ... :' 

In other words, with Ethernet, the network 
becomes the system. And when this happens, we will 
have a whole new computer generation-The Fifth 
Generation 

We-that is Digital Equipment Corporation-want 
to be a leader in the development of this new generation 
just as we were the leader in interactive computing and 
the development of the minicomputer generation that 
made distributed data processing possible. 

Let me take a minute to define what I mean by 
a computer generation 

A new generation of computers comes about when 
there is a convergence of Technology and Need that 
forms a new Structure that is then followed by general 
Use. 

With Ethernet and VLSI-Very Large Scale Inte­
grated Circuits-we have the technology. That tech­
nology is needed to build and network an ever-growing 
number of computers, terminals, intelligent workstations, 
and personal computers that are being bought to solve 
many of the productivity problems facing business today. 

There is also a new structure, the local-area net­
work. Just as minicomputers and distributed processing 
changed the way computers were used in the 70s, local­
area networks and personal workstations will change 
the way computers are used in the 80s. 

The final requirement for a new computer genera­
tion is customer acceptance. Will the new technology 
and the new structure come into general use? In this 
particular case, I am cominced it will Just as I'm con­
vinced that Ethernet is the technology that will make 
this happen 

Ethernet provides the simplicity, speed. and uni­
versality needed in local-area networking. 

Unlike other local-area networks. Ethernet is open­
ended. It allows the user to build a local-area network 
from the bottom up without making a large capital in­
vestment or developing an inflexible long-range plan. 

As I mentioned earlier. Ethernet is a passive com­
munications medium. An Ethernet is really nothing more 
than a coaxial cable and standard protocols that define 
the ,vay data is transmitted. For example. the Ethernet 
protocol defines packet size. It defines the way packets 
are addressed. It's really very simple. And its been tested 
for 10 years and it works. 

., 



"Higher-level protocols are 
needed .. :' 

Ethernet can carry a great deal of infonnation at ·, 
very high speeds. But you don't have to take my word 
for it. rd like to read you part of an advertisement 
written by another computer manufacturer who adopted 
the Ethernet standard. 

"Instead of taking .•• 44 seconds to transmit 10 
pages of data, the transfer takes place in .042 second. 
In the 4.4 seconds it would take a conventional network 
to send one page of War and Peace ••. you could send 
the entire thousand page novel" 

It is not difficult to see the benefits. You can trans­
mit entire files from a computer to a personal work­
station ahnost instantaneously. You can transmit 
photographs, data sheets, engineering drawings, or even 
voice messages. 

The key is universality. Any manufacturer who 
follows the Ethernet standard can build equipment to 
go onto the network. 

But it is important that we realize that a network 
is more than just lines and nodes. Higher level protocols 
are needed to support the interconnection of dissimilar 
computers; to implement complex network functions 
such as file transfers and terminal-to-terminal com­
munications: and to provide network management 
capabilities. 

These protocols are complex. But they are a pre­
requisite for building a network such as the one that 
serves Central Engineering at Digital One of the rea­
sons we are committed to Ethernet is that it fits into 
the framework defined by Digital Network Architecture. 
We dont have to change the higher level protocols that 
are being used to support tens of thousands of DECnet 
nodes around the world We can make Ethernet part 
of DECnet We have a fit. And we have the range of 
capabilities required to implement complex computer 
networks. 

Let's look at an example. 

Digital's Engineering Network is made up of over 
200 different systems serving about eight thousand 
termjnal users. But interestingly enough, 80% of the 
traffic on this network is local traffic-only 20% of the 
traffic is between locations. 

Local-area networking addresses the local problem. 
It provides high speed interconnection among com­
puters within the same building or complex. and it sim­
plifies the interconnection of terminals and processors 
to host computers. 



"Ethernet can eliminate 
this complexity while 
providing the flexibility 
needed for future gTowth." 

Let's look at the computer-to-computer and 
tenninal-to-computer interconnection problem in a little 
detail 

The problem is a wiring problem. It is one thing to 
connect A to B; quite another thing to connect A to B 
through Z. Before you know it you have a very complex 
maze of wires and switches. This is the wireroom in our 
Spitbrook, New Hampshire facility. As you can see, 
interconnecting a large number of devices is-at best­
a very messy and. I might add. very expensive, business. 
You have fixed wires running all over the place. It's 
difficult to add systems or make changes. 

Ethernet can eliminate this mess and provide 
needed flexibility. Ethernet will let us replace all this 
wiring with a single coaxial cable that v;ill. run through­
out the building. When we want to add a tenninal we'll 
just tap into the cable. It won't be necessary to run 
wires back to a central location. And we'll be able to add 
terminals to the network without interrupting network 
operations. 

But we-like most other large organizations-are 
starting to provide indi·ddual users with intelligent 
workstations or personal computers rather than simple 
tenninals. A simple tenninal is usually a low speed 
device that can operate over telephone-type \\-iring. 
After all I can only read and write just so fast I can type 
50 words a minute. I can read about 200 words a minute. 
9,600 bit per second transmission is more than fast 
enough for me as long as I only have a simple terminal 
But when I have an intelligent tenninal that can deal 
with information a lot faster than I can. I need to be able 
to communicate at computer speeds. Ethernet pm•.ides 
the speed needed to support intelligent user devices. 
The speed needed to transfer entire files or complex 
graphic images in a fraction of a second I need Ethernet 
communications. 

., 



"This is how our computers 
are connected today." 

"Ethernet eliminates 
message switching." 

At the same time Ethernet solves the problem of 
interconnecting computer systems. 

This is how the computers at Digital's Spitbrook, 
New Hampshire facility are connected today. As you 
can see messages have to be routed through the net­
work. This creates computer overhead. Many systems 
spend much of their time switching and forwarding 
messages. And as more and more systems are added to 
the network this overhead just keeps growing and 
growing. 

Fortunately. Ethernet can eliminate the overhead 
problem because it eliminates message s\\itching and 
forwarding. This is how Spitbrook \\ill look when we 
install an Ethernet. 

As you see each system is connected directly to 
the Ethernet. There is no message switching. No 
routing. No forwarding. No computer overhead. 

Instead of a maze of wires you have a high-speed, 
high-capacity extended bus that serves the entire com­
plex. As you see Ethernet is changing the very defini­
tion of a system. With Ethernet, the network becomes 
the system. 

We have a new technology. A pressing user need 
And, a new structure. Three of the four prerequisites 
for a new computer generation. The fourth requirement 
is use. There are currently about 100 Ethernets in 
operation. There are going to be thousands. We've 
already talked to our customers. We know what they 
want and we know that many of them are going to 
install Ethernets. That's why I believe that we're looking 
at a new computer generation. 

., 
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"Within the next few months 
we will be introducing our 
first Ethernet products." 

We're going to build that generation. That's why 
we joined with Xerox and Intel to develop the Ethernet 
Specification. That specification conforms to both The 
Open Systems Architecture proposed by the Inter­
national Standards Org-anization and Digital Network 
Architecture used in thousands of networks around the 
world Right now we are implementing Ethernet as a 
part of Digital Network Architecture and within the 
next few months we \WI be announcing our Ethernet 
program and introducing our first Ethernet products. 

I believe that Ethernet is one of the keys to the 
development of the Fifth Generation just as the Digital 
Unibus was one of the keys to the development of the 
minicomputer generation. 

., 



PERFORMANCEOFASIMULATED 
ETHERNET ENVIRONMENT 

A summary of remarks made by William R. Hawe, Principal Engineer 
in the Systems Performance Analysis Group, Digital Equipment 

Corporation, at the Xerox/ Int.el/ Digital Seminar. 

New York, February 10, 1982 
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SLIDE 3 

PERFORMANCE OF A SIMULATED ETHERNET ENVIRONMENT 
William R. Hawe, DIGITAL EQUIPMENT CORPORATION 

In this study we investigate the performance of a 
simulated Ethernet environment. The goal is to predict 
the capacity of the channel in terms of the number of 
active users that it can support simultaneously. This 
provides an understanding of the loading one could expect 
in a particular environment. It also establishes the 
capacity in the system for future growth. 

The goals were to establish the traffic patterns in 
the existing system and to estimate the excess capacity 
that would allow growth. The traffic patterns were 
established through measurements performed on operational 
systems that were interconnected with conventional 
point-to-point connections. We wish to see how heavily 
loaded an Ethernet would be if installed as an 
interconnect mechanism for the hosts, terminals, etc. We 
were also interested in understanding the additional 
loading that would take place because of new devices and 
their use (print and file servers, etc.) along with. 
increased load due to growth in the user population. 

The behavior of users during various periods (such 
as a busy period) were monitored. The resultant data was 
then analyzed to produce a profile of the "typical" 
operations a user performs. From this, a workload which 
specifies the operations performed (and their frequency) 
was developed. This includes items such as the rates and 
sizes of commands, data, etc. that are exchanged between 
the user and the system. 

To predict the growth capability present in the 
system, we simulated the Ethernet using a distributed 
architecture model and the user workload as the source of 
traffic. The number of users was then increased until 
the idle time on the Ethernet channel went to zero. 

The results indicate that the Ethernet has 
sufficient bandwidth to support a large number of users 
of the type characterized in this environment. The 
del3ys in the Ethernet level of the architecture are 
small compared to other delays such as disk seeks, 
application program execution, etc. We also see that 
there are few collisions, even under heavy load. 
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SLIDE 4 

PERFORMANCE OF A SIMULATED ETHERNET ENVIRONMtNT 
William R. Hawe, DIGITAL EQUIPMENT CORPORATION 

In systems such as backbone networks, the delays in 
transfering information from node to node are usually 
dominated by the transmission and propagation delays. 
Processing time per message at the nodes is small 
compared to these factors. With the advent of local area 
networks we see a different relationship. Local area 
networks are generally built using interconnection 
mechanisms that have speeds of around 1 to 10 Mbps. They 
are generally confined to a limited geographic area such 
as few buildings. This means that now the transmission 
and propagation delays are much smaller in relation to 
the disk and CPU delays. For this reason, it becomes 
important to consider all levels in the system when 
evaluating the performance. 

SLIDES 5,6,7 

SLIDE 8 

SLIDE 9 

There are three parts to the study. First, 
measurements were performed to characterize the behavior 
of users in a program development environment. From 
this, a user profile (or workload) was developed. 
Second, the user workload is used as input to a model of 
the distributed architecture that is used in the Ethernet 
network. This results in a traffic load placed on the 
Ethernet. Finally, this load serves as input to a 
detailed Ethernet simulation. The number of users using 
the system in the simulation is then increased to observe 
the effects of increased load. It is assumed that enough 
hosts, terminals, etc. will be added to the system to 
support those additional users. 

Here we are interested in the capacity of the 
system. There are many ways that one can investigate 
this aspect of the performance. Often the capacity of a 
channel is expressed in bits per second or percentage of 
the bandwidth used on the channel. Metrics such as this 
are difficult to interpret when one is interested in 
estimating how many users the system can support. 

Therefore, in order to understand the capacity of 
the system we focus on the number of users that it can 
support. This is especially important when one is 
interested in determining whether or not there is 
sufficient capacity in the channel to support the 
existing user population as well as reserve capacity for 
future expansion both in the number of users and the 
types of traffic they generate. 
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SLIDE 10 

SLIDE 11 

SLIDE 12 

PERFORMANCE OF A SIMULATED ETHERNET ENVIRONMENT 
William R. Hawe, DIGITAL EQUIPMENT CORPORATION 

There are two ways in which the environment affects 
the number of users that the system supports. First, it 
dictates the higher level protocols to be used to 
transfer information between hosts, terminals, etc. This 
in turn affects the amount of traffic generated by each 
user. Second, it specifies the packet .size distribution 
and arrival rate distribution. These play a significant 
role in determining the performance of the Ethernet. 

Here we investigate the program development 
environment. Measurements were performed at several 
locations which were considered to be representative of 
this environment. As an example of such an environment 
we consider a large University. Users in this 
environment perform the obvious activities associated 
with the development of programs. This includes editing 
files, as well as compiling, linking, running and 
debugging the programs. They also communicate with other 
users by sending mail and using interactive message 
facilities such as "Talk". They copy, delete, print and 
perform other file manipulation operations. In addition 
to these functions, they also obtain information from the 
system. This includes help messages, queries about 
system status, etc. 

To characterize the activities of a typical user 
various parts of the system must be monitored. Data was 
collected at several installations representing this 
environment. The data was collected at various times 
during the day so that busy periods could be 
investigated. 

The amount and frequency of information transfer 
between the terminal and the host was monitored. In 
addition, the disk I/0 that occurs as a result of 
operations performed by the user was also measured. This 
includes disk I/0 that is for temporary work files such 
as those generated by programs such as linkers and 
compilers. Note that when we examine the impact of 
sending disk I/0 over the Ethernet to a file server we do 
not include this type of traffic. This is because it is 
more efficient to generate and manipulate those temporary 
files at the location that the linker or compiler is 
running. However, the source and destination files can 
certainly be located on a file·server. We also monitored 
other forms of traffic resulting from user operations. 
These included CPU usage, printing, network I/0, etc. 
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SLIDE 14 

SLIDE 15 

PERFORMANCE OF A SIMULATED ETHERNET ENVIRONMENT 
William R. Hawe~ DIGITAL EQUIPMENT CORPORATION 

As we mentioned, the current environment uses 
conventional methods for interconnecting hosts, terminals 
and other devices. Terminals are connected directly to 
the hosts. The hosts are interconnected using 
point-to-point connections. The network is not always 
fully connected. However, the routing capabilities of 
the hosts assure that the network is logically fully 
connected. 

We consider the impact of an Ethernet installation 
in this environment. The Ethernet will carry traffic 
between the hosts for remote file and data access, remote 
logins, printing, etc. It will also carry traffic to and 
from new devices such as file servers and print servers. 
Existing ter~inals which are connected directly to the 
hosts can access remote hosts, servers, etc. by going 
through their hosts. Other terminals can also be 
connected to the Ethernet either directly (with the 
appropriate interface) or through terminal concentrators. 
With this approach they are not dependent on any one 
host's availability for access to the network. Personal 
computer workstations can also be connected directly to 
the Ethernet. Their traffic will be somewhat different 
than the terminal traffic because of the increased 
intelligence in the workstation. It will appear more 
like the host to host and host to server traffic. 
Gateways, routers, and other devices which allow 
communication outside of the local area network may also 
be connected directly to the Ethernet. Often hosts 
implement these functions in addition to their normal 
duties. The traffic which flows through those devices 
can be of any of the types already described. 

As time passes the network will expand in several 
ways. More devices ~ill be 2jde~ as the user population 
increases. This includes terminals, concentrators, 
hosts, servers, etc. Hosts without local terminals could 
be added and called computing servers. The other way in 
which the network will expand is in the traffic patterns. 
The availability of devices such as file and print 
servers will stimulate the growth in the traffic 
associated with those devices. For example, as more 
files are moved to file servers, so that sharing is 
easier, the devices will be used more often. 
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SLIDE 16 

SLIDE 17 

SLIDE 18 
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We have discussed the users and their environment. 
Now we discuss the distributed architecture. A 
distributed architecture is necessary to provide an 
effective local area network. There must be facilities 
for reliable, controlled communications between users and 
processes inside and outside the local area network. 
This means that we need mechanisms for a user on the 
local area network to access information not only on the 
local network but also at some location that is not 
local. This would be accomplished by going through a 
gateway or router. Ther~fore, Ethernet is only a part of 
the total network architecture. It represents the lowest 
layers and is thus the foundation on which the local 
network is built. 

The Digital Network Architecture (DNA) is an example 
of a complete network architecture. Here we see the 
relationship between .DNA and the ISO layered 
architecture. The Ethernet comprises essentially the 
lower two levels for the local area network. Parts of 
the system which interface to public data networks could. 
use the X.25 services. Other point-to-point links could 
use the DDCMP facilities. Above the data link is a 
network wide routing service. This delivers packets to 
the appropriate destination - either locally or remotely. 
Above that is an end-to-end service which provides for 
reliable communications between two processes. The 
Session layer controls the end-to-end service. Above 
that we have the applications and special purpose 
protocols. The network management facility has access to 
most of the protocol levels. It is used to monitor as 
well as control and configure them. 

It is very important that all these layers in the 
architecture be considered when examining the user 
perceived performance of the local network. This is 
because each layer will add some additional load to the 
components of the system. Most will add some amount of 
additional traffic to the Ethernet. They will also use 
resources such as CPU cycles and memory space. 

As we said, in DNA the Ethernet implements the 
physical and data link layers of the network architecture 
for the local area network. It offers a datagram service 
with delivery of packets on a "best effort" basis. In 
that sense it is different than other data link protocols 
such as DDCMP. The channel is, in general, relatively 
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error free so this protocol is a good match. The 
Ethernet uses the CSMA/CD protocol to share the 10 Mbps 
channel. It uses a distributed algorithm called binary 
exponential backoff to resolve contention for the 
channel. This algorithm is executed independently by 
each station and is fair to all. The specifications 
allow a maximum of 1024 stations or "taps" on the 
Ethernet cable. However, as we shall .see, there can be 
more users than taps. This is true of terminal 
concentrators where several user terminals may share a 
single tap. Hosts may also have a single tap as well as 
several users or processes that are generating Ethernet 
traffic. 

The DNA Transport protocol implements the network 
wide routing layer of the network. (This includes the 
local network as we1i as components that are not 
connected locally to the Ethernet.) This layer 
corresponds to essentially the ISO Network layer. It 
provides end-to-end routing of datagrams and routes 
packets to a destination even if the node is not on the 
Ethernet. To do this, it supports a network wide node 
address space. A node's address can be the same as its 
Ethernet address if it is on the Ethernet. However, all 
nodes are not necessarily connected to an Ethernet. 
Therefore, we need this address space. This layer also 
prevents congestion within the network and provides 
dynamic routing to bypass sections of the network that 
may have failed for one reason or another. 

In order to provide effective, error free, and 
reliable process-to-process communication an end-to-end 
service is required. This is implemented by DNA's 
Network Services Protocol (NSP). NSP uses a virtual 
circuit to provide these features. This assures that 
packets are delivered to the user in the order they were 
sent. NSP makes sure that none are lost in the network. 
This is done by retransmitting lost packets. The timers 
used to decide when to retransmit a packet are self 
adjusting. This means that they adjust to the delays in 
the channel. This has the advantage of limiting the 
amount of unnecessary retransmissions thus reducing the 
load on the channel. The protocol also provides various 
flow control options. This allows the characteristics of 
the circuit to be tailored to the application. For 
instance, some applications may require tight control on 
the rates at which information is exchanged. These data 
rates impact the amount of resources (buffers, etc.) that 
must be devoted to the circuit. Flow control is 
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especially important when the 
sender. An example is host to 
host can usually output data 
the terminal (or user) are 
accepting. 

receiver is slower than the 
terminal output where the 
at a rate much faster than 
capable (or willing) of 

The DNA Session Control layer is used to control the 
virtual circuit service that NSP implements. It allows 
users to set up and terminate circuits. It validates 
incoming connect requests and activates the appropriate 
processes for those that are valid. It manages the 
interface between the user applications and the circuit. 
It also provides name to address mapping. For example, 
if the user requests that a circuit be establised to a 
node having a particular name, this layer determines the 
address of that node so that the connect request packet 
can be sent to the proper destination. 

Above the Session Control layer are the applications 
protocols. The DNA Data Access Protocol (DAP) is one 
such protocol. It provides remote file access services. 
This means that the user can use this facility to access 
files as if they were stored locally on his system. The 
operation of the network is completely transparent. 
Another example of an application protocol is a virtual 
terminal protcol. This allows the user to connect to 
remote hosts through the network. The user then appears 
to be connected locally to that remote system. 

The network management part of the architecture is 
used to monitor and control the various protocol layers. 
It can be used by the network manager to monitor the 
traffic in the network and thus is useful for capacity 
planning. It is also used to tune the network for better 
performance. 

We use the user workload as an input to the 
distributed architecture model. The output of this is a 
load on the Ethernet. This consists of the user 
information being transfered between points on the 
network as well as various control and data packets 
associated with the protocol layers in the distributed 
architecture. The Ethernet simulation simulates the 
transmission of these packets. 



Protocols 
Applicatiart Layer 

Applicallon1t 

• Dara Access Profacar 
(OAP} 
- Remo ta Fila Access 

• Virtual Terminal 
Protocol 
-Aemotett4t 

Access 

-zz.-

-Z.'3-

•2.1{-

~~~ICAP 

NOTES 

'r 



SLIDE 24 

SLIDE 25 

SLIDE 26 

PERFORMANCE OF A SIMULATED ETHERNET ENVIRONMENT 
William R. Hawe, DIGITAL EQUIPMENT CORPORATION 

To understand the behavior of the channel there are 
several metrics one can examine. The delay experienced 
in transfering a packet between stations is of obvious 
interest. The number of retries necessary to accomplish 
that transfer is also important. Retries occur whenever 
there is a collision between two or more packets. The 
specifications indicate that after 15 retries (ie: 16 
attempts) the packet will be aborted. At that point, the 
higher layer protocols must retransmit that packet. In 
this case it is NSP that will do the retransmission. The 
number of retries then gives us an indication of how the 
channel is behaving. 

The values of the performance metrics such as delay, 
retries, etc. are determined by variables that come from 
two general sources. The first are those associated with 
the Ethernet itself. These are the transmission speed 
and the propagation delay. Here the transmission speed 
is 10 Mbps. The propagation delay depends on the size of 
the network. There is a maximum size that the network 
can have and therefore the worst case propagation delay 
is bounded. A transmitter must continue to transmit a 
packet long enough so that it can propagate to the 
farthest parts of the network. This way all stations can 
detect that a packet is being transmitted. However, 
another station may have started to transmit a packet 
before the signal from the first one reached it. In that 
case there is a collision. The collision must propagate 
back to the sender while it is still transmitting. This 
way it will know that its packet has been corrupted. The 
sender must therefore transmit a packet long enough so 
that it can propagate to the end of the network and any 
collision can propagate back. This time is called "the 
slot time" and it is about the round trip 
propagation delay for the largest network. (The slot 
time is 51.2 microseconds in the Ethernet specification.) 

The other factor which determines the performance is 
the workload. This is the combination of the user 
workload and the traffic from the distributed 
architecture. The packet sizes and the rates at which 
they arrive for transmission over the Ethernet combine to 
present an given ''offered load" to the Ethernet. 

Here we see the mean waiting time on the Ethernet as 
a function of the number of users. The waiting time is 
the time from when a packet first becomes ready for 
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transmission until its starts a successful transmission. 
It includes any time used in deference or collisions. We 
show three curves based on three levels of remote file 
traffic. Notice that for up to around 2000 users with 
this workload, the average waiting time is small when 
compared to typical delays at disks or in executing 
application programs or in processing protocol messages. 

It is important to remember that the "users" in 
these curves are active users. This means they are 
logged in and actively working. Generally, the number of 
users that are actually using a system at any given time 
is only a fraction of the total user population. This is 
true not only for this program development environment 
but for other environments as well. For example, 
capacity planning of telephone systems uses knowledge of 
the relationship between the number of active users and 
the total user population. 

Also note that the system can support more than 1024 
users. As mentioned previously, the Ethernet 
specifications indicate that a maximum of 1024 taps may 
be connected to the cable. However, we have noted that 
taps can be shared by several users. 

The number of retries a packet experiences is 
another indicator of the channel performance. A retry 
occurs whenever a packet has been involved in a 
collision. Here we see the mean number of retries 
plotted versus the number of active users for the three 
levels of remote file traffic. Note that for large 
numbers of users the average number of retries is still 
close to zero. 

At some point when the number of active users is 
increased to a large enough number, the idle time in the 
channel will go to zero. This happens when the resources 
are all used in successfully transmitting packets and in 
overhead (such as collisions). Here this is plotted for 
the three levels of remote file traffic. Generally, one 
chooses an operating point at a point that allows 
fluctuation in applied load as well additional growth. 
We see that the Ethernet has ample room for growth at 
this particular installation based on its operating 
point. In other studies, such as the measurements of the 
PARC Ethernets, it has also been observed that the 
loading on the Ethernet in this and other environments is 
low. 
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It is important. that one keep the Ethernet 
performance data in the proper perspective. Consider a 
simple example of a file transfer from a file server over 
the Ethernet to a host or workstation. The "transmission 
component" includes the actual transmission time of all 
the packets in addition to the waiting time for each 
packet. There will be data and control packets from the 
various distributed architecture layers. The "CPU 
component" includes the processing time for each packet 
as well as any application overhead such as that due to 
the file system and application protocol. This also 
includes queueing for the CPU that will occur because 
there are multiple processes sharing that resource. The 
slower the CPU, the larger this component will be. The 
"disk component" includes the disk seek delays in 
addition to the rotational latency and transfer times for 
the data. It also includes queueing for the disk that 
occurs because it is shared. Comparing the CPU and disk 
components to the transmission component, it is not 
uncommon to observe that the ratio can easily be 4 to 1 
or even 20 to 1 or higher - even when the Ethernet is 
heavily loaded which makes the waiting time longer. 

Other scenarios such as terminal I/0 have similar 
relationships. There the disk component may or may not 
be as large. This depends on how much disk traffic the 
user generates. Linking and compiling programs, for, 
example, can generate large amounts of disk traffic. The 
application program overhead in the CPU component can 
also be large. 

To summarize, we have seen that the Ethernet is 
capable of supporting a large number of users of the type 
characterized in this environment. We have also seen 
that the delays associated with the Ethernet are 
typically small when compared against delays other parts 
of the system. We also note that few collisions are 
experienced. Therefore, the Ethernet seems well suited 
for this environment. It has ample capacity and performs 
well. 
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ABSTRACT 

Local area networks are becoming 
increasingly pcpular as mechanisms for 
interconnecting a broad variety of 
devices within a &oderate geographical 
area. The Ethernet• is one of the major 
aeeess methods currently being used for 
this purpose. Terminals, hosts, personal 
computer workstations, gateways, and 
various types of servers have all found 
their way onto the Ether. The number of 
devices that one may attaeh to the 
channel is li:nited by severa! factors. 
Finite bandwidth, li:nHations of the 
contention resolution algorithm, 
physical constraints, etc. all impose 
certain limits. The number of ~sers that 
may use those stations or •taps• for 
com~unieation is also limited by these 
and other factors such as the layered 
protocol architecture, the physical 
system architecture, the user workload, 
etc. Here we examine the limits imposed 
on the number of users due to the finite 
bandwidth· of the channel. This study is 
performed for users in a time-sharing 
environment. Measurements were performed 
to estimate the characteristics of that 
environment at a large University 
currently using conventional direct 
connections between hosts and terminals. 
We wish to estimate the limitations on 
the number of users when the system uses 
an t:hernet for the interconnection of 
hosts, terminals, etc. The 
eharacteristies of the user environment 
were coupled with a distributed 
architecture model and used as input to 
an Ethernet simulation. The results of 
the simulation give an upper bound on 
the number of users which can be 
supported in this environment. This of 
course assumes that there are a 
sufficient number of hosts, etc. so that 
those resources are not a bottleneck. 

Kevwords & Phrases 

Ethernet, Ethernet perf0rmance, Ethernet 
simulation, higher level protocols, 
layered architecture, user level 
work!oads, time-sharing, interactive 
program development. 

• Ethernet is a trademark of the Xerox 

Corporation. 
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OVERVIEW 

Local Area Networks 

Local Area Network interc0nnection 
schemes such as the Ethernet provide the 
the framework in which one can construct 
systems which provide sharing of 
resources in an effective manner. Two 
as~ects of the Ethernet which help 
achieve this goal are its speed and the 
fullv-connected nature o! its 
configurations. 

To date, no one has come up with a 
standard definition of local area 
networks. However, mos: Local Area 
Networks do exhibit some general 
characteristics. Generally, they span 
areas of up to a few square kilometers. 
They are often contained completely in 
On• or a small number of buildings. 
They usually have data rates in the 
range of l to 13 megabits/second. One 
group or organization al~ost always has 
complete control over the operation of 
the network. Since users are genera:!, 
from one organization, there is a s:ro~g 
desire to access shared devices such as 
print servers, file servers, gateways, 
hosts, databases, etc. As a result, 
full physical connectivity is desirable. 
Because of the technology employed and 
the restricted size of the. network, one 
observes lower bit error rates compared 
to conventi~nal long-haul networks. 

Because of the Local Area Network's 
speed it usua!ly gets used for not only 
the traditional network communication 
but also for handling !/0 traffic for 
shared disks, printers, etc. The 
personal computer workstations of the 
future will introduce a new class of 
traffic on the network. However, ir. t~e 
near future, the traffic on the local 
area network will consist cf 
host/terminal traffic, host to host file 
transfers, mail, etc., speciali:ec 
device traffic (print servers, etc.J ar.d 
gateway traffic. We ma~e use ~f this 
fact in modelling the workload on these 
networks. More information on ~~ca: 
Area Network technology anc 
ar~hiteeturts ean be found in (COTT9Gl 
if [fflE:j~]. 

(This paper will be presented at the S0UTHCCN/82 conference.) 
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Ethernet 

In this paper we are concerned with a 
Local Area Network built using an 
Ethernet (DIGI80], [METC76]. Ethernet 
uses a broadcast mechanism (coaxial 
cable) and • distributed access 
pr_ocedure to allow for sharing of the 
channel. The procedure is called 
Carrier Sense, Multiple Access with 
Collision Detection (CSMA/CO). Nodes on 
the Ethernet can sense on-going 
transmissions and defer theirs until the 
channel is idle. · They also have the 
ability to monitar the channel wh!le 
transmitting to determine if any other 
stations are also attempting to 
transmit. cnce an idle channel is 
sensed a station may transmit. Because 
of the propagation delay on the wire, 
two or more stations may sense an idle 
channel and attempt to transmit 
simultaneously. This results in a 
collision. In order that all stations 
(including the one transmitting the 
packet) can •hear• the collision it is 
required that all packets be greater 
than a certain minimum size. That size 
is determined by a parameter called the 
•slot timew. The slot time is slightly 
greater than the round trip propegation 
delay. Any station involved in a 
collision ~ust stop sending the packet 
and reschedule the transmission. The 
algorithm used to determine when the 
next attempt should be made is called 
the truncated binary exponential backof! 
algorithm. Basically, every time a 
station is involved in a collision it 
backs off (ie: waits) a random amount of 
time whose mean is doubled every time it 
experiences a collision. The backoff 
time is reset after a successful 
transmission. This algorithm has the 
advantage of being fair to all nodes on 
the £thernet since it is executed by 
all. Ethernet performance is fairly 
rooust. It degrades slowly and recovers 
well from momentary overloads (MARAS0J, 
(SHOC83J. 

The day to day ocerational perfor~ance 
of a 3 Mbcs Ethernet is reported in 
(SHOC83J. It is interesting to note 
that the utilization of the channel was 
quite low. Less than S.AJ\ of the 
packets transmitted were involved in 
collisions while 991 acquired the 
channel with no latency. 

2 

One of the main reasons for Ethernet's 
popularity is because it uses a passive 
broadcast medium. This results in very 
reliable operation. Ethernet interfaces 
can be built using VLS! technology and 
thus made fairly inexpensive. 
Multi-vendor environments can be 
implemented by adhering to interface 
specifications at any of several levels. 
For instance, one may chose to provide 
compatibility at the wire tap, the 
transceiver cable, the port, higher 
level protocols, etc. Because of the 
heterogeneous enviornments in which 
Ethernets are used one can expect to see 
a great variety of traffic 
distributions. In this paper we study 
the traffic generated in a University 
environment and predict the perfor~ance 
of the Ethernet when used to satisfy the 
needs of that enviorr.ment. 

Methodoloav 

This study deals with the behavior of 
Ethernet in the interactive time-sharing 
and program deve!oprne~t environments. 
There are many installations whi:h !all 
in this category. O~r analysis is based 
on the measurements at one such 
installation - a large Unive:si:y with a 
number of large hosts presently 
connected to each other by conventional 
di rec: connections. We asked the 
question: •what will the traffic on the 
Ethernet at this university look like if 
an Ethernet was installed today?•. We 
hypothesized that for the near future, 
the university will still have the d~~~ 

terminals (asynchronous, character ~ode) 
that are being used today and that these 
will be connected through terminal 
concentrators to the Ethernet. Others 
will still have d!rect connections :o 
hosts since it is not likely that 
existing hardware will be thrown away. 
However, the users of those terminals 
still will generate Ethernet traffic in 
trans!ering files, sending mail, et:. 
The hosts will continue to have local 
secondarr storage which will be used for 
user !i es and temporary workfiles. We 
assumed some level of file transfers an: 
mail messages between hosts. Sin:e we 
could not extrapolate the current 
traffic of this type into the s~pe:ior 
sharing environment of the Ethernet, we 
assumed three somewhat aroi:rary leve:s 
for traffic of tbis type. 

., 
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Our principal objective ls to predict 
the maximum number of users supported 
when the limiting resource is the 
Ethernet. In other words, we wish to 
estimate the number of users that can be 
supported on the Ethernet when all other 
resources such as terminals, processors 
and secondary stor,ge are available in 
sufficient quantities so as not to be 
bottlenecks. There are two ways in 
which the environment affects the number 
of users supported. First, it dictates 
the higher level protocols to be used 
while executing the commands given by 
the user. This in turn affects the 
amount of traffic generated by a user. 
Second, it specifies the packet size 
distribution which has a significant 
role in determining the performance of 
Ethernet. 

In estimating the Ethernet traffic we 
assumed that typical layered network 
protocols would be used. We coupled the 
user level workload with this model of 
the distributed arhiteeture to estimate 
the average number of packets per active 
user per second. The packet level 
Ethernet simulation is then executed 
while increasing the number of users 
until the idle time goes to zero. Since 
the existence of Ethernet will cause 
more sharing and thus more host to host 
file and mail traffic, this workload 
alone is not sufficient to predict the 
total Ethernet load. We therefore study 
the network behavior with three levels 
(low, medium and high) of host to host 
file and mai: traffic. 

Note that in estimating the number of 
users a system will support one must 
also examine the user perceived response 
time and determine if it meets the 
requirements for the applications, 
environment, etc. Other bottlenecks 
such as disk delays, host processing of 
protocol messages, application program 
contention for memory and CPUs may play 
a larger role than the Ethernet in 
determining the user perceived delay. 
Those other possible bottlenecks may 
limit the number of users able to be 
supported to a 1maller number than 
predicted here, 

3 

Performance Metrics 

As mentioned _above, here we concentrate 
on the performance at the Ethernet 
level •. The delay through the Ethernet 
and the throughput as functions of 
offered load are two important 
performance metrics. The delay is often 
small compared to the delays in the 
higher levels. The main parameter 
controlling Ethernet performance is the 
ratio of the one way propagation delay 
(ie: half the slot time)· to the average 
packet transmission time. This is 
called •alpha•. The performance 
improves as this ratio is made smaller 
(MA~ABO}, (SHOC80l. This is because 
packets are exrX)sed to collisions only 
during the first slot time of their 
transmission. once a packet has been on 
the wire for that length of time it 
should not experience a collision. 
Under heavy load the throughtput will be 
better if alpha is smaller (SHOC80). 

The number of coll}sions a packet 
experiences in attempts to transmit is 
another interesting metric. Each 
collision causes the backoff range to be 
doubled. One would hope that, on the 
average, a packet does not ex-perience 
many collisions. Measurements [SHOCB01 
and simulations [MAR>.80] have shown that 
there are few collisions in typical 
systems. 

One could devise other metrics relating 
to the higher level protocols such as 
number of packets transmitted for each 
user message, etc. However, here we 
examine worst ease scenarios and do not 
pursue that topic. It should be noted 
that the higher layers often dictate the 
performanc~ of the network and therefore 
they should be carefully studied 
(MQUI8a]. They will produce extra 
packets for each user packet 
transmitted. These control packets 
contend with the data packets for the 
limited resources of the shared channel 
{Ethernet). They also contend with 
other applications for resources (CPU 
cycles and memory) at the transmitter 
ind r1e1iv1r. Htr@ wt e"ly addt&~! ~~~ 

lllUIJ fllAtlno to tno l~JPI~ ~~-~A~l. 
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system Components 

Figure l depicts a typical collection of 
components found in a t.ocal Area 
Network. users can be connected to the 
Ethernet through terminal concentrators, 
hosts, or through personal computer 
workstations. Disk requests made on the 
behalf of a user can be directed towards 
a local disk (on a personal computer or 
a host), or they may be directed towards 
a file server. swapping and paging 
traffic is assumed not go over the 
Ethernet since the hosts have local 
disks for •system related• operations. 
In this study we assume that the disk 
requests generated by the users are, for 
the most part, satisfied at the host 
with which they are communicating. 
However, remote file access and transfer 
(for mail, etc.) does use the Ethernet. 
Initially, the Local Area Network will 
not contain all the devices depicted in 
Figure 1, However, as time passes file 
servers, etc. will be added to the 
system. 
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user Profile 

The workload con~ains descriptions o~ 
the activities of the users. user 
perform operations such as file edits, 
links, compiles, executes, etc. They 
also perform typical •house keeping• 
operations such as directory listings, 
file copies and deletes, etc. They send 
and receive mail and communicate with 
other users using interactive message 
facilities. Th• characteristics of the 
users were measured during heavy usa;e 
periods for several days at the 
University. I/0 as well as program 
imaq• related data was collected. 
Table 1 summarizes some of the major 
points of interest in the user I/0 
characteristics. The table contains the 
mean value of several interesting 
statisitics. It is important to note 
that many of these statistics had 
bimodal, trimodal, etc. distri=utions 
This means that more than the mean: 
required to lully undttltaftd ~fff datA. 
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PARAMETER ·VALUE 

l) Avg. session Duration 1387 seconds 

2) Avg. Input Si:e (Term -> Rost) U.7 bytes 

3) Avg. Input Rate (Term -> Host) R.16 inputs/see 

4) Avc;:i. Output Size (Bost -> Term) 25.5 bytes 

S) Avg. Output Rate (Host -> Term) 11.34 outputs/see 

6) Avg. Printed Character Rate 2.91 chars/see 

7) Avg. Remote File Aeeess Rate a.us,;, accesses/see 
(Assumed Light usage, see Text) 

8) Avg. File Access Size 3584 bytes/access 
(Directed Locally or Remotely) 

Table 1. •per-user• Workload Swnmary 

In deriving-the total network traffic 
generated by each user, the data and 
control packets generated at each 
protocol layer as a result of a user 
transaction were totaled and used to 
drive the Ethernet simulation. The 
amount of disk traffic present on the 
Ethernet will change with time as more 
intelligent servers and workstations are 
added to the system and as usa~e 
patterns change due to those new 
capabilities. we therefore have varied 
the load due to disk traffic in the 
simulation. Various amounts of the user 
disk traffic were sent over the network. 
This traffic is normally channeled 
to/from the host's local disk and ~he 
host. Access rates of a.aa567, a.sass 
and 1.117 accesses/second/user were 
used. This corresponds to 3.31, 51, and 
111 of the traffic a given user 
generates at the local disk on the host. 

Figure 2 contains a histogram of the 
Ethernet packet sizes generated by the 
user interactions coupled with the 
protocol model. The packet size 
includes user data (if any) the 
preamble, CRC and all other protocol 
fields. The protocol model was based on 
the examples contained in architectural 
specifications. (See [DAPUl, [DEeNBal, 
[~IwlH], [ti~fH], 1nd [SHSU] tor 
details of the architecture. See 
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(W!CK80] for an overview and description 
of its features and capabilities.) The 
model used assumes worst ease examples. 
For instance, no acxnowledgements are 
piggybacked. we also assume that each 
data packet transmitted requires its own 
acknowledgement and therefore there are 
no acknowledgements of multiple data 
packets. All of these assumptions are 
clearly worst case. They all increase 
the load on the Ethernet as well as the 
transmitter and receiver CPUs and 
memories. 

R!SUt.TS 

Fi;u:e 2 eon=ai~s a histogram of the 
Ethernet packet sizes generated by the 
user interactions coupled with the 
protocol model. The packet size 
includes user data (if any), the 
preamble, CRC and all other protocol 
fields from all protocol levels. The 
main contributor to the relatively large 
number of small packets (~4 to 
11a bytes) is the higher level protocol 
control packets. As mentioned 
previously, we have assumed the worst 
case for all protocol exchanges. This 
means that there are no piggyba.cked 
acknowledgements, etc. This imposes the 
heaviest load due to protocol control 
traffic. Sinee these are generally 
1m1~i p,,~tt,, thii distribution poses a 
aemanding load on the Ethernet and 
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should produc• conservative results for 
this user workload. 

Figure 3 shows the Ethern•~ offered load 
versus the number of users for this 
workload. Th• Ethernet specifications 
indicate that a maximum of 1124 taps may 
be connected to an Ethernet. Th• 
simulation confot"llls to that rule. Note 
that several users can share a tap. 
This is the case vith terminal 
concentrators and hosts that have local 
tenninals 9eneratin9 Ethernet traffic. 
In the figures presented here, th• 
•nl.lfflber of users• ~orresponds to actual 
users - not to physical transceiver taps 
(of which there is- a maximWll of 1124). 

Figure 4 shows the mean waiting time 
versus the number of users. Pigure S 
shows the 91th percentile.of- the waiting 
time. The waiting time is defined as 
the time from when the packet becomes 
ready for transmission until lt begins 
successful transmission. It includes 
all time spent defering, colliding and 
backing-off. As mentioned previously, 
three levels of remote file traffic were 
simulated. The •1ow level• corresponds 
to an access rate of 
1.30567 accesses/user/second. The other· 
two are for one and a half and three 
times the load due to that component. 
Note that with this time-sharin9 
workload, the number of users supported 
is quite large. 

Figure 6 shows the idle time on the 
Ethernet going to zero at the overload 
points. Aqain note that this occurs for 
an unuaually large number of users. 
Fi9ure 7 shows the nWftber of attempts 
r•Gu~=~~ t~ sucees£!~lly aquire the 
channel as a function of th• number of 
users. The number of attempts includes 
all collisions as well as the one 
successful attempt which aquires the 
channel. Note that even at an overload 
point with 2aaa users, a given packet 
u;::e:iu:.:e.l a~ a•-1,~'!ge cf only one 
collision per· successful trans~ission. 
Figure 8 shows the 91th percentile of 
the number of attempts. 

CONCLUSIONS 

The results of the simulation indicate 
that the !thernet has sufficient 
bandwidth to serve large numbers of 
users of the type characterized by the 
time-sharinq workload. In practice, one 
9•nerally does not operate th• system 

' 

with the steady state load near the 
system limits. The finite r,ate at which 
the hosts, disks, users, etc. can 
generate and process information will 
prevent the steady state loading from 
achieving this level. · 

The waiting time experienced in 
attempting to gain aceess to the channel 
was shown to be within reasonable 
bounds. The number of collisions 
experienced by a packet attempting to 
acquire the channel was also shown to be 
quite low - even in the heavily loaded 
reg ions. 

In summary, we can say that the Ethernet 
seems to 0e well qualified to carry the 
type of traffic experienced in the 
time-sharing environment. It has the 
capacity to support large nwnbers of 
users in this environment. 

Discussion 

Here we have shown that the Ethernet is 
capable of handling the traffic 
generated in this time-sharing 
environment. To build an effective 
network, the operation of the higher 
level protocols must be examined. The 
delays encountered due to processing and 
queueing can result in poor user 
perceived performance if care is not 
taken in their lmplem•ntation. One 
should also examine other envir0rJ11ents 
to see how similar or different they 
might be and how this affects 
performance. Por example, the office 
environment is very important. 
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FIGURES 

Packets/Second/User 

,2 188 isa 211 258 38e 358 488 450 S80 ssa ~ee 

Packet Size 

Fi ure 2. 
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PRODUCTIVITY 
DfTBE 

OPPICE BHVIROHMBNT 

In discussing 'Productivity in the office', it's important to first clarify just 
what is meant by those terms. In this context, the concept of the extended office 
is being used: any structured association of people working with information. 
~entially, improving productivity equates to producing more work, of higher 
quality, at less cost. 

Business Week reports office costs are rising at the rate of 12-1596 a year 
and will probably double over the next six years. Those costs are rising faster than 
any other cost factor - even faster than the costs associated with generating 
business revenue. Direct costs of office operations in 1980 were over $920 billion 
and are likely to rise to $1.5 trillion by the end of the decade. What's important to 
look at is that this productivity factor in the extended office is really people 
productivity. 

Over 5096 of American workers now work with information on a full-time 
basis. Nevertheless, nationwide, over ten times as much is invested in technology 
for factory workers as for office workers. When companies first attempt to 
"automate", their attention traditionally has been on the secretary. However, 
secretarial functions account for only 2396 of office costs and only around 1296 of 
salaries. At the opposite end of the spectrum, managers and executives have also 
benefitted somewhat from technology. The mainframe computer has typically 
provided data processing reports of various forms for use by the manager. 

The person in the middle of the office hierarchy, the professional, has not had 
the benefit of technology even though professionals make up 8096 of payroll 
costs - and their numbers are expected to grow 3096 during this decade. Can their 
tasks benefit from technology and thereby, make them more productive? A 
number of studies say "yes". 

To increase professional productivity, the tools they use must be improved, 
and the barriers to productivity must be eliminated or minimized in the four basic 
areas of information processing: creating knowledge, reproducing it, getting it in 
and out of files, and distributing it to others. Putting these two thoughts together 
says that the "better tools" must be able to work together; Ethernet provides the 
interoperability for that solution. 

Every network user has the option of selecting the piece of equipment that 
best meets his or her own individual needs, whether that be the need for a 
recording typewriter for short letters and memos, or a personal computer to run 
accounts payable or inventory, or access to a mainframe computer. The user must 
not be limited to equipment from just one vendor. 

It's important that the network and the products on it can grow in an 
evolutionary manner. A company should not be penalized by starting small. The 
evolution into automated office systems integrated on a network should not require 
a massive, all-encompassing galactic plan. 

Ethernet has over 7000 person-years of testing and user experience. All of 
this experience supports the important premise of ease of growth and interopera­
bility. The specifications for Ethernet were published jointly in September, 1980, 

., 



by Intel, Digital Equipment Corporation, and Xerox. Since that time, over 275 
requests for license applications have been made; over 70 applicants have paid 
their license fee; 22 have publicly announced their intentions to build Ethernet 
compatible products. This speaks for itself; no other network technology has 
attracted such a broad allegiance. The fact is, it works. Over 50 installations of 
Ethernet networks within the past four months prove it. 

Ethernet has provided a truly integrated approach to automating office tasks. 
Systems connected to the Ethernet operate simultaneously, and can be both 
standalone office machines and part of the network system, sharing resources or 
files or printing devices. The open architecture of Ethernet allows multi-vendor 
connectibility. The specifications have been published to allow other vendors that 
ability. The Ethernet customer is not forced to purchase all their equipment and 
services from one vendor. The higher level protocols that Xerox recently published 
take this connectibility a step further and allow any vendor to be truly compatible 
with other products on the Ethernet. 

Ethernet's interconnectibility and interoperability is transparent to the user. 
The barriers to productivity can all be hurdled. Input, output, filing, retrieval, 
distribution - all can be accomplished from any system on the Ethernet. A 
secretary can print on the laser printer from an electronic typewriter. A manager 
can call up records files from a mainframe and manipulate them on a personal 
computer. The professional can access m~ive stored reports and extract 
information to prepare a summary report, complete with graphics, on a pro­
f essional workstation. And everyone can distribute information to every other 
workstation on the system without the delays of mails and unanswered telephone 
calls. Network capabilities are driven by user needs, and Ethernet provides these 
integrated services critical for office productivity. 

David E. Liddle 
Vice President &: General Manager 
Office Products Division 
Xerox Corporation 
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The extended office concept goes beyond the 
reference to an individual's separate office or a 
separate office function and is meant to include 
the entire structured association of information 
handlers. 

ETHER NET EDITORIAL SEMINAR 
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Office costs are rising 12-1596, doubling over'the . 
next six years. These costs are rising faster than 
any other cost factor, even faster than the costs 
associated with generating business revenue. 

Direct costs of office operation in 1980 were 
over $920 billion. Overhead expenses are ex­
pected to rise to $1.5 trillion by 1990. 

While office costs are rismg, however, office 
productivity is declining. 

ETHERNET EDITORIAL SEMINAR 
Page 2 
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This explosion of costs is making a significant 
negative impact on bottom-line profits for Am­
erican business. It's important, however, to 
understand these problems of productivity in 
terms of real people. 

ETH ER NET EDITORIAL SEMINAR 
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These office people fall into five categoriesi,The 
clerk and secretaries that gather data in the 
form of numbers and information; the pro­
fessionals who create ideas based on inf orma­
tion; and the managers and executives who make 
decisions based on the ideas and information 
from their staffs. 

Although the majority of workers are in the 
office, over ten times as much is invested in 
technology for the factory worker as for the 
office worker. 

ETHERNET EDITORIAL SEMINAR 
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When companies first attempted to autofnate 
their offices, their attention traditionally has 
been on the secretary. However, secretarial 
functions account for only 2396 of office costs 
and only around 1296 of salaries. 

At the opposite end of the spectrum, managers 
and executives have also benefitted from tech­
nology. The mainframe computer, with its elab­
orate processing power, has typically provided 
data processing reports of various forms for use 
by the manager/executive. 

The person in the middle of the office hierarchy, 
the professional, has not had the benefit of 
technology even though they make up 809', of 
payroll costs, and their numbers are expecte.j to 
grow 3096 during this decade. 

ETHERNET BDrI'ORIAL SEMINAR 
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Can the professionals' tasks benefit from tech­
nology and thereby, make them more produc­
tive? A number of studies say "yes". For 
example, approximately one third of a pro­
fessional's time is spent in creating documents at 
an average cost of $6000/professional. 

A recent Booz Allen study indicated that by 
utilizing office automation technology, a 1596 
gain in professional productivity could be 
realized by 1985. That's an average annual 
savings of $5,500/information worker. 

ETHERNET EDITORIAL SEMINAR 
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In internal Xerox probe locations utilizing ~ro­
fessional workstations and network services, 
these productivity gains were realized. 

These probes and studies indicate that to in­
crease productivity, the barriers to productivity 
must be eliminated or minimized in the four 
basic areas of information processing: creating 
and communicating ideas and data, creation of 
documents, filing and retrieval of documents, 
and the distribution of documents. 

The office tools must be improved, and these 
tools must be able to work together if all four 
areas of information handling are to be im­
pacted. 

ETHERNET EDrI'ORIAL SEMIHAR 
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The integration of compatible products and' the 
interoperability of products are available today 
on Ethernet. 

An Ethernet installation in a Fortune 100 manu­
facturing company showed a $250,000 net 
savings during the initial year. Because of that 
immediate realization of productivity increases, 
we asked Booz Allen to analyze this installation 
in light of their original 1985 projections. 

In Phase I of their extrapolation, a 1596 increase 
in productivity could be expected with the sup­
port group workstations and file server con­
nected to the network. 

ETHERNET EDITORIAL SEMINAR 
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Phase n projects a 1796 net increase in pro­
ductivity with all professional workstations on· 
the net and the addition of print services. 

With the further addition to the net of elec­
tronic typewriters, personal computers for man­
agers/executives, and communication services, 
an additional 1996 net increase in productivity 
was realized. 

This analysis clearly indicates the technology to 
increase office productivty exists now and is 
being utilized by Ethernet customers today. 

ETHERNET EDITOJUAL 0Mllf4X 
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The traditional approach to "buying" technology 
was that the user had to buy giant pieces at a 
time; when the user began optimizing all of the· 
capabilities, another big piece of equipment was 
purchased. The classic example of this is the 
mainframe computer. 

Ethernet, however, allows the user to start 
small, one work group or a department at a time. 
It is not necessary to have a comprehensive, 
long-term automation plan to begin automating 
an office. 

A sample phased Ethernet installation. 
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Ethernet provides generic local area network_ 
capabilities and with the published availability of 
higher protocol specifications, interoperability is 
a reality. 

By providing integrated services and capabilities 
and interoperability with "foreign" products, 
Ethernet allows :;,roe-...=ct.ivity improvements for 
all user groups. 

Ethernet has a proven history of providing the 
integrated services and capabilities, the true 
interoperability necessary to increase off ice pro­
ductivity for all user groups. 
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WILLIAM C. LYNCH 
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Often when some new idea, some new concept is introduced you often hear a 

list of stories that are told about this new concept. The stories are repeated of ten, 

embellished and after a time, they become believed by everyone. What I am going . . 
to discuss with you today are some of these types of stories and embellishments, 

the myths we have heard that have collected over the last two years that we have 

been working on Ethernet. Frankly, some of them are rather remarkable. You 

have heard or will hear from the Intel speakers where we are in the program, that 

we are close to having a· chip. As you well know, Xerox has been delivering 

Ethernet prodl!cts. We are on our way to seeing Ethernet become a recognized 

standard. So I'd like to clear up as much as I can about the misconceptions that 

exist about Ethernet. What I want to do is go through several of these items, tell 

you what the myths are, and then what the truth is. 

Before I do this, I would like to remind you of what the Ethernet specifica­

tions are. Ethernet exists in the two lower protocol levels of the ISO model, the 

physical and data link layers. They meet the ISO architecture, and it is an open 

architecture. We published these specifications jointly with DEC and Intel in 

September of 1980. The specifications of Ethernet define the electrical and 
-1-



m·echanical rules so that when you connect machines together that meet the 

specifications, they work. We specify in E~hernet a protocol called CSMA/CD. Its 

purpose is to multiplex data between machines. 

This brings me to the first misconception: Ethernet costs too much. It costs 

too much to attach a terminal or a device to the network. You heard the 

presentation by Intel which covers that item. 

Another myth about Ethernet is that it performs poorly under heavy load. 

DEC has presented a paper regarding performance, and perhaps some of you have 

also seen reports of our own Xerox experiments that were reported a year or two 

ago on the 3Mb prototype. The traffic patterns are about the same between the 

3Mb prototype and today's 10Mb Ethernet. You have heard that in all performance 

evaluations, Ethernet performed suberby. 

The next misconception I'd like to dispel is the idea that Ethernet has limited 

bandwidth. After many years of study and experience with Ethernet, we found that 

there is more than enough band width to handle applications that we perceive for 

the next ten years. 

Some opponents to ·Ethernet say it is statistical rather than deterministic. 

The first thing to understand is the term deterministic. How is it presented to 

you? It is presented to you in the following way: I can guarantee that when I have 

a message to deliver to you that I can give you an upper bound on when that 

message is going to be r:eceived by you at your terminal or work station. DEC has 

gone through a very detailed presentation on the Ethernet performance. The really 
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_important issue is waiting time. Does the message get there fast enough for the 

application that we want? _If it gets there fast enough, it doesn't really matter if it 

is sj:atistical or deterministic. It ges t_here. It does the job. That is the issue I am 

bringing out here. 

What you are. told is that because Ethernet is statistical, it can not do certain 

things •. I can give you an example of token ring and busses, etc., that are also 

·statistical. For example, a: token bus. As long as there are, say, ten workstations 

. on my bus, and I'll never get any more than ten, and everybody is sending the same 

stream of traffic all the time, that is, a terminal user at a constant rate pushing 

the same button - the return or enter button - what I will get is a stream of data 

coming out from everybody. And if nothing breaks and nobody else wants to get on 

the bus, I can guarantee there will be a response time that is fixed. But now you've 

got to solve the following problem. You come in to your office in the morning and 

want to check your mail. All the people in your office probably do not come in the 

same time every morning. You come in and flip the switch and ask, "What is my 

mail today?" But then, what about messages that are coming back to you? I don't 

think that a deterministic process will handle this situation, either. 

My point is there is nothing deterministic in this business. The reason these 

channels are shared is to take advantage of the fact that what you are going t_o do 

is probabilistic. But you can't predict in advance. Otherwise, you would give a 

fixed pair of wires for every terminal that is going to use the network. If you 

really want that - you can do it. 

_j_ 
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I want to show you this. slide to give you an average to look at. These are 

numbers, response time. Resp~nse time is waiting time plus transmission time. 

You already heard that transmission time· for Ethernet is a small value. Waiting 

time is a probabilistic number: some number of tenths to milli-seconds. If the 

question really is, "Can I guarantee that my message will get there in a tenth of ·a. 
. l 

second if ·1 use Ethernet?", the answer is: Yes. Data can get from sender to 

receiver in a tenth or hundreth of a second, almost always. Conservatively, data 

can get there in one-hundredth of a second, upwards of 90% of the time. 

On the other hand, what does micro-second response time mean? It means 

that you have this packet that if only a few bits wide. What can you get in a few 

bits..;. maybe the preamble • 

Another myth that we hear is .that we have put too much intelligence into the 

terminal. What is happening now is that VLSI is allowing us to inexpensively locate 

a lot of intelligence at the work station. Let's take advantage of that. Improve 

performance and improve capability. More and more of this pattern is showing up. 

As a matter of fact, the trend is to put evem more of it in the work station. You 

will find smarter, not dumber work stations in the future. 

Next Myth: Ethernet protocol has no error control. Truth: Ethernet uses the 

Autoden 2, 32 bit FCS for error detection, Next truth: RS232 (X2 l bis) has the 

same error control. This is exactly what the standards have been using for years. 

You have heard at least four of the presentations talking about layering. What has 

happened is that with computer networks, we are allowed to start layering some of 
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thes-e functions, with the error detection at the lowest layer and error correction 

at the middle layers. Xerox provides error cor_rect in the Transport Layer. 

We have found that there are certain applications that don't require error 
i 

control. Time of day, for instance. We send a clock down the network every few 

milliseconds. I am sure that I don't want to have to retransmit that because I lost 

it. I know another one is coming later. What we: have done is take advantage of 

the kinds of things that you do on a network. You don't just send files, you also 

send control information from time to time. Or just plain information. We have a 

packet we call "Breath of Life" - it sort of floats around to initiate down-line 

loading. The communication server just sends it out and says here I am, does 

anybody want me? If it1s lost, it's lost; another one is coming. 

Myth: The Ethernet protocol (CSMA/CD) does not work with any other media. 

We have seen since at least 1969 CSMA/CD on every media that you can think of. 

Xerox implemented CSMA/CD on a fiber optic technology. We have had a Fibernet 

experiment running since around the 1977. There are a number of other vendors 

outside of Xerox looking at putting Ethernet on fiber. There are going to be 

differences in physical architectures, but a CSMA/CD takes advantage of multiple 

access. Second, broadcast or broadband technology has been using CSMA/CD 

technology for a long t0ime. Miternet is an example. Of course, Wang's Wangband 

is CSMA/CD - it's the same protocol. That says something. We must be right. It 

is a basic way to tie computers on a network and communicate in a multi-access 

environment. In the Wang or Miternet implementation - in the first two levels of 

the protocol - what is different is that the physical channels, the physical 

implementations, are going to be different. 

_,_ 
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Question: How do you configure this local network called Ethernet? A miscon­

ception is that Ethernet has limited topology and topography, that there are only a 

few ways you can co_nfigure Ethernet. That is utter nonsense. We have Ethernets 

in high rise buildings, and in single floors. The installation we have of the 

Ethernet, for example in Palo Alto - at my office - is essentially a single cable - a l 

snake between the floors. One Ethernet. We have installations where on each 

floor, there is a backbone Ethernet going down an elevator shaft and a single 

Ethernet on every floor. I think I know the source of this particular myth: If you 

look in the specifications, it says 100 taps per segment and then you look at the 

next picture - a maximum of 1500 meters cable in a network - linear -difference 

between two stations. And people start counting because the configuration you see 

in the specs is 500 meters, 500 meters - where do you get the 1000? It must be 

limited. Therefore, you can only get 1500 meters between stations. Again, that is 

nonsense. You can have at least three dimensions oi a network topology. 

Myth: Ethernet has a limited number of attachments. Truth: Ethernet has 

1,024 tap locations. Each of these tap locations can interface several terminals. 

You can have just about any application to topology that you want. You have seen 

already from the DEC presentation that 2000 terminals is not a problem. Actually, 

~ than that is not a problem. Referring back to my deterministic. slide, 

remember that respon$e. time is in such a small time value range that the 

applications never see this response time. You sit at the terminal, working out 

what you are going to do next, which process to serve next. It will always take you 

longer to do that than it takes Ethernet to send the message on the network. So 

you are allowed all kinds of applications. 
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... Myth: Application coverage is limited. This has the flavor of, "Ethernet 

can't do factory applications." That is, of course, not true. Ethernet has been used 

in factory applications. As a matter of fact, right now there is an Ethernet 

network in a manufacturing facility in Dallas that is wrapped around a power 

distribution cable. And every now and then the big switch on the wall goes 

"girc:hunck". And the packets keep going and there is absolutely n~ problem. This 

takes us back to resp~mse time: a tenth of a second - no problem. Ethernet can be 

used in some applications of manufacturing. Ethernet is planned to be used and is 

being used outside of the office, dispelling the myth of Ethernet being suitable only 

for office applications. 

These next issues have to do with the acceptability of Ethernet itself, the 

Ethernet protocol, how has it been received in the public, how has it been received 

in industry. The first myth here, that Ethernet has limited acceptance by the 

business and communities, is nonsense. You have already heard that at least 22 

vendors that have publicly declared their intentions to be compatible or make 

components with Ethernet. There are more that are not yet public. There are 

numerous companies who intend to and who are investigating supporting Ethernet 

in the field as a product. This slide shows the types of products or components that 

are currently offered by non-Xerox vendors. You can see that the entire spectrum 

of the things that you .ne~d to do with an Ethernet are avaiable: transceivers, 

controllers, controller chips, cable, systems, compatible stations. For instance, 

there are at least five transceiver vendors world-wide. By the way, there is an 

overlap in this list. Some of the vendors that are making transceivers are also 

making controllers. There are at least nine controller vendors. We have four chip 

l,_ vendors, three cable vendors. The system vendors consist of people who have 
-7-
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decided to supply complete Ethernet compatible systems. They range from 

sof twar~, computer-based systems all th~ way to the entire network. And the 
. 

compatible station v:endors are people making smart terminals to talk on Ethernet, 

which range from highly talented terminals or work stations to fairly low functi_o~s 

b·ut direct connections. 

Ail this reinforces Dave Liddle's earlier statement: our goal is inter­

operability. Open up the marketplace and let other vendors get into this. For 

example, Xerox does not make transceivers. We buy transceivers. Xerox is into 

the chip business. We buy chips. So it is important to us that we have received 

this wide acceptance of Ethernet. The point is that the acceptance in the 

community has been very high, very wide, and very complete where companies 

have committed money, time, and people to support Ethernet. 

Finally, the last myth: Ethernet is just a development project and will never 

be implemented. We actually had a question asked of us recently -when will the 

first Ethernet be installed? The answer is, of course, yes, we have had Ethernet 

commercially installed for over one year. Two major companies that have 

discussed their experience with Ethernet to the U.S. press are TransAmerica and 

Arco. When I made this slide, there were 35 other networks that were up and 

running. There are anot~er 50-60 networks in different stages of installation an~ 

operation. This does not count networks we have inside Xerox. 

It is true. There is an Ethernet. It works, and it works reliably. What I have 

tried to do was go down the list of what I consider the really crucial myths, discuss 
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them, and tell you the facts that dispel these myths. Ethernet itself is certainly no 

longer a myth - it is a reality. 

Thank you. 
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Electrical Engineering in 1974 from the University of Maryland with 

major research interest in systems theory. He is a member of Tau Beta 

Pi and Phi Kappa Phi honor societies. 

Printis conducted research in systems theory and applied mathematics, 

with specific interest in applications of systems theory to large scale 

systems, at IBM Research Center in Yorktown Heights, New York, 

between 1973 ~d 1977. He spent a short time at Bell Laboratories, in 

Holmdel, New Jersey, in 1977-1979 working in the ACS project on 

network control and network management protocol development. He 

has been employed at Xerox Corporation since 1979, working in the 

area of communications networks. His work assignments included the 

design and development of the communication protocols for Xerox' 

long-haul data communications networks. 

Dr. Printis is currently Manager, Network Standards in Xerox Corpora­

tion's Office Product Division, Systems Development Department in 

Palo Alto, California and is developing network management standards 

for local networks. 

,, 



( 

B'l'BBKIIBT BDD'OBIAL SBMDJAR 

DJSPBLLIRG BTBBRHBT MYTHS 

On September 30, 1980, Digitial Equipment Corporation, Xerox 

Corporation, and Intel Corporation published version 1.0 ot the Ethernet 

Specification. Despite the support ot the standard by a wide range ot 
institutions, both commercial and academic, there is still some contu­
sion expreaed about Ethernet, its design, and its operation. In today's 
presentation, several of these misconceptions will be discussed, using 

the experience gained from the installation and operation of the 

network since 1975 for the experimental network and since 1980 for the 

commercial l0Mbit version. 

This discussion is separated into six areas of concern: design, 
configurability, application coverage, acceptability, performance, and 
costs of Ethernet. Any local area network technology must deal with 

these concerns. We will discuss how Ethernet addresses these issues. 

The presentations by DEC and Intel will have addressed the issues of 

performance and costs. The Xerox presentation will address the 

remaining four areas. 

Robert S. Printis 
Manager, Network Standards 

Office Products Division 

Xerox Corporation 
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DISPELLING ETHERNET MYTHS 

Robert S. Printis 
Xerox Corporation 

Office Products Business Unit 
Palo Alto, California 
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MYTH CATEGORIES 

• DESIGN 

• CONFIGURABILITY 

• APPLICATION COVERAGE 

• ACCEPTABILITY 

• PERFORMANCE 

• COSTS 

.. . 
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DESIGN 

• ETHERNET HAS LIMITED BANDWIDTH (capacity) 

- 10Mbit per second capacity more than adequate for local 
computer network applications envisioned for next ten years 

• ETHERNET PROTOCOL IS "STATISTICAL" (rather than 'deterministic") 

-- Definitions 

-- Waiting Time -- elapsed time from the time that the packet is 
ready f~r ~ransmission until the packet successfully begins 
transmIss1on. 

-- Transmission Time -- propagation time of the packet on the 
medium. 

-- Response Time = Waiting Time + Transmission~Time. 

-- Deterministic System -- Waiting Time known to.a fixed upper 
bound. Therefore, the Response Time is bounded, under normal 
operation of the channel. 

-- Statistical System -- Waiting Time's upper bound known with 
probability. 

., 
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--Response time requirements met by Ethernet 

.100 sec 

.010 sec 

.001 sec 

.0001 sec 

.00001 sec 

Yes, unless system is broken 

Almost always, unless system is broken 

Misses this requirement if long packet 

(Maximum packet size = 1518 bytes) 

Possible for small packets 

Forget it 

--For a point of comparison, 9600 baud line 

.100 sec no, if message exceeds 120 bytes. 

,. 



• PARTITION OF ETHERNET FUNCTIONS PLACES TOO MUCH OF THE 
COMMUNICATIONS RESPONSIBILITY ON THE 'TERMINAL' 

- Reduction in price-size-performance due to VLSI permits 
introduction of more communication function in tne station. 

- Permits the design of more efficient communcatio:ns. 

--The direction of the future is to place more, not less, 
communications in the station. 

• ETHERNET PROTOCOL HAS NO ERROR CONTROL FOR DATA 
TRANSMITTED ON THE CABLE 

- The situation is the same as that in RS232C data communications. 

-- The Autodin II 32 bit FCS is specified by the Ethernet Specification. 

-- It is common in computer communications networks to place error 
recovery in the transport layers of the communications protocols . 

•• . 
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• ETHERNET PROTOCOL {CSMA/CD) CANNOT WORK ON OTHER MEDIA 

-- Fiber Technology -- Fibernet 

-- Broadband Technology(coaxial cable) 

-- Mitrenet 

-- Wangnet's Wangband 

-- Layering permits this -- must define physical channel interface, 
but protocol is media independent . 

• 

• • . 
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CONFIGURABILITY 

• ETHERNET HAS LIMITED TOPOLOGY AND TOPOGRAPHY 

' . . 

• 
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Coaxial Cable Segment 

..., ______________ (500 M max) 

Transceiver Cable 

...., _____ (50 M max) 

Station 

Transceiver & Connection 

to Coaxial Cable 

(100 max per segment) 

Small Ethernet Installation 

., 
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Segment 1 

Repeater 

'· 

Segment 2 

A Medium-scale Ethernet Installation 



Segment, Segment 2 ., 

Station 

Repeater 

Segment 3 

·1 
Remote 

repeater 

Point-to-point 

Link 

/ 

Segment 4 

Segment 5 
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• ETHERNET HAS LIMITED NUMBER OF POSSIBLE ATTACHMENTS 

--1024 attachments possible, i.e., tap locations 

--Several stations can share a tap. 

--For example, with the Xerox 873 Communications Server -- 8192 
RS232C Ports 

--Numbers of users depends upon applications 

, . . 
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To other networks 

I 
cs 

ws WS 

TC = Terminal concentrator 
WS = Work Station 
H = Host computer 
FS = File Sever 
CS = Communications Server 

FS 
I I 

Disks 

H 

Terminals 
1,2, - - n 

II I 
WS • TC 

I I 
Disks 

•• . 

I 

TC 

11 \ 
Terminals 
1,2, - - n 
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APPLICATION COVERAGE 

• ETHERNET CANNOT BE USED IN REAL-TIME PROCESS CONTROL 
APPLICATIONS 

--If" real-time" means message delivery by 0.1 sec then, may use 
Ethernet 

-- Ethernet can be used in some applications in manufacturing. 

[ -- D_EC and Intel briefings give more examples of Ethernet in other 
env1roments. 

'. 
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• ETHERNET IS SUITABLE ONLY FOR OFFICE APPLICATIONS 

DEC intends to use Ethernet as local network for applications which 
include the office and traditional data processing 

; 

Many of the companies licensed to use Ethernet are not in the office 
automation business, but are data processsing companies · 

No technical reason which restricts use to office applications. 

•• . 
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ACCEPTABILITY 

• ETHERNET HAS HAD LIMITED ACCEPTANCE BY THE BUSINESS AND 
TECHINICAL COMMUNITIES 

Twenty two vendors announced their intention to provide 
compatible systems 

Transceivers Five vendors 

Controllers Nine vendors 

Controller Chips Four vendors 

Cable Three vendors 

Systems Ten vendors 

I' 

Compatible stations Ten vendors . 
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• ETHERNET IS JUST A DEVELOPMENT PROJECT AND WILL NEVER BE 
IMPLEMENTED OR INSTALLED 

TransAmerica 

Arco 

35 other nets 

, . . 
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