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INTRODUCTION

This document addresses the problem of commenting individual NLS

source code files and offers suggested formats for variocus L10

languagje constructs; it also provides some suggested standaras for

error handling and source code file arrancement, 1There will ve

other documents to address the provlems of extracting information

from files, providing glcbal documentation, etc, 1a

While these templates should serve as a starting point for code

written by all NLS programmers, it is clear that a certain amount

of flexibility is essential, Only the procedure code template is
mandatory at this point in time. ib

There are instances in which the use of a form for the IF
statement affferent than that given here would be desirable,
All we ask is that the spirit be preserved,  11bt

This spirit would be hard to define exactly, but among its

essentials would be the use of BEGIN and END as "brackets" \
around blocks of compound statement code, the use of CASE

rather than IFs where possible, an attempt to keep "important"

loaical information at the hichest possible level (which

results in the succested form for IFs 2and the various iterative
sttatements), and a general attitude of writing code not for

yourself and the computer, but for ycur brother and sister

proarammers who must eventually aeal with your bugs two years

from now. ‘ 1b?

The gquiding philosophy in selectina the templates has been to find
a consistant approach to make listings and/or portraysls of
proarams e3asv tc read and to have the listina/vortravz] of the
program follow, tc some extent, the logic of the proaram,

Each loaical agrouo of statements is a plex, wnose up is a
comment, The comment should have some significance when vieved
with levels truncated,

To set otf code in L10, one should make use of level indentina
where acpropriate, Procedures should be thought of as
parayranhs; the density of intorrmation and the lavout in a
portraval can maxe understandinoe easy or difficult. Separating-
to paragraph/procedures should be a olank (createc ty an EOJL),
(See below for further discussion of comments,)

An YLS System Proarammers Handbook containing pertinert Journal
gocurents dealinag with our system programming tools and

conventions and eventuelly gocumenting the internal workinas of
our system should also be prepared,




X LLG 19=DFC=75 10:26

New Progarammer’s Documentation Stanaards

USE OF CDMMENTS
It is obvious that comments should be:
meaningful
clearly visible and distincuisable from code
used profusely and freely throuchout the code

Code that is not obvious to a2 prourammer relatively naive about
that part of the system should be commented,

It is, however, not neccessary to comment code understandable
to any system programmer such as an assignment statement:

(. IR O .
with the comment:

% assign x to 2 %

We prefer that comments refer to a loaical group of statements,
Logical aroups of statements should 3li be one plex whose up is a
comment.

It should be entirely possible to read only the comments and to
know¥ what 2 procedure does and how it does it,

A bug shoulid not be considered fixed until the comments sre
prought up to date; similarly a new procedure is not finished,
and should not be adopted, until] it is fully commented and
documented,

Within a procedure, 2ll level two statements relative to the
procedure declaration should be comments, and all code will be
substructure oY these comments.

For deeper levels, it is permissible to have comments and
the code to which the comments refer, at the same level to
conserve levels.

However, in this case the grouvp of comments and cocde may
be surrounded on both sides oy an optional vlank
statement or comment (to make the aroup stand out).

Where it is desiravle to comnment an individual statement within s
loaical aroun, it is permissible to place the comment on the same
line as the statement and to the right of the statement,

It is preferable to have all comments of this nature start in
the same column (use spaces).

27184
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USE OF SPACES 3

Spaces shouli be used freely to make the readina of a proaram
easier, 33

They should not be used in places in which their presence

obscures a natural pbinding (e.g., nested procedure calls within

the parameter list of anothe troceuvdre calls: toc many soaces

between the parentheses could make it aifficult to scan which
parameters belono to which araument list.) 3al

The use of punctuation could folleow the generally accepted rules
for the same puntuation in Enclish, (Thus no spaces before
periods or semi-colons or commas, etc,) ib

The following rules should be obeyed (the rules may be broken {f
the use of a space clouds an issue or if the use of a space(s)
would force a one line statement to take two lines). Spaces

should appear: 3c
Between arguments in a parameter list, (This space should
follow the comma 3and precede the succeeding arcument,) 3ct
Before and after the "_" or ":=" in assignments. 3c2
Followina the colons in the conditional expressions in CASE and
ON SIGNAL statements, 3¢c3
Preceding and following the opening percent=sion of a camment. 3cd

Wherever else the oresence of a space serves to clarify or to
satisfy your aesthetic sense, 3¢5

Parantheses shoula’ also be used to form grourinas within
expressions. 3a
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BLOCKS+== BEGIN, END

(a group dgelimited by the BEGIN and END?
the statement of which it is
and LND should be on the

A compound statement
statements) should appear down from
the object, (See examples below.) BEGIN

same level,

4a
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GOTO STATEMENTS AND LABELS )
GOTO 5a
GOTO should be avoided and should only be used to preserve
structure when unusual transfers of control are used (e,a. an
interrunt handler). 5ail
LARELS Sb
Labels should be avoided, They may be vused, thouanh, to prcvide

3 location to be reached by @ qoto or for return of control
from a catchphrase, S5b1
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CASE STATEMENTS

CASE case-clause OF
. cond-expl: simple~statement;
cond-exp2:
BEGIN
h;D:
cond-~exp3: simple-statement;
cond=-expn: simple=statement?
ENDCASE simple-statement:
ww(JRw= -
ENDCASE
BEGIN

“ee

END;

10:26
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IF STATEMENTS 7
Please note that very often complicated nested TFs become simpler

if rewsritten as CASE statements, 7a

FORM 13 entire statement fits on one line b

IF if-clause THEN then-clause [(ELSE else-clause); b1

FORM 2: entire statement does not fit on one line 1c

FORM 2A: simple then=-clause and simple else~clause I1ct

IF if=-clause THEN then=clause Jcia

ELSE else=-clause; 7cib

FORM 2B: complex then=-clause and complex else-clause Tc2

IF if-clause THEN % Comment % 1c2a

BEGIN 7c2al

sse 7c2a2

END 7c2a3

ELSE % Comment % 7c2b

BEGIN 7c2bld

eee 7¢c262

END: 7¢2b3

FORM 2C: simple then-ciause and complex else=clause 7¢3

IF {f-clause THEN then=-clause 7¢c3a

ELSE 7¢3b

BEGIN Tcibl

wse 1c3b2

EHD: 2/ 7¢3b3

FORM 2D: complex then=-clause and simple else-clause ict

IF if-clause THEN Jcéa

BEGLIN Tcdal

eve Tcsaz

END Tcéas

LSE else=clause; . 1c4do

-~
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ITERATIVE STATEMENTS 8
UNTIL STATEMENTS 8a
FORM 1: entire staterent fits on one line LER!
UNTIL until=clause DO simple~statment: £ala
FORM 2: entire statement doesn’'t fit on one line Ba2
UNTIL untile-clause DO 8aza
simple-statement; Ba2al
=w(Re= Bazb
UNTIL until-clause DO Baz2c
BEGIN gazcl
sese 3 8a2c?2
END; 8a2c3
WHILE STATEMENTS Sb
FORM 1: entire statement fits con one line : b1 _
WHILE while-clause DO simple=statment; gbila
FORM 2: entire statement doesn’t £it on cne line b2
WHILE while=clause DO gb2a |
simple~statement; 8b2al
==0R== 8b2b |

WHILE while-=clause DO 8b2c
BEGIN

END;

DO STATEMENTS

FORM 1: entire statement fits on one line

DO do~clavse WHILE/UNTIL whilesuntil-cliause:;

FORY 2: entire statement doesn‘’t fit on cone line

DO do=clause

WRILE/ZUNTIL while/until=clause;
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)R-

DO
BEGIN
END
WHILE/ZUNTIL while/until=clause;

FOR STATEMENTS
FORM 1: entire statement fits on one line

FOR for=clause DC simple-statment;

FOR#M 2: entire statement doesn‘’t fit on one line

FOR for-clause DO
simple-statement;

w=(JRe=
FOR for-clause DO
BEGIN
END?
LOOP STATEMENTS
FORM 1: entire statement fits on one line
LOOP loop=clause;

FORM 2: entire statement does not £it on one

Loop
BEGIN

END?

27184
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STATEMENTS

Comments are definitely in order here; also,
properties of FIND statements,

it is more
to have them as FIND expressions

becauvse of the
in IF
error traps: if there is

often than

not &dvisable
statements with appropriate
a failure, pointers may not be
would expect otherwise,

what you

10

:

7184

9a
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ERROR HAWNDLING 10

Errors should be handled by signals (ABORT/ HELP/ NOTE), calls on
appropriate error routines such as err, or by returning a well
defined value, 02

All procedures that aenerate or catch sianals should have the
appropriate documentation (see FROCEDURE CODE, NON-STANCARD
CONTROL) . 10al

Mote that the use of sjanals with uniauely defired SIGHAL
values permits the passinao of wore information and control in
error sitvations than a call on err, 10a2

Wwhen a sianal is cauaht, care should be taken that the action
appropriate for the signaltype is chosen, Each-‘'catchphrase

should be ahle to respond to an ABORT, HELP, or NOTF correctly,

To aid in handlina this orobler, a template for catchohrases is
suggested. 10a3

CATCHPHRASE STATEMENTS 10b

Catchphrases tchould be located at the end of the orocedure bocy
under a second level comment just prior to the "END,"

statement, 1001
(catchname) CATCHPHERASE ( ¢ res2, res3, resd); 1002
BEGIN 10t 22
CASE SIGNALTYPE OF 10b2b

= aborttype ¢ 1002501
simple=-statement? {0bZbla

= notetype : 100262
simple-statement: 10b2h2a

= helptyye 10623
simple~statemrent; 10b2b3a

ENDCASE 106264
CONTINUE; : 10t2k42

END; 10e2cC
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PROCEDURE CALLS 11

Should not be links., Rather, a "cataloao" file of links (produced
by 3 user proagram making use of svsad) can be accessed via
Jump=-to=-Name~EXxternal. ila
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PROCEDURE COGDE

All PROCEDURE statements should be at the same level, Procedures
should be organized toagetner functionally in a surce code file
down a level from an aporooriate funtional definition commwent,

(e .Trise FoasneenesParsing ProcediTres e essects Roesenees ELIOT
RoutinesS,...«.%, €tc.)

Each procedure should be classed by its potential for use as a
black box (e.a., as a procedure called by user-programs), The
following class codes should be used to characterize & proceaure:

G = Guaranteed to stay around with the same user interface for
some time to come,

U = Useful routine but not guaranteed to stay around from
version to version.

L = Lower level routine that should only be bsed when hicher
level routines will not suffice, Absence of "L" implies a
higher level routine,

B = NLS backend routine that is callable by any user procram,
Absence of "B" implies that the routine is not loaded with LS,

“L, contol=lL or formfeed, could be used in the code to produce
well~paginated listings, There should be a8 “L before tne
ftuntional definition comments and before iong procedures,

This will make smaller blocks of information stert on a new
page when listed via NUTPUT QUICKPRINT., Thus, & branch-only
guickprint of a chanced part of a source code file may easily
be inserted into our iistings,

An EQL should appear after the "END.".
Example:
% Blapping routines %<EOL>

% General comment about blap routines, May be 2 bkranch.
$<EDL>

(procname) $ CL:proa=-class; one~line-description % <EOL>
PROCEDURE (FP1 <typed>, ..., FPm % => [meta-res] RES1 <type>,
se0es RESD. %)
% Procedure description
FUNCTION
detailed descriction of what the procedure is

13

27164
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12e
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algorithms used (where

approrriate) 12elplal
ARGUMENTS j2elbib
FP1 == type = <specjal entity type> = description
of value . 12elblbi
von 12e1bin2
FPm -= type = <special entity type> = descrintion
of value 12elbib3
12elbibd
Example: 12elblpda
src == LIST = <LSEL> - list of 3 elements
(Entity type INDEX, user typein LITERAL,
window=id INTEGER). 12eiblbdal
userident == STFING = addr of string
containing ident; 1-5 chars. 12eibibda?2
RESULTS 12elbic
[meta-res) == description of value f2eibict
RES] (proc value) == type =~ description of value 12eiplc?
e ) 12elbic3
RESn == tyoe = description of value 12einic4d
NON=STANDARD CONTROL j2eibld
SIGNALS GENERATED 12elbidl
Descriptions of errors generated, as well as
help sianals, notes, etc., Exarple: 12elbidla
SIGNALS GENERATIED 12eircidiail
If the arcument ‘foo’ is not a 1ist, the

error siansal

ABORT(cantdothat,
dummy!")

list,
is generatead,
SIGNALS CAUGHT

{2elbidlzla
"You‘’ve got to bass &
12eibldlalal
12elbidlalb
12ei16142

Descrintions of sianals that are stopped and/or

modifiea by invoked catchohrases,
are CONTINUEd need not bpe
catchohrase aenperates a new
sjanal should be descrited

GENERATED entry.
STGNALS CAUGHT

This procedure stovs
(all signals of type

Sianals that

mentioned, If a
sianal, the pew
in the SIGNALS
Example: 12elbldzZa
12eibld2al
31) error signals

"abort"). ?elbld?ata

0S INTERFACE 12¢1b143

A description of all unusual transfers of -

control, interrupt routines, context switches,

stack rmodifications, etc. 12eibio3a
GLOBALS j2elbple
Globals read == type 12etttel
Globals modified -~ type - description of value {2eible?
% 12e'bl¢f
% Declarations % 12¢1b2
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(recommended ordering) 12e1b2e
LOCAL 12elbZb
LOCAL TEXT POINTER 12elb2c
LOCAL STRING 12e1b2d
LOCAL LIST 12elb2e
REF 12elb2f
<pody of the procedure> comments only at this level 12e1b3
END,<EOL>
12e1bd
Proarammer’s Template ( ref, <nine, proctempolate,> ) 121
(procname) % CL: ;7 one~line-description %
PROCEDURE (aral <tvpe>, ..., aran % => [meta-res) resi <type>, ;
s resn %)7 12€1
% Procedure descriotion 12153
FUNCTION g 12f1a1
none 12f1ala
ARGUMENTS 12f1a2
none 12f1a2a
RESULTS 12f1a3
none 12f£1a3a
NON~STANDARD CONTROL 12f1a4
none 12fl1ada
GLOBALS 12f1a5
none 12f1a5a
12f1ac0
% Declarations % 12£1b
<procedure body> 12f1c
END,
12f1a
Example: 12f£2
(xinit) % CL:GB; 1Init. procedure called in FE initrule %
PROCEDURE (rtnlist REF % => see ara %): 12£24
% Procedire description 12f2a1
FUNCTION 12f2al15
This procedure is called during the initialization
rule of the NLS grammar. The FE will restart a
fajiling init rule, so this procedure always returns
successfully to the FE and returns the real ouvtcome
8s a result, The result is tested in the agrammar
and if it indicates teilure, a parsefunction to
terminate the tool is called, 12f2ala1
ARGUMENTS 12f2alb
rtnlist -= REF = addr of result list (for middle
end). 12£231b1
RESULTS 12f221c¢
proc value =~ TRUF &always, 12f2aic1
rtnlist ~= REF = addr of result list; LIST (
outceme BOOLEAN ) 12f2ai1¢?
NON«STANDARD CONTROL s 12f2aia

15
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SIGNALS GENERATED 12f2a1di
A call is made to err if procedure feinfo fails,
12f2aldla
SIGNALS CAUGHT 12£2a142
All aborts are terminated, The catchphrase
initfail returns a failure resuvlt to the FE,
which c3alls a parsefunction to terminate the

tool. 12f2ald2a
Al1l otner signals are continued. 12f2alad2b
GLOBALS 12f2ale
MODIFIED 12f2atetl
dacnt == no. of active da‘’s; initislized to 0.
12f2alela
READ 12f2a1e2
uboolean 12f2ale22
% 12f2alf
invoke catchphrase % : 12£2a?2
INVOKE(initfail, rtnsetfail):; 12f2a2a
initialize user options (profile) % 12f£2a3
unoinit(): 12f2a3a
get frontend information % 12£2a4
IF NOT feinfo() THEN err(s"abort back to FE"): : 12f2a4a
display area initialization% 12£2a5
dacnt . 0; 12£2a5a
intdafl (&tda . newda()): 12£2a5b
oven initiasls file % . 12£2a6
initid(); 12£2a6a
drop catchphrase % 12£2a7
DROP(initfail): 12i2ala
return % 12238
sartnlists(1) _ USEF makedesc(upoolean,TRUE, FALSE); 12fi228a
(rtnsetfajl): 12f2a8r
RETURN? 12f2a3b1
catchphrases % 12€239
(initfail) CATCHFHFAEE? 12£2a9%a
BEGIN 12£24%a1
CASE SIGHALTYPE COF 12£2a%a?
zaporttype: 12f28%a72a
EECIN 12f£2a%9a2al
srtnlist#f1l)] _ USE makedesc(uboolean, FALSE,
FALSE); 12£2a29a2a2
TEFMINATE? 12f7a9a2a3
END? 12f2a9a2a4
ENDCASE 12¢25%a2p
CONTIRNUE? 1212289a2b1

12f2a%43

12£2a10
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(dismes) % CL:GB ; disvlay a message to the user %

PROCEDURE (type, astrng FEF & => %); 12f2b
% Procedure description 12f€2b1
FUNCTTON 12f2bla

This routine is called to dispiay @ messaae on the
screen or tty, 1t performs a PCP call to the
Frontend "show" function tc display the messege,
It will break the strinag into substrings, at line
boundries, if the size exceeds the maximum

allowable by the FE, 12f2blal
ARGUMENTS 12£2bib

type == INTEGER = value determines the display
action 12¢£2blib1]
type = 02 12f2bibla

will remove any message on the screen, An

A-string need not be agiven in astrna in this

case, 12f2ciblal
type > 0: f 12f2blbib

the messace will be displaved, and the

rovtine will return (with the message still

on the screen), 12f2biblb1

astrng == REF ~ addr of string to be displaved, if
type is non-zero. ‘ 12f2b1b2
RESULTS 12f2vlc
none 12f2blct
NON=STANDARD CONTEGQL 12£2bid
SIGNALS GENERATED 12f2b1d}

Calls err(s"string too long to display") if
astrna,l, exceeds FE maximum and no end-of=-line

characters exist, 12f2b1d1a

GLOBALS 12f2ble

FEAD v 12f2p1el
maxdpschar == max, number of char. FE can

display., i2f2blela

% 12£2bif

% Declarations % 12€2b2

LOCAL 12£2b2a

vrkstr REF, % addr of current substring % 1226231

chsent = 0, % characters sent % 2f?2b2a2

nctdone = TRUE? 1278243

LOCAL TEXT POINTEF 12£2b20

tps, toe; 12£2b2h1

LCCAL LIST 12¢{2b2c

shewargs({3), reslli]): 12f2b2c!

% packaae and send the string, within FE constraints % 12£2b3

&wrkstr _ sastrng; 12f2b3a

WHILE notdone DO 1212b3b

BEGIN 12£2b 301

IF wrkstr.L >= maxdpschar THEN 12£2b3p2
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BEGIN % move string header and send next

substrina 3% 12f2b3k2a
% setup max allowable string % 12f203b2b

wrkstr,L - maxdpschar; 12f2b3b2p1
% scan back past last end-of-line % 12f2b3b2cC

FIND SF(*w¥rkstr#*) ~“tps SE(*wrkstr*) “tpe; 12f2p3b2c)
IF NOT FIND [ECL/(CR LF)/(LF CR)) “tve THEN

err(s"string too 'long to display"); 12£2b3b2c2
*wrkstr* _ tos tpe; 12£2b3b2¢3
chsent . chsent + wrkstr.L + 1; 12f2b3b2c4d
END 12f2b3b2d
ELSE notdone .. FALSE: 12£2b3b3
% send the string % 12f2b3b4
% buildé aroument list % 12f2b3bda
CASE type OF 12f2b3b4dal
= 0: : 12f2b3bdala
#showarags# . "", 12£2b3pdalal
USE makedesc(uboolean, nocawait,
FALSE); 12f2b3b4atala
ENDCASE 12f2b3b4daib
tshowaras# _ *wrkstr#*, 12f2b3b4aibi
USE makedesc(uboolean, nocawait,
FALSE): 12f2b3b431ibla
% make remote call % 12f2pb3b4b
CASE howpcp OF 12£2b3bébi
= 2: %DPS% 12£2c3bdbia
REGIN - 12f2b3b4vial
IF NOT fepkh THEN fepkh . opnpka(2,
§"tool~package"); 12¢2b3b4dbl1a?
pcrcall (ferrh, feckh, sS"show",
sshowaras, 0): 12£2n3bdb1a3
END: 12f2p3bd4p1as
=1, = 3: %S-P, MSG3 12£2b3b4bib
< extcall(femailbox(t), s"show"

2

[ 4

$in-line w/ ack%, sshowaras, Ssresl);
12£2c304b1b!

ENDCASE? 12£203b4blc

% move header past last end=cf-line % 12£20305%
IF notdone THEN 12£2b3054
BEGIN 12£2b3b5a1
SWrksty o &wrkstr ¢+ (wrkstr,L + 4) / S5; 12£2h3c5a2
wrkstr,L - astrna.L = chsent: 122030533

END; 12£2b3b534

% null argument list % - 12£2b23b6
gshowaras# . 12£2b3boa
END? 12£2b3b7
% return % 12£2b4

12f2p4a
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New Programmer’s Documentation Standards

MISCELLANEQUS
Do not use short cuts which may prove confusing to others,
A notable example is the time and space saving omission of a
REF on pointers which have neen passed as araurments to one
procedsure which uses it only as an argument jin another
procedure call, Even in this case the varjable should be REF'4
and then unrefed (with an &) in the argument 1ist of the calied
procedure.
1f you change procedures, please try to make sure your chanaes
affect no one else, In particular, if you chanae the number of
arguments to a procedure, do & search to see wnere tne procedure
is called and chanaoe those rlaces if necessary.
Use procedure and parameter names which are funcionally
descriptive wnerever possible,
Don‘’t make yvour procedures too lena with particularly complicated
nested loops. If possible and desiraple, consider ‘breakinag the
code into several procedures-- it will make your code easier to
read and understand and will also avoid the oroblem of DDT
*forgetting" which procedure you are in if it is tco long,
Try to confine olobal declarations to (documented) branches in
data files or constant files,
Try to use locals before declaring globals, Avoid the use, where
possible, of global strinas.,
Try to put orocedures in appropriate files,
for example, all procedures dealinc with file ovening &nd
closing should pe grouped,
Try to avoid duplicatinag code except where essential for
efficiencv. If vou can use & brocedure except for a few
instructions, generalize the crocedure or separate out common code
into an additional "core" preocedure,
Note all changes in a status file or a branch in (nls,tasks).

~
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.lhb GUAL, RESOURCE SHARING 1

The principal gJgoal ot all resoulce=~snaring computer networks,
including the now international ARPA Network (the ARPANEL), is to
usefully interconnect geographically distributea hardware, soflware,
and numan resources (1). Achleving this ygoal reguires the design
and implementation of various levels of support software Wwithin each
constituent computer, and Lhe specification of network=wide
"protocols" (tnhat is, conventions regaraing the format and the
relative timing of network messages) governing their interaction.
1nis paper outlines an alternative to the approach tnat ARPANET
system builders have been taking since work 1in this area beégan in
1970, and suggests a strategy for modeling alstributea systems
within any large computer network. la

ihe first section of this paper descripbes the prevailing ARPANEI
protocol strategy, which involves speclfying a family of
application=dependent protocols witn a network=wide lnter=-process
communication facility as thelr common foundation. In the Ssecond
section, the application=independent command/response discipline
that characterizes this protocol tamily is ldentified ana its |
isolation as a separate protocol proposed. oSuch 1solation wouila ;
reduce the work of the applications programmer by ailowling the :
software that implements the protocol to be ractorea out of eacn
applications program and supplied as & singile,
..i.nsr.allauon-mamtalned module, Tne final section of thilis paper
proposes an extensible model for this class of network interaction
that in itself would even further encourage the use of network '
resources, ip -
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THE CURRENT SOFIWARE APPRUACH [0 RESUURCE SHARING 2
Function-uUriented Protocols 248

The current ARPANEL software approacn to taclilitating resource
sharing nas been detailed elsewhere in the literature (2, 3, 4J.
Brietly, it involves defining a Host=-Host Protocol by which the
operating systems of the various "host" computers cooperate to
support a network=-wlde inter=process communication (1PC) facility,
and then various functionsoriented protocols by which processes
deliver and receive speclific services via IPC, Each
function-oriented protocol regulates the dialog petween & resident
"server process" oroviding the service, ana a "user process" seeking
the service on benalf of a user (the terms “"user" ana "user process"
will be used consistently throughout this paper to distinguish the
human user from the computer process acting on his pehalf). Zal

ine current Host-Host Protocol nas been in service since 1970.
Since its initial design and implementation, a variety of
aeficliencies nave been recognized and several alternative protocols
suggested (5, olJ. Although improvements at tnis level would surely
have a positive effect upon Network resource sharing, the present
paper slinply assumes the existence of some form of AIPC and focuses
attention upon higher level protocol cesign issues. 2a2

‘ pach of the function=oriented protocols mentioned in this paper
constitutes the ofriclal AKPANET protocol for its respective
applicatlon domain and is therefore implementead at neairly all ot tne
75 host installations that now comprise the Network. 1t 15
primarily upon this widely implementeda protocol family (and the
philosophy it represents) tnat the present paper focuses, Needless
to say, otnher lmportant resource sharing tools have also been
constructed within the ARPANET, 1he Resource Sharing Executive
(RSEXEC), designed and implemented by bolt, Beranek ana Newman, Inc
(7], provides an excellent example Of Such woIk., z2as3

Experience with and Limitations or Hands-Un Resource Sharing Zb

the oldest and still by far the most heavily useaq
function-oriented protocol is the lelecommunications Network
protocol (TELNET) [8), wnich eftectively attaches a terminal on one
computer to an interactive time=-sharing system on another, and
allows a4 user to interact with the remote system via the terminal as
1f ne were one of its local users. Zpbl
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As depicted in Figure 1, TELNEl specifies the means by which a
USer process monitoring the user’s terminal 1s interconnected, via
an IPC communication channel, with a server process with access to
the target time-sharing system, TELNET aiso legislates a standara
Ccharacter set in which the user’s commands ana the system’s
responses are to ve represented in transmission between machines,
ITne syntax and semantics of these intercnanges, however, vary trom
one system to another and are unregulated by the protocol; the user
ana server processes simply shuttle cnaracters petween the nhuman

user and the tardgdet system, Viopi
Although the nhands=on use Of Iemnote resources that IELNET makes

Possipble 1s a natural and highly visipble form of resource sharing,

Sseveral limitations severely reduce jits long=term utility: ZD3

(1) It torces upon the user all of the trappings of the
resource’s own system.

lo explolt a remote resource, the user must leave tne

famliliar working environment provided by nis local system ana
enter an alien one with its own peculiar system structure
(login, logout, and subsystem enLly and exit procedures) and
commana language discipline (command recognition and
completion conventions, editinyg characters, and so oh),

. Hands~-on resource sharing thus fails to provide the user with
the Kina of organlzed and consistent workshop he reguires to

Work etfectively (9).

(2) It provides no basis for vootstrapping new composite
resources trom existing ones.

secause the network access disclpline imposea by each
resource is a numan-engineered commana language, rather than a
machine-oriented communication protocol, it is virtually
lmpossible for one rescurce Lo programatically draw upon the
services ot others. bLolng sO woula reqguire tnhat the program
deal successfully with complicatead echoing and feeaback
Characteristics; unstructured, even unsolicited system
responses; and so torth. hands=on resource sharing thus does
notning to provide an environment in wnich existing resources
can be used as builaing bloCks to construct new, more powerful

ones,
Inese inherent limitations of hands=on resource sharing are

removed by a protocol tnhat simplifies and standardizes the dialog
between user and server processes, Given such a protocol, the

[ J y
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various remote resources upon wnich a user might wisn to draw can

indeea pe maae L0 appear as a single, coherent worksnop by

interposing pbetween him and them a command language interpreter that
transforms nis commanas 1into the appropriate protocel utterances

(10, 11j. 1Ine construction of composjite resources also becomes
feasiple, since each resource is accessible by means ot a
machine~oriented protocol and can thus be reaaily employea by other
processes witnin the network. b4

Stanaardizing tne Ilnter-Machine Dialog in Specific Application Areas «C

After cthe TELNET protocol had been designed ana widely
implemented witnin the ARFANET, woIk pe€egan on a family of
function=oriented protocols designed for use oy programs, rather
than human users. kach such protoceol standardizes the inter-machine
dialog in a particular application area. While TELNET dictates only
the manner in wnich user and server processes are interconnectea via
the IPC facility, and the character set in wnich the two processes
communicate once connected, each memnber of this tamily specifies in
aadition the syntax and semantics of the commands and responses that
comprise their dialog. <cl

Protocols within this family necessarily differ in substance,
each specitying its own application-specific command set. The File
Transfer Protocol (FIP) [12], for examplie, specifies commanas for
manipulating files, and the Remote Job Entry Protocol (RJE) (13)
specifies commands for manipuiating batch jobs. Protocols
throughout the tamily are, however, similar in form, each successive
family member having simply innerited the physical features of 1its
preadecessors, Ihus FIP and RJE entorce the same conventions for

formulating commands and IeSponses., 4C2
1his common command/response discipliine requires that commands

and responses nave the following respective tormats: 2c3
commana=name <SP> parameter <CKLF>
response=pumber <sp> text <CHLEF>

bach command invokea by the user process is ldentified by NAME &ana

is allowed a single PAKAMETER, Each response generatea by the

server process contains a three-aigit decimal response NUMBEK (to be
interpreted by the user process) and explanatory 1EAT (tor

presentation, 1f necessary, to tne user). Ekesponse numbers are

assigned in such a way that, for example, positive and negative
acknowledgments c¢an be easlly distinguishea by the user process. 2C4

-f=-
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FTP contains, among others, the following commands (each listed
with one of its possiole responses) for retrieving, appending to,
replacing, ana delieting tiles, respectively, within the server

process’ tile system: 2¢c5
Command rResponse
RETR <SP> tilename <CRLF> 250 <8pP> Beginning transfer., <CRLEF?
APPL <5P> tilename <CRLF> 400 <SP> hot implementea, <CRLF>
STOR <5P> filename <CRLF> 453 <SP> bLirectory overfiow, <CRLE>
DELE <SP> filename <CKLF> 450 <SP> Flle not found. <CRLF2>
The tirst three commanas serve only to initiate tne transter ot a
file from one machine to another. The transfer 1itself occurs on a
separate IPC channel and 1s governed by what amounts LO a Separate
protocol. 4C0
Since tne general command format admits but & single parameter,
multiparameter operations must pe implemented as sequences of
commandas. [hus CLWOo commanas are required to rename & file: 2c
Commana Response
RNFR <SP> oldname <CRLF> 200 <SP> Next parameter., <CRLF2
. RNTU <S5P> newname <CRLF> 253 <SP> File renamec. <CRLE>
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A CUMMAND/RESPUNSE PRULUCOL, THE BASLS FUR AN ALTERNATIVE APPRUACH 3
The Importance of Factoring Uut the Command/Response Liscipline 3a

That FIP, RJE, and the other protocols withlin this tamily share a
common commana/s/response discipline 1s a fact not formally recognized
within the protocol literature, and each new protocol document
descrives it in detail, as 1f for the first time, Nocwnhere are these
conventions coaliled in isolation from the various contexts in which
they fina use, belng viewed as a necessary but relatively
unimpoltant ftacet of each function=orientea protocol. "This common
commana/response discipline has thus gone unrecognized as Lhe
ilmportant, application-inaependent protocol that it 1is." sal

Tnis oversiyht has had two important negative effects upon the
growth of resource snaring within the ARPANET: 3as

(1) it nas allowed the command/response daiscipline to remain
crude.

As already noted, operations that require more than a
single parameter are consistently 1lmplemented as Cwo Or more
separate commanas, each of which requires a response dnd thus
incurs the overnhead of a full round=trip network delay.

. Furthermore, there are no stangards tol encoding parameter
types otner than character strings, nor 1is there provisicn for
recturning results in a command response.

(2) Lt has placed upon the applications programmer the ourden of
implementing the network "run-time environment (RIE)" that
enables him to access remoteée processes at the desireaq,
functional level.

Before he can adaress remote processes in terms like the
roliowing:

execute function DELE wilth argument TEXTFILE
on machine x

the applications programmer must first construct (as he
invariapcly does in every program he writes) a module that
provices the desired progranm intertace while implementing tne
agreea upon comnmana/response discipline, This run-time
environment contains the code requirea to properly format
outgoing commands, Lo intertface with the IPC facility, ana to
parse incoming responses, Because the system plovides only

-h-
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the IPC facllity as a tounagation, the applications plogreammer
ls deterred from using remote resources oy the amount of
specialized knowledge and software that must first be
acquired.

1f, on the other hand, the commana/response aiscipline were
formalizea as a separate protocol, its use in subseqguent
function=orientea protocols could rightly be anticipatead by
the systems programmer, and & single run=time environment
constructed for use throughout an installation (in the worst
case, one i1mplementation per programming language per machine
might be reqguirea). 1lhis moaule could then be placed in a
liorary and, as depictea in kilgure ¢, link loaded with (or
otherwise made avallable to) eacnh new applications program,
therepy greatly simplirying its use Of remote resources,

Furtnermore, since enhancements tc it woulc pay dividendas
to every applications program employing its services, the
run~time environment woula gragually pe augmented to proviage
additional new services to the programmer,

The thesis oi the present paper is that one of the keys to
facilitating network resource sharing liies in (1) isolating as a
separate protocol the command/response discipline ccmmon to a large
class of applications protocols; (<) making this new,
application~independent protocol rflexible and efficlient; and (3)
constructing at each installation a R1kE that employs 1t to give the
applications programmer easy and high-level access to remote
resources. 3a3

Specitications ftor the Command/Response Protocol 3b

Having argued tne value of a command/response protocol (nereafter
termed the Protocol) as the foundation ol a large class ot
applications protocols, there remains the task of suggesting the
form that the Protocol might take. There are eight reguirements,
First, it must reproduce the capapilities 0f the discipline it
replaces: 3bl

(1) Permit invocation of arbitrary, named commands (or functions)
implemented by the remote proCcesSS.

(2) Permit command outcomes [O be repcortea 1n a4 way that aias
poth the program invoking the commmand and the UsSer under
whose control it may be executing.
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Second, the Protocol snould remove the known deficiencies of its
predecessor, tnat is: 3b2

(3) Allow an arpitrary number of parameters to be supplleg as
arguments to a single comnmand,

(4) Provide representations for a variety ot paranmeter types,
including out not limitea tOo character strings,

(5) Permit commands to return parameters as results as well as
accept them as arguments,

And, finally, the Erotocol shoula provide wnatever adaitional
capabllities are required by the more compléex alstribuled Systems

whose creation the Protocol seeks to encourage, Although others may
later be ldentiflied, the three capabilitles below are recognizedad now

to be lmportant: 3b3

(6) Permit the server process to invoke commands in the user
process, that i1s, eliminate entirely tne often inappropriate
user/server disctinction, ana allow each process to invoke
commands in the cther,

In the workshop environment aliuadea to earliler, for
. example, tne user process is the commana language interpreter
and the server process is any of the sottware tools availacle
to the user., while most commands are issued by the
interpretLer and aagdressea to the tool, occasionally the tool
must invoke commands in the interpreter or in another tool. A
graphical text editor, for example, must 1nvoke commands
within the Interpreter to update the user’s display screen
after an editing operatione.

(7) Permit & process Lo accepl CLwo OI more commandas 101
concurrrent execution.

The text edlitor may wish to permit the user Lo initiate &
long formatting operation sith one command and yet continue to
issue additional, shorter commands peifore tlhiere 1s a lesponse
to the first,

(8) Allow the process issuing a command to suppress the response
the command would otherwise elicit,

Inhis feature would permit network traffic to pe reducea 1in
those cases in which the process invoking tnhe commana deems &

-f=
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response unnecessary, Commanas that always succeed but never
return results are obvious candidates tor this kina ot
treatment.

A Formulation of the Protocol That Meets These Specitications

Ihe eight reguirements listed above are met by a protocol in
whicn the following two messages ale detined:

message=-type=CUMMAND (tid] commana=-name arguments
message~type=RESPUNSE tida outcome results

Here and iIn subsequent protocol descriptions, elements enclosea in
Square brackets are optional.

The tirst message invokes the commana whose NAME 1S speclfjiea
using the ARGUMENTS provided. The second 15 l1ssued in eventual
response Lo the first and returns the UUICUME and RESULIS of the
completed command, Wnenever OUTCUME indicales that a command has
falled, the command’s RESULIS are reguired (o be an error number ana
diagnostic message, the former to help the invoking program
adetermine what to do next, the latter for possible presentation to
the user, Ine protocol thus provides a framework for reporting
€errors, while leaving to the applications program the tasks of

.assignlnq €Iror numbers and composing the text of €rror messages,

There are several elements of the Protocol that are absent from
the existing command/response daiscipline:

(1) RESULTS, in fulfillment of Requirement 5,

(2) A MESSAGE TYPE that dlstinguishes commands from responses,
arising from Reguirement o.

In the existing aiscipline, thls aistinction 1s implicit,
Since user and server processes receive only responses and
commands, respectively.

(3) An optional transaction ldentifier 11b by which a command &na
1L5 response are assoclatea, arising trom Requirements 7 andg
8.

Ine presence of a transaction igentiflier in a commanag
Implies the necessity of a response echoing the identitier;
and no two concurrentliy outstanding commands may bear the sdnie
ldentifler,

-G
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Reguirements 3 ana 4=--the ablilty to transmit an aroitrary number
of parameters of various Lypes with each command Or response--are
most economically ano effectively met by deflining a small Set ot
primitive "data types" (ftor example, pooleans, integers, character
strings) from whicn concrete parameters can be modeled, and a
"transmission format" in which such parameters can be encoded.
Appendix A suygests a set of data types sultable for a large class
ot applications; Appendix B defines some possible transmission
tormats, ’ 3¢S

lhe protocol description gliven above 1s, 0L course, purely
sympolic, Appendix C explores one possible encoaing of the Protocol
in detail. 3co

Summarizing the Arguments Aavanced So kar 3a

Ihe author trusts that little of what nas been presented thus far
will pe conslidered controversial by the reader. The following
principal arguments nave veen made: 3al

(1) Ine more effective forms of resource snaring aepena upon
remote resources being usefully accessible to other programs,
not just CO human uUsers.

(2) Application=dependent protocols providing such access using
the current approach leave to the applications programmer tne
task of constructing the aaaitional layer of software (apove
the IPC facilicty provided by the system) required to make
remote resources accessible at the functional level, thus
discouraging their use,

(3) A single, resource=independent protocol proviaing tlexiole
and efficient access at the functional levei Lo arbitrary
remote resources can be devised.

(4) This protocol woula maxe possiple the construction at each
installation ot an application=independent, networKk run-time
environment making remote resources accessible at the
functional level ana thus encouraging tnelr use by Cthe
applications progiammer.,

A protocol as simple as that suggested nere has great potential
for stimulating the sharing ot resources within a computer network.
First, it would reduce the cost of adapting existing resources for
network use by eliminating the need tor the design, documentatlion,
and implementation of specliallized aelivery protocols. Second, 1L

-l0=
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by eliminating the neea

wWOulda encourage the use Of remoté resources
And finally, 1t would

for application=specitic intertace software,
encourage the construction of new resources built expressly rfor
remote access, pbecause of the ease with which they could be offered

dnd used within the netasOrkK software markeilplace, 304
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A HIGH=LEVEL MUDEL Ur THe NETWORKN ENVIRUNMENT 4
The lmportance of the Modgdel Imposeda by the Protocol 4a

Ine ProtocCol proposed above imposes upon Cthe applications
programmer a particular model of the netLwoIlkK environment. Iin &
heterogeneous compulter network, nearly every protocol intenaed for
general implementation nas this effect, since 1t idealizes a class
of operatlions that have concrete but slightly difterent equivalents
in eacn system. Ihus the ARPANET’s TELNET Protocol alluded to
earlier, for example, specifies a NetworkK virtual Terminal that
attempts (o provide a oest fit to the many real terminals in use
around the Network., 4al

As now formulated, the Protocol models a remote resource as an
interactive program with a simple, riglialy speciftiea command
language. 1Ihis model follows naturally trom tnhe fact Lhat the
tunction=oriented protocols trom which the Protocol was extracted
were necessitated py the complexity and aiversity of user-orientead
command languages. Lhe Protocol may thus legitimately be viewead as
a vehicle for providing, as an adjunct to the sophlsticated command
languages already availaole to users, a famlly of simple command
languages that can readily ce employed bY programs. 4az

while the command/response model is a natural one, otners are
possible, A remote resource might also be modelea as a process that
services ana replles to reguests 1t receives from other computer
processes, IThis reguest/reply model would emphasize Che fact that
the Protocol 1s a vehicle for inter=process communication and that
no human user 1s airectly involved. 4a3

Supstituting the reguest/reply model for the command/response
model reguires only cosmetic cnanges (O Lhe Protocol: 4a4

message~type=REQUEST (tid) op=Code arguments
message~typesRePLY tia outcome results

In the formulation above, the terms "REQUEST", "REPLY", and
"op=code" pave simply been substituted for "CUMMAND", "RESPUNSE",
ana "commana=-name", respectively. 4a5b

Ihe cholce of model need affect nejither tne content of the
Protocol nor tne behavior of the processes whose alalog 1T governs.
Use of the word "command" in the command/response model, for
example, 1s not meant to ilmply that the remole process can be
coerced into action. wnatever model is adopted, a process has

-iZ=
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complete freedom to reject an incoming remote reqguest that it is
incapable of or unwiiling to fulfili, . 4ab

But even though it has no substantive effect upon the Protocol,
the selection 0of a model==Command/response, request/reply, and so
on=-=-is an important task because it determines tne way in which both
applications and systems programmers perceive the network
environment. If the network environment 1s made to appear foreign
to nim, the applications programmer may obe discCouraged irom using
B 5 The cholice of model also constrains the Kina ana range of
protocol extensions tnat are likely to occur to the systems
programmer; one model may sujgest a rich set of useful extensions,
another lead nowhere (or worse still, in the wrong direction), 4al

In this tinal section ot the paper, the author suggests a network
model (hereatter termead tne Model) that he believes will botlh
encourage tne use of remote resources by the applications progranmer
and suggest to the systems programmer a wide varliety of useful
Protocol extensions, Unllke the supstance ot the Protocol, however,
the Model has already proven guite controversial within tne ARPANE]
community. 4ab

Modeling Resources As Collections of Proceaures 4b

. ideally, the gJoal of both the Protocol and its accompanying RIE
is to make remote resources as easy Lo use as local ones, JSince
local resources usually take tne form Oof resiaent and/or liprary
subroutines, the possipbility of moaeling remole commands as
"proceaures" immediately suygests itseif. 1The Model 1s further
confirmed by tne similarity that exists petween locCal proceaures anc
the remote commands to wnhicn the Protocol provides access., BpBoth
carry out arpbitrarily complex, named operations on benalsf of the
reguesting program (the caller); are governed by 4arguments suppllea
by the caller; and return to it results tnat reiflect the outcome ot
the operation. [Ihe procedure call model Lhus acknowledges that, 1in
a network environment, programs must sometimes call subroutines 1in
machines other than their own. 4p1

Like tne request/reply model already describea, the procedure
call model reguires only cosmetic changes to the Protocol: 4p2¢

message~-type=CALL Ltid] proceaure=-name arguments
message~type=REIURN Cid outcome results

In tnis third formulation, the terms "CALL", "RETURN", and
"procedure-name" nhave peen substituted for "COMMAND, "RESPONSE", and

) 0
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"command=name", respectively. Ang in this rorm, tie Protocol might
aptly be designated a "procedure call protocol (PCP)". 4b3

"Tne procedure call model would elevate the task of creating
applications protocols to that of defining procedures and their
calling seguences, It woula also provide Ltne foundation ror a true
distributed programming system (DPS) tnat encourages ana faciiitates
the work of the applications programmer by gracefully extending the
local programming environment, via the KRTE, Lo embrace modules on
other machines."” 1Tnis integration of local and network programnming
environments can even pe carriea as far as modifying compilers to
provide minor variants of their normal procedure=calling constructs
for addressing remote procedures (for which calls to the appropriate
RTIE primitives would be dropped out), 4p4

Finally, the Model is one that can be naturally extended in a
variety of ways (for example, coroutine linkages and signals) to
further enhance the distributea programming environment. 405

Clarifying the Procedure Call Model 4cC

Althougn in many ways it accurately portrays tne class of network
interactions with which this paper deals, the Model suggested above
may in other respects tend to mislead the applications programmer.
.‘Ine Moael must therefore be clariflied: 4cl

(1) Local procedure calls are cneap; remote proceaure calls are
not,

Local procedure calls are orten effected by means Of a
single machine instruction and are therefore relatively
inexpensive. Remote procedure calls, on the other hand, would
pe effected by means Of a primitive provided by the local RIE
and require an exchange of messages via 1PC.

Because of tnis cost aitterential, the applications
programmer must exercise discretlon in nis use ot remote
resources, even though the mechanics of their use will have
peen greatly simplified by the RIE. Like virtual memory, the
proceaure call model offers great convenience, ana therefore
power, ln exchange 10I reasonable alertness to the
possibilicties of abuse.

(2) Conventional programs usually have a single locus of control;
distributed programs need not,




JEW 23=UEC=75 13:34 27197
NCC T6 A High=-Level Framework for Network-pased Kesource sSharing
A High=Level Model of the NeLwolkK Environment

Conventional programs are usually implemented as & single
process with exactly one locus of control, A proceaure call,
therefore, traditionally implies a transfer of control from
caller to callee, DListributed systems, on tnhe otnher hand, are
implemented as two Or more processes, each of which 1S capaple
0of independent execution. In this new environment, a remote
procedure call need not suspend the caller, whicn 1s capable
0f continuing execution in parallel wilh the calleda procedure,

The RTE can therefore be expectea to proviae, for
convenlence, two modes of remote proceaure invocation: a
blocking mode that suspends the caller until Lhe procedure
returns; and a non=blocking mode that releases Lthe caller as
soon as the CALL message has been sent or queued, Most
conventional operating systems already provide such a mode
cholice tor L/0 operations. For non=-blocCking calls, the RTE
must also, Of course, either arrange to asyncnronously notity
the program wshen the cail 15 complete, Or proviae an
additional primitive py which the applications program can
periodicaily test for that conaitlon.

Finally, the applications programmer must recognize that py no
means all usetul forms of network communication are eftectively
modeled as procedure calls. The lower level 1IPC faclillity that
remains airectly accessible to him must theretore pe employed 1in
those applications for whicn the procedure call moael 1s
inappropriate and RiIE=-providea primitives simply will not ao, 4cl

-]15=
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SUME EAPECTATIUNS S

potn the Procedure Call Protocol and its assoclated Kun=lime
Environment nave great potential for facilitating the wolk of the
neLwork programmer; only a small percentage of that potentlal nas
peen discussed in tne present paper. Upon the roundation pProvided
by PCF can be erected higher level application=-inaepenaent protocol
layers that further enhance the distributed programming environment
by providing even more powerful capabilities (see Appendix D). S5a

As the importance of the RIE becomes fully evident, additional
tasks will gradually be assigned to it, including pernaps those of: 5o

(1) Converting parameters between the format employea internally
by the applications program, and that imposed by the
Protocol. Sbl

(2) Automatically selecting the most appropriate inter=process
transmission format on the basis of the two machines’® word
slzes. Sv2

(3) Automatically substitutiny for network IPC a more efficient
form of communication when both processes reside on the same
machine, 5b3

.'l‘ne RIE will eventually offer the programmer & wiae variety ot
application~independent, network=programming convenlences, and S0,
by means of tne Protocol, become an increasingly powertul
distributed=-system=building tool. S5¢

-16=
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Appendix A: Suggested Lata 1lypes

APPENDIA A: GSUGGESIED DATA TYPES

The Protocol reguires that every parameter or "gata object" be

represented by one of several primitive data types detined by the
Model., The set of data types below is sufticlent to conveniently
model a large class of gata opjects, but since the neea oI
additional data types (tor exampie, floating=point numbers) will
surely arise, the set musSt remain open=~ended. Inroughout the
gescriptions pelow, N 1s confinea to the range L0, <2*#%15=1):

LIST: A list i1s an ordered sequence of N aata objects callec
"elements", A LIST may contailn other L1STs as elements, and can
tneretore pe empioyed to construct arbitrerily complex composite
data objects,

CHARSTR: A character string 1s an oraered seguence of N ASCIl
characters, and conveniently models a varlety ot textual
entities, from short user names to whole paragraphs of text,

BLIISTR: A bit string is an orgered sequence of N bits and,
therefore, provides a means for representing arpitrary binary
data (for example, the contents of a wWord of memoryj.

INTEGER: An integer is a fixed-=polint numoer in tnhe range
L=2%%31, 2%¥%31=1), and conveniently mouels various kinds of
pnumerical data, including time i1ntervals, alstances, and so on,

INDEX: An lndex is an integer in the randge (1, Z¥%15-1]. AS
its name and value ranyge suggest, an INDEX can be used to adaress
a4 particular bit or character within a string, or element witnin
a list, INDLXes have other uses as well, including the modeling
0of handles or ldentifiers for open files, created processes, and
the Like. ALso, because of thelr restricted range, INDEXes are
more compact in transmission than INIEGERs (see Appendix B).

BUOLEAN: A boolean represents a sindgle pit of intormation,
and has either the value Lrue or false.

EMPLIY: An empty 1S a valueless place holder within & LIST or
parameter list.

-lE~-
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APPENDILIX B: SUGGESTED TRANSMISSION FURMATS 8

Parameters must be encoded in a standard transmission rormat
before they can be sent from one process to another via the
Protocol. An effective strategy is to aetine several formats and
select the most appropriate one at run=-time, aading to the Protocol
a mechanism for format negotiation., Fformat negotiation would be
another responsibility of the RITE ana could thus be made completely
ilnvisible to tne applications program. Ba

Suggested pbelow are two transmission formats, 1he first 1is a
36=p0it pinary format for use between 36-bll machines, Lhe second an
8=pit binary, "universal" format for use between gaissimilar
machines, Data objects are fully typed in each rormat Lo enable the
R1E to automatically decode and internallize incoming parameters
should it be desired to provide this service to the applications

program., BD
PCPB36, For Use Detween 30-BlL Machines 8C
Bits 0U=13 Unused (zero) 8cl
Blts 14~-17 Data type vC4

EMPIY =1 INTEGER=4 LI1SI=7
SBUULEAN=Z BITSIR =5
. INDEX =3 CHARSTR=0
Bits 18+20 Unused (zero) 8c3
Bits Z1-35 value or length N 8C4
eEMPTY unusea (zero)
BUULEAN 14 zero=-bits + 1=bit value (TRUE=1/FALSE=0)
INDEX unsigned value
INITEGER unused (zero)
BlTS1R unsignea bit count kW
CHARSTR wunsignea character count N

L1ST unsigned element count N
Bits 3o6- Value 8cS5
EMPTY unused (nonexistent)
BOOLEAN unusea (nonexistent)
INDEX unused (nonexistent)

INTEGER two’s complement full-word value

BITSTR bit string + zero padding to wora ooundary
CHARSTR ASCil string + zero paagaing to word boundary
LIST elempent data objects

=19
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PCPBB, For Use Between Dissimilar Machines Bd

pyte U Data type 8dl
EMPTY =1 INTEGER=4 LIST=7
BUULEAN=Z2 BILISTR =5
INDEX =3 CHARSLE=®

Bytes 1~ value gas
EMPTY unused (nonexistent)
SUULEAN 7 zero=pits + 1l=bit value (TRUE=1/FrALSE=0)
INDEX Z=byte unsigned value
INTEGER t=pyte two’s complement value
BLISIR Z=byte unsignea bit count N + bit string

+ Zero padding to pbyte boundary
CHARS'IR Z=byte unsigned character count N + ASCll string
LIST 2=byte element count N + element data objects

-20=
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APPENDIX C: A DETALLED ENCODING OF IHE PRUCEDURE CALL PROTUCUL 9

Altnough the data types and transmission formats detailed in the
Previous appendixes serve primarily as vehicles tor representing the
arguments and results of remote procedures, they can just as readily
and effeclively be employed Lo represent the commands and responses
DY which those parameters are transmicted, 9a

laking this approach, one might model each of the two Protocol
messages as a PCP data object, specifically a LIST whose first
€element is an INDEX message type. Ihe following concise statement

Of tne Protocol then results: 9b
LIST (CALL, tidg, procedure, arguments)
INDEX=1 INDEX/EMPTY CHARSTR L1ST Sp1
L1ST (RETURN, tid, outcome, resulcts)
INDEX=2 INDEX BOOLEAN LiSi 9p2

Ihne RESULIS of an unsuccessful procedure would be represented as
follows: 9c

LIST (error, aiagnostic)
INDEX CHARSIR 9cl

-ll=-
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APPENDLX U: A LOUK AT SUME PUSSIBLE EXATENSIUNS TOU THE MUDEL 10

The result of the distributed=-system=building strategy proposed
in the pbody of this paper and the preceeding appendices 1s depicted
in Figure D=1, AL the core of each process is the inter-process
communication facility proviaed by the operating system, which
effects tne transmission of arbitrary binary data petween distant
processes, Suyrrounding this core are conventions regaroing first
the format in wnich a few, primitive types of data oojects are
encoded in binary for 1IPC, and then the formats of several composite
data objects (that is, messages) whose transmission eitner invokes
OrI acknowledges Che previous invocatlon of a remote procedure,
Immediately above lies an open=-ended protocol layer in which an
arpitrary numoer Of ennancements to the distributed programming
environment can be implemented, Encapsulating these various
protocol layers is the installation-provided run-time environment,
which delivers 0UPS services to the applications program according to
machine= and possibly programming=~language-dependent conventions, 10a

lne Protocol proposed in the present paper recognizes only the
most fundamental aspects of remote proceaure calling. It permits
the caller to identify the procedure to be cailed, supply tne
necessary arguments, determine tne outcome or the procedure, and
recover its results, In a second paper (19), the author proposes
‘some extensions Lo this simple procegure call model, and attempts Lo
identity otner common forms of inter-process interaction whose
standardization would enhance the distributed programming

environment, Included among the ULOpLICS disCussed are; 10b
(1) Coroutine linkages ana other forms ot communication between
the caller and callee, 10p1l
(2) Propagation ot notices and reguests up the thread of control
that results from nested proceaure calls. 10p2
(3) Standara mechanisms for remotely redading or writing
system=global data objects within anotner program, 10p3
(4) Access controls for collectlions of related procedures, 104

(5) A standara means for creating and initializing processes,
tnat is, for establisnhing contact wlith ana logging into a
remote machine, ldentifying the program to pbe executed, and
so forth. Ihis racility would permit arpitrarily complex
process nierarchies to be createa, 105

@ 5
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(6) A mechanism for introducing processes to oné another, that
is, ftor superimposing more general communication paths upon
the process nierarcny. 10bo

Inese and otner extensions can all find a place in Lthe open=enaeaq
Protocol layer or rigure =1, Ine particular extensions explorea in
[19) are offered not as dogma but rather as a means of suggesting

the possipilities and stimulating further researcn. 10c

-l3=
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INTRODUCTION

The following comments on the five-section mail protocel
document distributed at the last Mail Services Committee meeting
are offered with the hope that they will be found useful by the MIT
crew that has obviously worked so hard, 1 have collected what to
me are the most important comments in the first major section of
the memo. The remainina comments appear in the second section and
are keyed to the particular sections of the mail protocol document
to which they refer,

MAJOR COMMENTS
Descrioing the Target System
As I pointed out at the meetina, there exists (to my
knowledge) no written description of the distributed mail system

we‘re trying to build. Until this document exists, one really
has, in the end, no basis for judoing whether or not the |
l

proposed mail protocol is adeguate, It seems like the cart has
. gotten before the horse (not that it hasn‘t before), Before a
protocol can be settled upon (designed), the 1ist of mail system
capabilities that was started at the meeting and recently
distributed must be completed, given much more detail, and
agreed to; and a model of the reguired distributed system
defined. This is a substantial task, and not one, 1 think, that
can be pushed off on the necessarily small protocol design team,

S=PGROUPS and s=DGROUPSs, for example, appear to pe premature
and somewhat incomplete solutions to what is in reality a major
issue in the mail system desiaon, namely, that of defining and
maintaining distribution or other group lists, 7Tnis is an
example of the trouble one cets into by attempting to specify a
protocol before the end system has been adeguately modeled. The
definition of s~USEF strikes me much the same way; I don’t know
whether it’s riaght or not because I don’t have enouah
information about the larger framework in which it will sit.

Recoagnizing the True Scope of a Structured Data Transmission
Protocol

As I sudggested at the meeting, the contents of Section II
should be advanced within the Network community as a
general=purpose, application independent protocol that could
become the foundation for & large number of applications
protocols (of which the mail protocol is but cne), This is not
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to say that the Committee should wait for or even actively seek
network-wide agreement on this issue, but rather simply that
section II should be rid of its (already very few) references to
mail and issued as a separate document (preferably a Reguest for

Comments).
Standardizing Written Descriptions of Structured Data ltems

I[f the structured data transmission protococl indeed becomes
widely used, descriptions of structured data items will become a
major element of most applications protocols, If we define
reasonable and comprehensive svntax conventions, they will
probably be employed by others, But if those we define are
awkward or incomplete, private conventions will arise on every
front and chaos will result, Subsection V of Section II,
entitled "printing conventions," therefore warrants considerable
thought and probably some exvansion.

In DPS, we defined syntax conventions that were incomplete,
and constantly found ourselves unable to describe the argument
or result of some remotely-callable procedure, Perhaps we
should do it right this time, Wasn’t John Pickens doing some
work in tne area of data description languages?

Factoring Out the Reaguest/Reply Discipline

In precisely the same spirit as the structured data
transmission protocol, the request/reply framework descriped in
Section V should be structured and documented as a separate
protocol of potential utility in many other application domains

‘ besides mail,

One of what I personally believe to be the major long=-term
penefits of such an approach is the following, Just as the
structured data transmission protocol encapsulates all the
detajiled (bitelevel) network connection format issues and so
elevates our thinking to the more abstract level of INTEGERs,
STRINGs, and BOULEANs, so an application-independent
request/reply orotocol would encapsulate the mechanics of
issuing reguests and receivina replies and so elevate us to the
even more abstract level of (if you will) the calling sequences
of remote functions.

1 recommend that we extract the reguest/reply discipline
described in the beginnina of Section V and issue it as a
separate document (an RFC) proposing an application=-independent
protocol that might provide a foundation for a variety of
applications protocols.

OTHER COMMENTS
Global Comments
1) Although much better in this regard than the previous draft,

the protocol still often allows a parameter to be specified
either as a p-STRING or a p-INTEGER, This option invariably
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complicates both the definition and implementation of the
protocol without offering any additional functional capability
in return. Some examples are:

Ssec 1I1 p 17: semantic types,

Here p=STRINGs are allowed for experimental types. An
equally powerful but more efficient approach would be to
simply define a range of p-INTEGER values for experimental
semantic types.

Sec I1I p 8: group ids.

Here p=STRINGs may be the more appropriate choice, but
allowing both p=STRINGs and p-INTEGERs seems to buy
nothing while complicating implementations.

Sec III p 10: dynamic group ids (see comment above).
Sec III p 15: field ids,
Sec IV o 5: message fields,

2) There are also a8 number of cases in which the legal values
for certain parameters are defined to be literal p=STRINGs when
p=INTEGERs would do just as well and be much easier to decode,
Remember that we’re defining a protocol for inter-machine
communication. A process can easily use the p-INTEGER as an
index into a table of mneumonics if and when it becomes
necessary to communicate the parameter to a human user,
Examples: :

Sec IV p 20: hnhandling instructions,

Sec IV p 21: message status,

Comments on Section II1 (Data Types and Formats)

Global Comments ’

1) The definition (semantics) of the various primitive data
types should, 1 think, be isolated from the definition
(syntax) of the transmission format in which they are to be
encoded, At some future date it may prove useful, for
reasons of efficiency, to define SEVERAL formats (for B-bit,
16=0it, 32-bit, and/or 36-bit connections) and include as
part of the protocol a negotiatory phase in which the most
appropriate format is selected,

2) WwWe might consider thinkino some about the interface
between the encoder/decoder and the applications program, and
include some of that thinking in the document as an
implementation guide, For example, how should semantic types
pe communicated to the applications program? Also, what does
the interface look like for b=INTs? The encoder/decoder, for
example, might be cacable of being placed in a mode in which
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it automatically detects and somehow flags as in error,
integers whose representation reauires more than 32 or 36
bits, depending upon the word lenath of the machine,

3) Why not define "[x)" as shorthand for "x ! p=EMPTY" and

. use it wherever possible throughout Sections Il=-V, The
something-specific~-or-EMPTY alternative is VERY common, and
this convention would, 1 think, significantly improve the
document ‘s readability,

Choice of Data Type Names

1) Primitive and byte-stream data types shculd be named more
consistently. For example:

Why Not ... Instead of ...
INTEGER LINTEGER/SINTEGEF INTEGER INT/SINT
BITSTE LBITSTR/SBITSTR BITS LBITS/BITSTR

2) The names of primitive data types (as opposed to
byte=stream data types, which will never be talked about
outside this section) shoulc be fairly carefully chosen
pecause with any luck they will be used in the definition of
MANY applications programs yet to come, In that redard, I
would suggest that "MULT" be changed to something else (e,g.
"STRUCture", a noun) so as not to sound awkward,

3) 1In the same spirit as (2), this section should explicitly
suggest (at the end) that the "p=-" prefix need not be

. emploved in subsequent documents, This will make
descriptions of applications protocols more readable,

4) How about b=PADDING (a8 noun) instead of b=-IGNORE (a
verb),

Typoaraphical Errors

1) Page 3 says that p~BITS are SHORT bit strings, If p=BITS
is the external manifestion of both b-BITSTR and b=LBITS,
that isn’'t true,

2) EMPTY is missing from the table on page 5, and booleans
are incorrectly defined as 0000000X, instead of 0000001x,

Semantic Data Types

1) At present 1 have trouble with the notion of semantic
types. It seems to muddy the interface between the
encoder/decoder and the higher-level program. I may be wrong
here,

2) On page 6, it is suggested that B8-bit characters, if
found to be necessary, can be introduced as SEMANTIC TYPES,
This seems to me a very bad idea; instead, introduce if
necessary a b-CHARS which produces a p=CHAR or contributes to
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a p=STRING, Semantic types should not become a vehicle for
application-independent features of the protocol that we find
necessary but neglected to define as part of the initial
specification., They should rather, as their name suagests,
be reserved for truly application-dependent data types,
Perhaps we might wish to define a p-EXPERImental or b=EXPER
via which candidates for inclusicn in the protocol can be
tested,

Character Strings

1) P=STRINGs can only be generated via a b=STRUC of
b=CHAR7s. This effectively requires of many hosts that the
nigh=-order bit of each character be turned on before
transmission tnrough the Network, an unnecessary and in may
cases expensive operation. One really should define a
b=STRING7 data type which allows the string to be transmitted
directly as eight-bit bytes but with the high-order bit of
each byte off, I realize that defining and using b=STRINGS
would thwart use of b-REPEAT in packing repeated characters,
but that problem can surely be handled in another way,

2) Defining a p=MULT of p=-CHARS to be eguivalent to a
p=STRING is a needless complication that seems bound to lead
to trouble. I have a feeling that this convention was
suggested by the fact, noted in (1), that a b=STRUC of
b=CHAR7s agenerates a b=STRING.

3) The mail protocol itself seems to have no need for
p=CHAR. 1f the goal was to provide an efficient means of
transmitting single-character strings, this should have been
handled via appropriate byte=-stream objects so as not to
affect the operation of anyone but the encoder/decoder. Why
not drop o=CHAR frem the protocol and redefine b=CHAR7 to
generate a p=-STRING of lenath one,

Miscellaneous

1) Assianing version numbers to every semantic data type
seems extravagant. I find it hard to believe that mail
processes will really be so sophisticated as to try version n
of some data type and, if it’s rejected, back off and try
n~1, And {f they DON‘T do that kind of thing, we may find
ourselves with a lot of processes that, thouah very clever,
can’t talk to each other, Why not instead assign a version
number to the protocol as a whole?

2) After reading throuch their description several times, I
still don‘'t understand the utility of b=SEGMENTs, The claim
is that they provide a means by which commonly used data
seguences can be pre-encoded and then inserted at will into
the outout stream, But why can‘t one simply insert the
seguence without the b=SEGMENT header? 1Is the b=SEGMENT
envelope just a place to store the lenath of the seguence so
one knows how many bits to copy into the output stream? 1f
so, why not maintain the lenath information privately, rather
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than include it in the output stream with the seguence?

Comments on Section I1I (Semantics Types for Message Service)

Miscellaneous

1) In the definition of s=INDIRECT, it would be helpful to
mention, in the case where the semantic data type denotes a
file, that the definition of s=-FILE contains information
about how the contents of the file are to be decoded to form
the data items. This would prevent the reader from tninking,
as I did, that tnhe s-INDIRECT definition had a hole in it,

2) Why not combine s=-PGROUP and s-DGROUP as additional cases
of s=INDIRECT? They all seem to serve similar functions.,
Furthermore, the names "PGROUP" and "DGROUP" seem to describe
one possible use of the data type, not all possible uses; and
are therefore somewhat misleading,

3) Since they have identical syntax, we might consider
combining s=TIME and s=RTIME into & single semantic type,
including an additional parameter to distinguish the two,
Perhaps there are other reasons why vou didn‘t do this,

Comments on Section 1V (Message Fields)
None

Comments on Section V (Mail Service Reguests and Replies)
1) The reguest/reply discipline seems unnecessarily complex in
terms of the number of protocol utterances defined. Why not,
for example, define a single reply format incorporating the

features of ACK, NACK, LATER, ERROR, and ANSWER? This reply
might look something like:

REPLY (outcome explanation results)
outcome -+ p=BOOLEAN with value COMPLETED!FAILED

explanation == (codeforpgm textforuser)
p=INTEGER ©p=-STRING

results == (parameter! ..., parametern)

Wwith TEXTFORUSER, CODEFORPGM, EXPLANATION, and RESULTS being
optional (i.e. possibly EMPTY), The specific replies defined
in the current protocol proposal would have roughly the
following representations in this new reply structure:?

ACK => REPLY (TRUE)

=> REPLY (FALSE)

NACK

=> REPLY (FALSE (errcod

ERROR (errcod reason) NACK
reason))
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LATER (notbefore at) NACK ==
REPLY (FALSE (later) (notbefore at))

ANSWER (code aral ,,. aran) ACK ==
REPLY (TRUE (code) (arel ,.. aran))

The philosophy apparently embodied in Section V’s reply
structure is that application-dependent and
application=-independent information must be isolated in
separate MESSAGES, and likewise for information which all
mail processes must understand and that which only
sophisticated processes need care about, In the structure
above, these same concerns are handled in a different way,
For example, simple-minded implementations can determine
whether a transaction failed by simply consulting the boolean
OUTCOME, and ignore any FESULTS that may have been retuorned,
If the transaction failed, they may similarly iagnore the
reason CODEFORPGM for the failure.

2) Semantically typing the request- and reply-bearina data
items seems a bad jidea, especially if the reguest/reply
structure is isolated as a separate, application~independent
protocol, as discussed earlier, Once an application-independent
request messaage has been defined, it will no longer be necessary
to define the specific requests reguired by the mail protocol as
semantic items,

3) S=ABORT may belono as part of the application-independent
request/reply protocol,

4) The dialog structure seems to reauire an inordinate number
of inter-orocess handshakes, even in the simplest and most
common cases, To avoid this problem one must, I think, define
higher-level composite operations that can be invoked with a
single command. To deliver a piece of mail, for example, one
will ALWAYS have to execute the SETMSG, RCVMSG, and DLVRTO
functions. Why not combine them (SETMSG can be retained for use
in dialogs other than delivery)?

5) The protocol contains an inordiate number of functions by
use by one process in determining the capabilities or
sophistication of the other (i.e., RESTRICT, SETFLDS, DISALLOW,
SNDFLDS, HANDLE, and LSTFLDS). Since it costs little or nothing
to generate this information, why not reguire that it be
exchanged at the start of every inter-process dialog and define
a sinagle function for that purpose?

6) Defining a request (i,e, OVER) which MAY but need not
necessarily draw a reply seems like shaky business,
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ever-growing wisn List"; Author(s): Beverly Boli/BEV; Distripytion:

/DVYN( | INFO=ONLY ) ) DPCS( [ INFO=UNLY J ) KIRK( [ INFO=ONLY ] ) 7§
ub=-Collections: SRI=ARC DPCS; Clerk: BEV; .1GD=0; ,SNF=HURM;

«RM=HURM=T; PN==1; .YBS=1; .PES:

.PEL; J.PN=PN=l; .GCR;Dirk==-Here is my super=-traditional eaitor that we

talked about some weeks ago, Its fondest wish is to make the Big List,

Bev

A True Blue Pencil Ealtor
IThe Irue Blue Pencil Editor would perform functions closely
resemoling traditional blue=-pencil editing, rather than making actual
changes in the manuscript as the Base "eaitor" does. To use it, an
editor would load the file to be ecited, and Goto tne True-blue
subsystem, TIhis subsystem would allow the editor to read the tile
and mark comments, corrections, proof-reading marks, etc., on the
file sucn that the author could read the suygested changes, but they
would not have actually been made in the flile,
It is important that the eajitor’s marks do not l1ook like they are
part of the original text, as 15 now the case. lnstead tpe True=plue
supsystem might create blank space on either side of the text where
the editor could mark corrections, provice a list of symbols the
editor mignt use to indicate cocrrections (e.g. a sp character,
paragraph character, capitalization marks, etc.), and enaple the
editor to insert re-writes such that the place to be revised 1s
indicated, and the suggested re=-write is shown nearby). A file might
look like thls when the editor completea it:

(sp)Xanadu In Zanadu did Kubla Kann U.C./K

fstatelys a #nobles pleasure Dome degree l1.C./0a
‘ (sp)decree

(sp)sacred where Alph the scared river runs...

A larger screen wouid be nice for this, wouldn’t it?
The subsystem would have an adaitional important function, After the
edits have bpeen made to a ms., the author may review it to decige
wnich changes she would like to Keep and whicnh to ignore. 1he
subsystem would allow her to go through the file, signalling the
edits she would iike to have incorporatea into the file permanently.
1ne subsystem would provide commands to aid the author in
incorporating or ignoring the edits. (For example, if the edltor nas
indicatea that a paragraph [(new statement) should begin at a certain
point, and the autnor concurs, the author could give the commana
"Incorporate (change into file)" and bug the paragraph mark. The
subsystem would then break the statement at tnat point, creating a
new paragraph. There mignt also pe an "Incorporate All (edits 1in)
STRUCTURE" command.,) A default of either 1ignoring or making edits
could pbe set; it it were the former, the author would have to
indicate individually the edits sne wanted to keep, 1hen when the
file was updated, all of the other edits would disappear. Ur the
reverse could be made the caseé, and all edits would be lncolporated
unless specifically deleted (with the "Uelete (eait)" command).
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Author(s): Raphael Rom/RUM; Distribution: /SR1-ARC( [ ACTIUN ] ) ;
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1ne follwoing publications have been suggested by ARC members fol
subscription, (1f you have any acditional suggestions let me know soon,
as we are starting the subscription process.)

Communication of the ACHM

Journal of the ACM,

ACM conference proc.

ACM*s Computing Survey‘s.

lEEE lransactions on Software Engineering,

IEEE Iransactions on Computers.

ekt [ransactions on Info [heory.

leEE Transactions on Systems, Man, ana Cybernatics.

lEEE conference proc,

IBM Systems Journal.

S1AM journal.

AF IPS proc.

1CCC proc.

rortune.

Business week.

Computer News.

batamation,

Creative Computing.

Computers, Control, and Info 1heory (on order).
. Moauern Data.

Reprographics,

Computer Decisions.

lex Graphics.

Naval Research Reviews.

bigital News.

lekscope.,

Computer.,

Minicomputer News,

wora Processing world.

Computer Networks (on order).

kLlectronic News (on oraer).,

Proc. of special symposia on reliable software, US etc., as they

occur .,
1t you would like any of those to be subscribed under your name please
let me Know.
It has also been suggestea that ARC members join a few of Cthe
proteesional groups tnat are of interset to ARC. 1f you woulg like Lo
join sucn a group let me know and we‘ll see how 1L can be arranged. Also
let me know if you are already a member Of a8 group SO we can avolad
auplications.
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Week Ending 1/9/75

GENERAL
Things started out slowly this week in that everyone 1is afraid to
make any major starts or changes while they are waiting for
"sanction" on any WLS/NSW projects. Major Hearn submitted a
provosal (DPL) to Col. Brunner who will probably forward it to
wasnhington when some additional changes are made, Until that
proposal gets approval, there are no available funds to support
any projects involving NLS at the base, Things can continue tCc be
done as before which means somewhat under the taple., By the éend
of the week, I had uncovered quite a few new projects and as usual
am now inundated with additional work.

6b=1
1 spoke with Col. Simmons who would be the one in charge of 66-l
if it came down to Gunter, He is still waiting for Washington to
make a decision on that which could be guite & while. 1 plan to
have Grace and Joann (tne two who did the o6b-1 rewrites and are
well trained in editing, formatting and Proof) start on some small
project that is related to their work now so that they do not lose
the skills they nave developed, Unfortunately, Col Simmons views
tnem as secretaries and is not willing to have them do anvthing
that would distract them from answering tne phones,

BASE TOPS IN PR
The input of additional annexes for the base tops reports 1is
continuing in PR and is going well.

STALOG
1 explained some sophisticated retreive and sort procedures to
STALUG and with the help of Jay Lowe who is new to them, they will
be able to do some fancier things than before, We are still
looking at the possibility of expanding their project to make 1t a
more comprehensive data management system, but tnhey will need to
fina some funas in order to do that.

FISCHER’S MUNTHLY REPOKT
Bev St., Pierre continues to do Fischer’s monthly report and he is
pleased with that, Rumor has 1t that he wants to ao another
report using NLS., He has begun to write up his documentation
proposal for the base, and it does not look like NLS will be his
choice., That report is due to emerge in the next week or so.

BLAP (Base Level ADPS Profile)
1 am working on the design of & report that is about 700 pages
long., It includes information from all 140 pases around the worla
and tells apout tneir equipment and projected equipment as relateda
to the B4700 and the H1050, 1t is a report that has about 5 pages
per base and each page consists of only COLUMNS, It is for Major
Hearn and some people in his office., It is a major undertaking as
far as input, but once entered, the changes should be easy to do.
I will know more about tnis after working on it this weekena., At
least it will Keep me busy.

EQUIPHMENT
We still only have two DNLS terminals on base. There is an ADM2
that is broken and no one Knows where it came from so malntenance
can not be reguestea at this point. They do have an lp from us
that is for the aam<, but that also sits unused, 1 am
investigating the situation, The RML tip was transfered here this
Wweek and walt Lamia has mace the phone lines work so we can dial
it directly., That means we will soon?? have nine dialups..5 to
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the elf and 4 to tne tip, We hope to get all DNLS stations
nardwired to the tip. All future installations in the BloCk House
will pe hardwired to the Tip.

WEATHER
Snowed two cayvs ago and it was 18 adegrees this morning..l thougnt
this was supposed to be the balmy south, Oh well, 1n Alabama 1
guess anything can happenliiilii!
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Information Retrieval Primjitives

@Lcvee 1 5

The primitives involved in information retrieval are not &ll on
the same level. Some are "lower level" than others, and are usec
by "higher level" primitives., we will first discuss what we
consider to be the most basic primitives. we will then consider
the formulation of nigner level primitives. However one man’s
nigh level is another‘’s low, SO there is no apsolute "high" level,
Ratner it is a continuum, and we will discuss a useful point in

tne continuum, S5a
BASIC RETRIEVAL PRIMITIVES == Summary Sb
Sequence creation 5p1

sequence . STAIEMENT(statement, viewspecs)

seguence - BRANCH(statement, viewspecs)

sequence . GROUP(statementl, statement2, viewspecs)

seguence . PLEX(statement, vViewspecs)

sequence - FILE(statement, viewspecs)

sequence . SEUUENCE(statement, address-expression,

viewspecs)

sequence . SEQUENCE(statement, function, viewspecs)

sequence . PUIN1ER(seqguence)

IRUE,FALSE . CLUSE(sequence) S5pla

Statement generation Sp2

statement . THIS(sequence)
statement - NEXT(seguence)

statement - CUMPUTE(statement, address=-expression) Sbza
Predication 5b3

TRUE,FALSE - MAICH(content=pattern, statement)

statement,FALSE . SEAKCH(content=-pattern, sequence) Sb3a
Attributes of statements 5p4

Names Sp4a

string - GEINAME(statement)

string - PUTNAME(statement, string)

string . REMOVENAME(statement)

statement . SEARCHNAME(String, sequence) Sbdal

rextc Sbé4p

string - GEITEXT(statement, left=-delim, rignt-delim)
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.There are presently at least six independent efforts by users ot NLS
to design information retrieval systems: HELP, QUERY, RETRIEVE, FMS,
EPOC and CIMROS. This number will certainly grow in the future,
Comparing the systems leads to the nelpful cConclusion that they are
all resonably similar. Though this means that currently there is
much duplication of effort, it suggests that tor the future a small
set of primitive functions can be designed to do common information
retrieval operations. 1

This memo presents the beginnings of such a set of functions and

develops a conceptual framework tc guide additions to the set, The
primitives will be availaple to the NLS user for defining his own
information retrieval system, First we will simply 1list the

primitives; then we will explain them in detail. 2

The discussions which led to this set of primitives must necessarily

pbe omitted, However, we want to emphasize that we are not presenting

people with a Procrustean bed. 7The primitives here by no means

exhaust the possibilities. What we have really developea 1is a

philosophy which has guidea the specification of some initial

primitives, and which can guide additions to them later. The

philosophy can be summed up as: 3

Present the user with a conceptually clean access to faciljities
present In NLS. 3a

‘ In this spirit, define functions which manipulate the normal
objects of information retrieval systems in useful and efficlient
ways. 3b

For the first phase, we wanted to buila the primitives on top ot

existing NLS, without trying to change the underlying structure, A

second pnase is to add facjilities to NLS which will improve its

information management capapilities, An example is tec add properties

of statements wnhich, like names, can be put in a (hasned) table anag

fast lookups done using that table. Most ot the primitives presented

below are first-phase primitives. 4
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string - PUITEXT(statement, left-delim, string,

right=delim)
string - REMUVETEXT(statement, left-delim,right=delim)
statement - SEARCHTEX1(left-delim, riant-celim, seaguence)

Properties
object . GETPRUP(statement, prop=-name, prop-type)
object . PUIPRUOP(statement, prop=name, prop-type, object)
obiect - REMOVEPROP(statement, prop~name, prop=type)
statement . SEARCHPROP(prop=-name, prop=type, seauence)
Others

string o GEILINK(string)
integer . LEVEL(statement)

BASIC RETRIEVAL PFRIMITIVES == EXplainea
The semantics of these primitives will now be explained in more
detail. We will discuss an outline of the implementation
later, The descriptions below have the form

<value> . FUNCTION(argl, arqge, ee«.)

The types of arquments and values are the following:

sequence - the adaress of an n=word record
statement - an NLS stid

string = the address of an L10 string

viewspecs - the adaress of a two=word block
adaress-expression = tne adaress of an L10 string
content=pattern = the address of an L10 procedure

Sequence creation

seguence . STATEMENT(statement, viewspecs)

sequence . BRANCH(statement, viewspecs)

sequence . GROUP(statementl, statement2, viewspecs)
sequence . PLEX(statement, viewspecs)

sequence . FILE(statement, viewspecs)

These five are just special cases of the following
function, Applying NEXT (g.v.) will vield a sequence of
statements coming from the relevant NLS structure,

sequence . SEQUENCE(statement, address=-expression,
viewspecs)
seaquence . SEQUENCE(statement, function, viewspecs)

27356

Sb4bl

Sb4c

Sb4cl

5b5

5bba

S5c

5cl

5cla

5¢c?

5c2a

5¢3

S5c3a

Scial

S5cib
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1his is the biagie. ARC‘’ers will recognize it as just

the NLS sequence generator "cleaned up". It sets up a

data structure with enough state intormation to generate

a sequence of statements, (We don’t Know exactly what

these entries are vyet.) Applying NEX1 evaluates either

an address expression (e.g. ".u.s.a") or a tunction with

respect to a statement and viewspecs to generate the next
statement, S5c3bl

Aside: Tnere will probably have to be two functions,
since L10 can’t tell whether a tunction or an address
expression is being passed. 5ci3bla

One field in the data structure will tell what "kinda" of

a sequence it is, 1.e, dig it come from PLEX, GROUP, .
etc.? This intormation will be used, at first, in only

one way: since "Jump (to) Name Any" is a fast search in

NLS, the particular case 5c3p2

SEARCHNAME(string, FILE(...)) 5c3b2a ‘

will do "Jump (to) Name Any". 1f other fast searches are
added to NLS, tnese primitive tunctions will take
advantage of them. 5¢3p3

These "sequences" are not Just instances of sequence

generators. Because of the large size of seguence

generators, NLS permits no more than four to exist atC any

one time, Furthermore, the user has to explicitly opeéen

and close them, so that, for example, functions which

return sequences cannot be passed as parameters to other
functions, as in the SEARCHNAME example above, Lnsteaa,

the "sequences" here are just instances of records,

n=word blocks ot data., (We don’t know what "n" equals

yet.) Sc3b4d

There are various other implementations of sequences,
for example as co-routines, Briefly, they are not: 5c3p4a

co~routines, because co~routines do not exist in
NLS 8 or 8.,5; 5c3b4al

sequence generators, because there can be no more
than four at any one time, ana they must be
explicitly opened and closed; Sc3b4a2

a single sequence generator which is "swapped" for
each sequence, because this doesn’t work. Sci3bdas
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Ihe implementation chosen is to define a duplicate set of
sequence generator functions which do not have Stacks.

Tne seguence uenerator is now a set of sub=routines,

rather than co=-routines. No "sport'"s are allowed. All

state to be remembered must be stored in the seguence

recora., (iIn fact, the current sequence generator does

not even need its stack for most cases, only for fancy
sequences.) We feel that we can implement all the

current information retrieval systems without having to

use co=-routine sequence generators, 5¢c3b5

sequence . PUINTER(sequence) S5cic I

I'nis makes a copy of a seguence recora, ©Since the

complete state of a seguence is represented in 1its l
record, PUINTER is a way to remember a place in a ‘
sequence before doing a state=changing function like NEXI

or SEARCH. 5c3cl

For example, the user can test an hypotnhesis by trying .
a SEARCH; if that doesn‘t work, he can go back to his
place in the seguence anad try some otner SEARCH. S5cicla

TRUE,FALSE - CLOUSE(seguence) 5c3da '

CLUSE de-allocates the seauence recora, sets up a new
one=word record that is markea as "exhaustea", and
returns TRUE if it did this successfully, FALSE
otherwise., Segquences which become exhausted are
automatically closed (see NEXT), or the user can (but
need not) close them explicitiy. Seguences which are not
closed stay around forever, but this only wastes n=words
of space, (It we had a garbage collector, even those

words could be reclaimed.) 5c3dl
Statement generation 5c4
statement - THIS(seguence) S5c4a

A seguence always contains as part ot its state the next
statement that will be returned when next NEXT 1is

applied., (Hmmm.) THIS peeks at it ana returns the

statement without advancing the seguence, as NEX]l doés. Sc4al

statement - NEXT(seguence) 5c4b

This is the principle function for extracting the "next"
statement from a seaquence. It applies the seauencing
function (the second argument to SEQUENCE) to a statement
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. and viewspecs to compute a new statement. 1In the case
where the sequence is & BRANCH, GROUP, PLEX or FILE, it
is just like "Jump (to) Next". But the seguencing
function may be a more complicated algorithm, (It may
not, nowever, do "sport"s, or call functions which do
"sport"s.) 5c4bl

As a side effect, NEXT changes the state of the sequence

to point to the next statement atter the one it returns,

wnicn is the only adifference petween [HIS and NEXT. All
sequencing tunctions must return FALSE when a sequence is
exhausted, whereupon NEX1 will CLOUSE the seguence and

return FALSE. 5c4p2

statement . COMPUTE(statement, address-expression) S5c4c

This evaluates an address expression (e.g. ".u.s.d") witn
respect to a statement to yield a new statement., This 1s

just a cleaned=up "caddexp". S5cdcl

Aside: This is the function callea when 5c4cla
NEAT(SEQUENCE(statement, address-expression,

viewspecs)) 5c4clal

‘ is evaluatead. 5c4clp

Predication 5¢5

TRUE,FALSE - MAICH(content=-pattern, statement) 5¢c5a

This applies a content analysis program to a statement
and returns TRUE if the statement matches the pattern,
FALSE otherwise. 5chal

statement ,FALSE - SEARCH(content-pattern, seguence) S¢cS5p

This searches a seguence for a statement wnich matches a

content analysis program, It returns the statement if it

finds one, FALSE otherwise. As a siae effect, it sets

the sequence to point to the next statement after tne one

it returns., 1f it does not find a statement, it CLOSEs

the sequence, If the user did not want to lose his place

in the seaquence, he should get another PUINTER to it

pefore doing the SEARCH. 5¢cSpl

Attributes of statements 5¢6

There is a wnole class of primitive functions dealing with
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attributes of statements, Each involves GET, PUT, REMOVE,
SEARCH. Most of these are self-explanatory.

All GETS return FALSE if ‘name’ does not exist in
‘statement”’.

All PUTs replace ‘value’ it ‘name’ already exists in
*statement’, Utherwise

PUTNAME makes a statement name;

PUTTEXT appends "left-delim string right-celim" onto the
end of the statement’s text;

PUTPRUP appends "prop=name prop=type ociject" onto tne ena
of the statement's property llst,

All REMOVES return FALSE if ‘name’ does not exist in
*statement’,

All SEARCHes return FALSE if ‘name’ does not exist in
‘sequence”’,

Names
string - GETNAME(statement)
string - PUTNAME(statement, string)
string - REMOVENAME(Sstatement)

statement - SEARCHNAME(String, seguence)

These manipulate the neme of a statement.

Text
string - GEITEXT(statement, left-delim, right=-delim)
string - PUTTEXT(statement, left-delim, string,
right=aelim)
string - REMOVETEXT(statement, left=delim,

rigqnct-delim)
statement . SEARCHTEXT(left-delim, rignt-delim, seguence)

These manipulate strinas within a statement. This is
useful for storing multiple fields of a cata structure
in a single statement.(Other primitives miaoht want to
be aaded which move and insert text at a designated
place in a statement, e.qg, after a logical tield,
rather than at the end as PUITEXT does.

‘Left-delim’ ana ‘right-delim’ are strings wnich

27356
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. delimit a field within a statement. For example,
‘left=delim’ might be a field name, ana ‘right-delim’
might be a carriage return. 5cegib

Property 5coh

obiject - GETPROP(statement, prop=name, prop=type)

object - PUTPRUP(statement, prop=-name, prop=~type,

object)

cpiject - REMOVEPROP(statement, prop=-name, prop=tvpe)
statement . SEARCHPROUP(prop=-name, prop=-type, seqguence) S5cenl

Ihese manipulate the property list of a statement.
This nas a wide range of possiole applications, trom
multiple texts to hashed retrieval. However this will
probably not be implemented in the first phase because
NLS does not permit named properties of arbitrary type
on property lists. In fact, these functions are only
included here for completeness, Note: ‘prop=name’ is

a string; ‘prop-type’ is an integer, Scehla

others 5¢7

string - GEILINK(string) 5c¢la
} If a string contains an NLS link, GETLINK will return a
| ‘ string containing just that link. Otherwise it returns

| FALSE, 5c7al

integer . LEVEL(statement) 5¢ib

This returns tne level of a statement as an integer. 5¢cibl

Examples 5¢8

seq - PLEX(1, "d") 5c8a

seq — GROUP(1, 5, "w") 5cBo

seq . SEQUENCE(1, ".n", "dbb") S5c8c

seq . SEQUENCE(1, smynext, "dbb") 5c8d

st . NEAT(seq) Scde

o - MATCH("abc", NEXT(seq)) S5cef

st . SEARCH("abc", PLEX(5a, "wdb")) Sc8g
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. str - GETNAME(stT)

str - PUTNAME(st, "myname")
str - GETTEXT(st, "Account: "

str . PUTTEXTI(st, "Account: "

st . SEARCHTEXT("Account: ",

GETLINK("Links:

st . SEARCHNAME("myname", BRANCH(1,

obj - GETPRUP(st, "DIRECTIVES",
obj - PUTPROP(st, "DIRECTIVES",

LIST(text=pointer, ".IGR;") COUNS

GETPROP(st, "DIRECTLIVES", texttype));

obj - REMOVEPROP(st, "DIRECTIVES", texttype);
St . SEARCHPROP("DIRECTIVES",

<linkl>,

DAV DSM JAC3 le=-JAN=T0 13:02
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.M‘.VEL 11+

we will now discuss a higher level of intormation retrieval
primitive, defined in terms of logical "records" and "fielas"
instead of "strings" and "statements". This is both a concrete
suggestion and an indication of the kinds of generalizations to
the information retrieval package that we envision.

INTRODUCTLON

Several NLS user subsystems, such as FMS, CIMRUS and EPOCH,
have been written to manage record oriented data bases. The
similarities between the subsystems are striking. The following
is an exploration of the possipility of developing a
generalized system for maintaining record oriented adata bases
using NLS. The aadvantage of this generalization would be to
greatly simplfy the task of implementing a subsystem to manage
a record oriented data base,

The existence of the CIMROS, EPUCH, and FMS subsystems
demonstrate that NLS provides a sufficiently powerful set of
primitives for performing data management functions on a
limited class of data bases. NLS is well suited to low volume,
experimental systems in which the user interface, ease of
development, and tlexibility are of major concern, The NLS

. limitations on file size and structural complexity imply tnat
NLS is not well suited to production type data bases which have
a large volume ot data, and high transaction rates.

Although the functional capabilities of NLS can pe extendea to
allow it to handle a larger class of data bases, 1 do not
pelieve NLS could (or should) be made into a generalized data
management system. The integration of NLS and existing aata
management systems 1S a more reasonable path towards full data
management capabilities within an AKW environment. However
certain extensions to NLS, such as those outlined below for
record oriented gqata bases, may prove to be wortnwhile in terms
of long term benefits.

1t should be noted that the proposed system is an extension to
NLS, and as such is subject to the same limitations inherent in
tne current implementation of NLS. The file size limitation,
statement size limitation ana access speea limitations are
examples. The extensions proposed herein are concerned mainly
with facilitating the use of existing NLS functions ratner than
increasinag the data management capapilities or NLS.

There are manv ways in which the ARC development staff can
assist future developers of record oriented cata bases

27356
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. management systems under NLS. The lowest level of support could
be to simply publish (and maintain online) the source coae for
an example subsystem, The definition ana implementation of a
conceptually clean set of primitives within NLS, as outlined
above, represents a higher level of support. A still hignher
level of support is outlined below. It should be noted that
there exists a continuim of levels of support between the three
mentioned here, 6b5

PROPOSAL: NLS Mini-Manage 6C

The following is not intended to be a detailed desian
description, but rather serves to give a rough idea of the
kinds of extenslons to NLS which are possible, This proposal
concerns extensions which could simplify the task of a user wno
wants to implement a subsystem for maintenance of a record
oriented data base. The goal is to automate as much of the
process as is possible, leaving only purely application
specific code for the implementer to provide. The general
approach 1s to automatically generate as much of the source
code as is possible from a user supplied data base dgescription,

and to provide nhooks for special purpose user supplied code. bcl
A "record oriented" data base can be characterized as follows: 6c2

. The data base consists ot a set of records, of a given
number of record types, 6cza

Each record of a given type has an liacentical format. This
format is normally a set of well defined fields, The data
(contents of fields) naturally varies from record to record, 6C2b

The structural relationships between records of different
record classes are pre-aefined. bc2c

The position of each record in the data pase can be computeag
from the data within the record, oc2d

All modifications to the data base are performed throuah the
specialized subsystem, which performs data validation upon
these modifications. bcZe

The end user of the subsytem is typically not an experienced
NLS user, and normally uses only the data base maintenance
subsystem to eait and examine the data base files, bc2t

The NLS Mini-Manage subsystem 1 envision can be implemented by
completing the following tasks: 6c3

10
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1) Define a

formal data pase description language for

describing a record oriented data pase, and implement a

compller whi

ch will translate a data base description given

in this language into a machine readable data structure. 6c3a

This language will be capable ot defining both the
structure and format of tne records in the data base,

Language contructs for tne following functions will pe
provided: bci3al
inversion of a set of records based upon the contents
of a tield. Inversion is a technique to provide
multiple orderings, or multiple access keys, on a set
of records without sorting the records. bc3ala

There are several possible cnhoices for the internal
implementation of the inversion tables., Some are: 6c3alal

For each inversion Key define a property element
in which linkeg lists defining the inverted
order are malilntained, bc3alala

Use the free space in the ring structure olocCks
of NLS files to maintain linked lists defining
the inversion order, bc3alalb

Use separate pages within the file space to
maintain a hash table implementing the inversion
Keys., bci3alalc

Use separate pages within tne file space to
maintain indexed sequential table implementing

the inversion Keys., bci3alala
Fiela verification content analysis patcerns. ocialo
Range limits for numeric fields. bci3aic
Hooks for a user supplied field veritication
proceaures, bc3alad
Hooks for a user supplied recora verification
procedures. oc3ale
Hooks for user supplied formating routines. The user

may supply several formatting routines for each Lype
of record correspondinag to several different reports

wnich

will pe generateag from the data base. bc3altf

11
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. User supplied error messages. bcialg

2) ilmplement a "grammar generator" which takes as lnput the
data structure describing the data base and proauces as

output a CML grammar which defines the user interface to the
data base maintenance subsystem. The dgrammar will incluge at

least the ftollowing functions, 6cib
Create Record ecipl
Edit Record bc3b2
Delete Record 6c3b3
Show Record(s) (Criteria) oc3b4d
Generate Report (Report name) 6Cc3b5

3) Implement a "subsystem generator" whicn takes as input
the data structure describing the data base and produces as
output source code for the x=level routines necessary for
the data base malntenance supsystem. This subsystem will
include calls to tnhe user supplied procedures which are

referenced in the Data base Lescription. 6cic
. 4) Ilmplement commands to compile and load the gata pase
subsystems generated by the Mini=-Manage system, 6cia

The implementation of the apbove functions would allow a user,
without Knowledge of CML or of L10 or of the implementation
details of NLS, to define a data pase using a formal data
description lanquage, and automatically have a custom tailored
data management subsystem produced for nim., This subsystem
would contain tne functions listed above which provide a pasic
set of necessary primitives. This approach 1is called a
"generative" approach meaning that a subsystem, custom tailored
to the specific aata base, 1s generatea from a8 cata base
gescription file. The main advantage of a generative approach
over a general purpose system which interprets the data base
description at run time is 1lncreasea efficliency. 6Cc4

For more sophisticated maintenance procedures the data base

designer could supply his own validation, and formating

procedures, using the hooks provided by the data gefinition

language. For still more sophisticated maintenance and query

functions the data pase designer coula actually add to the

source code produced by the supsystem generator, 6CcS

COST ESTIMATES 6d
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Time Estimates: 6al
2 person months desian bala
2 person months implementation for the data description
language compller. bdlb
2 person month for implementation of the "grammar
generator". bdlc
2 person month for implementation of the "subsystem
generator". oala
2 person months for debugging, bale
2 person montn for documentation, odlf

.2 person on a continuing basis for user assistance ana
maintenance, calg

Thus such & facility would cost approximately one man year to
gevelop. The major benefit gained would be the allow a much
larger class of users to define and develop subsystems for
record oriented data management., Currently one needs a
Kknowledge of the CML language, the L10 language, the system
architecure of NLS, and a working knowledge of the core editing
procedures provided by NLS to construct such a subsystem. The
implementation outlined here would allow an expert NLS user
with a Knowleage of a simple data description language to
achieve the same result. wWhether or not the increased NLS
capabilities gained by such a development would be worth the
implementation costs is a decision for both the current NLS
user community and ARC in general on behalf of the future
memoers of the AKWw community. 6ad2

13
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The following is a discussion of the file size limit in NLS. The current

limitations on file size are discussed , ana a proposal for increasing
this limit is presented. Historically this NLS limitation is derived
from a since removed restriction of the TENEX operating system wnich
limited a file to a maximum of 512 TENEX pages,

As currently implemented NLS files may have a maximum of 95 file pages
allocatted to ring structure blocks, and 370 file pages allocated to

statement data blocks. The limit to the number of statements which may
be contained in an NLS file is a function of average statement size in
the file, For files which have an average statement size of less than

about 70 characters the limiting factor 1s the number of ring structure

blocks available., The maximum number of ring blocks, and therefore

statements, in an NLS tile is 9690. For files with an average statement

size of more than 70 characters statement data blocks becomeé Lhe
limiting factor, yielding an upper limit of less than 9690 statements,

The worst case is every statement having the maximum NLS statement size

of 2000 characters. In this case the limit is 370 statements per tile.

For most NLS applications the file size limitation has not been a major

concern, however for some applications this limitation is critical,
Increasing the NLS file size limit would be of consideravle benefit to
the builders of information retrieval systems because it allows larger

data bases within a single file, and thus may relieve the implementer ot

tne burdens and inefficiencies of handling multiple data files, There

follows some examples of applications which could make use of larger NLS

file capacities:

The NLS IDENT file is currently about 75% of the maximum NLS file

size. The IDENT file may soon burst at the seams, unless the NLS file

size limit 1s incressed,

Currently several implementers of record oriented data management
subsystems in WNLS have designed their data bases with several

"fields", or data elements, within one NLS statement., One reason this

is done is to increase the record capacity of the data file., If the
limit on the number of statements was larger the cata base could be
designea with each field being a statement, This allows more
efficient field access, using kLS statement names, as opposed to
performing string searches within a statement,

The following is a list of what 1 believe to be the proper set of aesign
goals for any proposed modifications aimed at extending tne size ot NLS

files.

1) minimal implementation cost.

2) minimal run time penalties for users of smaller files.
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3) snould result in a siagnificant increase in capacity, i.e. an order
of magnitude increase.

4) should pbe invisible both to the user &and to all upper level code.

5) 1f the file formats are incompatible, NLS must handle botn
formats, allow cross tile eaits, and provide for automatic conversion
from old file formats to the new format at update time.

The following changes are proposeéd to the NLS file system to satisfy tne
design goals listed above.:

1) Change the interpretation (but not the lenath) of the PSID and
PSDB fields within tne file system, and within stid’'s,

Current:

First nine bits represent a tile page nunber, and thé next nine
bits represent a word offset from the beginning cf the page to
the start of the element (structure or data element),

Proposed:

Conceptually each file page is divided into 64 8 word "chunks".
The first 12 pits of an PSILU or a PSDB is a tile page number.
I'he next six bits represent & "chunk inagex" at which tne
associated structure plock or data element begins within the
page. This reqguires structure data elements to begin an
intedral multiple of eight words from the beginning of the
page. Note that "chunks" map one to on€ onto ring structure
elements, however a data block may span several chunks.

2) increase the size of the page header blocks from 2 words to 8
words.

3) increase the size of ring structure blocks from 5 words to 8
words.

Note that this change also allows more free space in the ring
pblocks for possiple future expanslon,

4) Increase the number of possible structure pages from 95 to 1024,
and increase the number of possible data pages from 370 to 4096. This
implies increasing the size of the ring block status taole, and the
data plock status table in the file header.

The changes outlined above would result in an order of magnitude
increase in the maximum NLS file size. All potential user’s of these
large NLS files should understand that functions which are time
consuming in NLS, 1.e. functions which must run the ring blocks or
search data blocks, will be correspondingly slower for larger files. 1he
time for this type of function increases approximately linearly with
file size,

The estimated costs associated with the possiple implementation of this
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proposal are as follows:

Implementation Costs:

1 estimate approximately one person month for implementing the
changes to the file system, another two person weeks for testing
and debugging, plus occasional maintainence over a two month
acceptance testing period.

Additional Costs:

The proposed file structure is not compatible with existing NLS
file structure. Tnerefore a new file structure version would bpbe
defined. The version ot NLS (B.67) with the proposed changes could
manipulate both normal NLS files and long NLS files, NLS 8.5 ana
previous versions could not manipulate long NLS files. There will
also be a small (I believe insignificant) run time penalty for
manipulation of ola files under NLS 8.6. The update tile command
could (optionally?) convert old files into the new tormat.
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.lne followina is a aiscussion of the file size limit in NLS. The
current limitations on tlle size are
increasing tnis limit is presentea,
is derived from a since removed restriction ot the TENEX operating
system wnich limited a file to a maximum of 5i2 TENEX pages.

olscussed , and & proposal for
Historically this NLS limitation

As currently implemented NLS files may have a maximum ot 95 file
pages allocatted to ring structure blocks, ana 370 file pages
allocated to statement gata blocks.
statements which may pbe containea in an NLS file is a rtunction of
average statement size in the tile,
less than apout 70 characters tne limiting factor
is the number of ring structure blocks avalilaple, The maximum number
of ring blocks, and theretore statements, in an nLS tile 1s 9090, For
files with an average statement size of more than 70 characters
statement data blocks become the limiting factor, yielalng an upper

statement size of

limit ot less than
having the maximum

9690 statements.

The limit to the number of

For files which have an average

The worst case 1is every statement

NLS statement size of 2000 characters. In this
case the limit 1s 370 statements per file,

For most NLS applications tne file size limitation has not been a
major concern, however for some applications this limication is
critical. 1Increasing the NLS file size limit would be of
considerable benefit to the builders of information retrieval systems
pbecause it allows larger data bases within a single file, and thus
may relieve the implementer ot the burdens and inefficiencies of

handling multiple

gata files, There

follows some examples of

applications which coulg make use of larger NLS file capacities:

The NLS IDENT file is currently abcut 75% of the maximum NLS file
size. The I1DENT file may soon burst at the seams, unless the WLS

file size limit

15 1ncreased,

Currently several implementers of recorac orjientead aata management
supsystems in NLS have designed their cata pases with several

ta elements, within one NLS statement. One reason
this is done 1is to increase the record capacity of the cdatae file.
1f the limit on the number of statements was larger the gata pase
coulao be designed with each fleld being a statement. This allows
fiela access, using NLS statement names, a&as opposea
to pertorming string searches within a statement,

"fields", or de

more efticlient

Tne following is a
size of WLS files,
1) minimal impl

2) minimal run

list of what 1 pbelieve to be the proper set otf
design goals for any proposed moaificaticns aimed at extending the

emencation cost,

time penaltles tor

users of smaller files,
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. 3) should result in & significant increase in capacity, i.e., an
order of magnitude increase, 4c

4) snould be invisible both to the user and to all upper level
coae. 4a

5) If the file formats are incompatible, NLS must hanale botn
formats, aliow cross file edaits, and provide for automatic
conversion from old file formats to the new format at update time, d4e

The following changes are proposed to the NLS rile system Lo satisfy
the design goals listed above,: 5

1) Change tnhe interpretation (but not the length) of the PSID and
PSDB fields witnin the file system, ana within stid’s. S5a

current: Sal
First nine bits represent a file page numper, and the next

nine bits represent a word orffset rfrom the beginning of the
page to the start of the element (structure or data

element). Sala
Proposed: S5az
. Conceptually each file page is aivided into o4 &6 word
"chunks". The first 12 bits of an PS1D or a PSDb 1s a tlle

page number. The next six bits represent a "chunk index" at

which the associated structure bleck or data element pegins

within tne page. Thls reauires structure oate elements to

begin an integral multiple of eight words from the beginning

of the page. Note that "chunks" map one to one onto ring

structure elements, however & data block may span several

Chunks. Saza

2) increase the size of the page header blocks from 2 words to 8
woras. Sb

3) increase the size of ring structure blocks from 5 words to 8
wWords. 5¢C

Note that this change also allows more free space in the ring
blocks for possible future expansion, 5cl

4) Increase the numper of possible structure pages from 95 to

1024, and increase the number of possible data pages from 370 to

4096, This implies increasing tnhe size of the ring block status

table, and the data plock status table in the file neader, S5d
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1he changes outlined above would result in an order of magnitude
increase in the maximum NLS file size. All potential user’s of these
large NLS files should uncerstand that functions which are time
consuming in NLS, i.e, functions which must run the ring blocks or
search data blocks, will be correspondingly slower tor larger files,
The time for this type of function increases approximately linearly

with file size,

The estimatec costs assoclated with the possible implementation of
this proposal are as follows:

Implementation Costs: la

1 estimate approximately one person month for implementing the

cnanges to the file system, another two person weeks for

testing and depbugging, plus cccasional maintainence over a two

month acceptance testing period, 1al

Additional Costs:

Ihe proposed file structure is not compatible with existing KLS

tile structure, Tnerefore a new file structure version woula e
defined., 1he versiocn of NLS (8.67) witn the proposed changes

could manipulate both normal NLS files and long NLS files. NLS

8.5 and previous versions coula not manipulate long NLS files.

I'nere will also pe a small (I pelieve insignificant) run time

penalty for manipulation of old flles under NLS 8.6, The update

file command could (optionally?) convert olad files into the new
format. iol
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Compiling JLS Svstem tiles and Loaging hew WLS Systems: 1ne use ot
TASAS ana otner tecnnigues for System Programners

.ntroducttion

Ine tollowing aescrives the 1acilities for compiling files ana
loading new systems which have been in effect tor sone time among
tne ARC system proqQranmers, wewer programmers have -peen unaware
of tnese procedures except thiough tne ARC oral traatiticn ana,
wnile this may pe of iuterest to programming antnrceologists ot
tne tuture studying tne early augmentific Age, tne aoolition ot
folklore in favor of tne written truth cannot help but reduce sone
chaos, while tnese procedures nave been documentec pefore 1in
earlier Journal messages, tnis note shoula be more up to aate and
coliects previously scaltereo information. Hopetully,
modifications willi pe promptly enterea &s supplements., Copies of
tne most recent version should be furnishca to all new Programmers
as part of their orientation. (lmportant restrictions on tne
techniagues 1nclude theé npecessity of using ITENEX syntax tor file
names, a remnant of eatlier days whilch has never teen correctea.
Such limitations snould be fiXxea a@na the cnanges. documented,)

The system commands available are fully descrivec along with the
relevant fites (e,q,.,, (nls, tasks,)) and rules for moaifying tne
system In a manner anicn does not overly restrict the &actions ot
others also working on other parts of that system., If these rules
are followeo. a tixeo record ot cnanges is availsvle; tnis recora
is otten useful in tracking ocown the causes of slde etrfects ano in
restoring uisavpearing code=~ an unllikely, out not impossiole,
situation as any olo Limer will attest,

Tnese methous mey also prove tc be usefui 1n the aesign ot similar
systems for wSw.

Pledse note thdt some commanas which I deem te ce relatively
useless are not descrioea fully (notably "Check kesults o:
lasks"). I'nis is just a perscnel prejuuice wnich could be
corrected by fans of these neglected commanas, 1hose commanas
descrioed, however, should be 0of universal pepularity wnere the
universe 1s made up of the NLS systems programmers, HNole that
there is no excuse ror not maintainlng tne records 1in the chandges
prancnes!

Ihe Structure of (nls, tasks,)

ine followina branches &re contained in the file (nls, tasks,).
Some ot them are usea 0! created by automatlic processes such as
tne "Run lasks" commano in XXX while Oth€érs are uJusea oy

programmers to maintain a recora of changes maae in any Ot the
evolving versions of tne NLS., #ore aetailea aiscussions may pe
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found in the remaining sections of this file, Etxamples are copied
from the actual file, My comnents are enclosea in per cent siagns.

(todo) list of tasks for NLS backqgrouna process to co.
Compile inpfbk
Compile <nic-nls>inpfbk
Print inpfbk

% 1lnis plex will be reza by the program which executes the
comands listea here when the "hun Tasks" command is
executed, Because it is a program intolerant of syntactical
errors, the form, describea pelow, must pe tollosed exactly.
%

% Changes branches %

$ Changes to systems are listed here along with notes
indicating wnen tne system hes been brougnt up as the
runnina system, Changes in only some of the systems (e.g..,
only wlC=NLS) are listeo cnly 1n the corresponding cranches.
when they 3are acdec to the other systems, tney shoula also
be recorced in the other dppfouxxate pranches., Ine jcent
ana date shoula also pe noteo. ihe most recently aaded
items are closest to tne top of the plex. %

(NIC=NLS~CHANGES) Kecora here changes to NIC-NLS source
fileSeeceoe

(nic-nls,psusercop,xuvoprint) KJM 20=-JAnN=-T0

Addea code to make tab setting chances take etfect
immeagiately on INLS (alreaay in immeolate effect on
DNLS) .

(NLS~CHANGES) Changes to filles in <NLS8> that have pot been
copiea to Nine,

(nis, fllmnp, freplist) (nls, filmnep, delprop) (nls,
tilmwnp, reprop) (nls, filanp, ireprop) (nls, utilty,
filesc) HGL 3U=LeC«)5

Changed code 50 replacing & property block aoes not
delete tne associatec inzerior tree, FReEPHUP no
longer frees the inferior tree ot the progerty: it
returns the stid of the inrerior t:ee Lo the calling

-
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procedure which must c¢o this oy calling FkEINIKEE, a8

is ocone by ULLPRUP ano FREPLIDLI, oOor relink it to a new

property by calling INSIIREE it cesirea as 1is aone 1in
REPROUP and FILESC.

(NINE=CHANGES) Record here changes to NINE source files.
(nine,auxcod, showfe) LLG 23-DEC=75 15:29

Adced this procedure. Performs the PCF caill to FE
"show" routine.
(NSw~CHANGES) Changes to files in <NSW=-SOURCES> to be
documentea,

(DONE) Tasks which Are Done (CLEAN ThiS OUT ONCE IN A WHILE)

% These statements are createa by tne "kun lasks" command
and by the "pProcess Commanas" branches tor loacing ‘files.
When Tasks compiles a file on the pasls of a command in the
TUDO eranch, it moves that statement from tne top of tne
TODO suobplex to tne top of tnhe LONE subplex. 1f the
compllacion is successful, the adate and time 0of the
completion of the compiletion is notea, 1If tne compilation
is unsuccesstul, it notes only the numbeér Ot errcrs.

Compiler diagncstics may be founa in the text tile
specifiled py the "Run lasks" commanc feectack. (It is
unfortunate that the user cannot specity tne file nane.)
Ine name of the file witn the aisancstics is
<nis>u-out,.txt;, It 1s generally oovious «#hich version
you will pe interested in=-=- hopetully the most recent,
it may be examined by copying it to I[f¥: at Lne EXEC or
py doing a4 "Copy Seaquential® in wbLs. 1f you &re running
tasks ana tnere is an error in one of tne files, the
error snouia te correctea vetore loaaing if possiple.
You Mmay nave to contacl tne person whose tile «as
changea; if it is an obvious syntax error, fix it
yourseitr.

The lastload branches are .inserted at the compietion ot
loads driven by the Frocess commands wranches aescriced
velow. Loager diagnostics nay ve founad savea in the TAT
file namea in the corresponaing Process commnands branch. %
(LastLoad) Last GALS Loaa: 15=JAN=-T7b 23:!

Compiie i1npfbk
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Conpleted at 15=-JAN=706 23:09
Compile <nic=nls>trontena
¢2-DEC=75 13:0% 1 Errors

(LUAD) Process commanas branches tor loading new systens.
% Ine orancnes with the names listea below are descriveo in
detall in a8 later section of tne tile, ‘lheir nanes are
fairly self-descriptive. 1lf you do a load using them, the
loager diagnostics apa maps are saveo in a file and the load
is noted in tnhe DOLE branchn. Neither of these benefits 1s
avallaole if you do your loadas via RUNFiL st the EXEC. 1nus
your tellow programmer nas the benetit ot peina acle to
Cneck the loaa map for intormation avout the experimental
system wnhich is being debugged. %
(make=3nls)
(make=rnls)
(make=xporgen)
(make=porgen)
(nake=nis9)

{(printlist)
$ Inis branch contains & plex ot the followina torm for
every tile i1n mnLS, It may be copileac to the iUDO pranch in
oraer to get a corplete listing of ALS in tne special
listing format simply te issuina tne "kun lasks" command. %
Print <nls>ADRMNP

(nic=nls=printlisc)
% This branch is simialr to the previcus one exceot it is
for files in the <nicenls>airectory. Inere shoula pe a
branch createa tor <pnine> and <nsw=sources> as well, %

Yrint <nic=nls>ALRMkp

Compiling ana Printing Grouos of Files=- The "Run lasks" Command in
Suosystem XXX

Zalal
Zase
Za3el

Zdas

Zada
2a4b
2adc
224d
Zade
2a4t
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2aba
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S

petore descrioing how to use [ASRS 1 wisn to stress thie neec LO

update tnhe (nls, tasks,) file wnepever you nave tinisned using 1it,
whether to run tne tasxs conmand, load & system, iInsert a commsena
statement in the lub0 prancn, oI entel a recora ot a cnenge.

gthers must use the ftile, anog they will not pe avle to ao so 1f

you nave lett it lockea. 3a

To patch requests to compile or print files, commands are placed
in the (nls., tasks, TObLUL) branch. 1ne syntax of (nese requests 1s
fairly restrictive: Capitalization of the commana word cut not Lhe
file name is important as well as the presence ot spaces. If tne
fiie to pe compilea or printea is in the WLS airectory, the
directory need not oe specifiea, Otherwise, the directory must be

noted in IEwkX syntax. Some examples are: 3b
Compile fintnls 3pl
Compile <nic-nls>fintnls . 3p2
Print tintnls : 303

1f a file is to be compilea, the FILE statement of that file must
be of the following form. Note that ALL WLS system files are in
this form. The rel-file name is the one specified in the FILE
statement comment. Because of the current state or the TASKS
command, the format must be exact, 1TENEX syntax )S necessarv.
Thus «e nave the reaunugancy of an suditional comment in Kud 1ink
syntax pecause ot the recuirements of the commanas In thé programs
subsystem! ‘This nhopefully will be fixea in tne future, hote also
that tne compiler is also speclfleg. 1f no cdirectory is notec,
tne gefault svstem compller is useo. EXperlmental compilers inust
nave the alrectory spécitiea, txamples of the Flik statements
are: 3c

FILE fintnls % LiU to <nic=nls>FiININLS %% (LiO,)
(nic=nis,FININLS,) % 3cl

FILE nlslanguage% CML <rel=nls>SIN1AX % % ( CML,)
(rel=nls,SYiWlAX.rel,) % 3cz2

FlLk bintnls % <AKCSUBSYS>XL10 to <KELRIRE>DINEIN1S %%
(arcsuosys, AL10,) (RELNINe,bintnls,) % 3c3

10 get the process started, you must issues the "nhun lasks"
Command in subsystem Xili. (AAX Shcoculd be an attached supsysten
for all NLS system prograemmers; it should pe set as such in vour
user prorile. Utner usetui conmands in XXa permit you to enter
TENEA DDT; less generally useful conranas are <lso tnere to start
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the Journal Process, etc.) it was at one time possipvlie Lo nave

tne system aetach your job onCe Cthe process started. lnus you

could then log in again and not tlie up a terminal. (ihe job would

ran decacned.) 1 aon’t reconmnenc tnis proceaure because ot

various problems 1n the systef. Jf you just let taskKks run, ycu

may see Lhe statements aisappear oynamically as tne systemw

compiles tnen one by one (assuming vou have Lhe file loadea to the

T0DJ branch on a gisplay). when the process is complete, you will
receive the message "lasks completea", ‘ 36

if the system crashes in the middle of a compilation, it will not
have been movea to tne DUNE branch. 3e

Notations of successful or unsuccessful compliiations are inserted

down from the commands as notea 1n tne aiscussion of the LUWE

pranch above. 1t the source file is locked, it will not be

compillea by TASKS (unless it is lockec by Lhe person runhing

tasks!) ana the message "Cannot open file" will appear in tne DUNE
brancn. Ihis feature prevents the compilation of a rile wnich is

in the process of veing MoGdlti€d. 3f

Compiler diaunostics are available as noted apove in the
discussion of the DOnE pranche. 3g

A little used commana 1n XXX may oe usea to "Check" if there were
any errors in tne compilations vefore loading. Inis command 1s
includec in each of the "process Commanas" orancnes :o! licaading
supsystems. I personally prefer to check sucn informstion myselt
and f£1x syntax errors cy nand. 1 then co on to lcad the systen 1

#ant Oy using tne appropriate crench. 3n
Loacing System Files=- The Process Commands bBrancnes in (nls, tasks,) "

Une may do a load Uf an WLLS system (or output processclr) by doind
a "pProcess (commands tlom) Group" on tne groug of commands in tne
© _desirea orancn in TASKS. All of these brancties have the same toImn
"2 and accomplish the desirec task by starting up a lower Lorx ana
dgoing the eguivalent ot a RFUnFlL. The commencs tile has tne same
format as any used in tne RUNFIL commana at tne TeNEX EAcC with
one important exception: there must be the worc QUII at the enc Lo
get you out of tne lower level fOIK &nd back tc NLS. Iyping
control=1 while the process 1s running »ill not glve ycu any
information since it 1§ cirectec to the lower level fork. In fact
typing anytning wnile tne load is in progress 1s piocaply
danderous cecause of limitations 1n tne system wnich were
introduced when it ~as written Severai years ago at a time when
tne TENEX fork manipulation mechanisnus were even fore Lrimitive
than Lthey a&are now,
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while commands in tnese pranches also permit you to run TASKRS, 1
aon‘t use tnem for tnhis ouilpose: 1 prefer Lo separate the jows.
Tnus 1 oo "Process Group" ratheér than 4 "Process rlex".

There are several advantaues to using this process rather than
doing a KUWFIL at the TenNEX EAeC:

A permanent recora of tuhue load alagnostics and map is availaole
for viewing by other proarammers.

Ine date ana time of the loaa is lecordeu in tasks.

A copy of the load diaanostics 1s put out to the lineprinter.
(Inis was once usetul, but since Lhe loader diagnostics have
EOLs rather than CR-LFs, the load maps try to appear all on one
line on the ELF printer! 1ou can, however, do & "Copy
Segquential" in NLS on tne load map file (the name of which is
specified in tne process colkmanas brancn) or view that file on
your terminal at tne 1EmWeX EXEC by copying to 1TY:

A tyoical Process commands brancn from (nls, tasks,) appears
below:

(make=gnls)
execute programs attach subsystem Xxx
execute XxX run tasks
execute Xxx check
7t *+ DO NUT type ANXTHING wnile load in progress #*#

execute progQrams run tenex (systein,exec,jfrile
(rej=nls,load-map~anis.;.)from (rel=nis,qrunlor.txt,)yes

load tile (nls,tasks,)

insert statement (nls,tasks,done)d(LastLoad) Last GNLS Loag:
insert time (nls,tasks,done,d+e€)

update file

copy file
(rel=nls,load-map=gnis.;0;)(sIcprinter ,load~map=qgnis.»;#,)

¢ ¥%% LOAD COMPLE1ED ##%*
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Sipilar bprancnes exist for LLS (creates <rel=nls>gnls), LIC=HLS
(creates <nic=nls>rnls), NIKE (CIleales <relnined>penls), XPURGEN
(creates <xporgen>xoutprc) anu kFORGER (Creates <polgen>xoulprc).
Inere ougnt to pe one ftor loaaing the front eno as aell!

NLS versions of all tne commands files for the HUMNIL exist, 1f
you wish to change the runtil, you Shoula change tne NLS version
and tnen do an "Output Assencler”, (You propaply snoulan’t change
tnem olithely pecause of space restrictios anao tne necessity for
having files in specitic locatlions in the address space.,) The
relevant files are:

(nls, grunldr,) usea to make (rel=nls, grunlor.txt;,)
(nic-nls, runldr,) usea to make (nic=-nls, ruenldr.txt;:,)

, (nine, loadnls,) used to maKe (relnine, loaanls.txt;,)
(porgen, opload,) used to make (porgen, opload.txt;,)
(xporgen, opload,) used to make (xporgen, oploaa.txt;,)
Again, there should be a pair for the frontena listed nere,

Recoroing Changes and Agdditions to the System==- 1he Changes brancnes
in (nls, tasks,)

For vour own benefit as welli as for the sanity of your fellow WLS
system programmers, you shoulo reccra relevant cnanges to ine
system (from minor oug fixes Lo majcr overnauls) in the
appropriste change vranches 1n [1AShS. Examples of some receat
recoras are containea above. ihese notes are very useful in tue
creation of documentation and in analyzing siae etfect bugs,

Suggested Tecnniques ftor Moaifying the system

“J Minor oug fixes (cnhanges to tnhe system ahich take less then e few
aavs) may be made directly to tne soulce coce, Afler the changes
have been put in, compile the tile using 1ASKRS &ano tnen load the
system (after pernacs negotiating with others who nhave files in
the same system weiling to be compliea.) After successful
testing, note tne cnange in the applopriate branch. Send a
message through the Journal to tne approprilate cocumentation
person if new gdocumentation 1s necessdly. Sena a messaye Lo tne
appropriate Applications proorammer Lo have them cring up the
systea as tne running version on ail relevant machines, Chanyes
to <nic=1ls>rnls neea great cale since It goes to UrriCEk=1.,
Changes to <rel=nls>anls appear in tne running system at ISIC,
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Major asditions or cnanges shouid provécly pe done 1n your own
copy Oof tne relevant soulce ccoe file wnich you may depbug usina
tne Programs SubsysStedie. HdOWevEr, because ctners may wish to f1x
buas in the same file, you Spould maintain 4 lock on the original
S0 any otner proarammer will pe aenied access by the system,

After personal neygotiations (so tne other programmner s changes are
also placed in your copy of the file) vou coulo let the other
person have access to tne system tile by upcating it, You must
thnen place a lock on thé tlle again. waIning messages may be
placea in [ASKS to let otner programmers know about penaing major

system disruptions. 6b
As a rule, developments shoula remain user subsystems until they

have opeen cthorouanly cnecked out, OUnly then shoula you

ipcorporate the changes in experinental wWLS systems. Further

testing spoula be carrieéd out pefore tne auaitions or

mooitications make tnelr way into supposealy more stable systems :
such as <nic=nls>rnls. 6cC
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MESSAGE

Jim, I read your RFC with great interest, 1 tend to agree with you
apbout the general utility of the procedure call model for protocol
design; nowever, there are several points in your paper which weaken
you argument considerably.
Although I am sure you did not intend it, paragraph 2cCcl seems to
imply that the Telnet protocol detines connection conventions and the
character set, but not the commands. 1 assume that you are pointing
out the lack of a Common Command Language in the Net for often used
functions. It is a valid point, but has little to ao with the Telnet
protocol itself.,
A blt later vyou note that the general format for protocols beyond
lelnet have a command fcllowed by a single parameter. From the
context, I assume you are referring to FIP and RJE ( the only other
possiblities are Mail and Grephics) of which only FIP has this
format. This hardly seems sufficient to make & generalization from,
Also on the point of the single parameter, you seem to indicate (and
rigntly) that this limitation is restrictive anad should be relaxea.
However, it I remember correctly trom the last FI1F meeting in March
1973, the reason for adopting the single parameter form was the
difficulties of providing a8 way to report parameter errors or

‘ incompatible combinations of parameters in a machine readable form
that was helpful, would not get out of hand, anc everyone felt
comfortable with, Although several possibilities come to mind to
address this problem, 1 find it a major flaw in your paper that after
pointing out the restriction (and implying that the position being
taken in this paper is better) you fail to address the issues which
lead to tne restriction originally. The problems coulc be dealt witn
in relatively short order and would lend more credence to you overall
argument.
If you would like more evidence on your side with respect to modeling
communications as procedure calls, you might look at Balzer's article
"An Uverview of the ISPL Computer System Design" in CACM Feb. 1973
Vol. 1o No. 2. Iin wnich he implements ports by means of co-routines,
A real nit-pick, 1 was a little disappointed in the generality of
your data types, Wwhy should integers and indices be restricted to 32
and 10 bits respectively? For that matter why distinguish the two?
There are several good data tyre formalizations floating around in
the literature that you might want to look at.
All in all you may find that these are ratner minor points, but my
own feeling is that they detract rather heavily from the flow of the
argument tnat is being made in favor of the procedure call model,
lts almost like one has just read the proof of a theorem; and you
feel that tne theorm is true, but your not sure you believe the
proof.
Take care, John

REPLY
‘ Jonn== Thanks for yvour comments on my NCC paper. Assuming the paper
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is accepted for inclusion in the Proceedings, I will try to
incorporate vour comments alond with the referees’. In response to
some of your specific points:
(1) You‘’re right, I’m not criticizing the TELNET protocol; it does
what 1t was designed to do, i.e. provide a venicle by which & user
can address arbitrary commands to a remote process. HRather, 1'm
simply noting that effective process=-to-process communication
(with no numan in the loop) reguires that the syntax and semantics
of commanas pbe fixed.
L chose to talk about process-to-process protocols as 1f tney
were command languages because that‘’s the way they in fact
develoved in tne ARPANET (i.e. TELNET was chosen as their
foundation). Althougn 1 have never bought this design strategy
and believe it has hindered protocol development, it is the one
that was chosen.
(2) The family of protocols to which 1 refer in the paper consists
of FI1P, RJE, and Mail (both as it exists within FTIP and as (for
example) 1 proposed in RFC 524). Each of these protocols employs
tne single-parameter=-per=-command model, Although the family is
small (just as the total number of official network protocols is
small), I'm sure the philosophy behind it would tend to be acdoptea
in other application domains (at least those amenable to 1it), were
there any such work being tunded these days within the ARPANET.
There are, Of course, as you note, other applications protocols
(e.q. graphics) which are structured entirely differently; |{
will make this clearer 1in the paper,
(3) 1 don’t recall the difficulty of reporting parameter errors
peing a factor in limiting the protocols to one parameter per
command, although that was & long time ago anc 1 may have
torgotten., The reason I do remember was the alfficulty of
delimiting one parameter from another, i.e. of finding a delimiter
that would never appear in a parameter, The decision was
therefore made to allow just cne parameter per command, from which
only CR LF were excluded, 1This, of course, was simply laziness on
our part, since there are simple ways of surmounting the
difficulty (e.qg. preceeding occurences of the delimiter within the
parameter by an escape character). The insistence that the
protocol be typeable by a T1P user may also have nad something to
do with the decision. 1In any case, the data typing scheme
proposed in the paper solves this problem, of course, But since I
didn’t even describe the problem in the paper, 1, of course,
didn’t make a big thing about its solution. Perhaps the paper
should contain some more background information in tnis area (but
1 £ind it embarrassing to even talk about),
Regarding the difficulty of reporting errors in a
multi-parameter-per-command model, 1 don’t understanc what the
problem is. FTP permits an error number to be returned to the
invoking process, in which the specifics of the error (e,.g.
which parameter was at fault) can easily be encoded; the
protocol proposed in the paper does likewise, Every
programming environment with which 1 have ever dealt takes
roughly this same approach. There error numpbers are employed
to report the failure of proceaures whose calling seguences can
pe complex indeed, and the mechanism has always seemed
perfectly adeguate.
(4) The proplem of imposing ceilings on the length of a character
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string, the size of an integer, etc. 1s one that can only ope
solved by simply piting the bullet and picking numbers. Whether
32 bits as the width of an intecer was tne rignht choice, 1 don‘t
Know., If one instead picks 36, thereby allowing a 3b6=-bit machine
. to send such an object to (for example) & 16-bit machine, the
latter will nave major problems trying to manipulate it,
Thirty-two seemed a nice choice at the time, since obpjects of that
size can easily be manipulated by both 32~ ana 36-bit machines,
and require an even doublewora for their representation in 16=bit
machines.
Iype INDEX was NUT intended simply as a more efticient way ot
encoding small INTEGERs, & goal that can be acnieved much more
cleanly by defining two transmission formats for INTEGERs, one
for use with very small numpers and the other for use at other
times. INDEX was introduced as a distinct data type as a means
of formalizing what 1 have found to be a very common class of
data objects, namely, small positive integers (the 2*%%15=-1
upper bound being somewhat arpitrary) used as handles or
identifiers for other objects, Wwhat I was aiming at was a
convenient way of restricting certain procedure arguments or
results to such objects. Perhaps the right thing to do is
simply describe such parameters as "an INTEGER in the range (1,
1#%#15-1]", although "an INDEX" is certainly more convenient,
Jonn, you may pe interested to know that Al Vezza ana others at MIT
have also designed a set of data types and transmission formats (for
a mail protocol tney‘re working on) that I belleve will be describead
in a forthcoming RFC., Their protocol takes much greater pains to
accomodate large objects and to minimize representation sizes, and is
to my proposal what a Cadillac is to a VW, ==Jim
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Comments from Carl Sunshine on the LES Papers

'018 MESSAGE

019 Jim, 1 just nhad the pleasure of reading your two DPS papers
whicn I found most lucid ana enlightening. A couple of guestions
occurred to me, however.

020 In your NCC paper, you state that "unlike the supstance of the
Protocol, however, the Model has alreaay proven guite
controversial in the ARPANET community." (par 4a8) Could you point
me to some RFC’s or whatever that relate to this controversy? I
am most interested in what people find palatable or distasteful
about your formulation. In particular, your selection of
procedure-like models rather than process- or command-like mogels
pears furtner discussion in my mind. 1s that what the controversy
was about?

021 In your second paper (27250), it took me a while to understana
where the extensions you discussed in part 3 get implemented, if |1
nave it straignt, tne first extensions discussed in each section
are of a "server" nature == that is they are part of the run time
environment, and respond to requests fron remote processes
(actually the remote process’ RTIk) to do something to local
processes. INIPROCESS, ALOPOKT, etc. are in tnls class. 1The
second type procedures you cescrived exploit tnese "server" type
procedures to provide a "user" type service to tneir local
processes, S0 a process calls CRTIPROCESS in its local RIE which
talks to INIPROCESS in the appropriate remote computer’s RTE to do
the right stuff. 1Is this all correct? 1Iif so, 1 think you shoulad
make the distinction between the server and user type RIE
procedures clearer. You also might make it very clear that all the
extensions to the model you present in part 3 are "systen
procedures" as you say in part 2, either of the server or user
type.

022 1'm looking forward to our session at NCC. Carl Sunshine

023 REPLY

024 Carl==- 1Thanks for your comments on my DPS papers, Assuming
the papers are accepted for publication, I‘l1l try to incorporate
your comments along with the referees’, In response to your
specific questions:

025 (1) The major point of controversy witnin the ARPANEI nas
indeed been the procedure call model, 5See:

V26 (a) "A Commentary on Procedure Calling as a NeLWwoOrk
Protocol"
(RFC 684) by Rlck Schantz of BBN.
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. 027 (b) "Some Comments on the Procedure Call Protocol"
by Raj Kanodia of MIT (to my knowleage, this was never
published as an RFC; perhaps Raj can supply you with a
coPY). 027

028 (2) In the paper, I tried to carefully distinguisnh between
the "primitives" that a run-time environment offers its local
applications progréam, ana the "system procedures", which one
run=time environment offers to another via the Protocol, via
whicn those primitives are implemented. As you finally
concludea, CRIPRUCESS, for example, is a (local) primitive
wnile INIPROUCESS is the (remote) system procedure reguired for
its implementation. All the primitives (which correspond to
your term, "user type RTE procecures") are summarized in
Appendix C, all the system procedures (your term, "server type
RIE procedures") in Appendix B. 028

029 As indicatec in paragraph 2d4, 1 employed the same

format for describing both primitives and system proceaures,

noping that the category into which particular primitives or

system procedures fell woula be apparent from the context.,

Sorry for the confusion; 1°11 try to devise some notational
difterence to distinguish the two, 029

030 Carl, thanks again for your comments. After proecf reading
. sometning 500 time yourself, it begins to make sense no matter
what it says. ==Jim 030
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mments from Ken Pogran on the NCC DFS Paper

MESSAGE 04

05 Jim, I was just pbrowsing through RFC707, and came up with the
following comment: In 2¢c7 on page 5, you describe the RNFR/RNIO

FIP command seguence, saying that "Since tne general command

format admits but a single parameter, multiparameter operations

must be implementea as sequences of commands", 7That’s generally

true; 1 reqgard it as an example of narrow tninking on the part ot

the folks who first specitied the FTP, which has been blindly

perpetuated by all who followed. Note that in the latest go=-round,

we have some mode~seltting commands which take Tw0 parameters: (I

torget whicn, but it’s there), 0S5

06 The example of RNFR/RNTU can only prompt the reader to say "On,

what a bad desiagn!", which, of course, is tne point, for you pick

up on this in 3az (1). But I think it’s the weakest polnt, for we

could design the two~command sequence, with its attencant roung

trip delays, out of the protocol. We CAN‘'T design "parameter

types other than character strings" into the FTP, nor can we

“return results in a command response". I think these are by far

the more substantive provlems with the FIP’s cruge

command/response discipline; RNFR/RNTO 1s merely & rougnh eage

that, 1 think, isn’t worth mentioning in a technical paper. Ve

07 Good paper, by the way!
Regards, Ken 07

REPLI (V1
09 Ken==- Thanks for your comments on the DPS paper. 09

010 The most recent FTIP spec contains two commands witnh more

than one parameters: SUCK, which permits both host aaddress and

socket number to be specified; and ALLO, which accepts both

maximum file size ana maximum recora size. both are "easy"

commands to define, since coth of their parameters are numeric and
therefore a space can readily pe employed as a delimiter between

them. 1 considered mentioning these two commands in the paper,

but decided not to (perhaps a mistake), since 1 was interested in
descrioing the general philosophy behina the protocols (i.,e. the

rule, not the few exceptions to it). 010

011 Needless to say, KNFR/RNIO is not an isolated case, since
in FTP we 3al1s50 have: 011

012 USER/PASS/ACCT instead of LOGIN (user, pass, acct) 012

013 RETR/TYIPE/STRU/MCDE instead of RETR (pathname, type, stru,
mode) Gl13
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. Ul4 STUOR/ALLU instead ot STOUR (pathname, filesizZe, recsize) 014

015 But vou‘re right that this dgefect of the protocol would be the
easiest to remove, ==Jim 015
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WHAT DPS IS

Tne Distributed Programming System (DPS) developed by SRI‘s
Augmentation Research Center (ARC) is a sottware framework that
. encourages resource sharing within a computer network by facilitating
the construction of distributed systems, It involves the following
three elements:

A MUDEL A high=level, application~independent model of distributed
systems lays the foundation for & network-wide virtual programming
environment in which hierarchically arranged processes can communicate
with one another at tne procedure call level,

A PRUTOCOL A network-wide Procegure Call Protocol (PCP) implements
the model by appropriately regulating the dialoG between Lwo pProcesses
interconnected by means of & network inter-process communication
channel,

INTERFACE SUFTIWARE Interface sottware provided by each installation
and link loaded with (or otherwise made available to) an applications
program employs the protocol to provide the program with high=-level
process manipulation primitives, thus effectively extending ils local
operating system to embrace processes anywhere in the network.

FOR MURE INFURMATION

The Distributed Programming System is descrived in a set of four
documents, of which the present document 1s one:

. INITIAL MOTIVATION The first paper provides important initial
motivation for developring a procedure-call-oriented interface petween

distant processes:

A High=Level Framework for Network-pased Resource Snarinag,
December 23, 1975 (SRI=ARC Catalog item 27197).

MODEL DeSCRIPTION The second paper, a companion to the first, more
fully develops the DPS model, suggesting standards for other common
forms and aspects of process interaction:

Elements of a Distributed Programming System, .
January 5, 1976 (SRI-ARC Catalog Item 27250).

PROTOCUL DEFINITION The third document is intended primarily tor .
systems programmers and provides a detailead description of the ,
Proceaure Call Protocol: ‘

DPS-10 version 2,5 lmplementer’s Guide
August 15, 1975 (SKRI-ARC Cataloa Item 20282),

TENEX INTERFACE SUFIWARE DESCR1PTION Ihe tinal document, intended
primarily for applications programmers, contains a detailed aescription
of interface software implemented by ARC for PDP=10s runninag the Tenex
operating system:

. DPS=-10 version 2,5 Proarammer’s Guide
August 13, 1975 (SR1-ARC Catalog ltem 26271).
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This one page document will be inserted as a preface intc each of the tour
DPS documents to be distributed, Output process for best results.
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This file is designed to give you a substantial, concrete introduction
to NEWRETRIEVE commands., Provided you load a similar file with vour
directory as a vlex you may actually "execute" tne examples, Of course,
you can change what content is being searched for. 1 reccommend tnat
these examples be executea on & Tl to get a hardcopy listing of the
noise words.
First, you must load the NEWRETKIEVE subsystem. Currently, 1t has
the nickname RULES ( Retrieval User Language tor Evaluating Sets )
<cornish, rules.subsys, >.
Assuming you are in the RULES subsystem, to "execute" a group, branch or
statement of RULES commanas, simply enter "Execute( command 1in) base
Process ( commands ) ...." indicating the desired group, oranch or
statement. The commanos will be executed, leaving you still in RULES.
All the retrievals will appesr in this tile,
Thus, the second function of tnis file is to be a scratch pad for the
various example commands.
Finally, this tile serves as an excellent Lest base.
Summary of NEWRETRIEVE
NEWRETRIEVE nas been evolving now for several months.
Here are brief descriptions ot the commands to cate,
vefine
The Define command acts &s a declaration. You may define
eitner a form or a criterion., Within a cgefine command, you may
reference previcusly defined torms or criteria, NOTE THAT WHEN
YOU OQOULT THE SUBSYSTEM, ¥YOU LOSE ALL DEFINED FURMS AND
CRITERIA. Thus, 1 nave found it exceeding convenient ( moaulo
the hassle of writing command brancnes ) to collect all my
declarations into command branches,

Evaluate
‘ You may call for tne evaluation of a previously definea form oOr
criterion. Wwhen you evaluate & criterion at a statement, TRUE

or FALSE is displayed in the ITY simulation window depenaing
whether or not the statement "satisfies the criterion".
when a form is evaluated at a statement, & structure is
generated which 1s insertec to follow a statement you select
with a level adjust yvou select.
Evaluate form=name (at) SOURCE (to follow) DESTINATION
LEVADJ CUONFIRM
Evaluate criterion=name (at) SUURCE CUNFIkM
Viewspecs
Note that now, viewspecs are consicerea part of a form. Wwhen
you define a form you are promptea for the viewspecs you wisn
assocliated with the form. At a later time ycu may invoke
Set Viewspecs (for form) forme-name VIEWSPECS
should you wish to alter tnhe viewspecs, Setting these
viewspecs does NUT alter the viewspecs of your current display
area.
Show
To display the declarations of the various forms and criteria
you have defined, 1 nhave include the command
show ( definition and complexity of ) Form form=name CUNFIRM
Snow ( aefinition and complexity of ) Criterion form=name
CONFIRM
"Complexity" is & measure of the neiriness in some sense of a
form or criterion. It is the number of seguences reaulreag at
‘ any one time to evaluate the torm or criterion,
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KRecall tnat in NLS B8 and 8.5, no more than 4 sequences can be
open at any one time.
Flusn
1l regard this command as an interim solution.
Under rare circumstances, errors will leave open & seauence or
two, Thus I have included the command
Flush ( all unclosea ftorms ) COUNFLIRM
I plan to include a command which will institute the evaluation of a
specified criteria as tne "content analyzer" for the current display
area, Also, I plan a command which will institute the evaluation of
a specified form as the "sequence generator" for the current display
area,
This would allow the easy ( fingers crossed ) use of forms and
criterias in other areas of NLS, such as Output Quickprint,
Consider the following examples
A search across files for content, The northwest passage!!l
Suppose that by doing a Copy Directory UNDER the statement (files)
I get a plex of links to all my ( unarchived !!) files. How can 1
extract from this plex, &all links which point to files "about"
NEWRETRIEVE? Here you may of course substitute your own content,
First off, I must extract from the plex all the links to NLS
tiles. Play along and pretend you doen‘t know ( I dian’t ) that you
could get them with an option to the Copy Directory command.
Thus 1 define one criterion which 1s simply a pattern based on
the extension of an NLS file.
Then 1 define the form nlsfiles which "extracts" from ANY plex
all statements containing somewhere the content ".NLS;".
Finally, to perform tne extraction on the PARTICULAR plex 1
"evaluate" the torm nisfiles at the statement (files.d).
Again, this means that the SPECIFIC plex to extract from 1s the
plex at (files.d).
Note that while forms names must be unigue as well as
criteria names, RULES allows the name ot the form ana the
criterion and the destination to be all the same,
(nis)
Define Criterion nisfiles<CA>Pattern [".NLS:;"] :<CA>
Define Form nilstiles<CA>Extract Plex <*N><CA>Name
nlsfilles<CA><*N><CA>
Evaluate rForm nlsfiles<CA> tiles,a<CA> nlstiles<CA>d<CA>
Seconcly, let's abritarily cdefine "file is about NEWRETRIEVE" to
mean that the file contains the content "NEWRETRIEVE" 1in at least
one level 1 or level 2 statement. While this might be somewhat
artificial, it demonstrates the use of viewspecs with a form.
First, 1 define a criterion namea nwcrit, when nwcrit is
evaluated at a specific statement, the link in the statement is
taken and the branch at "the other ena" under viewspecs "eb" is
searched for a statement containing the content "NEWRETRIEVE".
If one 1s found, the criterion nwerit 1s TRUE, Otherwise, Cthe
criterion nwcrit is FALSE.
Seconaly, 1 define & form namea nwform, Wwhen nwform is
evaluated at a specific statement, in this case (nlsfiles), an
"extraction" is performed on the plex at (nlsfiles.d). The
criterion used in this extraction is the criterion newret,
Recall that the plex at (files,d) is a plex of LINKS. When
nwiform is evaluated at the statement (nlsfiles), nwerit will
in turn be evaluated at each of the statements in the plex
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at (nlsfiles.d). 1f for one of the statements nwcrit is
IRUE , then that statement 1S handed back as part of the
extraction. Utherwise, it is not hanaged vack.
Finally, the structure handed back &s & result of the
‘ extraction is inserted UNDER (expand). Recall that what each
statement in this structure will pe is a link to & file
containing some level |1 or 2 statement witn content
"NEWRETRIEVE",., Another example follows in which tne ACTUAL
STATEMENT with content "NEWRETRIEVE" 1s hanced back,
(extract)
Detine Criterion nwcrit<CA>Some Branch .1<CA>eb<CA>Pattern
"NEWRETRIEVE" ] ;<CA>
Define Form nwiorm<CA>Extract Plex .d<CA>w<CA>Name
nwerit<CA><~"N><CA>
Evaluate Form nwiorm<CA> nlsfiles<Ca> expand<CA>a<Ca>
(expand)
expanding a plex of links
Assume that you have a plex of 1links to all your files, such as
you would get if you did a Copy Directory. [Co this to go under
statement (files). Since you only want to expand links to NLS
files, you first must "extract" the 1inks to NLS files, 1 assume

this nas also been cone already in the first example. 1f not just

execute the brancn at (nls).
Once the plex under (nlsfiles) as been constructed, the links are
expanded to two levels by executing
Detine Form reach<CA>Branch ,l1<CA>eb<CA><CA>
Define Form loopreach<CA>Loop Plex <*N><CA>Name
reach<CA><*N><CA>
Evaluate Form loopreacn<CA> nisfiles,d<CA> expand<CA>d<CA>
‘ Alternatively, you may execute
Define Form onestep<CA> Loop Plex <*"N><CA> branch
+1<CA>eb<CA><*N><CA>
(structure)
mary had
a little lamo
she was white
harold was a parrel
roll on
over the falls
yean vyean
we all have substructure
(hanale)
(files)
CORNISH, AFMFORMAT,SUBSYS:39, >
CORNLISH, AFMFORMAT,.CML;11, >
CORNLSH, CAPABILITIES.NLS:9, >
CURNISH, COBULEIGHI.CML;4, 2
CORNISH, CUBOLEIGHT.SUbSYS:<, 2
CORNISH, COBULEIGHT.NLS32, >

CORNISH, DECIMAL.CML:Z, >

CORNISH, DECIMAL.SUBSYS:38, 2
CORNISH, DMPAPERS.NLS:3, >

CORNISH, FURMALDEFINITION.NLS;10, 2
CORNISH, JAC3.NLS;16, >

CURNISH, JAC3.NLS;15, >

AAAAANAANANANAN

CURN1ISH, CODEUUTLINE.NLS;8, > | Being Modifieac By CORNISH (JAC3) )
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CORNISH, MESSAGE.TXT:;1, >

CORNLISH, MOTIVATION.NLS;5, > [ Being Modifiea By CORNISH (JAC3) )
CORNISH, MOTIVATION.NLS;4, >

CURNISH, NEWRETRIEVE.NLS;78, > | Being Modified By COURNISH (JAC3)

CORNISH, NEWRETRIEVE.NLS;77, >
CORNLSH, WEWRETRIEVE.CML;54, >
CURN1ISH, NEWRETRIEVE.SUBSYS;117, >
CORN1SH, UBJECTLANGUAGE.NLS?3, >
CORNISH, PLINX.NLS;2, > || Being Mcdified By CORNLISH (JAC3) ]
CURNISH, PLINX.NLS:;1, >
CORN1SH, PRIMITIVES.NLS;S, » | Being Modified By CURNISH (JAC3) I
CURNISH, RULES.NLS;4, > [ being Modified By CORNISH (JAC3) ]
CORNISH, RULES.NLS;3, >
CURNISH, RULES.SUBSYS:S5, >
CORNLSH, RULES.CML:Z, >
CORNLISH, RULESDEFINITION.NLS;1, > [ being Modified By CORNLSH
(JAC3) )
< CORNISH, TEST.NLS;10, > [ Belng Modified By CORNL1ISH (JAC3) )
< CORNISH, TEST.NLS;9, >
< CORNISH, TESTCUBOL.NLS:;1, >
< CURNISH, <"V>)ARCHIVE=-DIRECIORY(.;1, >
(nlsfiles)
(groups)
Define Form front<CA> Group <"N>.n<CA><CA>
Define Form back<CA> Group <*hN>.L<CA><CA>
Define Form switcn<CA> Follow Name back<CA> Name front<CA>
<CA><"N><CA>
(loops)
. Define Form roundebout<CA> Loop Branch <*N><CA> Statement
<ANDKCA>KAN>KCA>

ANAANAAANAANANANAANANANANANSAANANANANAN
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1. Introduction .YBS=1;
Inis document discusses the design of a particular Information
\ retrieval system, HELP., The reguirements of HELP are a supset of the
| . general information-retrieval and data=-base=-management situation.
This document is in a format whicnh satisfies HELP'S needs, It both
\ presents a new formulation of HELP, to replace the existing one, and
provides a concrete example of the issues to be dealt with in
designing information retrieval systems.
The philosophy of this new HELP Is to use a simplified subset of
existing NLS. The features in this subset are explained in
intormation retrieval terms to make them accessible to tne HELP USer
without requiring him to know NLS. For example, a concept called
"yiews" is introauced, which NLS users will recoanize as simplifiea
viewspecs. The HELP teatures are implemented using avallable NLS
code, since in reality they already exist in NLS.
Note: the numbers here (e,q. <4a) are used to indicate which
statements are "titles" ano which "paragraphs" (explained pelow); the
numbers would not appear in actual Cext,
2. Requirements for HELP .YIBS=1:.PbS:
2a, Online/0ffline
Tne same document is to be used for botnh online interrogation and
offline printinag.
2al. Unline
For online use, the document is divided into conceptual chunks
which the user can retrieve and display. These chunks may be
of any size. Most HELP documents will organize their chunks in
some sort of hierarchy because of the hierarchical nature of
commands, For example, if the user types "insert statement"
. and then hits the HELP button, the retrieval system will take
him to the sub=chunk "statement" under the chunk "insert",

|
|
} Other documents will be more linearly structured.
2a2, Uffline
For offline use, the document is to be capable of being printed
meaningfully bv an algorithm. This might pe the COutput
' Processor, or it might pe some other subsystem., In any case,
| no human editing is to be required to get a readable hardcopy.
Ine document should be linearly conherent and clearly organized,
so that if users onlv look at the hardcopy, they will still
have a useful reference document,
It 1s also reasonable to expect that the agocument will get
"gutout Quickprinted" auring its lifetime, so it ought to be a
pretty standard NLS file (or files).
Since most people are more familiar with haracopy documents
than with online ones, e€ach document should prooably be written
tirst in offline form, as it it were to be printed. 1t can
later be modified to make it more useful online, in the ways
outlined in the next section.
2b. Skilled NLS users
A SKilled NLS users are to be aple to examine and move around 1n
é%ﬂo*’ online documents in all the flexible NLS wavs developed during the
past ten vears, 1ITnhe general principle is: the more you know, the
more you can do.
In particular, the standard NLS sequence and portraval generators
are to be used, ratner than Special=purpose ones,
. 2¢c. Novice and non=MNLS users
Users unfamiliar witnh NLS, and tnose from whom we want to hide
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NLS, will have a simple (minded) set of commands, as is currently
done with HELP and the NIC’s QUERY.
2d., Upening documents
There are to pe several ways to specify which documents to search.
A good metaphor is a liorary of books: to look up something, a
reader selects a book from the lipbrary and opens it to a certain
page.
2dl. The HELP button
Ine HELP button provides a specific initial entry into a
document. It "opens a book" at a designated place. For
example, if the user partially enters a command and then hits
the HELP putton, HELP will show nim tnhe entry dealing with that
command in the relevant documentation file.
2d2, Other entry
The user may explicitly specity a term to retrive and/or a
document to searcn. If he coes not specity a document, an
algorithm computes a default document. For example, the
current NSW HELP computes & tool HELP file from the tool name.
Unce a document 1s open, Subsequent terms are retrieved from
that document., This amounts to turning pages in a book once
you have selected it from the library.
If a term is not found in a document, links may be included in
the document naming other documents to search. This amounts to
looking in a pook’s bibliography, selecting other books from
the librarv, and searcning them.
Z2e, Viewing documents
Since logical structure does not necessarily follow physical
structure in a file, HELP 1s to provice logical ways to view a
document. Examples are presented below.
2f, Multi~-file documents
Retrieval requests across file boundaries are to be permitted. As
mentioned above, documents may contain links to other documents,
which may contain links to other documents, etc., forming a
network. It is a network rather than & tree because document "A"
may contain a link to document "B" wnich may contain a link back
(eventually) to document "A". HELP will take precautions to avoid
looos,
29, Use existing HELP documents
Since so much effort has gone into the CORE, BASE and several
smaller HELP files, they are to be used "as is", with at most some
automatic conversion by an algorithm, However, these files are
not in hardcopy form.
2h, Use existing NIC documents
Since a large number of NIC files exist which are of general
interest to the user community, they are to be accessed by HELP.
Tnese files are already in good offline form, and require little
conversion to online form.
I'he principle requirement is that links to NIC documents be placed
in an index accessiple to the retrieval system, such as LOCATUR.
2i. Use existing hardcopy documents
A large numoper of hardcopy~=format documents exist, This number
will grow as ARC people continue to produce documentation ==
mostly in hardcopy form == and a NSw tool pbuiladers pegin
furnishing their tools. These documents are to be accessed "as
is", or perhaps witn automatic conversion by an algorithm.
Again, the principle requirement 1is that links to these documents
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be placed in an accessible index, such as LOCATUR. All the
documents already in LOCATUR are also to be accesseéd by HELP.
2j. Stepwise refinement of offline documents
Wnen accessina a document desiagned for cffline use, HELP cannot do
petter tnan NLS, since it knows nothing about the content of the
document. However, HELP is to have the property that the more
online=tyve information one adds to & document, the more flexibly
it can be viewea and accessed. with tnis approach, limited
retrieval on any hardcopy document can be achieved immeaiately;
more aadvanced retrieval can be obtained in proportion to thne
number of features aacged,
1f one designates certain statements as being "titles" (see
pelow), then an outline view can be generated showing only the
titles in the document, to any specifiea level. Also if titles
are named statements, name searches can be done, which are much
faster than content sedarches,
Document Organization .YBS=1;.PBS;
To satisfy the reqguirement that every document ve usaple both for
nardcopy and online reterence, documents must be linearly ordanlizea
(i.e. readable from front to back in a coherent fashion) and also
divided into managable "chunks" which can pe printed online. NLS
gives us a 4good handle on this, since documents are already divided
into statements and branches, Ihus we have a start toward solving
the problem of online access of e€xisting hardcopy documents. 1Tne
following model of a document further enhances the online
capavilities.
A document consists of two types of statements: "titles" and
"paragrapns". Titles are distinquishea from paraaraphs by some
means, €.9. by making them named statements or by giving them a
property. The title/paragraph distinction enables the system to
display a document’s LUGICAL structure (it titles), in addition to
its pnysical NLS structure,
The assumption is tnat documents contain a set of concepts (the
titles) which can be retrieved and a set of statements (the
paragrapns) which explain those concepts., 7Tne two sets are not
necessarily disjoint,.
3a. Titles
Titles are ordinary NLS statements, usually no more than one line
long. They form the conceptual organization of documents. Every
title may nave paragraphs associated with it, forming an NLS
pranch. A title branch completely explains one topic.,
A title is the smallest unit HELP will retrieve,
3b. Paragraohs
Paragraphs are also orainary NLS statements, possibly having
sub=-statements, They are of arpitrary length, &and there may be
aroitrarily many of them == whatever is necessary to explain the
ticle.
Paragraphs are introduced becaus€é the old HELP/QUERY menus are too
restrictive, They disable NLS viewspecs and Jump commands. They
limit to one (1) the number of ways documents can be viewed == a
statement followed by a numberea menu of one=line statements ==
which nhas been the source of dissatisfaction. FKemoving the menu
constraint permits a more flexiple style of reading and writing,
Accessing Mechanism .YBS=1;.PBS;
4a. views
HELP will provide three logical "views" of a document, These are
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implemented using NLS viewspecs and/or content analyzer filters,
Since these "views" use standarac NLS portraval features, they may
pe manipulated like any NLS structure. For example, a view of a
document may be printed on & teletype, output to & line printer,
coplea to a file, bugged on a display, etc.
4al. Outline view
Snow just the titles, to a level specified. 1nis view replaces
the old HELP/QUERY menus, It presents the conceptual
organization of a document, enabling the user to find out WHAT
to ask about. 1t 1s implemented using a content analyzer
tilter and the viewspecs "ebtQ",
Link taking
1f the user asks to see a specific statement in an outline
view, and the statement contains a 1link, then the link will
pe TAKEN and the CONTENIS of the link will be shown. This
automatic link-taking feature is an extre facility provided
bv HELP.
4az2. Full view
Show a complete topic: a title and all of the paraqraphs under
the title, i.e. an NLS pranch. It is implemented using
viewspecs "wagQ". This 15 the viewing moade into which the user
1s put if he types the HELP button while he 1s in the middle of
a command,
4a3. Short view
Inis shows all the lines in the statement the user is currently
at, plus one line of each statement one level down == the
current HELP view., It is implemented usina a new NLS viewspec,
Retrieving views
4bl. Retrieval by title
Show part of a document in an outline view, In other words,
the titles themselves are the information retrieved, If the
document does not have titles, then this retrieval cannot be
done.
4p2. Retrieval by content, basea on NAME lookup
A topic may pe associatively retrievea bv specifying its NLS
NAME. This is the way HELP/QUERY currently work., It 1s also
the way the Jump (to) Name command wWorks. 1he reason for
limiting content searcnes to name lookups is efficiency; 1f NLS
ever implements other fast searches, then HELP can use them as
well.
Therefore all titles should be named with the string wnich will
oe usea to retrieve them. For example, the title dealing with
"insert statement" should have the name "statement" and occur
under a title named "insert"., (wWe coula use multi-word names
if NLS implemented them.)
If the statements in a document are not named, as is the case
with some hardcopy documents, then the search can still be done
on the content of statements, rather than on their names.
However, addinag & feature to a document == names and/or titles
== increases the accessing capabilities of the gocument,
4v3. Retrieval by address
A title can be retrieved by pointing to it or addressing it.
HELP's convention is that it an outline view is beinag shown
when a title is addressed or bugged, tnen that title will pe
shown in a tull view. This 1is similar to displaving a document
under viewspec "x" in NLS, then jumping to a statement with
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viewspec "w" or "wa" on. 1In fact, that can also be done.

4b4., Next view

A "Next" putton will show the next view of any kind =-- j.e. a
logical scroll. 1Thus a haracopy document may be read "as is"
by letting HELP open it, using the "full view", and stepping
throuan it with the Next button. Or the titles in & document
could be displayed and, if tney don’t all fit on the screen,
the Next button used to see the rest, 7The same with class
views.

Tnis is similar to NLS’s Jump (to) Next with viewspec "i" on.

User intertace
IYPEIN / BUG

User TYPEIN or BUGs will be looked up without requirinag a
command word.

If in outline mode when a BUG or menu number 1s aiven, HELP
will show the desianated topic in full view mode. If a word
rather than a menu numper is typed, HELP will look up the word
without changing view modes,

Ihe same applies to full view mode, with the exception that
BUGs are interpreted as designating words ratner than titles,
and the word is looked up just as it it had been typed.

<SP> Uutline ( CUNF1RM / TYPEIN )

Sets the viewing mode to "outline". 1f some TYPEIN 1s given,
HELP goes to tne word or address given, Otherwise, the user 1is
lefit at the same place in the document.,

<SP> Full ( CUNFIRM / TYPEIN )

Sets the viewing mode to "full". 1f some TYPEIN is given, HELP
goes to the word or address aiven., OUtherwise, the user is left
at the same place in the document,

<5P> Short ( CONFIRM / TYPEIN )

Sets the viewing mode to "short"., 1f some TYPEIN 1s given,
HELP goes to the word or address given., OUtherwise, the user is
left at the same place in the document.

<SP> Next <"view">

Prints the next view in the current viewing mode. This lets
the user step through a document. 1f the full view is on, he
can read an entire document using just this command.

<SP> Last <"view">

Prints the last view shown, May have to restore the viewing
mode. The previous views are Kkept in a ring, as with NLS's
Jump command.

<SP> Higher <"view">

Prints the "up" of the current topic in the current viewing
mode, This lets the user see the context surroundinag a topic,
particularly if he is in outiine mode.
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.1!.15 document describe tne technigues used to generate Lv pictures
from a digital computer, Anyone will be able to read and appreciate
the intormation discusseda; however, this is a very technical paper
and may not be ot interest to many. Also it is apbout 17 pages and
there are o6 pages of drawings wnich have not pbeen journalized, but
can be obtained from the author,
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@ 1050 GENERATION IECHNIQUES FOR THE NLS WORKSTATLUN 1

INTRUDUCTLON l1a

Video has captured the imagination of most computer.display
designers., why is this? lal

First, video displays are low cost, Complex parts such as tne
CRT itself, which would pe prohipitively expensive Lo produce
in small guantities, are cheap and plentiful because Of tne
impact of broadcast tv. Horeover, the technology is well
worked out, standards have be adopted, and many manutactures
compete in an open market, Wwhile the home tv nas relatively
low picture guality, pbroadcast studios and the closed circuit
ty market has produced a demand for very nign guality tv
eguipment at reasonable cost. laz

Second, the video waveform is attractive tor several reasons: lai
1) 1The image is coced in & standaraizea way. la3a

2) Tnis code provides for the creation ot an image from a
single stream of data on a single wire, No complex
interface is required petween the source of the video signal
and the tv monitor. Part of the intelligence needed Lo
‘ describe the picture is contained in the monitor itself,
fhe video production system need not concern itselt with the
mechanism need to trace out the picture, it need only
provide the codea information. 1a3p

All the information to construct the picture is contained

in the low energy video channel. Random or calligrapnic
displays distripute the information into 2 nigh energy

position channels and a low energy intensity channel,

vigeo on the other hand uses two positioning channels

which operate at tixea frequencles so that the ariving

circuitry can be optimized to minimumize the complexity

and power reguirements. la3pl

3) The code provides tor the creation of not only line

drawings pbut also pictures containing grey levels or color.

In its simplest form, computer generatea viaeo need only

contain a pinary level = on or otf; but 1f necessary, tne

computer video generator can produce grey levels and color. laic

4) Althougn there is no logical intormation 1in the video
signal, the waveform is ricn in spatial information, 1nis
information can be used to mix video waveform from several
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sources into a single video output to provide split screen
ana overlay characteristics,

5) 1ne bandawidth of the source and tne monitor will control
the density of intormation displayea to tnhe user., The
information will be displayed without flicker or dritt,

Third, vigeo technology is based on memory. No matter whicn of
the several video production technigues are used, the designer
must find relatively large quantities of memory. Video 1is
thriving today because memory cost is dropping dramatically,
memory speed is increasing, memory density 1s 1ncreasing, ana
the power consumption 1s dropping. In short, the vital element
needed for video proauction is becoming the simplest and
cheapest part of the system,

Fourtn, relatea technologes are advancind.

1) The creation of the data structures needed to convert
pictures described as computer based data structures (both
Lines and surfaces) is relatively well unaerstood., The
process 0Ot scan conversion requires considerable processor
speea, but here again, the speed of processors is increasing
while the price drops,

Z) Electrostatic printer/plotters are both fast and
reliaple, And the price is quite reasonable, Mechanical
plotters are obsolete fol the production of working drawings
and documentation. (Large nmechanical plotters are still
required ftor the production ot circult masks and so on;
however, these machines snould be considered &s numerically
controlled tools = not computer peripnerials,) The
technology needed to arive the electrostatic printer is
ldentical to that needed for the production of video,

3) The use ana storage of pictures, that is photographns, 1s
increasing anad the technology tor tne encoading of these
images relates closely to the proplems of video production.
Moreover, the analog storage of pictorial images on viaeo
tape and microfilm is possible and its use will grow., 1Tnhe
video monitor included in the workstation can be used
directly to view these images because the input waveform 1is
the same for both sources. Uptical Character Hecognition
(UCR) 1s just peginning to capture and create, markets ana
technology for the input of all sorts of printed matter,
pictures ana drawings, AS you may have guessed, the
scanners used to capture the data for OCR produce data
structures which, in their raw form, are completely
compatible with video production.
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As you can see, computer generated V1deo nas many aavantages.
In fact no, tecnnology avallable today provides the flexipility
and effectiveness of viaceo., In the sections below, we shall
look in detail into the problem ana processes of video,

CUNSLIDERATIONS FUR VIDEOD
VibeO STANDARDS

in this section we shall look at the time critical nature of
video production., 1Three ElA standards apply to the video
waveform:

1) RS=170, Electrical Pertormance Standaras for
Monochrome Jelevision Studio Facilities, (figure 1)

2) R5=330, Electricai Performance Standards for Closead
Circuit Television Camera 525/00 Interlaced 2Z:1, (tigure
i1)

3) RS=343, Electrical Performance Standaras for High
Resolution Monochrome Closed Circuit Television Camera,
(figure 1ii)

Ilhese standards set the refresh rate to 60 per second, Unce
set in motion, the video waveform must be maintained with
relentless precision,

URGANIZATION OF THE VIDEU WAVEFORM

ln order to create the video wavetorm, the plilcture is
converted into a series of horizontal strips, starting at
the top and continuing to the bottom of the screen. These
strips, called horizontal scan lines, are made by measuring
the whiteness of the picture at each point trom left to
right, Since the strip is ceterminea by scanning
sequentially from left to right, the norizontal aisplacement
(x dimension) is represented by the time trom the beginning
of tne scan line., Iln the same way, the vertical dimension
is determined py the time trom tne beginning oOof the first
scan line,

Ihe complete picture could be represented by the horizontal
scan lines taken one right atter the otner; nowever, it is
not. 1he picture is scanned in two passes callea fields.

The even numbered scan lines (0, 2, 4, b, ...) are placed in
tne first field; and the oda numbered scan lines (1,3,5,7,
«es) ar€é placed in the second. Togetner the first ana
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second field are called & frame. 1The fields are said to be
“interlaced 2:l."

Since eacn field must pe completed in 1/60 th of a second,
ana two filelds comprise a frame, the complete picture is
repainted 30 times a second, This is comtortably above the
threshold for persistence of vision so that the viewer does
not perceive any flicker.

Each horizontal scan line is separated from the next oy a
pulse called tne horizontal sync. 1Tne diagram pbelow shows
the horizontal sync pulses separating the viceo (intensity)
information. AS the alagram Shows, the viaeo signal starts
just apove 0 volts with black, continues witn successively
lighter shades of grey, ana ends with white at the highest
level., Near the norizontal sync pulse, the signal level
drops pelow black (called blacker than black) to a level
which insures that no image is produced, 71he process of
suppressing the video signal is called blanking. The actual
norizontal pulse 1s located slightly off center of the
horizontal blanking pulse and 15 negative going.

Ine horizontal sync pulse resynchronizes tnhe horizontal
oscillator 1in tnhe tv monitor so that eacn of the scan lilnes
starts at the same point on the monitor screen. 1In addition
to resynchronizing the horizontal oscillator, the horizontal
planking perioa allows the pbeam to retrace back to the lett
side of the screen before it launches off for the next scan
line of the field,

Ihe horizontal oscillator is used tc deflect the CRT beam
norizontally trom left to right in a consistent linear way
then snap tne beam back to the left during the horizontal
planking period. 1The vertical osclllator pertorms the same
function for the vertical axis but at a4 much slower rate,
The video waveform proviaes a sync pulse similar to the
norizontal one to resynchronize the vertical oscillator of
the tv monitor, Retracing the beam from the bottom right of
the screen Lo the top left takes about 1,25 milliseconds,
Horizontal scan lines which would ordinarily fall into this
time perioa are lost,

Interlace is accomplished by delaying the start of the
second field, This phase change is accomplished by
continuing the horizontal sSync pulses auring the vertical
sync period. 1Ihese pulses are called serrations, Near the
micale of the vertical perioa the horizontal sync pulse
train is snhiftea by one half of a norizontal time period,
The vertical oscillator has remained constant, pbut the video
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. information is delayed by one half period., The vertical
oscillator causes the beam to move down the ftace of the CRI
by two scan lines for each horizontal period, As a result,
the beam of the tv monitor will be lower on the Ccrt by

For this tield the scan lines will

pe between those of the preceding tiela, OUn completlon ot

the second field the aelay is removed and the process 1is

exactly one scan line,

repeated,

PERFURMANCE REQUIREMENTS

Most video wavetorms are produced by image tubes in tv
cameras. Ihe vidicons and image orthocons used in these
devices are essentially analog devices, 1nhe precision of
the deflection circuitry of the camera and the bandwldth of
tne video amplifiers determines the maximum resolution and
image quality of the viceo system, For digitally produced
video, the speed of the digital hardware determines tne
resolution ot the viaeo produced.

Broadcast television uses 525 lines with a 2:1 1interlace,
Closed circult systems may use higher scan rates, In tne
table below the number of scan lines actually available for

image use ana the time avallaole for the proguction ot V1dQeo

is given tor several common systems., (us = microseconds)

‘ Iime Per

Line Horizontal
Rate Scan Line

525 63.5
0/5 49.4
129 45.7
875 3g.1
945 35.3

1023 32.6
1200 27.8

us
us
us
us
us
us
us

video

Time Per

Lines

Scan Line Avalilaple

53.0
42.8
39.1
31.5
28.7
26.0
21,2

us
us
us
us
us
us
us

487
025
075
811
875
947
1112

For example, if an 875 line system is to be usea for the

computer production of vigceo,
produced every 38,1 microseconas, The time avallable for

video on the scan lines
the nhorizontal planking
lines

pecause some scan

only 811 scan lines may

image.

then a scan line must be

will pe the nhorizontal time minus
time in this case 31,5 microseconds,
are lost during the vertical retrace
be used for the proauction of an

The amount of data transmitted on each horizontal scan line
is not completely independent of the number of lines in the
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system., lhe aspect ratio (height/widtn) fol television is

3:4, that is the screen 1s wider than it is deep. In order

tor the image to be linear (undistortea) the numpber ot

points on a scan line must be 4/3 of the numver of

norizontal scan lines, The table below contains the bit

width and the time per bit for the systems listed above,

The Approximate bandawidth indicates the minimum bandwlidth ot

the tv monitor needed to reproduce a picture with every

other point on. lp3a

Line Numper of Time per Approximate

Rate Polints Bit Bandwiath
525 100 5.7 ns 0.0 MHZ
6/5 900 47.5 ns 10,5 MHz
129 979 40.3 ns 12.4 MHZ
875 1167 27.0 ns 18,5 MHz
945 1260 22.8 ns 22,0 MHz
1023 1304 19.0 ns 26,2 MHZ
1200 1600 13.2 ns 37.8 MHZz 1b3al

In the 875 line example, there woula be 1167 points on each

scan line, Ine proauction system must place a pit on the

scan line every <7 nanoseconds (ten to the minus 9tn) and

the tv monitor must have & bandwidth in excess of 18.5 MHzZ,
(million cycles per second) lb3e

SUMMARY 1b4

Ihe production of video by aigital haraware is constraineo
by the figures given in this section. Conceptually the
production of video is very straightforward. Ihe image must
pe coded in some way and stored into a memory which will be
used to refresnh the monitor 60 times a second = the refresh
memory. In adaition, the cata must e extractea from the
refresh memory and converted into tne video signal at a rate
nhigh enough to meet the the reguirements set out in this
section., Finally the unit must produce synchronizing
signals (or accept them) to control the horizontal
oscillator and the vertical oscillator of tne monitor and to
keep the video generation hardware in step with these
signals, In the sections below the various production

technigues are discussed, lb4a
FONT PUSLLING ic
INTRUDUCTIUN 1cl

Font posting is the most common form of digital video
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production, in this technique, the cnaracters to e
displayed are storea in the refresh memory. 1To refresh the
monitor each character 1s taken from the refresh memory and
the value is used to address another memory which contains
the bit pattern for each row of the character. This "font
memory", and the system which looks up the font definitlon
from the font memory and places the bits into the video
output, is callea a character generator,

FUNTS

Ine figure below shows the essential features ot the 1onts
stored in this type of system. Horizontal bit positions dare
called rows and represent siices through the cnharacter,

pach element of the row 1s called a bit and corresponds to
the value of the video signal (on or off) for this
particular position in the character matrix.

Iwo items deserve special mention: base line, and descender,
The base line is an arpitrary line designated by the font
designer and represents the line upon which the capitol
letters sit. Descenders are the parts of the character
which lie below the base line., In system wlth bolth upper
and lower case characters, adescenders are needed to enhance
tne readability of the 1mage.

Character sets are defined on a matrix which is a table of
pits designated as width by heignt, for example, 5 X 7 is
yery common. Fonts are posted on the display in an envelope
around the character which allows for the inter-character
and inter-line spacing. For many systems the 5 X 7 tonts
are posted in 7 X 10 envelope. 1n general the bigger the
character definition, the more readable are the characters,

CHARACTEK GENERAIUR AND FONT MEMURY

Ine organization ot the character generator 1s shown beloW.
Basically the device is just a memory whose wiath is
determined by the font detinjition anda wnose size is the
numper Of rows per cnaracter times the number ot Characters
supported, fThe font memory for a 5 X 7 character set
containing 96 characters will pe 7 X 96 = 672 X 5 (bits
wide) = 3350 pbits,

Font memory may be constructed of read only memory (RUM),
programmable reaa only memocry (PROM), or random access
memory (RAM).

RUM’s are cheap, fast, large and unalterable font
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memories. KGMs ot 16K bits are avallable today at

relatively low cost, Character ROM chips such as the

Motorola MCM6571 contains tne definition of 128

characters (Ascll plus lower case Greek symbols) on a 7 X

9 dot matrix with provision for the production of shifted
descenders (pseudo /7 A 1o

definitions). 1This cnip contains 8192 bits, has a cycle

time of less than 500 nanoseconds, and costs less than

$12 in single qguantity. 1c3pbl

Most RUMs like tnese are mask programmaoble, that is

the user can provide tnhe manutacturer with the pit

pattern reguired, Ihere is a one time charge for the

mask layout (about $600) and a regulirement that the

customer purchase & relatively large quantity (100

units). lc3pla

currently there are two kinds of PROM memories =
reprogrammable and field programmable, Flela
programmable PROMs are permanently programmed by blowing
a microfuse associatec witn each pit of the memory, dUnce
programmed, these devices cannol be changed,
Reprogrammable devices can be programmed in much the same
way as the field programmacle units; nowever, & exposure
to a strong dose of ultraviolet light will reset the
device to the original state, Field programmable units
are availaple to about BK bits wlth speeds below o0
nanoseconds. New reprogrammable units contain 8K pits,
nhave a cycle time of about 500 nanoseconds, and cost
about 5100, 1c3p2

semiconductor KRAM memory is currently the tocus of a

great deal of excitement, The greatest attention has be

given to MOUS (metal oxide semiconauctor) especially

N=channel,., Thougnh the technology varies there are two

general classes = static and dynamic. 1c3b3

Static RAM can be written and read at any rate up to
the maximum cycle time of tne device while dynamic KAM
must pe "refreshed" at some minimum rate to insure
that the information (which iIs storea as & charge in a
tiny capacitor) is not lost, Static RAM is very easy
to use put is slightly more expensive 1in large
systems., DUynamic KAM, because of its simpler internal
structure, is available in relatively high densities
(bits per chip). A 4K aynamic RAM with a 450
nanosecond cycle time 1s less than $ZU today and 1ok
dynamic RAMs will availavple in 1970, 1he current cost
is about 0.5 cent per bit or less for small memories
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. and memories of 250,000 bits cost about 1 cent per bit
including necessary intertace logic,

font memories, built from RAM, have no initial state so a
gisplay constructed with writable tont store must nave the
apility to initialize the font memory from 1tS own permanent
memory or form its nost computer,

fhe cost of a RAM pased tont memory can be estimated,
Suppose a system is to contain a writable tont store of 126
characters constructed to include cescenders on a 7 X 16
matrix. If the font is implementea with Intel 21UZA static
RAMS (1024 by 1 bit) then 127 X 16 = 2048 rows of 7 bits are
required, Since the memory is 7 pits wide then 7 X 2 = 14
(1024 pits per chip) chips are regulrea, 1he 2102A costs
$470 per 100 which yields sSo5.80 for a compuler writaple 450
nanoseconda character generator.,

(The cost of the 2102A aropped 100% in 1975 ana the new
16K RAM 1is expected to cost 510 by 1977 or 1978.)

REFRESH MEMURY

The CRI screen is organized as shown below as a matrix or m
columns by n lines ot characters. In oraer to strip the

‘ pits trom the font memory for the each line, each character
must be given to the character generator 1in order and the
sequence repeated until the number of 10wWS pel character 1s
exhausted,

Ine refresh memory contains several kinds of information.

1) Ihe character code value, For reasonable systems
this will pe the 7 bit Ascii character code with the
control cnaracters mappead into special characters,
(These symbols are called "Pi1" characters,)

2) A number of bits trom none to several to select tne
font if more than on font memory is availaoble, For
example a single bit might be used to point either a
tixed ROM character generator and a single bank of
writable tont memory.

3) A few bits controlling special marking functions such
as underlining or reverse video,

For example, a refresnh memory with reverse video,
underlining, two fonts, and a 7 bit character code will need
to be 10 bits wiae,
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‘ Inere are at least two approaches tor the organization of
the refresh memory. First, the traaitional scheme is called
M by N and uses two recirculating shift registers to hold
the character data, The M register is the larger ana
slower of the two, To create the viceo, a line of
characters is placed into the N memory which is smaller and
taster., The N memory is cycled enough times to paint all
the rows reguirea for the font. ‘The M by N scheme is
relatively cheap and tlexlible and 1s found 1n most
commercial units. 1he major darawback ls that a specific
character cannot be written ranadacmly into the M memory, but
must wait until the character position passes through tne
one character window proviaded by this sort of memory

arrangement. 1c4d
Second, a true random access memory ¢an be usea to represent
each matrix location of the screen. In tnis form the cycle
time of the memory must be as fast as the character time
required for output; however, any character can be written
at random and the refresh memory can be manipulateda at very
nigh speea by the terminal computer, lcde
At present, random access memory is not particularly more
expensive than shift registers, and the flexloility of the
random approach will be explored here, A good description
. of the M by N system can be found in National Semiconductor
Application Note AN=40, "The Systems Approach to Character
Generators", June 1970, lc4t
PLRFURMANCE REQUIREMENTS 1cs
In tont posting the numbeér of characters per line, the
number of columns, is the controlling parameter which
controls the speed ot the character generator and the
refresh memory, 1The table below shows the number of
nanoseconds availeble for each character ot a 80 character
line for the systems under consideration: 1cSa
Line Nanosecondas
Rate per Character
525 662 ns
675 535 ns
129 48Y ns
875 394 ns
945 358 ns
1023 345 ns
1200 265 ns icbal
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Both refresn ana font memory speed are determinea by the
tigures given in the taole above, For example, in the 875
line system the font memory must cycle in less than 394
nanoseconds. Ine refresh memory must make & character value
availaple to tne character generator in the same time
period. (The presentatlon of the cnaracter value may be
overlapped witn the access of a row of bits from the tont
memory by delaying the transmission Of a character by one
character time,)

Suppose we wish to build a o4 line alsplay with 80
characters per row, If the envelope is selected as 10 X 13
(the usual size for a 7 X 9 character), then 64 X 13 = 832
scan line are required, From the taples above we find thnst
a 945 line system will be needed, Horizontally, 10 X 80 =
800 points are reguired and the 945 line system provides
1200. The font memory must be able Lo proauce a IoOw every
228 nanoseconds (a bit slower if the characters are allowed
to be a bit wider tnan they are tall). Such a8 system Coulg
pe built today by using kOMs for the font memory &and nigh
speed RAM (MOS RAMs below 200 nanoseconds are avallable for
about 2 or 3 times the price of slower units aiscussea
above) Lor the refresn memory, by portraying 80 X 64 = 5140
characters, this system would represent acout the limit of
the current state of the art, 7The cost ot the memory ana
related haraware would be about $2000 tor the neart of the
unit.

SYSTEM BLUCK DIAGRAM

Ine figure velow shows the design of a tont posting video
generator, Ihe system 1s cesigned with a single static
font, The refresh memory 1ls constructed from RAM and the
pasic elements of the computer interface are snown.

BLlT MAPS
INTRUDUCTION

Although font posting is the most common technigue, bit
mapping 1s tne simplest, The image to be portrayed is
represented as a large matrix of blts which are taken trom
the refresh memory and sent to the tv monitor.

ITne simplest form of the bit map uses only one pit per
picture element (pixel). Ihe number of points per screen 1is
a measure of the image quality, For reterence, the table
below shows the number of bits required to store pit maps of
several sizes,
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Slze Number
width X Helght of Bits
128 & 128 16,384
256 X 250 65,5306
512X 5512 202,144
1023 X 1024 1,048,570

The number of bits rises as the product of height times
width, uUntil recently, the cost of memory made the use of
pit maps too costly. Now, the cost of a million bits ot
memory is less than $10,000 ana a 512, by 512 memory matrix
is well less than $2,000,

By using more than a single bit for eacnh screen point, color
and grey scale can be pioduced,

PERFURMANCE FEQUIREMENTS

ouUk

For the systems detailed above, the time per obit is less
than the cycle time of all but the fastest memories;
nowever, this is not a proolem., 1The retresn memory (that 1s
the bit map) is organized to deliver several bits in
parallel to a high speed shift register to proauceé tne
serial stream of bits,

For example in the 525 line system 487 lines are availabple
and a bit map of 512 by 487 bits can be portrayea. Each pit
must be delivered to the video amplitier in 75.7
nanoseconas; however, if the refresh memory 1ls organized as
16K words of 16 bits, then lé bits are obtalined in each
memory cycle, 1o find the minimum cycle time Of the refresn
memory we multiply 75.7 X 1o = 1211,.,2 nanoseconds are
available, Most semiconductor memory has a cycle time less
than 100V nanoseconas,

TWARE REQUIREMENIS FOR BI1 MAPS
Ihe sottware to contreol the bit map cannot be overlooked
without the risk of a system design of relatively poor
performance, 1Ihere are two basic problem areas:
1) Font posting must pe performed by software,
2) Since the pbit map provides the ability to portray
line drawings, the conversion of the lines into a bitwise
representations must beé conslaerea.

lhe access of the terminal computer to the pbit map will
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determine the speed of the system, OSystems have pbeen
implemented in which the bll map is on the same bus
structure as the terminal computer. 7Tnis implementation nas
two drasbacks., First, if the adaress space of the terminal
computer is limitea, then the b1l map takes away from the
the area available to run program material, Second, the
video generation eguipment nas high priority access to the
memory. AS a result, a large percentage ot memory cycles are
lost to tne terminal computer.

1f the bit map is not implemented as part of tne terminal
computer then the unit must be adaressea a an 1/0 device,
This means that loading or reaaing will take place no faster
than the maximum bus rate. DMA (Direct Memory AcCcCess) can
pe used to update the display Qulckly; NOweVver, the pit map
will be, in general, as large as or larger than the memory
of the terminal computer so the size of tnhe pufterl avallable
will pe too small to be of much use, Under program control
the speed of 1,0 will be determined by the minimum
meaningful program loop which can place aata on thé output
port, Fror example, an LSI-11 could do some kinds of output
using:

MUV sbutfer ,RO ;start ot data to be sent
MOV n,R1 ;jnumcer of woras to go out

LOOP: MUV (RO)+,e#device j;output to bit map 16 bpits
SUB ki,LOCE jcontinue for n woras

Inis loop takes about 12 microseconds for each wora., 1If a
512 X 512 pit map was to written by this technigue 16,384 4
12 = 196,608 microseconds or apbout .2 seconds are required.
Uf course, the only use of a loop like this woula be to
clear the screen (CLR @device instead of tne MOV). BY
comparison the Texktronix storage tube reguires V.5 seconds
to clear tne screen.

1f a buffer contained the aata for a line of text to pe
Wwritten on the pbit map the time would pe 32 (woras wige) 4
10 (rows per cnharacter) X 12 (microseconds) = 3.84
milliseconds. Creating the puffer trom incoming Ascll
characters would take consideraoly more time; nowever, at
9600 paud about 72 milliseconds would be availaple to
convert a text line containing 72 characters.

Moving & line of text from one line to another would reguire
a read of 320 words from the bit map followea by a write of
320 words at the new location, 1Tnis will take about 7,068
milliseconds. 1This rate seems slow; however, it is
consistent with the speed of existing alpnanumeric displays,
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(moving chunks of the bit map around ls & discussed in the
section of refresh memory management.)

Converting lines from an engpoint representation to a stream
of bits is callea scan conversion, 1he algorithm to fit a
line from points in a bit map space was developed by
Bresenham in 1965 to control a mechanical plotter. (J. E.
Bresenham, "Algorithm for Computer Control of a Digital
Plotter", 1BM System Journal, Vol. 4, No 1, 1965.) lhe
algorithm is callea a aigital differentlial analyzer (DDA)
pecause it solves a aifference egquation which results in a
pest fit. Although the algorithm requires only adaition,
subtraction, and a sign test tc operate, writing & randon
line into the bit map would require nearly 100 microseconds
per point. A line across the screen would reguire 512 X 100
= 51.2 milliseconds to complete. A single line could pe
transmitted to the terminal in 8 Ascll characters (8
millisecondas at 9600 baud).

Unlike a storage tube, single lines can be deleted.

However, the so called point in common problem limits the
use of this feature to some extent. Lf two lines Ccross they
nave one or more points in common., Lf one line is erased,
the common points cannot be detected so they are erased as
well leaving & hole in the remaining line,

Although bit map software is more complex than font posting,
the rewards are greater, Character size and style can oe
easily controlled, Linework, while slow, is possible; and
the direct use of linework graphics greatly enhances tne
flexibility ot tnhe terminal display.

SYSIEM BLUCK DIAGRAM

fhe tigure below shows the design of a bit map generator for
525 line applications, 1he simpliclity of tne organization
is striking.

UTHER TECHNIQUES
INTRODUCTLIUN

There are several other techniques for the digital
production of video, Font posting and pit maps represent
two ends of a spectrum which contains various methods of
image encoding. Font posting can use compact image coding
pecause the class of pictures (that is printed pages) 1s
limited, Bit maps use the least compact form of image

encoaing because the range of images is not limitea,
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From the point of view of intormation theory, the maximum
amount of information in a two dimensional pilcture 1is
opbtained when the value of each point 1is chosen at random.
1f such a picture is displayed, the result 1s a grey patch,
Pictures which are meaningful to & human observer contailn
some order, and thus less information than the random
picture. As a result the number of bits needea to represent
the picture is less than the bit map. 1In general,
photographs contain the most information, line arawings much
less, and finally text contains the least pictorial
information. 1he technigues aescribed below employ varlous
coding technigues Lo stole and display the image.

RUN CODING

Run coding is a popular technigue whicCh WOIKsS pecause Lhe
video data on a scan line usually does not vary at every
point. Usually there are large areas of a single video
level., For example, the background is tne same shaae of
grey and occupies much of the surface area of the image.
Instead ot coaing each point, as in the bit map technigue,
runs of the same grey level are encoded as a value and the
number of times to apply the value, Memory bandwidth can be
a problem for those parts of tne picture in wnich the value
of the viadeo level does change rapidly, as 1s the case ror
closely spaced vertical lines. Encoding intormation for a
run code generator is more complex than for a bit map;
nhowever, the simplicity of the generator circuit and the
compression of the data may tavor the use of run coding,

A run code processor is described by Ben Laws 1in "A
gray-scale Graphic Processor Using Run=-lengtnh Encoding",
Proceedings or thne conference on Computer Graphics, pattern
Recognition, and Data Structure, May 1l4-lo, 1975. (XDOC
$32489)

FUURIER TRANSFURMATION

Partly as a result of the work on broadcast television
pandwidth compression, and partly &as a result of the wWork on
automatic image recognition; signal theory hes been expanaed
to encompass two dimenslional "signals", Alil the work on
tilter theory, tourier domain, and so on nas be generalized
to apply to pictures., Tnhis work will pe expected Lo have an
impact on aigital viceo generation in the next decaage;
however, at the present the techniqgues are directed toward
image compression ana recognition,

REAL TIME GENERATION OF LINEWURK
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Linework is best stored as endpoint coorainates. Not only

does tnls representation provide the most compact torm of

storage, endpoints provide the most logical way of

manipulating the linework. Kkealtime linework generators

seek LO convert & data structure consisting of enapoints

into the video wavetorm. leda

I'he algorithm usea to write into the bit map 1is implemented

in very fast nardware to operate on "y sorted" vectors. As

each new scan line is started, the haraware must find all

the lines which begin and end at this y position. EXiting

lines are remcoved from the linework generator., Llnes are

processed to aetermine the intersections with the current

scan line. Une or more puffers are computed anead of the

actual video output to insure that the output bit rate

requirements are met, ledp

As the discussion of bit maps ana video considerations

shows, the speed of the hardware needed Lo set the

norizontal pits on the scan line must be very great in order

to allow for a reasonable number of lines which cross a scan

line. while the speea is great, the technique 1s possiple

ana we can expect some commercial units to become availaple

in 1976 or 1977. le4c

HYBRIDIZATLIUN le5

One of the advantages of the video system 1s that any of the
technigues apove can be mixea together at the final video
amplifier, For example, 1f a pit map 1s usea, then
rubbervanding lines will pe a proolem, A real time
generator tor a single line is simple to construct, so a
nybrid system with a single rubberband line and a bit map
can be built to remove the limitation. All the technlques
nave aavantages, and the choice ot technology for a given
application will dicate the pest choice; however, specific
limitations can be removed by adaed aaditional hybrid

capactiy. leda
KEFRESH MEMURY MANAGEMENT 1f
INTRODUCTLIUN 1£1

Ihe refresn memory for either the bit map or font posting

can be implemented as a matrix whose size is dilctatd oy potn

the pnysical implementation and the requirea size, or an

additional memory can beé used to map the lines and rows from
arpitrary portions of the total address space, 1fla
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*® MEMORY CONTROL FUR FONT PUSTING

The direct use of a random access memory for font posting
can reqguire some waste of avallacle memory. FOIr example,
suppose a B0 X 32 refresh memoly 1s to be constructed from
1K chips. The total number of characters required for tnis
implementation is 80 X 32 = 2560 which is 2560 = 2048 = 512
character positions in excess of 2k. This means that 3K ot
memory will be neeaed and 51z character positions will be
lost to the system.

Placing another memory between the line address counter and
the refresn memory, allows the terminal computer to map the
lines from the refresn memory into the order requirea tor
display. 1his mapping allows for fast scrolling and it
allows the full memory cof the display to be utilized even 1if
all the lines in tne retresnh memory cannot be displayea.

The number of characters displayed on each line can be
controlled by three technigues.

1) 1Ihe lines can be of fixed length,

2) 'The refresh memory can contain an ena of line
character which is used to discontinue font posting when
. it is encountered,

3) 1Tne memory mapping register can contain the line
lengtn,

1f the latter two techniques are used, then in general the
refresh ememory can contain more lines of texl than in tne
fixed length scheme,

MEMURY COUNTRUL FOUR Bll MAFPING

Bit maps for screen sizes other than even multiples of Lwo
will benefit from the use of a memory map for the display of
each row of bits. For example in the case of the 5Z5-line
monitor only 487 lines are available nhorizcntally; however,
apout 700 points are availaple on each line., If a 256K=-bit
memory Sserves as a refresh memory in an unmapped system then
9 pits will be used to address each axis (512 X 512), (I1f
say ] bits were used to address the horizontal rows then the
pit map would be 1024 X 256, and 487 = 256 = 231 scan lines
would pe lost.) Since only 487 scan line can be seen, 25
are lost., If a memory map is used the width can be
increasea (by 25 points) and the full memory used,
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‘ In pit maps, the slowest operation 1s the bulk transfer ot
groups of rows. In the aiscussion apbove, the time Lo move
two lines of text would be about 8 milliseconcos., I1f memory
mapping 1s available the time woula be reduced to a few

microsceonds. ASs a result, scrolling text 1s simplified, 1£3b

SYINC GENERATION 19
SINC GENERATION 191

Sync generation for 525 line systems nhas peen greatly

simplified by the introauctlion of several sync generator

chips. lhese units produce the full EILA sync waveform and

provide separate signals for vertical and norizontal

synchonization, 7Tne chips cost less than $20 and replace

commercial units costing several hunared dollars, 1gla

For nigh resolution systems we can expect similar
developments to be availaple in the tfuture, 1glb
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USER SERVICES REPORT: Training & Assistance at \Bell-Canada = March 1=5
1976 T L
warning: this report 1s long and meaty.
1, TIME: March 1=5 1976 = 5 person=-days by JMB
2. TRAINING, ASSISTANCE, and PERSUNS CONTACTED [(directory pames in
uppercase)
There was a schedule of times ana supjects of planned training
that Inez distributed to Bell users (27649,) but as Inez warned
me, there was no way to get users to actually come to scheduled
"courses". They were often out of town, in meetings, or working
from home on any particular day. So each morning and afternoon, 1
went around to users checking on what topics 1 could get 2 or more
people together tor==-sometimes 1 would work with individuals==-and
delayed topics for which all interested parties were not
avallable; some topics, like MSG, were still postponed on Friaay
wnen 1 nad to leave, The rest of this section describes the
training sessions 1 dia have with users.
March 1 = Discussed Uutput Processor and COM news with lnez
MATTIUZ, She showed me some of their COM‘’ed documents, and we
discussed their attitudes toward the guality of the documents
. they’d produced (the quality varies widely in my opinion). They
are pretty disillusioned with trying any fancy CUM stuff; they
stay away from two columns. 1 suggested some things 1°d learned
about columns and Tabto’s from working on Dave Potter’s recent COM
project, 1 taught advancea Uutput Processor stuff to Inez and
Huguette MEADE. They were happy to near about the PlexNum, PxI,
PXF, PxP, PxIFirst, PxIRest, Numdash (for their Terminet printer),
and other directives they didn’t know much about., Gave a
bpeginning Output Processor course to Lina NARDI, which Inez ana
Huguette sat in on (These three people are the ones who do the
input and COM production of reports for all the other bell users).
Inez commented that Larry Day has ordered that any report or paper
that is put into NLS at any stage has to be published through COM;
she felt that this expressed a very definite committment to NLS DYy
the management of the group.
March 2 - AM = Individual session with Mike KATSOULIS reviewing
basic NLS stuff and getting his directory and initials ftile back
together after months of inactivity.
e was especially interested in how to file away or delete
journal items he has already read (nhe uses Frint Journal). He
is also interestea in how to handle Sndmsgs--delete, file
elsewhere, read later=--so wants to know MSG (the class we could
never get people togetner for). 1 would have liked to be aple
to give a journal mail handling class to several users, but
ended up helping many of them with the same stuff individually.
‘ I feel that most people need a mail~handling course several
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months after they become users, and that we should put more
effort into this (we concentrate more on sending mail than on
receiving it).
Like many other rusty TNLS users at Bell, Mike understands
apout NLS structure and uses it successfully in moving,
deleting, etc,, in his initials tile, but doesn't want to know
about editing because his memos and papers go to Huguette or
Lina for transcribing. He‘s very interested in the quality of
the production of his stuff thru COM; I tried to talk him into
indicating structure on his handwritten drafts, but he’d ratner
leave that up to Huguette, Usually she returns him an
unstructured draft, then ne tells her which points should be
formatted below which, and then she restructures it if that
seems necessary while formatting it for CUOM. Most other people
who write papers don’t like to read a draft until it has been
formatted through the 0P to look somewnat like the final
version will look.
March 2 = PM = I gave lnez and Huguette an introduction to Content
Analyzer patterns. I did not teach everything=--only mentioned a
little about combining elements and didn‘'t mention ENDCHR or scan
direction or negation, etc, They need to practice this somewhat
pefore learning more features. They learned to invoke the Content
Analyzer with the Set Content 7To command and to use Print, Cutput,
or the Filtered Editing commands such as Copy & Move, with
Viewspec 1.
Answered their questions about markers, file and directory
protection, and Edit Statement. Does anyone in ARC have any
comments about the status and use of the Edit Statement
command? Some of the control characters <CIRL=A><CTRL=0Q>
naven‘’t been working in this command.
March 3 = AM = wWorked with Larry DAY ana Gwen Edwards (GEDWARDS)
on some Addressing, some Viewspecs, and on Journal topics.
March 3 = PM = Spent most ot the afternoon working with Gwen and
Huguette and Don ATKINSOUN (who came by off and on) on Editing,
advanced Addressing, sending seqguential files with SNDMSG, how to
transfer sequential files into NLS and vice versa, ana how to use
the Message subsystem, 7This session held their attention well
probably because they had a specific provlem to solve ana the
topics 1 covered spoke to and solved that problem (lt didn’t seem
like merely "learning").
Marcnh 4 = AM = Don ATKINSON showea me his work habits in TNLS ana
DNLS; he wasn’t interestea in devoting much time to "training",
but I did show him some shortcuts while he was passing back and
forth, He is a very restless and qguick-learning person. He saia
that he has learned all he knows about NLS (which is gquite a lot
tho he has unusual methods) from the Glossary at 2 am,
March 4 - PM = Continuation of March 3rd afternoon session with
Huguette and Gwen; covered how the journal files are organized and
how to access ola journal items, which led to topics on Archiving,
getting back archived files (and their partial copies!), and
dealing with file space allocation proolems.
march 5 =
Wworked with Mike BEDFORD on various specialized topics.
Phil WEINTRAUB was a good example of the situation many users
get into in terms of their learning NLS. Inez thought ne
greatly needed training for his development as a user., Wwhen I
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asked him which sessions he was going to attend or i1f 1 could
go over anyvthing individually with him, he saia that he didn’t
see the need to take time now; when ne next had some problem or
project, ne would ask lnez to help him. Inez complains to me
. that they come to her with problems, sne tries to train them,
but they only want their particular problem solved and are not
willing to invest time in learning.
3., APPLICATION (This is by no means the major application at bBell; 1
just include it pecause it’s new to most of us):
The DATES Subsystem = a Management Tool
Un Thursaay morning Lina NARDI (who operates it) and Penny NAPKE
(who wrote it) snowed me Bell’s Dates subsystem. Lina, or anyone
else in Bell, goes into this subsystem of NLS and enters the dates
a member of the Business Flanning Group will pe out of the office
ana why and when they will return. [(Unly Lina, the secretary, can
change entries for another person.) This info is written on a
file in the <BELL> directory. The subsystem can also be
interrogated for the next ten mornings or afternoons all of a
given group of people will be available in the office, used for
planning meetings.
Penny also wrote a Process branch which Lina runs: it is used to
send a message to everyonée in Bell listing all tne members who
will pe out of the office tomorrow and today. 1Inhis Process branch
uses the AUXCHAR procedure-replace to prompt the user for input at
certain places, and it includes the running of a content analyzer
program Penny wrote,
1 nave gocumentation for these capabilities if anyone'’s
interested, My major conclusion Is this relatively simple-minded
effort shows that if Penny put her mind to it, and the resources
were given, she coula design a really powerful management
' application for Bell; 1 feel that the management backing 1is
potentially there (also see==4f1).
4, 1SSUES:
DEX:
Larry DAY and his boss, Don ATKINSON, both asked me to 100K
into Bell’s continuing problems witn DEX. Partly because 1Inez
was not in the office durinc most of the week, it was difficult
to determine exactly what the problems were and how long they
had experienced them, Evidently, DEX has not really worked
well for them for over a year., During that time they have
complained about, and we nave fixed, various problems such as
the up~to-date versions of cassette and dex programs getting
archived, and the dex program introducing <NUL> characters. It
was not clear to me until this trip, however, that it was still
unreliable for them in spite of these fixes,
DEX was a major issue of NLS effectiveness for the managers of
this group, especially Atkinson; their concept is that there
was a period of time quite a while ago when DEX worked
perfectly, and that for at least a year now, something nasn’t
worked and we have been guite unresponsive to their complaints,
[To be fair, however, 1 should point out that clear info
about many of them did not come througn to ARC; What often
happens 1s that we tell users that we have fixed something
and later ask tnem if things now work, they have not tested
the process to find that they there are other proolems, so
‘ we assume that all is now cool, they find out much later
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about their troubles, conclude that we failea to fix things,
etc.; this can go on torever,l
pay and Atkinson both are very aware of the potential for
really efficient use of NLS resources that DEX represents, and
it can pe a lifeline when there is a real crunch in direct
access. 1 also personally feel that DEX should be thought of
as one of the major aspects of our service to users who are
concerned with cost-effectiveness,
S0, I tested DEX extensively myself on Thursday evening and
Friday morning (& low load time and a high one) in their
environment.
The DEX program, which converts a seguential file into an
NLS file, works fine, The problems lie in the process of
the Cassette program reading the tapes to make tne
seguential tile,
The equipment they use are two cassette units which are
gquite similar to our ICP Termicettes, each of which is
connected to a VU-CUOMP, a aisplay terminal used for TNLS. 1
made several test tapes according to the instructions in our
DEX USERS*® GUIDE FOR 1HE ICP TERMICETIE (32952,), except for
manually pushing the buttons to go into record mode and to
record a gap on the tape,
My various experients suggest that the problem is tnat the
equipment is running in continuous mode rather than in
line=at~-a~time mode (1n line mode the program will stop
reading at every <CR>, wait, and then start reading the next
line; in continuous mode the wnhole stream of characters on
the tape are shoved into the system as fast as they are
read==it does not even pause between files), as the system
is desiagned tor. [(MEH & JCP say that the design is
characteristic not of the Cassette program but of input to
the computer itself; 1 am looking into some suggestion that
this is not immutable.]
1 could fina no equivalent to the Stop Control Knowb on our
ICP*'s which is used to select Line moage.
wWwith Continuous mode the Cassette program can SUMETIMES get
all the text read into the seqguential file IF you are
running during a time of low computer lcad, there is only
one file on the tape, AND you stop the the tape manually and
the Cassette program with <CTRL=C>. 7The rest of the time
the result is NUTHING on the seaquential file (ana therefore
you cannot use the DEX program).
When 1 explained the problem to Atkinson on Friaay, he took the
position that ne wants the system to work with Continuous mode
pecause that would cut down drastically the amount of connect
time it would take someone to read in the tapes, f7The Casset:e
program DOUES take a long time to read a tape; evidently the
pauses at <CR>s have to be long.
while we decide what to do about the LinesContinous problems
(their egquipment, our programs and computer) I1°'ll try to work
out with Inez some suggestions which MAY increase the
possipility that tapes will be made into files. 1o that end,
the secretaries should ve trained to use the input instructions
in our manual; 1 have the impression they’re used to the
standard straight input procedures tor offline use of
cassettes, and they don't clearly understand the conventions
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DEX uses,
1 collected other problems to solve for Bell users during the
week., 1 will pe working with Feeaback and otners on these,
Future training and assistance; these are things I did not get a
chance to do:

Huguette wanted to learn all about making Tables of Contents.

Batch facility (especially when the new revision is formally

announced)

MSG course
DISCUSSION:
while 1 was at Bell, it was announced that Phil FELDMAN was
leaving the Business Planning Group and that Penny NAPKE was
joining it. BPG is the main Bell group using NLS, and is
responsible for it; sometimes people in other neighboring groups
use NLS also (Penny is an example).
Huguette MEADE is the most sophisticated NLS user in Bell next to
Inez MATTIUZ. Her job consists entirely of working for other Bell
members on getting things intc anad out of NLS. 1In fact, there 1§
a tendency to rely on her almost too much=-other users do not
pother to learn what is going on so they do not kKnow how best to
set up the work they give her, Also, when she is away for tne
whole summer (every year), the work just piles up. &ee also SGR’s
description of her role in her course report on the last Bell
visit (32888,1e4).
Attitudes Toward Training: One type of comment 1 hearc from
several people seemed to partly explain why Bell users seemed not
very highly motivated to attend training sessions. 1 would
paraphrase it something like this: "We’re not very susceptible to
training because we have really taught ourselves NLS., We got very
little training vefore SGR’s visit last June, so we had to fend
tor ourselves, ana feel that our use habits are too well ingrained
to change." Thus it was difficult for me to help them to develop
their proficiency. They do show more interest in brand new
capabilities we offer, though (Batch, MSG).
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Oliver Whitbey (OWW) put these guestions to DVN as part ot nis effort
to inform nimself about NLS for the tditorial Procesing Center
project, Dirk plans to provide brief answers with supporting
references next week, He may come to some of you for nelp in tnis
matter.
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.1 should appreciate the following type of information from yous

Any data you can unearth to relate the jobs we foresee in journal
publication in the areas of:

- executive editing
= redaction
= typography

to the load factor on NLS, assuming all users are doing the same
kind of work. Will any of the experience with other ARC clients,
such as Gunter AFS, enable us to get a handle on tnis
relationship?

A short explanation of the function of the full screen proofing
capability now available through Office=1 (?) and an exposition of
what you believe may be the changes needed to provide an
interactive redaction capability, such as MAE’s, for NLS using the
Tektronix display.

A general perspective on the experience ARC has now built up in
document production with its clients. 1°d much appreciate this
description containing some background information on each client

. so that I can understand the viewpoint from which each regards NLS
and the broad needs each is attempting to satisty.

A feel for the way in which each ARC client doing document
production has handled the transition from a manual to an
automated mode,

A short catalog, with narrative descriptions, of the major
improvements that are planned for NLS (Office=-1) and that may
influence the capabilities of an hNLS=based test vehicle for tnis
project.

The way in which the loaa factor on NLS varies throughout the day
and tne week for the Oftice Une machine and, if possible, for the
BBN machine. 1In other words, what is the windfall % of each
machine at times of the day when an East-Coast, Mid=-west, ana
Far-west journal is likely to be using a "slot"? The variaoility
in the estimates of the mean would also be useful to have, if they
can be ascertained.

If ARC has a written evaluation of UNIX for the document
production job==1 understand such an assessment was made-=-1 would
find it most useful in coming to a fair judgement of the
suitability of the various possible test vehicles.

27720

1a
l1al
1a2

1a3

1b

1c

1d

le

1f

1g

ih



OWw 11=MAR=76 21:15 27726
Information avout ARC Documentation Production Research

Naturally, if ARC has extended or revised the Vallee report, I
would find the results of such a stuay most interesting. i1

In talking with Doug Engelbart about the advantages to the
scientific community, I haven’t yet formed a clear impression of
the areas of communication on which his thoughts focus first and
most heavily. 1 believe we all acknowledge that more rapid and
facile access to records of past work could be of great use to,

say: 13
lawyers 1j1
scientists 132
administrators 133
legislators 134

Certainly getting these data (citations, abstracts, etc,) into a
machine readable form should be done when the original work is
published, However, 1 have a fear that putting everyone on=line
to one another could be more disruptive than is discourteous use
of the phone. It certainly is no substitute in its current
impiementation for close personal contact among collaborators. 1
should like to aistinguish between groups the members of which are
related in a systematic way by their responsibilities to a single
organizational entity to solve a problem and those in which the
members are really each seeking to solve different problems but
are joining efforts in hopes of getting insights into thelr own
particular problem, 1k

Wwhile we are personally intrigued by the technical nicities
and social possibilities of computerized contferecing and
information sharing, 1 feel we must recognize that non=computer
scientists are interested first & foremost in their own Wwork.
Quite often they have to make sacrifices to share information with
others., The benefits they reap are usually rather indirect ana
long in coming while the penalties are direct and immediate. MYy
pasic question is "what are the drawbacks to informatjion sharing
and how are the incentives to cooperate handled?" 1I°'d like to
nave a balancea perspective on this problem, which is
multifacetea, far reaching, and really significant. 1‘m not
willing to accept that computer information sharing 1is an
unalloyed benefit to the scientific community. 11
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asslsted systems the operator is already entering the next job,

while the operator at the magnetic tape equipment is watching the

first tape play out..." (1talics added)
This example illustrates the considerable penefits to be gatherea

‘ from office automation, not only in word processing, but also in
communication, information management, and document production. The
office of the future is here today == if we want it.
.Gran=10; IEXT PRUCESSING AT THE CLERICAL LEVEL

The considerable costs savings and productivity increases dgescribed
by Tartaglia are based on applications at the secretarial/clerical
level, His analysis of automated word processing breaks wora
processing systems into three basic elements: the originator, the
transmission element, and the keystroking element, These examples
all involve cases in which the three elements are dgiscrete; they are
clear examples of the penefits which can be realizea simply by
automating current procedures,
Inis sort of automation leaves the executive comfortably ensconced in
& swivel chair, dictating or writing a draft ot a agocument, These
words are tnen transmitted (on paper, on dictation equipment, over
facsimile equipment, etc.) to a secretary or typist who enters the
text into the word processing system, atter which it is played back
and returned to the originating executive for review and
modification, All changes are then made by yet another Keyboard
operation.
As Tartaglia demonstrates, otfice automation even at this level can
produce tremendous gains in productivity, with commensurate cost
reductions, simply by recducing or eliminating redundant keyoboard
operations. Logically, however, only one step separates manadgers
from full exploitation of current technology. Executives who,
instead of writing or dictating, enter their thoughts and ideas from
a deskside terminal, not only eliminate the redundancy inherent in
the separation of the three elements; they also gain far greater
control over the flow and form of their woras.
Despite the widespread use of automated systems in other functional
areas of the organization, the office == particularly at the
management level == operates much as it aid years ago, The primary
medium for the flow of words and ideas whithin the organization is
still the printed page; and although the ideas on the page may have
peen dictated into a central dictation system and transcribed by a
memper of the typing pool, the basic process has changed littilie,
Origination, transmission, and keystroking (not to mention the
redundant cycling through these steps during eciting ana revision)
remain separate,
It is not the lack of adegquate tools for office automation which
guards the status quo. An excellent example of the SCOpe and power
of applications of technology to office operations 1s provided by NLS
(ON=Line System), which is malntained and marketed by Stanford
Research Institute,
For thirteen years the Augmentation Research Center (ARC) at SRl has
been developing computer-based tools to ennance the abjlities of
individuals and groups working with knowledge, This research, under
the direction of Dr,., Douglas C. kEngelbart, has been sponsored by the
Defense Advanced Research Projects Agency, the U.S. Air Force, ana
other government agencies,
The set of integrated tools developed at ARC is termea the "Augmented
Knowledge workshop (AKw)." The focus has not been on
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problem=structuring methods or on analytical capabilities, but on an
overall environment in which people can work with information ana
ideas, This effort has been guided by an orientation toward the
nontechnical user, such as the business executive., These tools have
been applied with considerable success to the work of a diverse set
of organizations throughout the United States and Canada. The growth
and further evolution of this information environment looks highly
promising,
The change implied nhere is far greater than simply the automation of
the way we work. Technigues like those developed by Engelbart ana
his colleagues hold the potential for actually changing significantly
the procedures and structures of organizational life, According to
George Pake (as guoted in tnhe June 30 issue of .Slant;business
week.Slant=0ff;), "There is absolutely no question that there will be
a revolution in the office over the next 20 years. Wwhat we are doing
will change the office like the jet plane revolutionized travel and
the way that TV nas altered family life." And ne continues, saying
that within 20 vears his office will be completely different: "I'1ll
pe able to call up documents from my files on the screen, or by
pressing a button... 1 can get my mail or any messages, I don’t know
how much hard copy 1°'ll want in this world,"

.Grab=10; AUITUMATION AT THE EXECUT1IVE LEVEL
An organization’s success depends on the effectiveness of its
executives in guiding the organization through its complex
environment. The scarcity and cost of executive talent imputes a
high value to its etficiency, Urganizations are becoming
increasingly interesteda in providing a supportive working environment
for their executives.
A large part of the executive‘’s aay involves working with information
and ideas, Executives must be aware of the organization ana 1its
environment, through a wide range of contents and many levels of
information specificity and permanence. They must Solve unstructured
as well as structured problems. They must work with others on ideas,
Essentially, they are employed to think and to communicate, Aavanced
information~handling tools can play an important role in improving
the effectiveness of the executive’s use of valuable time,
Many organizations provide management with tools which are designed
to help coordinate tne flow of information. A management information
system may help executives to get necessary information, no more, no
less, pretty much when it is needed. Financial or accounting systems
may keep tne books, while still other systems are usea to analyze
pusiness or market trends and forecast propaple futures, 7o aqate,
however, these systems have remained separate, and typically reguire
specialized, trained personnel to run them, No one system either
provides executives with the various information~handling tools they
need, or even a coherent context througn which they can reach these
tools. Moreover, current systems tend not to be user-oriented ==
that is, they are relatively difficult to learn ana to use,
sufficiently so as to discourage all but the most determinea from
aquiring sufficient skill in their use to garner any significant
penefits.
The executive might use tools like those developed at SRl in many
ways. Collecting information about the organization, communicating
witn peers, superiors, and subordinates, collaborative work witnout
regard to the locations of the collaborators == and yes, even text
processing ano document production =~ all are tasks well within the
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scope of currently availaple tools.
+Grab=10; WHAT KIND OF AUTOMATION?
.Gran=10;Magnetic tape (or disk) eguipment

The vast majority of the word processing systems currently on the
market fall into this category, which includes such eguipment as
1BM's memory typewriter, the near-classic Magnetic Tape Selectric
Typewriter (MIST), ana VYDEC's screen-oriented editor. 1These
units are completely self-contained; to date, in fact, few if any
provide even the option of communicating with computer-assisted
systems.

Tartaglia (.Slant;Journal of Systems Management.Slant=0ff;, August
1974) estimates that such eguipment can usually cut overall costs
petwen 25 and 30 percent, For some applications, this may be more
than adequate; not all text processing tasks reguire or can even
use the power ana flexibility aifforded by more sophisticated
systems. Before committing an organization to the purchase of
.Slant;any.Slant=0ff; system, however, careful study should be
devoted to the flow of text processing and document production
through the organization. Generally speaking, magnetic tape
equipment is relatively limited in its ability to grow and flex
with the constantly changing needs of the company; moreover, its
capaoilities limit even its current uses,

Characteristically, these "stand-alone" devices are not designed
for massive editing jobs, Wwith the MTST, for example, basic
editing is limited to the substitution of character strings (text)
of equal length, Larger=-scale editing chandges require that the
document be copied onto & second tape, manually stopping and ;
starting the respective tapes when areas to be edited are reached,
a process which closely resembles the way in which audio or
videotapes are edited. Their major advantage is their cost; in
terms of short-term costs, they represent the least expensive
first step toward office automation,

.Grap=10;Computer-assisted systems

Until recently, the thought of using a computer as the heart of a
word=processing system would have been discarded as hopelessly
impractical, The rapid growth in the availaplity of increasingly
powerful and increasingly economical interactive computers,
however, nas brought radical changes to the field., William
vetter, Director of Advanced Planning and Research for the
Franklin Life Insurance Company (.Slant;best’s Review.Slant=0ff;,
October, 1973) describes the result:
At Franklin Life, a computer (word processing) system has been
used for over five years. 1t followed an extensive use of
automatic typewriters and it immediately lowered the unit cost
to less than halt., With practically no training, each operator
began producing three times the volume produced on an automatic

typewriter. .
To compare:

Automatic Typewriter Computer

Equipment ==-5285/month Keypunch ==$110/montn

CRT ==$75/month
Computer ==sc0/hour

Output, words per
minute ==150 15,000
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Cost per thousand

words ==$.73 s.0606
Uperator input, letters
per day ==150 450
‘ Input cost per letter ==
$.153 §.051

.Grap=10;As though unsure of the abpility of these figures to
convince the skeptic, Vetter goes on to list other advantages oOf
the computer over the magnetic tape units:
1. Preworded letters and paragraphs can be stored on direct
access economically..ybs=0;
2. There is no need to group letters by type.
3, The computer will "put on" the master letter in a few
microseconds.
4, The work load can be smoothed out =-- letters can be
requested when the information is available and let the
computer print and date the letter when it‘s time to send
it..1BS=1;
Vvan Dam and Rice, in a survey of on-line text editing systems
puolished five years ago in .Slant;Computing Surveys.Slant=0ft;,
summarized the advantages of the computer-assisted systems
available at the time (it should be noted that the speed and power
of these systems increased tremendously, with equally large cost
reductions, in the five years which followed):.PlexNum=101;
easy access; .i1bS=0;
immealacy of response;
ease of making hard copy without intermediate stages of
typesettina, proofreading, resetting, reproofing, etc.;
reduced "turnaround" time for any type of file research and
. sriting task;
common access to the same data base (this is useful for a pool
of researchers or documenters working in the same area, or for
common access to updated (project) management information;
"constructive plagiarism": the easy modification of previously
written materials for present purposes (as in the writing of
papers, contracts, proposals, or brochures);
great simplification of document dissemination and storage ==
no hard-copy bulk, but any degree of archival protection
desired;
far qreater flexibility for browsing and linking text fragments
than with manual methods of working with hard copy; and
relatively modest cost for all this increase in activity and
efficiency, wnhen compared with all aspects of present systems:
writing delay, retyping, proofreading, typesetting, revision of
galley and page proof, printing, binding, distribution, storage
(and subseguent inaccessibility due to distance, lack of sheltf
space, poor indexing, borrowed or lost copies, etc.). The user
| cost includes the machine time used (typically a 5% or smaller
| rate of CPU utilization/user time) and the rental or purchase
cost of the terminals employed,,.,YBS=1;
Of course, selection of a computer-assisted system is no easier
than choosing a hardware-oriented system, ATS, wWylbur, hpertext,
script, TECO, and a host of others wait in an array of resources
more likely to bewilder than to inform the potential user of their
relative merits.,
' ..brab:lO:CUST-EFEE’.CTLVLNLSS
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Clearly, computer-assisted systems have tremendous advantages over
"stand-alone" systems, They orfer greater power, speed, and
flexipility; in addition, they hola the promise of improving
productivity not only at the clerical level (by automating the
traditional word=processing cycle) but also at the professional or
executive level, Imaginative applications of such systems can
provide not only vastly improved text processing and aocument
production; they can also give executives the tools they need to move
at ease through all the varieties of information nandling, retrieval,
and dissemination tasks that in the final analysis constitute their
wWork., Management information systems, financial planning and
budgeting, word rrocessing, communications, and record xKxeeping can be
merged, with a desk-side terminal providing the professional with
easy access to whatever tools are needea tor tne job at hand.
Equally obvious are the short=-range economies of the "stana-alone"
system. Not only do such systems reguire a smaller initial
investment; they &also exert less impact on organizational structure,
personnel, and procegures, The full potential impact of
computer-assisted tools was described years ago by Douglas Engelbart,
Director of SRl1’s Augmentation Research Center, whose system, NLS, is
much more than just a text editor; Engelbart’s goal is to provide a
new way of thinking and working by fully exploiting the power of
current tecnnology:
We are concentrating fully upon reaching tne point where we can do
all of our work on line == placing in computer store all of our
specifications, plans, designs, programs, documentation, reports,
memos, bibliography and reference notes, etc,, and doing all of
our scratch work, planning, designing, debugging, etc.,, and a good
deal of our intercommunication, via the console,
pUr, James Emery of EDUCOM describes two components of system
cost~effectiveness:,.plexhum=101;
.5lant;Do the rignt thing.Sliant=0ff;: that is, get the job done.
The more power and flexibility a system has, the more it can
accomplish; today’s best computer-assisted systems can handle &
tremendous range of jobs of virtually any size, scope, ang
complexity == jobs which simply cannot be approached with
"stand-=alone" tools.
.5lant;Do the thing right.Slant=0ff;: that is, get the job done
witn maximum efficiency. Although high=power tools like SRI1's NLS
can do both large and small jobs, the smaller jobs can be
performed just as well, ana at lower cost, by less powerful,
"stand=alone" tools.
The optimum system, 1f it is to meet reasonaple criteria of
cost-effectiveness, must be able to provide each user (from the
clerical to the executive level) with precisely the power needed for
the job at hand == no more, no less. "Stand-alone" systems, lacking
the power for large jobs, cannot meet this criterion;
computer-assisted systems, because of their cost, also generally |
represent a compromise in this respect,
Iwo approaches, both currently feasible, proviace a resolution to the |
conflicting requirements of power and economy == hierarchical systems
and hierarchical networks., Both approaches rest on a common |
principle: they are multi-level systems which allow the user to |
reach out from a single piece of equipment (usually a aeskside |
terminal) to use precisely the power needed to efficiently perform |
the joo at hand, Such systems allow any user to perform tasks |
|
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ranging from pasic text entry (the 1initial keyboard operation
reguired by all systems) up through tasks as demanding as complex
search and retrieval operations, heavy document eaiting and revision,
and photocomposition, and to do so in a cost-effective manner,
.Grab=10;Hierarcnical Systems
Hierarcnical systems are essentially nyprias. They represent a
melding of computer-assisted and "stand-=alone" systems; that 1s,
they use relatively low=power systems (e.g., magnetic tape units)
for initial text entry and simple editing, ana rely on the
computer to supply both efficient long=term storage and retrieval
and the power needed for large=scale eaiting and formatting
operations.
Efficient hierarcnical systems can be pbuilt primarily through
careful selection of the equipment that will comprise its
component parts. The basic rule for equipment selection is
simple: choose only eguipment that provides a communication
capability. Such equipment (e.g., IBM®s Communicating Mag Card
units, vydec‘’s screen-oriented system) provide local text capture
anda reasonable editing capability; in addition, they allow the
user to connect (via dial=-up phone connections) to the computer
when addltional resources are needed,
ldeally, such a system should be as modular in design as possible.
That is, the frontend eqguipment == the equipment which provides
the basic interface with the user == should be as simple and
self-contained as possible., This is necessary 1f the user is to
pertorm economically those jobs (e.g., interoffice memos) which
require little if any automation. Although higher-powered units
like the Vydec system will of course perform such tasks quickly
and pleasantly, costs will be higher than they need to be.
Equally important is the need for the user to be able to use this
same frontend equipment to reach out for additional power when it
is needed. This process should be as simple and straightforward
as possible; in fact, the ideal system would automatically provide
precisely the power needed by the user at any given moment, Such
flexibpility is beyonao the capabilities of a modular or
hierarchical system (but within those of a hierarchical network ==
see the discussion below); nevertheless, the process of getting
extra power should be & simple one, Here again the answer lies in
the selection of relatively self-contained frontend equipment,
Although the equipment comprising a hierarchical system would vary
trom one organization to another, it would generally be orientea
around typewriter terminals connected to tape cassette units.
Such terminals are relatively inexpensive, can provide excellent
print guality at up to thirty characters per second, and, when
linked to tape units, can be used for local text capture and
simple editing. Anderson=Jacobson, for example, markets termilnals
expressly designed for text processing applications; these
terminals not only support the functions just describea, but can
also pbe used as sophisticated oftice typewriters when no
automation whatsoever is needed (for example, for inter-office
memos).
Uther useful equipment includes portable terminals to be used from
remote locations, display (CRT) terminals for more powerful
editing and efficient browsing through on=line files and data
pases, and high=speed printers for high=volume, large scale
document production. All of this equipment 1s readily avalilable;
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indeed, many organizations already nave made substantial
investment in terminals and related eguipment. When used in
conjunction with powerful computer systems like SRI’s NLS, such
tools combine to form a true hierarchical system,

.Grab=10;Hierarchical Networks

Hierarchical networks (c.f. .Slant;Datamation.Slant=0ff;, February
1975) are conceptually similar to the hierarchical systems
described apove., Instead of local magnetic tape (or disk) units
providing a low=-level editing and storage capability, however, the
hierarchical network uses minicomputers to perform the same
functions.

Basic user interface with the system 1s provided by the same Lypes
of terminals described above, but without self=-contained magnetic
storage and editing facilities., Minicomputers providing these
capabilities are connected to central facilities which provide
whatever additional supporting power is needed on a time=-shared
pasis., The major difference to the user 1s that, while text entry
and editing in a nierarchical system generally differs
considerably according to whether the process is in a
"stand-alone" or computer-assisted mode, with the choice made in
every case by the user, the individual using a hierarcnical
network may be entirely unaware of the system level at which
he/she is working. Initial typein, editing, retrieval,
composition, and communications, may all be handled by a
nierarcnical network using one basic set of commands in a manner
that is virtually transparent to the user,

In other words, tne hierarchical system is a set of related tools,
having a common purpose and supported by a common systemic
framework, but requiring different procedures according to the
level of power ana flexipility needed, Tne hierarchical network,
on the other hand, appears to the user as a single coordinated
system, oroviding him/her witn all basic information handling
functions.

Although several nierarchical networks are currently operational,
none supports the capabilities needed for office automation.
Current technology, however, is fully capable of supporting such
an application; in fact, developmental efforts now under way at
SRI's Augmentation Research Center are directea toward this goal.
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