DVN 23=0CT=74 09110 24266
Revised Viewspec Cards

1f you have suggestions, please let me Know,
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Revised Viewspec Cards

Jeanne Beck hasbrought the little viewspec/Keyset cards up to date

and made some changes in the fomat, improvements as I see it, I

amseneding the revision thruagh the review process, byt with luck

everyone will CK it and we can send the file to DDSI thursday night,

The draft is in <userguides,viewspeccard,> and some further

explanation {s in (journal,jrnl22,924262) 1
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Revised viewspec Cards

. (J24266) 23=0CT=74 0921031, >, 23=0CTw74 09338 XXX 13117 Titles
Aythor(s): Dirk H, Van Noyhuys/DVNj; Distributions /DIRT( ([ ACTIpN ] )

JOAN (

[ ACTION ) PleaSe put tnis and 24262 in the dirt notebook)

SubeCollectionsy SRI=ARC DIRTy Clerki DVN;y

24266
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Thanks & bunch, Guys

Will whoever berrowed my SRI phone bOOK please return it, I would be
ever so0 enormoysly peeved {f I had to reconstruct my personal phone
pOOK,; whiech resides on the pbaek cOver, and current updates to ARC
addressess and phone nutbers, which resides ingside the front cover,
poncha got no class???
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Thanks a bunch, Guys

‘ BRING BACK MY SRI PHONEBOOK| 1
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Thanks a buneh, Guys

. (J24267) 23=0CT=74 10380831, >, 23=0CTw74 10231 XXX 3331} Titlet
Author(s)s Jeapne M, Leavitt/JML) Sub=Cpjlectionst SRI=ARC) Clerki
Origing < LEAVITT, SHOOFLY,NLSpi, >, 23«0CT=74 10303 JML pprreess)

JML}
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JAKE 23=0CT=74 10350 24268
Liaison With Pullén and Rourne

’ Stan,

1t's me again = different topic this time, Charlie Bourne called and

wanted to know whether Keats Pullen had ever made arrangements for

him (Charlie) to use the BRL slot at Ufficee] to Collaborate on some

of the problems Pullen had ouytlined during his visit here, §Since you

are the Architect I assume this would pe cleared through you, Can

Charlie have access to the system through your slot? Wwouyld

appreciate knowing what {f anytning has transpired On this matter,

Thanks, Jake i
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Liaison with Pullen and Bourne

I (J24268) 23=0CT=74 10315031, >, 23=0CT=74 11:28 XXX 311} Title:
Author(s): Elizaveth J, (Jake) Feinler/JAKE; Distributions /SMT( [

ACTION ] ) ;3 SubmCollectionsy SRI=ARC) Clerk: JAKE}




DVN 23=0CT=74 11122
For A user otion to Turn off Journal notification

I think the feature of the journal interrupting your work to tell you
when it delivers is a pain in the ass; there should be a useruption
to defend users against {t, Nor do I like deliyery itno the classes
(nformation and action, 1t is bad enoygh trying to force items into
those blynt catagOries when yoy send them,

24269



Author(s): Dirk H,

DVN}

For A user otion to Turn off Journal notification

van Nouhuys/DVNy Distributions

DVN 23«0CTe74 11:22

(J24269) 23=0CT=74 1112211, >, 23=~0CT=74 11331 XXX 11?9 Titled

/FDBK( [ ACTION ] )

HGL( [ ACTION ) ) JDH( [ ACTION ) ) » Sub=Collections? SRI=ARCj) Clerk:

24269
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JBP 23=0CT=74 12301
r¢C number system

‘ 1 cant get any rfc numbers out of office=~l, the error message
"openlock faileds <JOURNAL>RFCNUMBERS,,," seemg to be the problem,

24270
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rf¢ number system

(J24270) 23=0CT=74 1210131, >y 23=0CT=74 16133 XXX 3113} Titled
Author(s)i Jonathan B, Postel/JBP; Distributiont /JDH( [ ACTION ] )
Sub=Collectionst SRI=ARCj); Clerk: JBPj;



DCE 23=0CT=74 14126
The { Jgul 74 NSW Proposal is not in its 23352 jouyrnal record

Asking Dick to take personal responsibility for requested action,

24271



DCE 23=0CT=74 14126
The 1 Jul 74 NEW Proposal i{s not in its 23352 jgouyrnal record

' I wanted to get online access the the NSW propoals SRI No, ISU

74=132, 1 Jyly 1974, SRI=ARC 23352, Jump Link returned "File NOt ON
Line," The SequeNce Of Messages below says that a) there is nothing
journalized under 23352, and b) the number anyway appeared to have
been reserved for some other purpose,

J22=1107 ENGELBART: Retrieve 23352 from archive
Distributionty CPERATOR, engelbart
Revds 22«0CT=74 113073105

Thanks, Doug

J22=2307 KEENEY: FILE
istribution: ENGELBART
enty 22«0CTe74 2307=PDT

(...0ther business,,,] HOWEyER, 23352 wAS NOp ARCHIVED, NOR
HIDDEN IN ON OF THE JOURNAL FILES, I SENT gEFF A MESSAGE
CONCERNING THIS, 80 YOU MIGHT CHECK WITH HIM TO SEE IF HE WAS
ABLE TO TRACK IT DOWN,

MARCIA

J23+1001 PETERS) 23352
Distributiony ENGELBART, keeney
Sent: 23=0CT=74 1001=PDT

DOCYMENT #23352 = "IMLAC INTEREST GROyP NOTE INDEX" WAS NOfp
JOURNALIZED, = JEFF

This is a significant failing in the "integrity" of our
recordedwdialogue system, It is important to locate the correct
version of the text and to put it into the Journal under this number,
1'd say that it ought to go in under the date that it is actually
Jouralized, with a comment that explains the discrepancy between the
date of the issued, hardecopy proposal and the Journalepublication
date,

I1'm askipng Dick Watson, as the responsible auther, to take pérsgnal
responsibility for guaranteeing that the Journalized version {is
exactly the same as what was published,

A gimilar incident ocyrred on a proposal or report about a year
ago, and what was put {no the Journa) was not the final version,
During the last days before something like this is finalized, a
lot of changes can occyr, and it is easy tO lose track of what
files, in whose directory, contain the f£inal version,
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DCE 23-0CT=74 14326 24271
The 1 Jul 74 Nsw Froposal is not in {ts 23352 gourna) record

. (J24271) 23=0CT=74 14126113 Titlet Author(s): Douglas C,
Engelbart/DCE) Distributions /RWW( [ ACTION ] ) JCN( [ INFO=ONLY ) )
CHI( [ INFO«ONLY ] ) JCP( [ INFO=ONLY ] ) KIRK¢ [ INFO«ONLY ] ) DVN( [
INFO=ONLY ] ) » SubeCollections: SRI=ARC) Clerk: DCE)
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(J24272) 23=0CT=74 1635931, >,
Author(s)s Harvey G, Lehtman/HGL}s

Sub=Collections;

SRI=ARC); Clerk

HGL 23-0CTe74 16359

23=0CT=74 173103 XXX 313131 Titley
Distriputions /JDH¢ ( ACTION ] ) 3
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Introduction

There is at times a need to have a standard for decision, This
effort develops the philosophical framework leading up to and
describing such a standard. A more ricgorous mathematical foundation
and some mathematical techniaques for applving the standard to
specific situations are to be part of a later work,

Standards for decision come in various flavors. In applving the
science of decision making, the standard most universally recognized
as being a poor one is the one most often used because of it’s easy
measurability: maximization of money., Maximizing peoprle is another
standard popular because of deeply etched evolutionary tradition,
Standards for decision determine what is morally or ethically right
or wrond. Any goal is a standard for decision because alternatives
are decided in relation to the goal, Goals are contained in models
of the future universe., Your model of the universe is vour standard
for decision because all of your interactions with the universe are
based on and modify that model.

As your model of the universe grows ever more accurate, it tends to
become more dissonant with old models of the universe, A large
percentage of the human porulation seem to have a desperate need to
identify in a real everyday motivational way with the process of
universal life, This need is evidenced by the continued existence in
ever growing contradiction to reality of many old models retaining
their forms as religions. The growing dissatisfaction with these old
models is evidenced by the decreasinag membership in established
churches and the proliferation of "new" models, Certain phenomenon
very recent on a human scale, such as the population explosion and
the industrial revolution, seem to account for this dissatisfaction.
The fact that there is a proliferation of new models or standards for
decision indicates that the need for a new model still exists but
none of those available is yet fully satisfactory.

The standard for decision documented here looks as if it may be
measurable enough to replace standards such as the Gross National
Product and vet it is based on a model of the universe accurate
enough to provide a meaningful alternative to old moral and ethical
standards,

We begin by showing the universe to be in the process of maximizing
alternatives, Basic terms are defined leading up to the definition
of a capability as a controlled alternative, The probability
equation for survival is developed and applied to the process of the
universe showing that in order to maintain or improve its probability
of survival in an environment maximizing alternatives, an alternative
control process must maximize the alternatives it controls, This is
called the law of survival.

One of the distinguishning features of a conscious alternative
control process is that it has a model of itself as it’s standard for

Maximizing Capabilities 1
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decision. A model of vourself as a conscious alternative control
process 1s described in which every decision you make is in order to
maximize vour capabilities., Thus, if this is your model of yourself,
then your standard for decision is to maximize your capabilities,

The relationship of this standard for decision to various topics 1is
then discussed, Some of the topics are: truth, knowledge, learning,
expanding consciousness, freedom, progress, omniscience, futility,
technigues, and happiness.

The Process of Time: MAXIMIZING ALTERNATIVES

As time increases, the number of alternatives in the universe tends
toward a maximum,

All known isolated ohysical systems outside of black holes change
irreversibly toward the most probable state, This is the only law of
physics by which we can determine the direction of time and was
called by Eddington "times arrow" (11,

The probability of a system being in & particular state is
determined by the number of alternatives in the state divided by the
total number of alternatives in the system, In an isolated system,
the most probable of all its states is the one containing the maximum
number of alternatives. The universe, being all that exists, is an
isolated system,

Since the most propable state is the one containing the maximum
number of alternatives and to change toward some maximum is to
maximize, we say the universe outside of black holes is maximizing
alternatives,

Since the direction of time is defined by the process of maximizing

alternatives, we call this the process of time, It is described as
the maximization of entropy by the second law of thermodynamics,

(1] Blum, Harold F, "Time'’s Arrow and Evolution," pp. 14-33,
Princeton University Press, Princeton, New Jersey, 1968,

Maximizing Capabilities 2
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Capability: an alternative Controlled: an alternative where the
response to its decision is fed back to the stimulus for its decision,
To help visualize, follow this sequence of models,

|
Change: modeled by an arrow: | |

Stimulus: the beginning of a change,
modeled by a circle to the left of an arrow:

0 =>

Response: the end of a change,
modeled by a circle to the right of an arrow:

-> 0

Process: a change from beginning to end,
modeled by an arrow between two circles:

0 => 0
Entropic Process:
0
0 =>
O W

Alternative: one of at least two responses for the same stimulus,
modeled by one of the circles following the arrow.

Bit of entropv: any set of two equally probable mutually
impossible alternatives, an undecided bit, modeled by two circles
placed one above the other.

Symbol: one of at least two stimuli for the same response, modeled
by one of the circles preceding the arrow.

|

|

0 |

- |

Decision Process: |
: \

-> 0 |

ﬂ - I
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Bit of Information: the result of a decision between two equally
probable mutually impeossible alternatives, a binary digit,

0

Standard for decision: that which determines which alternative a
decision process chooses,

Feedback Process:

a process where the stimulus is a response to its response, Said
another way, the response is the stimulus for its stimulus; modeled
by an arrow looping back to its source:

‘e=> 0 => 0 ==

Positive feedback loop: & feedback process which continuously chooses
the same alternative without interruption.

fomd> ) => H

0 .
Negative feedback loop: a control process: a feedback process
oscillating between alternatives in order to keep some variable
within limits determined by its standarda for decision.

Modeled by:

. y iy :
o3 5*\”) 2 fm-> g > 0 == . ,
/\ri e 78 ‘*.".;.:,,\,‘;'j_'n -L\J 'b]'r\-n‘\\\.u“; '\‘[(' &i\?
" r\Capability: an alternative confrolled: modeled by one of the

& M” circles in front of the arrow,.
g i

0 A controlled alternative is one where the response to its decision
% is fed pbpack to the stimulus for its decision: an alternative
) decided in response to a standard for decision in a negative

\\\\iiedoack loop,

Examples:
A symbol is one of at least two responses for the same stimulus,

You can visualize this by looking at your pen and noticing that
the word "pen" on this page and your pen are both stimuli for the

Maximizing Capabilities &
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same response somewhere in vour mind, They are both symbols for
each other.

A coin can represent a bit, If we do not allow it to be on it’s
side, it is impossible for it to be both heads and tails and if we
flip it into the air, the probability that it is either heads or
tails is equal., [ give you a coin and say, "If I correctly call
out ‘heads”’ or ‘tails’ before it lands, 1 win the coin, If I'm
incorrect, you win it." After vou flip it but while it is still
in the air, it represents a bit of entropy in that it is chanaing
too fast for us to tell if it is heads or tails and so is
undecided. After it lands it represents a bit of information
because it is decided to be either heads or tails, If you can see
it’s current status after it lands in your hand, you can win no
matter what I call out because you have the capability of making
it either neads or tails. You respond to whether it is head’s or
tails, and it responds when vou turn it over, In such a case, it
represents an alternative controlled,

Another example of a bit is the light switch. A light can be
either on or off but it is impossible for it to be both on and off
at the same time, If you are blind, the liaght switch represents a
bit of entropy in that vou do not know for sure whether it is on
or off. If yvou can see the light, it becomes a bit controlled
because it responds to your stimulus and your stimulus depends on
whether it is on or off, That is, you respond to the status or
decision of the switch that, in turn, responds to vou,

An example of a standard for decision can be found in a
"thermostat => air conditioner => room air => thermostat"
alternative control process or negative feedback loop. The
standard for decision is the setting of the thermostat, The
temperature at which the thermostat is set is compared with the
temperature of the room and a decision to have the air conditioner
on or not is made in order to maintain the room temperature at the
setting. Given any particular room temperature, the setting of
the thermostat determines which alternative the process will
choose thus providing the standard for decision,

The Law of Survival

Let X represent the total number of possible alternative states of

a system and ¢ the total number of alternatives controlled in that

system, Some percentage v of x are essential variabples which must be

kept within vital limits, These are called vital alternatives

Maximizing Capabilities
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because they are vital to the survival of ¢ the alternative control
processes, Some percentace p of ¢ intersect with v, See Figure 1
below. pc represents vital alternatives which are also controlled
alternatives. This is an important distinction., If an uncontrolled
vital alternative occurs, all of ¢ is eliminated. If a controlled
yvital alternative occurs all of ¢ is not eliminated.

Each alternative has a probability 1/x of occuring at any one time,
The Probabilityv of survival of ¢ at any one time is represented as

S =1 = ((VvX=pCc)/X) .

That is, one minus the number of uncontrolled vital alternatives,
divided by the total number of alternatives,

X = total number of alternatives
¢ = controlled
alternatives
pc = vital
alternatives
controlled

v = vital
alternatives

Bow Bom B G G B B B A - B
Bon B o e B B A 8

D R )
.« b - -

L

B B o G B = o= B B -

- -
-

cemeemeesmemececessssEesesesesem—————— (Figure 1)

The second law of thermodynamics is described above as a process
maximizing alternatives., This means X tends toward a maximum at some
rate kK as time increases, If the probability of survival S is also
to increase, then (VvX=pc)/X = V = pc/Xx must decrease, Therefore, in
order to improve its current probability of survival, ¢ must tend
toward a maximum at a rate more than v/p times greater than k, the
rate at wnhich the total alternatives are maximizing.

If the probability of survival is to remain constant or increase

Maximizing Capabilities 6
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over time, then the change in ¢ must be greater than or equal to
(vk/p)

That is, in order to maintain or improve its probability of
survival in an environment maximizing alternatives, an alternative
control process must increase the number of alternatives it controls
at a rate equal to or greater than the rate of increase of the total
number of alternatives in the environment times the percentace of
alternatives which are vital to the survival of the alternative
control process divided by the percentage of those vital alternatives
which are also controlled,

In order to survive, an alternative control process must maximize
the alternatives it controls.

The Definition of Life: Life is the process of maximizing capabilities,

Those familiar with Ashby’s book "An Introduction to Cybernetics",
can view the Law of Survival as encompassing the Second Law of
Thermodymics and Ashby’s Law of Requisite variety. Whereas Ashby's
law is independent of natural phenomena and holds for any
hypothetical system whose variety can be measured, the Second Law of
Thermodynamics is verified empirically by observation of the
universe., The Law of Survival is also verifiable by empirical
observation of life,

Lets take the specific example of the DNA process., The DNA process
can be visualized as a feedback loop which cycles once bper
generation. The environment continually changes obeying the second
law of thermodynamics. FEach generation, certain organisms fail to
continue the cycle, Those that remain, do so because they adopt to
the changing environment characterized by the increase in the number
of possible states that environment can assume, This is the
evolutionary process of natural selection., The net result is a
process called the evolution of life which is continually maximizing
the alternatives it controls,

Eventually the standards for decision in alternative control
processes bhecame sophisticated models of the process. This conscious
aspect is discussed next,

Maximizing Capabilities 7
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Your Standard for Decision: to maximize your capabilities.

A standard for decision determines which alternative a decision
process chooses; that towards which the decisions of a process lead:
its goal. If every decision a8 process makes is in order to go toward
a certain state, that state is the ultimate goal of the process, An
alternative control process is a decision process where the response
to the decision is fed back to the stimulus for the decision., A
conscious alternative control process has a model of itself as its
standard for decision.

Since vou are a conscious alternative control process, your
standard for decision is vour model of yourself., 1In other words,
your standard for decision is what ever you think it is. 1In
particular, it is your model of your future self, or vour goal, which
is based on vour model of vour past. Note that you are not just a
part of the alternative control process, but you are the entire
process including the alternatives it controls.

Your environment is maximizing alternatives as explained above in
the description of the process of time, Alternative states of your
environment transmitted by the senses to your brain represent your
interaction with the environment, Incoming stimuli representing such
alternative states create electrical vibrations in short term memory.
These electrical vibrations are compared to encoded vibrations
(sometimes called long term memory) which contain your self model,
This model is of your future self as well as your past and present
and thus contains vour standard for decision,

If electrical vibrations do not match the encoded vibrations of
your model, then there are at least two responses for the same
stimulus in the form of dissonant alternative vibrations. Since
every dissonant electrical vibration represents an alternative for
which there is no matching encoded vibration, there is no model of
controlling that alternative, Thus every dissonant electrical
vibration represents an alternative you do not control,

Dissonant vibrations are not immediately absorved and continue to
reverberate firinag more neurons. Each time a neuron fires,
adrenaline is released into the blood stream, The rising
blood=adrenaline level eventually motivates a decision or series of
decisions until the dissonance has been eliminated.

This process causes the vibration representinag the alternative and
the decision associated with it to be added to the existing encoded
vibrations thus updating your model. Whenever that alternative
occurs, it also triagers the vibration representing the decision
which eliminated the dissonance so you can now choose to make that

Maximizing Capabilities 8




Kirk Kelley

decision, based on that model, and have the response to the decision
fed back and compared to the model to see if the decision was
successful., In other words, vou now control the alternative and this
capability has been added to those you already have. Every decision
you make is motivated by this neural-adrenal mechanism.

For example:

You are thirsty. This stimulus creates electrical vibrations in
your brain which are dissonant with vour model of vour interaction
with the universe: to continue in your comfortable position not
being thirsty., The dissonance represents the currently
uncontrolled alternative of remaining where you are and not being
thirsty., The stimulus does not go away, you are still thirsty,
Eventually the dissonance is so great that your blood=~adrenaline
level rises to a level where your current position is no longer
that comfortable, You decide to modify vour model to include the
vibrations that you are thirsty., In response to this decision vou
get up, drink some water, and return to your comfortable position.
The dissonance is eliminated and you now have added to your
capabilities that of sitting in vour comfortable position not
being thirsty.

Thus the dissonance with your model of your interaction with the
environment motivated a decision to update your model and as a
result increased your capabilities.

Every decision vou make is in order to add to or maximize vour
capabilities. An ultimate goal is that towards which every decision
is intended to lead. Your ultimate goal is therefore to maximize
your capabilities.

I1f the electrical vibrations in your short-term memory as a result
of understanding this description of yourself do not create
irresolvable dissonance with the encoded vibrations representing your
model of vour self, then your model of yourself is that vou seek as
your ultimate goal to maximize your capabilities,

Since as a conscious alternative control process your standard for
decision is vour model of vourself, your standard for decision is to
maximize your capabilities,

Maximizing Capabilities 9
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What does it mean to maximize capabilities?

There are many ways of saving it.

"Maximizina capabilities" can be a more precise way of saying many
currently vague, popular goals or standards for decisions.

We would like a wav of specifying the standard for degision so
that we know exactly what we are talking about., One that can be
communicated to other people hopefully providing a language basis
with wnich to resolve questions in a rational way that are
currentlv being resolved arbitrarily by brute force, We would
like a way of stating it that would be measurable enough to help
resolve every dav problems and replace the maximization of money
as the existing value standard in the equations of systems
analysts. In defining "an alternative controlled" we have taken a
large step in this direction. It appears that capabilities can be
measured in bits as information and entropy are measured.
Develoning techniques for doing this iIs the next area of research.

Since truth is a word used to describe models which accurately
reflect realitv, "seeking the truth" is the same thing as
minimizing aissonance between realitv and the model of it, As
shown above, this is a process of maximizinag capabilities.

Knowledge is contained in the mecdels of individuals. The amount
of knowledge an individual has can be measured by the number of
capabilities s/he has. To seek knowledoge is to maximize
capabilities, This is also what it means to learn.

Since yvou are a conscious alternative control process and that
includes the alternatives you control, maximizing your
capabilities means maximizing yourself. "Expanding your
consciousness" is another way this is expressed.

Progress could be defined as that which increases the capabilities
of individuals., This would seem to be better than some vague
notion of "piager" or "more" technology.

Do more with less is a maxim made popular by R, Buckminster
Fuller. 0One problem with this maxim as a standard for decision is
it doesn’t specify what is to be maximized. Maximizing
capabilities could be a more practical way of saying it,.

Individual freedom is measured in the number of "available"
alternatives or capabilities. Thus, individual freedom is won by
maximizing capabilities,

Maximizing Capabilities 10
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You cannot maximize vour capabilities by restricting the
capabilities of others, Those who try to maximize their own
capabilities bv limiting the freedom of others do so because they
fail to see but a limited number of alternatives for themselves,
They are blind to the process of time ensuring that there will
never be a shortage., Such people, by limiting the alternatives of
others, can keep the ecosystem of which they are apart from
maximizing the alternatives it controls. Unstemmed, this results
in the death of the system and therefore in their own death,
People who limit the alternatives consciously contrclled by others
are therefore not only committing mass murder, they are committing
suicide,

1t is not surprising that the best way to maximize the
alternatives vou control is to maximize the alternatives
controlled by the universe in general, The more alternatives you
can provide for others to control, the more alternatives they will
have to agive, and be willing to give, in return,

Life is a process maximizing capabilities., To have as your
ultimate goal to maximize vour capabilities, is to have as your
ultimate goal to l1live, Life is your standard for decision. This
is to identify in a real, every day, motivational way with the
process of universal life,

What does it mean to control the maximum alternatives?

It means controlling all of them, Doing everythinag with nothing.
To be all knowing: omniscient, 1t is also logically impossible.

It is logically impossible to completely model the modeling
process, In order to model the process doing the modeling, Yyou
need another model. And in order to model that, you need another
one and so on in a never ending series of models of models. The
best that can be done is to model different parts at different
times., But it is impossible to model everything at the same time,

To seek to control the maximum alternatives is a futile goal, LE
can never be reached, The goal is to increase the accuracy of the
model bearing in mind that it can never be completely accurate,

Technigues

1. Maximizinag vour capabilities is best accomplished by doing
what feels good, You are a natural capability maximization
process.

Happiness is one of the most frequent words people use to
describe their ultimate goal., This may be because it is the

Maximizing Capabilities |
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emotion felt when dissonance has been successfully eliminated.
Dissonance creates feelings of boredom, anxiety, and worry.
Maximizing capabilities by eliminating the dissonance causinag
these feelinags creates happiness,

2. Determine the alternatives you control and choose the one that
controls the most.

One way of doing this is to view your future alternatives as an
ant crawling up the "tree of time" might view the branches of
the tree. The ends of the tree branches arow as fast as the
ant can crawl., To maximize your capabilities, always pick the
branch that contains the most branches,

3., Get together with others who are maximizing capabilities,
Discuss techniaques. Support or do research into technigues for
measuring capabilites. Pass on this information to others.

Notify us if vou would like to get in touch with other such people
interested in this standard for decision,

The purpose of this article has been to put forth a model towards a
standard for decision, If this model creates unresolvable dissonance
with your model, vou can improve the accuracy or communication of the
model, Please get in touch.

Since it is impossible for the model to ever be completely
accurate, it is expected to evolve and grow more accurate by
finding flaws and improving the model, One proposed medium for
doinag this is via the Whole Universe Catalog which was conceived,
developed, and is maintained as an application of this standard
for decision. 8ee "The Whole Universe Cataloa: a way of looking
at things" by Kirk Kelley,
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‘Summary 0f the SIGART Newsletter Experiment

For almost twe years, from October 1972 until June 1974, the
Aygmentation Research Ccenter conducted an on=going experiment as the
online intermediary between the editing statf of the Newsletter for
the ACM’s Special Interest Group in Artificial Intelligence (SIGART)
and the SIGART Newsletter’s readership,

This included providing the following services,

1, Input of raw offline material into NLS

2, Translating online sections and reports written on other
systems

3, Compiling, Editing and Formatting the Newsletter online

4, Printing a final copy formatted for paper

5, Storing both the copy formatted for paper and an optimal
online format for "paperless" viewing

6, Providing an online retrieval system for poth copies of each
issue (Pecple had access to the current issue as well as the
"sneak preview" issuye in preparation and al)l of the back=issues
done online,)

7. Providing a dialcg support mechanism allowing pointers to
reader comments to automatically appear by the referenced section
0f the Newsletter, Online readers could insert and read comments,
and comments on comments,

B, Keeping statistics on how often the online Newsletter was
accessed,

The SIGART Newsletter is published everysother month and contains
approximately 50 pades the size of this page, There are several
hundred members of SIGART and a paper copy of each igsue is sent to
each member, The number of members with access to the Arpanet, and
hence, the online copy of the Newsletter, was unknown, Online
accesses were in the realm of 2030 per issue, The commenting
capability was not used significantly, This was due in part to it’s
late introducticn but mostly it was felt that among the number of
users who read the Newsletter online, the desire to spend the effort
necessary to use the comrmenting facility was not sufficient, At any
rate, letters to the editor were sure to be published in the next
issue where evervone, offline as well as online, would see them,

In the coyrse of the experiment, the "Comment" program was written to
augment the NLS dialog support system, Procedyres were established
for cenerating, maintaining, contributing to and accessing the
newsletters, Much was learned about interfacing between offline and
online formatted documents, interfacing between the desires of the
editors and the capabilities of the system, and how to train people
to use NLS for offline data=collection,

The Editors of the Newsletter were Steve Coles and Richard Fikes of
the SRI Artificial Intelligence Center, The Online Editor was Kirk
Kelley of the SRI Augmentation Research Center, In addition five
typists were trained over the course of the experiment to use NLS for
inputting raw cffline material,

The experiment was terminated when the rotating Newsletter editorship
left SRI,
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Whole Universe Catalog: a way of looking at things

THE WHOLE UNIVERSE CATALQOG
An On=Line Universitvy with Access to the Universe 1

WAY OF LOOKING AT THINGS

The Whole Universe Cataloa (WUC [rhymes with lukel) is a way of

lo0
por
cab
typ
lln\o
acr
shha

23

2b
thr
the

2b1

2C

See

Kinag at things, Imagine an electric typewriter in front of a
table TV on &8 table in vour room, The TV is hooked to a two=way
le which connects to a network of computers, To the side of the
ewriter is 3 handesized box with three buttons on top called a

use", The mouse has wheels in it which make it easy to roll
0ss the table, As you roll the mouse around with vour hand, a
1l spot on th IV moves daround among the following words: 2
pmergency
Health Care
Calendar
vail
People
News
want Ads
Yellow Pages
Bank Account
Legal Help
University
Entertainment 2a
Moving the spot to "University" and pushing the first ©f the
ee puttons on the mouse causes the previous view to be replaced by
following wajor branches of the University knowledge tree: 2b
University 2b1
Z2bla Assumptions
Logic
Mathematics
pr"}'SiCS

Chemistry

Bioloagy

Psychology

Sociology

Whole Systenms 2bla

You can centinue pointing and pushing the first mouse button to
"outline" vieWs of &ny branch or sub=branches, 2cC

When you point to a word and push the second butten on the



KIRK 18=JUN=75 20:19 24275
‘The Whole Universe Catalog: a way of lcoking at things

mouse, the definition of that word appears, This is followed by a
full view of the entire branch of information defined by that word,
Pushing the first two mcuse buttons at the same time displays the
next "page" in the subject you have thus specified, 2d
2e Pushing the third button on the mouse takes you back to any view
vou have previcusly seen, 2e
3 LINKS TO TOOLS
References or "links" to related information in other subjects
appear in the paragraphs, Polnting to these and pushing the first
button displays the referenced information., The term "information"
here is used lecesely to refer to tools such as apples and scissoOrs as
‘well as Information services such as games, computer tools, and
voice~yideo 1inks to pecople, 3
3a These tools include commands which allow you to compose, copV,
digest, and preduce the personal "information space" in which you can
do knoyledge york such e&s generating and publishing your oyn sections
for the Whole Universe Catalog in your field of study, Amona some of
the tools currently avallable are one to send mall to those who are
on=line and ancthér to have pages automatically printed on the
electric typewriter for off=line distripution, 3a
3b 70 use a tool available via the Whole Universe Catalog, point to
or type the name 0of the tool you want, Yoy are then passed on to
that tool until you are filnished using it, 3b
4 TYPING WORDS

. Typing any woerd terminated by the Carriage Return key on the
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electric typewriter causes the detinition of the word to appear the
same as pointing to a werd and pushing the second mouse button,
Terminating tne word with the first mouse button instead of a
Carriage Return causes an "outline" of the branch of information
defined by that word to appear, A range of search specifications can
be typed in addition to single words, 4
da Using the typewrliter is not necessary to get information, You
can access all of the information avallable via the khole Universe
Catalog simply by pecinting to what you want to see with the mouse, A
baby on a tricycle with three big buttons on the handle bars could
use the wWhole Universe Catalog accessing system with appropriately
colorful picture information projected on a wall, On the other hand,
WUC can be used eXclusively from the on=line typewriter if you don‘t
have a mouse, 4a
S THE UNIVERSITY
The University section of the Whole Universe Catalog attempts to
coherently provide a concise, accurate model of the yniverse with
access to alternative models; a place to stand for opserving and
participating in the process of the universe and improving the range
and accuracv of the model; a way of lookino at thinds,. 5
5a The University 1s structured for both a classical and an
inter-disciplinary education depending on how the student wishes to
learn a subject. gach branch of the Knowledge tree points via links

to supporting information classified in other branches, This allows

.the student to ask the inexhaustible wywhy?r, FoOr example, a student
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with a guestion about the basis of economics could easily end up
taking & conerent path through the branches of politics,
psycholoagical rotivation, biological psycholoay, biochemistry, atomic
physics, calculus, set theory, and logic before satisfying his
curiosity,
5b gur current goal is to provide an interface to the universe
which consists of information up to the level of first=-year college
survey courses, Thls 1s expected to take two person=years,
6 THE SPACE~TIME CONTINUUM

One section ¢f the Wheole Universe Ccatalog called the "Space=Time
Continuum” z1llcws speclfication of sny space=time logation in the
universe via pecinting tc maps in the center of the TV screen, or a
list of dates e¢n the side of the screen, At any point, a cultural
over view 0of that place and time is available with the second mouse
button along with links to sets of specific thinags such as music,
architecture, news &and literature, Within this coordinate system,
there 1s a pléce for any specifir thing and any dgeneral concept with
many different alternative classitication hierarchies for finding
information easily, As of this writing, it is mostly a bare outline,
It woula take a person=year to turn the Space=Time Continuum into a
meaningful educstional tool,
7 VIDEQ TAPE OF THE WHOLE UNIVERSE CATALOG,

A 30 minute video=~tape ¢f an on=line, real=time Jjourney through the

prototype wnole Universe Catalog is available, It takes you through

‘the default cable television user’s initial branch including glimpses

24275
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Of the places for news

off the AP hot wire, entertainment,

information,

personal.,

shopping, bank accountinga, want ads.

regicnal., universal directories of people., A tour of

with a free access education session crossing

the University

boundaries of communications, economics,

the inter=disciplinary

psycholody,
Ta There

origin of

physioleogy, biology, chemistry, and nuclear physics,

Space=Time Continuum, Starting at the

the universe waten 1t unfold to the present,

dao0wn throuah

watch the

galaxies, solar system, to the earth,
travel across time to the

overview,

ages. After

you move to the present

pictorial

and view some

maps, vou

current headlines,

continents, streets, bulildings,

room wnere the

cemonstration is beina aiven, into the protected

personal inforn

of the demonstrator including medical records

and references

to the university that go through organs, into cells,

down to molecul

finally to a view of the Hydrogen atom,

Towards tne end

the future plans for the

Catalog

whole yniverse

Orwell,
Tb For a
video tape

94025,

s contrasted predictions by

or a4 blank inch reel

Ravenswood,
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8 GETTING ACCESS

The Whole Universe catalog currently runs on various PpP=10
computers on the ARPA network, Officially the ARPANET is only to pe
used by DoD contractors thouah it is possible to find friendly people
who will let vecu use their terminals, passwords, and accounts., Wwe
will try to puplish a list of these people in the future, 8
Ba The Augmentation Research Center sells the services of NLS (the
environment 4dn which WUC lives) to peorle that fit into the Aygmented
Knowledage Workshop Community, Ihey are especiaglly looking for
non=DoD customers who will buy some portion (preferaply all) of a
"slot" on the computer, These Slots currently cost approyximately

.540,000/vear each, (That couyld pe less than 20 cents a minute if it

was so0ld by the minute,) This price is continually £falling, Resides
computer time, the price includes training in how to use NLS and a
say in how it cevelops., Contact Ba
8al The Assistant pirector in charge of Applications
Auqpentation Research Center
333 Rayenswood
Menlo Park, CA 94025 (415) 326=-9716 gal
8b HARDWARE YOU NEED

You should have a teletype~like computer terminal and/or a display
work station, A gisplay work station Consists of a8 video terminal, a
mouse, a modem (interface for the terminal to the computer) and a box
called & "Line=Frocessor" yhich ties the modem, CRT, and mouse

.toqetrer. There aré many manufacturers of teletype-like terminagls of
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9 WEC, LweC, wlUC and WEE
The name "Whole Universe gatalog" was picked to answer the guestion
"What comes after the Last Whole Earth Catalog?" This was some time
before the Whole Earth Epilog apreared, 9
9a In 8 warm=up version of Wgg in Harper’s wraparound under the
title "EDITOR BREAKS PROMISE" Stewart Brand lists four reasons for
resurrecting the Catalog, The last one is "aAfter burning our bridges
we reported before the Throne to announce, ‘Wefre here for our next
terrific idea,’ The Throne sald, *That Wgzs It " 9a
9b Time to lcok around for a better throne? 9b
Sc It shoulé pe noted that WUC has no official relations with WgC
or WEE and was conceivec apnd develpgped tp it’s currept stage
independent cof the Point foundation (though Richard Austin, a member
of Point, didé come& out &and take a look in 1974). 9¢
94 Though thelir functions overlap, the emphasis is different in WuC
partly due to tnhe gremendouys differences in media. Since it lives in
an on=line environment, and does not have the limjitations of papeéer,
WUC 1s meant tc be more encompassing than WEC though computers
certainly have their own limitations, The Whole Universe Catalog was
concelved (pefore its name) to pe more of a free access hollstic
educaticn tool and on=-line ljibrary, rather than an access to tools
for an alternative life style for which WEC has developed a

reputation, WEC 1s alsc concerned with self teachinc ang even pedins

with the "Understanding whole Systems" section, To complete the
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Never count Your chickeng until you catch Your rooster, (You may add
that to other eggs 1°'v laid) i
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Feinler/JAkE; Distribution: /JHB( [ ACTION ) immediately if not sooner!)
} SupeCOllectionsy SRI=ARCs; Clerks JAKEy




RLL 23=0CT=74 22338 24284
New Jorna)l header; alternatives; call for comments and additicnal
input,

comments received by FRiday 250ct74 will be included for next Pass
which will include the KWAC, Thank you for contributing,
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input,
Various alternatives for a new JjoUrnal header, i
One consideration is to allev each person to pick his own form,
This would pe stored in his ident record, The joyrnal system
(ajready having it lcaded) woyld read the reference format name
and use the aprropriate "rel" fi{le, 1If the "rel" file {5 not
known or if none is specified, a defauylt £0rm will be used, la
There are two questions, what are the fields of information
degsired and what are the fOrMats Of these fields, These question
are partially separate byt NnOt wholely, ib
some oyerall eriteria to yge f0r determining what flelds are
useful and where they should go, ic
citation should be as short as possible, iel
A form whieh is suitable for sorting, 1c2
conform to other citations in the literature, ic3
Take adyangageg of leyel and line capabliligleg, icé
Although a new journal system might not developed for sonme
. time, pressure for maintaining the same format will be very
high and thus the future situatien should be heavily
considered, les
e,g, myltiple hosts 1¢5a

Below i85 a 1ist of various fields, synoymS on the left, Arguments
for or against this field to be included are found on the levels

below {t, id

AIDENT aythor ident 141
PRO! considered by most to bhe very important and should be

on first line, 1dia

ORG acronyMm of author’s organization 1d2

PRU! Easily obtained from ident record (whigh is avallable
te journal system), 1d2a

PRO! For a large user community. the organization might be
more reaningful than the person’s ident or even his full
name, 1d2b

~ NSRRI TRt TS
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New Jornal header; alternatives; call for comments and additional

PRO: This fleld is almost always incluyded in most citations
in the literatuyre,

NAME last name or full nanme

PRO! vost citation in the literature include full last name
and initlals

CONg With the ident system one only needs to show record for
jdent,

DATE day, month, and year when mai{l item was sent,
(ddemmwyy)

PRO1 Used by many as @ sort parameter,

CONy Shoyld not be on first line since it d40es not add to
the recognition of what this mail item {s, FOr those you
like to sort on it, prOgramsg can be coded even if it appears
on a second Or third line,

TIME time thae ¢he mail item was sent (xxixxixx)) 24 hoyr
clock or AM/PM

PRO} Gives another means for uniguely (almeost) ldentifying
mail item (especially sndmsg items),

ZONE time Zone

PRp! Users of the system are scattered among Various time
zones,

PROY It {5 pessible that different Computers might be i,
different time zones,

CONg The journa)l system should maintain only one time zone
for dating of mal)l iteps,

DAY day of the week that mail item was sent (MON TUE s904)
RDATE: date and time when mail item was recelived,
CONt Not needeé, one can use the signature of the statement,

PRO! Sighatures are not widely known and are costly for TNLS
users,

JNUM fournal mumber

24284

1d2¢
1d3

1d3a
1d3p

1d4

1d4a

1d4b
145

1dSa

1d6
jdéa
1d6p

1d6¢
147
148

1484

1d8b

149




RLL 23=DCTw=74 22138
New Jornal headert alternmatives; call for comments and additienal
input,

PRO} Useful for sorting and unigueness of item) only of
value in first line,

CON: Duplicates information in LINK,
CONg LINK might be better on first line,

LINK complete journal reference in form 0f link
PROt Should be in first statement of eitation in Order fOr
jump to link te work when only first line is bugged oOr
referenced,
PRO! Even for Meggageg that are deliyvered with ¢he citation
it sheuld be present, Tnis enables One to delete the
message and still have the 1link,
PRO! For messages that are delivered with citation
((ncluding SNDNMSG mail) this should be a link W{th only
viewspecs that opens up the view to show the whole message,
This is predicated on the user having only a clipped view
initial,

TITLE the title or subject of majl item
PRO! Nearly everycne agrees this is the most uyseful field,

COMMENT comments
PRO} tC be put at & level belcw main citation,

DIST distribution list of idents

TO distpibution ligt of idents receiving mail as action

PRO! pistinction should be made between list of people
receiving iltem and those receiving an information only copy,

cC distribution 1ist of idents receiving mall item as
information only

PRO: Distinction shoyld be made pbetween list of people
receiving item and theose receiving an information only Copy,

Cont Can use uppercase and lewercase to distinguish action
and info copies,

24284
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PRO! For uppercase only teminals, uppercase/lowercase will
not distinguish

TYPE the word ACTION and INFO, for action or information
PRO! For a shorter citation Just a short word might suffice

PROy Useful on the first line of citation to guickly
determine whether to read mail or not,

PRIV privacy type (priv or public or blank)
PROt might be nice to Know if item {5 private or not,
ORGIN name Of originating host computer

PROy might be nice when there are many hosts
(Office=l,2,3,4,5.44)

REF references
PRO! Cften used in many memos and useful fO0pr recipent,
KEYW keyvwords

Leading contenders for the new journal citation format and
comments (author ident at bedinning),

(JEW) previde gsevepal optionsg and have the Joupnal use Your
prefered format, (Tnis is clearly tne Way to
g0,) (KIRK)(CHI) (RLL)

In addition, have a special directory containing userproQranm
tormats ok®d by tpe journal programmer,

(NDM) gpCRM3 ,CA (matches MESSAGE,SUBSYS format)

DATE TIME AUTHORIDENT: The title begins here terminated by
a CR and 3 spaces

pistributions ACTION IDENTS ARE UPPER CASE info only
idents are lower casge

Recelved at: 12=0CT=74 04331

(JUOURNAL,12345911w)

Text of Message is a substructure statement, Note and
comments are also seperate statements in the order listed
belew, Note: in the statement above thig, indentatien
does NOT represent a change in level,

24284
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Neote: [ ACTION )
comments: Comments would appear last,

A Joyrnal link {n the following form woyld replace the 6th
line for documents,

Location: (MJOURNAL, 12345, {iw)
(KEy) medification of Jform2

AUTHOR=IDENTS The title here would be terminated by a
carriage return

DAY DATE TIME <Messagde == 12345,>

TO: myident( comment to me ) ByGS abc detf

Comment; date and time would contain the day of the
week,

Megsagei The meggage occyrs after gthe comment and ig a
statement ¢n the substructure, For Journ@) 1inks,
<Message== 12345,> would be replaced by <JJOURNAL,
123452

‘ (JHB) ppaces most parameters on first j1ipne incjuding beginning
of title,

DATE SENT (ONLY) AUTHOR(S) JNUMBER The gigle begins here
termipated by a CR and 3 spaces

Received: TIME DATE) sentt TIME

10t Idents of recipients for actlion followed by a Cp and
3 spaces

CC: Ildents of recipients for info only followed by a CR
and 3 spaces

Lirk or message {s appended to citation here, Note
indentation does not represent a change in leve]l,

Ney Statement here {s for comment,
New statement here is for notes,
(KIRK) closely resembles standard reference formats

AUTHOR®IDENT, Title begins here after a comma and has no CR
gollowing it, <JJOURNAL, 12345,> SITE DAY DATE TIME

Distributions UPPER CASE IDENTS FOR ACTION lower case
idents for infow=only

24284
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New Jornal headeri alternativesy; call for comments and additional

input,

Netey this is where a note would appear,
Commenti this i{s where comments would appear,

For messages, "<JJOURNAL, 12345,>" {s replaced by
"Journal Number 12345" and the text of the message is
located here, Distripution, Note, Comment, ahd Message
are al) separate statements in substructuyre,

(xxx) Just to gee {f all fields can fit,

AIDENT ORG TITLE, LINK, DATE TIME ZONE DAY ORGIN
<CR><SP>»<SP>»<SP> RDATE TYPE PRIV<CR><SP><SP>»<SP> TO}
ident1ist<CR>CSPX<SP><SP> CC! identlistinexXt level doWn)
COMMENT [next statement] REF[next statement) KEYW(inext
staterent)Message (if delivered with citation)

Example,

RLL (SRI~ARC) A Note on the future of journal headers,

(JUOURNAL,12345,131w), 22«0CT=74 1332 PpT WEp at OFFICE=~!
Received aty 22-0CT=74 1356 PDT  for ACTION (PRIVATE)

TO: ABC DEF GHI
CC: JKL MNO PQR SRT

commentsy Just a test for €un,
REFERENCES: (MJOURNAL/,34567,11w)

KEYWORDS: test, journal, header

24284
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(J24284) 23=0CT=74 221381113 Title: Author(s)i: Ropert N,
Lieberman/RLL; Distributions /SRI=ARC( [ ACTION )] ) ; Sub=Collectigns!
SRI=ARC) Clerki RLLj
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bugi playback reecOrd/ calcuylator

In Using the plavback command with the calculator, I happened to bug

an invalid numper, The system respondded wth that message, Left my
playback hangingg, I tried contrrl 0, this cause the svstem to loop

on *?f, additional "C did not gJood (waited 5 minutes wall time),

This happeped twife so is repeatable, Ip future I will be mgre

careful but I thought "¢ wou)d free me from playback, i
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bugi playback record/ cajlculator

' (J24285) 23=0CT=74 233083333 Title: Author(s); Robert N,
Lieberman/RLLy Distributiony /FDBK( [ ACTION ) ) JCN¢ [ INFO=ONLY ] )
Sub=Collections: SRI=ARC) Clerks RLLj
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Fajleur to Preperly Journaljize the NSW Proposal

It*s my fault that the NSy proposal is not online under {ts correct
number (23352), It was orjginally printed with the nymber preassigned
to Mil and a simulated journal header f£Or publicatioln purposes,
Sometime in september Dick agked Joan to journalize it corrctly, She
tried t0 40 g0 with my help, but the JOurhal system was suffering
from a bug at the time so that when it failedto act on Our request
for Miles preassigned numper and instead gave uys & New NuMber, it did
not give an error message, SoMe time later we digcovered we had
falled, I did not get arround to trying again ynil, as a matter of
fact, yesterday, The Joyrnal will normally dgrant access to a
preassigned nurper either if t¢he nymber is assigned to an author or
if th gender ig connected to the agsigneers dipectory, 0f course Mil
is not an auther and ] discovered yvesterday that her directory no
longer exists, I expect this journal item will reach Dave Hopper and
he will advise m how to proceed, when I hear from him I will
journalize the proposal under the right number forwith,
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Faileuyr to Properly Journalize the NgwW Propeosal

DVN 24-OCT-74 08341

’ (J24290) 24=CCT=74 081411311 Titlet! Author(s)s Dirk H, Van
) JOAN( [ ACTION ] please

/JDH( [ ACTION )

Nouhuys/DyN) Distributiont
put this in he DPCS notebook) DCE( [ INFO=ONLY ] ) RyW( [ INFO=ONLY ]

DPCS SRI=ARCs Clerks DVN}

} Sub=Collections:

24290
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re J24269; goyrnal notification & info/action branches

I agree with Dirk’s notion aout these 2 new features, particularly
info and action, These are arbitrary categories at pbest, and serve
to force additional compensatory decisions on the real users, IT's
difficult not to be snide, but I don’t recall any depate Or even
discussion abcoyt this,

I hOpe that the iteMs that have bheen sent by Myself and others ©On the
Journal citaticn format are ok, If nOt let’s haye soMe discussion on
them |
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re J24269;

(J24291) 24=0CT=74 0B156111} Title! Author(s)s James H, Bair/JHB)
Distributiont /FDBK( [ ACTION ] ) HGL( [ ACTION ) ) JDH( [ ACTION ] )
DVYN( [ ACTION ) ) RLL(¢ [ INFO=ONLY ) ) ; Sub=Collectionsy SRI=ARC)

Clerk: JHB}
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Is Documentation Holding Up NLS=8?

I feel 1 haye lost touech with why NLS=8 has not come up as the

running system at Offie~1, I¢ it is walting for documentation I would

like t know abecut it, The state of documentation is essentially as

descriped in (rjJournal,24247,2) except that a draft of the two=page

document (mjournal,24247,2h) now exists and a dratt of the revised

viewspec cards (JRNL22, J24266tgw) and (journal,jrnl22,324262) is in

review, 1



DVYN 24=0CT=74 09104
Is Doecumentation Holding uyp NLS=87?

’ (J24292) 24=0CT=74 0931043131 Title: Author(s): Dirk H, Van
Nouhuys/DVYNy; Distributiogps /RWW( [ ACTION ) ) JCNC [ ACTION ) ) JOAN( [
ACTION ) please put this in te dirt notebook) DIRT( [ INFO«ONLY ) )
Sub=sCollectionss DIRT SRI=ARC) Clerk: DVNy
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Is Aything Happening on COMing the DCA Paper?

Is anything happening? Since I don’t presently have anything else to
go to COM, I*m not planning to send the file you made tonight unless
I hear from you othervwise,
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Is Aything Happening on COMing the DCA Paper?

(J24253) 24=0CT=74 092281319 Titlet Author(s): pirk H, Van
Nouhuys/DVN; Distributions /SRL( [ ACTION ] ) JOAN( [ ACTION ] Wouid You
add this to the dpes notebook please?) JCN( [ INFO=ONLY ] ) NDM( [
INFO=ONLY ] ) EKM( [ INFO=ONLY ) ) j SubeColleéctions; DPCS SRI=ARCj

Clerk; DVNy




journal headers

JBP 24=0CT=74 09158

< POSTEL, JUNK,NL8:1, >, 24=0CT=74 09140 JBP 111}

I like the example shown last in your message with the follevwing
changeg) use the Authors last name on the first line and add a

FROM: line for his ident,

Poste]l (SRI=ARC) A Note on the future of journal headers,
(JJOURNAL,12345,11W), 22=-0CT=74 1332 PDT WED at OFFICEw=|

Received aty; 22«NCTe74 1356 PDT

TO: ABC DEF GHI
CCi JKL MNO PQR SRT
FROM! JBF

Comments;

REFERENCESt (MJUURNAL,34567,1:w)

KEYWORDS: test, journal,

Just a test for fun,

for ACTION (PRIVATE)
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journal headers

. (J24294) 24=0CT=74 0935833y Title: Author(s): Jonathan B,
Postel/JBPy Distributiony /Rpp( [ ACTION J ) 5 Sub=Collectionsy

SRI=ARC) Clerk; JBPj



JBP 24~0CT=74 12141
MTR6722

SPOSTEL>MTR6722,NLS;1/, 26~SEP=74 13112 JBP )
survey of Network Centrol Programs in the ARPA Network
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. 1,0 Introduction

1,1 Purpose of this report

This report describes the function of a Network
Control Frogram (NCP) in the Advanced Research
Projects Agency Computer Network (ARPANET), and
surveys several representative implemMentations Cf

such programg, This work was accomplished as part
0f MITRE task 810a,

The network control program is the operating system
module that interfaces user prodrams to the
communications network by providing system calls to
invoke communications functions specified by the
network wide host to host protocol,

The purpose of this report is to document the
implementation of the network Control program and
the optional strategies used in different
implementations, This report should be of use te
indi{viduals implementing network control progranms
tor other computers, and to individuals designining
network control programs for Oother cOmputer

. networks,

The survey investigated network control progran
implementations in eleven systems; TENEX at Bolt
Beranek and Newman (BBN)j Multiecs at Massachusetts
Institute of Techpnology (MIT)) the IBM systems at
University of Califtornia, Santa Barbara (UCSB).
University of Califoria, Los Angeles (UCLA), The
RAND Corporation (RAND), Systems Development
Corporation (SDC)) the Burroughs system at
University of california, san Diego (yCsD)j the DEC
system at the center for computersbased Behavorial
Studies (CCBS) at UCLA; the Control Data system at
Lawerence Berkejey Labpratory (LBL)jy the ARPA
Network Terminal System (ANTS) at University of
1l11inois(UI)y and the Terminal Interface Processor
(TIP) at BBN,
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The following table summarizes the organizations
(places), operating systems, and computer hardware
included {n the survey,

Place System Computer

BBN TENEX DEC PDP 10

MIT Multics H 6180

ucse 08/MVT IBM 360/75

UCLA 08/MVT IBM 360/91 |
RAND 0s/MvT IBM 370/158 f

sDC VM IBM 3707145
ucsp MCP B 6700

CCBS DEC DEC PDP 10

LBL BKY CDC 6600

ul ANTS DEC PDP {1

BBN TIip H 316

1.2 ARPANET Overview

The ARPANET is an advanced computer communicatiens
system connecting together a set of computer
centers in the United States and Europe, The

. following deseription of the network touches on
several aspects: the physical implementation, the
scopeé and size, and the functional goals,

The ARPANET {8 implemepted using packet
transmission technology, At each NetwOrk site
there {5 an Interface Message Processor (IMP)
which {s @ stOre and forward packet routing
eomputer, Each IMP is connected tO between 1 and
5 other IMP's via common carrier circuits, These
circuits are normally 50 kilobit per second
channels, The IMp®s are Honeywell 316 or 516
computers modified and programed by Bolt,
Beranek, and Newman (BBN) <Heart>, Also
connected to an IMP may be between 0 and 4
hosts, A host is & computing sysyem which
eurrently ranges in size from a DEC PDP11 to a
IBM 3707195, A Terminal Interface processor
(TIp) is an IMp and a minihost combined in cone
processor <ornstein>, I

The ARPANET has grpewp almest ContipUpgusly frgm
the time it began with the installation of the
¢irst IMP in September 1969, As of this writing
the network consists of 48 IMps of which 21 are
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TIPs, and 54 hosts, The network extends from
Hawaii in the west te London and Norway in the
east, one communication channel has been
upgraded to 230,4 kilobits per second, and the
communications betwoen California and Hawail,
and between the United States and Europe are via
satellite cnannels, The satellite channel to
Europe {s 7,2 kilobits per second, while the
satellite channel to Hawaii i{s the normal 50
kilopits per second,

The gtal ©0f the ARPA compyter network is for
each computer tO make every local resource
avajilable to any computer in theé network ipn such
a way that any local program available to local
ysers can be used remotely without degradatien,
That ig, any program should be able to call on
the resources of other computers Mmych as it
would call a subroutine, The resources whieh can
be shared in this way include softvare and data,
as well as Nardware <Roberts>,

The process of sucessful communication requires the
Ul! of som® rujes of behavigr i order to perpit
the communicating entities to properly interpret
the conversation, These rules of pehavior may
include both constraints on the sequéncing of the
units of conversation, as well as the structure and
content Of the commynication (e,g, the grammar and
the meaningy, In the ARPANET these rules of
communication behavior are called protocols,

commynicatciong in the ARPANET are of twoO types)
those assOciated with two directly coONnected
entities (e,g, IMP to IMP, IMP=hoSt,
systeMeprocess) and those between more widely
separated entities (e,q, system to system,
process to process), This second type of
communication is sometimes sald to be supported
pbY @ virtual communications channel, For example
the virtual process to proceéss communication
channel is really a process=system, hosteIMP,
IMP te IMP, IMP=host, systemwprocess Channel,

The protocols in the ARPANET build up the
capabjlities Of the network in a Series of
levels or layers, The lowest Of these 15 the IMP
to IMP protocol which provides for reliable
commynication among the IMPs, This protocol
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handles transmission error detectlon and
correction, flow control to avoid congestion,
and routing,

The next level is the IMP=host protoecol Which
provides for the passage 0f messages between
hosts and IMPS in such a way as to create
virtual communication paths between the hosts,
Wwith the IMPenost protocel, a host has operating
rules which permit it to send messages to
specified hosts on the netwOrk and to be
informed of the dispensation of those messages,
In particular, the IMpe=host protocol constrains
the hosts in their transmissions 4in order to
make make good use of availaple communications
capacity without denying such avallability to
other hosts,

The next higher level is the host to host

protocol, implemented by the network control

program, The host to host protocCol is the set of

rules whereby hosts construct and maintain

communications petween user processes running on

separated computer systems, One process

requiring commuynications with another on some

remote computer system makes requests on its ,

local operating system to act on its behalf {n

establishing and maintaining those

commynications using the host to host protocol

<Crocker>, |
l

If this prief introduction to the ARPANET is not
sufticient, the reader is urged to turp to the
references <Heart>, <Roberts», <Crocker>, and
<Ornstein>, before reading the body of this
report,

1+3 Répprt QOrgapization

The report i{s organized to first discuss the
general characteristics of operating systems and
network contrel programs, and then to discuss the

specific implementations surveved,

First is a discussion of the purpOse Of a
network contrel program, To place this in some
context the relevant characteristics of an
operating system are discussed,
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A network control program is then discussed in
abstract terms, that is without reference to any
particular machine or eperating system, This
description of an {dealized NCP i5 then used as
a reference in the descriptions of the surveyed
systems,

The findings Of the Survey Aare presented nNext,
first in terms of the system structure and NCP
{mplementation strategy, and finally in terms of
the physical characteristics of the various
implementations,

The final gection gyMmarizes the findingg of the
survey,

At the end of the report there is a Jlossary of
terms and a list of references,

2,0 The Netwopk Control Ppogram (NCP) Environment

This section discusses the purpose of the NCp and how
it relates to the operating system and other
pretocCols,

2,1 Puppose of a Network Control Program

The function of Network contrcl program (NCp) s toO
{implement the host toO host protocol, That is the
NCP is to provide a common interface across the
various operating systems to the uyser level
processes, and to provide to the operating systems
the means to commynicate ameng themselves the
control information necegssary to estaplish,
regdulate, and terminate the communication between
USer processes,

The development of the network in the computer
science research environment previded an ample
collection of well developed interactive
timesharing systems for the initial set of systems
to become part of the network, These early
interactive systems generally possessed & process
structuyre and interprocess communications
mechanism, It seemed that the Network should
natyrally extend these interprocess commynications
mechanisms to allow commynication between processes |
in different gystems, There were some difficulties, |
nowever, for the various systeMs did not all have a |
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uniform scheme for interprocess communicatioen or
even a common way of naming the destination of a
communique, Several of the systems that were later
added to network did not allow communication
between processes, indeed, a fey systems did not
support the concept O0f a process (or so their
programmers claimed),

A standard interprocess communication mechanism and
a standard na,ing scheme were needed, Further there
was & need for a common language such that the
operating systems of the various hosts could talk
to each other about the interprocess communications
they support,

These nNeeds are filled by the host tO host protecel
as i{mplemented by the nNetwOrk control programs Cf
the variouys hosts, The host tO host Protocol
specifies a language of commands with parameters
which are exchanged between NCPs tO arrange,
manage, and terminate process to process
communication, The host to host protocol also
specifies a common name space called sockets for
indicating the source and destination of
interprocess communications, The host to host
protocoel provides an interprocess communication
mechanism called connections,

2,2 Relationship of the NCP to Telnet and File
Transferl

Two functiona) capabjilities are desirable in a
computer networki to be able to use interactive
terminals with programs On remote computers "as if
you were there'", and to transfer between computers
large collections of data or files (which may be
programs or data), The first capability is provided
by the Telnet protocol and the second by the File
Transfer Protocol (FTP) <NIC7104>,

2,2,1 Telnet

The implemepntation of Telpet is to the NCP
almost indistinguishaple from any pair of
communicating processes in the network, At the
computer where the human user sits at his
terminal there is a program called User=Telnet
which talks to the terminal on one side and
talks to the NCP on the other side, At the
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computer where the serving program 1s located
there is a program called Server=Telnet which
talks to the NCP on one side and talks to the
serving program on the other side as 1f it
(Servere.Telnet) were a terminal, This last
requirement, that the serving prodram believes
it is talking to a terminal and not the network,
is a tricky one, Some systems have constructs
which allow a process to act as a terminal te
another process, in these systems this {(s a
simple requirement to implement, In Other
systems however the {mplementation of this
capability has been so difficult that the
sérvereTelnet function has been implemented in
the system with the NCP, The importance ©0f this
requirement i{s that it permits prOgrafs
constructed £9r use from interactiyve terminals
with ne thoyght 0f the network to he used by
remote users via the network,

2,2,2 Flle Transfer

The File Transfer Protocol (FTP) is designed te
£111 the need for a mechanism to transfer flles
containing programs er data petween computers,
The FTP utilizes a Telnet connectlion (pair) to
allow the exchange of centrol information
(requests and replies) and a separate data
connection for the actual transmission of the
file, The NCP i{s not normally aware of the fact
that this data connection is used for the FIP,

2,3 DesCription of an pperating Systenm

An operating system consists Of program modules
which auyguyment the hardware and proyide an
environment for processes, AmonNg the operating
system modules of interest are a terminal control
program (TCP), a file coentrol program (FCP), and of
course, a network control program (NCP), The
interfaces between these operating system modules
and user processes take the form of system calls
and retuyrns, and sometimes pseudo interrupts,
system calls are implemented in a variety of ways,
put often it is a special hardware instruction that
invokes a system call (e,g9, SVC, UUQ, JSYS, MME),
In higher level programming languages a system call
is often indistincuishable from a subroutine call,
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In some cases the form of the system call is quite
different for each different module of the system,

A process is a program in execution with its
associated address space, a location counter, some
genera)l registers, and usuaﬁ)v some open flles (or
devices) , Processes may be ‘created by users,
though there are often processeés which have been
programmed by systems programmers for particular
functions, and some of these may be initiated by
the system when it begins running, Some processes
may have access to greater (or lesser) capabilities
than those created by normal users, In genéral
there may be elaborate regulations proyided by the
system to control passing of the capabkility or
permission to access particular resources between
processes,

gne impOrtant agpect Of an operating system that
has a great impact on the implementation 0f network
fufetional capabilities is the provision for
interprocess commynication, Generally processes are
viewed as independent computational units that need
interact only with the operating system ln a few
very constrained ways (i,e, via system calls),
however often it would ke usefu]l to build a new
capability pased on a combination of existing
programs, One way of extending the usefulness of
the procegs structure is to allow processes to
communicate between themselves such that several
processes may cooperate te accomplish a
computational goal, The form of communicatioen
supported by an Operating system very much
influences the extent tc which processes actually
cooOperate and, therefore, the extent t0 which use
of the ARPANET is a natural extension of the
programming enviroment, The network host tO host
protocol seekg tO make available tO processes a
particular form Of {nterprocess communication
called connections,

There are many other features and essential
functions of operating systems which will be
ignered in this discussion becayse they are not
relevant to0 the implementation of an NCP, Any
multiprogramming or multiple process system must
have a scheduler, some form of memory Management,
and provide for accounting, secuyrity, protection,
and privacy,

- 24295
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3,0 Description of a Network Control program

This section begins with & general overview of the
operation of a network contro]l program and gradually
refines the definition, The functional components of
an NCP are described first in a general way fO0llowed
by a description of a typical set of system calls foOr
the user=NCF interface and a description of the
operation of the NCP and finally a detailed
description of the functions of each NCP component,

3,1 NCP Fuynctiong!

The NCP must provide several functlions to interface
petween the user process on one side and the IMP on
the other side, Among these functions are device
handling, foermatting, errer contrel, flow contrel,
multiplexing, and synchreonization,

The IMP is connected to the host computer much as
any input or eutput deViCe (Since the IMP 15 a full
duplex device it might be interfaced as two® simplex
devicesy, This i{mplies that there must be in the
lowest leyels Of the system & program modyle to
control the IMP interface on the input output
instruction and interrupt level,

The IMPe=hogt protocol requires that @ standard
¢O0TmMat bp USeq fOr MessSdges exchang,d betWwael the
host and the IMP, The standard format has a 32 pit
leader at the peginning of each message that
contains control information indicating such things
as the megsade type, source or destination host and
logical link number, In addition to the leader the
host to host protocol requires an additional 40
bits of prefix information for each message,6 This
additional prefix indicates the pyte size and
number of bytes in the text of the message,

As data pecomes available to send to the IMP, it is
formatted into messages and queued for transmissioen
to the IMP, and as messages are received from the
IMP, they are gqueued for processing,

The messages received from the IMP are 0f various
tyPes, The two mOst frequently received are REGULAR
and RFNM, A REGULAR message is used to transfer
data, A RFNM (request fOr next message) ils used to
indicate that the previously sent message on this
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logical link to this host was sucessfully received
by the destination IMP, There are several other
message types to indicate error conditions,

The REGULAR messages are of two catagoriesi user
data or NCP to NCP control ingormation, TheSe are
distinguished by the logical link number in the
leader, All NCP to NCP control messages are
transmitted on logical link zero, All user data
mMessages are traNgmitted on a loqical 1ink number
in the range 2 through 71,

The NCP control Messages haye several funhctionsi to
establish connections between pairs of processes in
the network, to regulate the flow of data over
these connections, to terminate connections, and to
convey scme sgpeclal signals between the NCPs,

The leader of a data message must be examined to
determine to which user process buffer the text of
the message should be appended,

The User process interacts With the network by
issuing system calls to the NCP to establish, use
and terminate connections, When the user process
issues cay;s which cause the NCP to Send data to a
distant process the NCP must inNclude information {(n
the leader that will enable the receiving NCP to
determine for whieh process the data {s intended,

The sending and receiving procegses and hosts Might
not operate on the same siZed cuanta of information
and they might operate at differing speeds, In such
a situation it is natural to use buffers to smooth

the tlow of information and to allow each entity to
operate using its prefered quantum size, It is the

responsibility of the NCPs to manage these buffers

and to regulate the flow from sending to receiving

host sueh that the receiving host is able to buffer
all the data sent with out undue difficulty,

Many of the NCP control messages recef{ved and many
0f the system calls will require the NCP to send
NCP control messages to the foreign host,

The NCP must maintain information about each active
cONNectioOn {n a connection table, The eleMents Of

each entry in this table include {nformation about
the user process using the connection, the foreign

10



Fostel

JBP 24~0CT=74 1214}

e= DRAFT == NCP Survey == DRAFT == 24 0CT 74

host, the puffer location and fullness, and the
state of the connection,

1f any errors are detected the NCP must act to
protect itself from harmful conseguences, but it
must also act to provide reliable seryice to all
the user processes, In any case the NCP should
record the relevant infcrmation about the error and
the circumstances (e,9, time and day), The NCP must
als® repOrt apnormal events t° the the coOmpyter
OperatOr and he able tO receive instryctions £rom
the computer operator,

The NCP should make avallable to uysers and the
coMputer operator the status o0f hosts and
connections,

The NCP shouyld gather statigticg on the usage of
various elements of the protocol and resources
allocated to it (e,g, buffers),

3,2 System Calls

The following discussion of the NCP and system
calls is at a level comparable to that in the basic
specifications of the IMP=host protoCel <BBN1822>
and the host to host protocol <McKenzie>, Note that
the following sections are modeled closely on
Network working Group Request for Comments note
nymber 55 <Newkirk>,

The system calls assumed to be avallable to user
written processes are described,

LISTEN(PQRT,AEN,CQDE)

The local socket of this process with this
AEN is assocliated with this process PORT, A
return value is given in CODE, If there is a
pending call the connection may be opened
imrediately and the process notified, if
there is no matching pending call the HNCP
will notify the process when a8 matching RFC
arrives, '

CONNECT (PORT ,AEN,F§,CODE)

The local socket 0f this process with this
AREN i{s assOciated with this PORT, and the

i1
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specified foreign socket (FS) 1is also
associated with this local socket, defining a
connection, If there {s a pending call
mateching these parameters the connection is
opened and the process so notifi{ed, A return
value is given in CODE, If there is no
matching pending call the NCF communicates
this request to the foreign host and notifies
the local process when a matching request 1is

received and the connection is opened,
SEND(PORTBUFFER,LENGTH,CQDE)

The data starting at BUFFER and extending
LEGNTH pits is transmitted on the connection
assoclated with this PORT in accordance with
the allocation values, CODE 1s set with a
return value,

RECEIVE(PQRT,BUFFER,LENGTH,CnDE)

Data received on the connection associated
with this PORT {s stored into the processes
address space starting at BUFFER an extending
for LEGNTH bits, A return value is set in
COPE,

CLOSE(PORT,CODE)

Activity on the connection associated with
this PORT i{s stopped, A return value is set
in CODE,

INTERRUPT (PORT,CODRE)

A special interrupt signal refering to the
connection associated with this PORT is sent
on a logically parallel data path, A return
value 1g set in CODE,

STATUS(PORT,INFQ,CoPE)

The relevant status information from the
connection table entry associated with the
PORT {s returned in INFO, A retuyrn vajlue {s
set in CODE, This allows a uyser program to
menitor the state of a connection, of special
interest are the allocation valyes and the
NCP pbuffer used and free values,

12
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3,3 NCP Operations

Pregented here are digeriptions of the operationg
Conducted during the three major phases of network
usage; opening, communicating, and closing,

openina

In order toO establish a connection for data
transmission, a pair of RFC’s myst be
eXchanged, An RTS must go from the receive
side to the send side, and an STR must be
issued py the send side to the receive sgide,
In addition, the receive side in its RTS must
specify a link number, and the send side in
its STR must specify a byte size, These RFC’S
(RFC {s a generic term encompassing RTS and
STRy may be issued f{n either order,

A provigion must also be made for queuing
pending calls (i,e, RFC’s which have not been
dealt with by the user program), Thus, when a

user i{s finished with a connection, he may
choose tO examine the nNext pending call from
ancther process and decide tO0 either accept
Or refuse the reguest for conneection, A
preblen develops because the user may choose
to not examine his pending callsg) thus they
Will merely serve to occupy queye space in
the NCP, Several alternative solutlions to
this problem are discussed later,

Utilizing the framewopk Of the t¥Yplical system
calls described apove, at least four
terporal seguences can be envisioned for
cbtaining a successfully opened connectioni

The user process may issue a LISTEN
indiecating that it is willing to connect
to any process which sends an RFC
specifying this local socket, when an RFC
of interest arrives the NCP responds with
a matching RFC and notifies the user
processs O0f the now Open connection, The
user can, of course, inspect the
parameters of the connection (using the
STATUS system call, for example) to
determine if it really wants the

13

24295




: 8 JBP 24s0CT=74 12341 24295
- Postel == DRAFT == NCP Survey == DRAFT == 24 0OCT 74

connection, and {f not the user can CLOSE
the connection,

If upon processing a user request for a
LISTEN, the NCP discovers that a Pending
call exists for this local spockét, the NCP
immediately sends the matching RFC and
notifies the user of the open connection,

The uyser may issue a CONNECT, specifing a
particular foreign soCket that he Would
like to connect to, An RFC 1s issued, If
the other NCP accepts the request, it
answers by returning an RFC, When this
acknowledging RFC {s received the
connection i{s opened,

when processing the CONNECT, the NCP may
discover that a pending call exists from
the specified foreign socket to0 the local
sOcket in question, An acknOwyledging RFC
{s issued and the connection is opened,

In all the apove cases the user is notified

‘ when the e¢Onnecticn is OpeNed, put data £10w
cannot bedin until buffer space is allocated
and an ALL command is transmitted,

Any of these connection scenarios will be
interrupted {f either the other NCF Sends a
CLS command when an RFC is expected Or the
user issues & CLOSE system call before the
connection {s oOpened, as discussed uhder
Clesing,

commynicating

Data can only flow when a connection is fully
opened (i,e, when two RFCes have been
exchanged), It iIs assumed that the NCP*s have
buffers for receiving incoming data and that
there is some meaningful quantity which they
can advertise on a pér connection basis in
ALL commands indicating the amount of data
they can handle, It is noted that the sending
side regulates {ts transmission according to
that amount,

Wwhen a connection is opened, a connection
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’ table entry fleld called
their=allocationevalues is set to Zero, The
receive gide will decide how mueh space it
can allecate and send an ALL méssage
specifying that space, The send side will
increment theiresallocatione=values by the
allocated space and will then be abple to send
messages of lenath less than or egual to
theireajlocation=values, When messages are
transmitted, the length Of the message 1is
subtracted from theirwallocationevalues, When
the receive gside allocates more buyffer space
(e,g, when a message is taken by the user,
thus freeinNg some systeMm huffer space), the
numher of bits newly avallable is sent to the
send side via an ALL message,

Thus, their=allocationevalyes 1lg never
allowed to become negative and no
transmission can take place if
theireallocationsvalues eqguals zero,

Notice that the lengths specified in ALL
MeSsages are incCrements not the absolute s§ize
h’ 0f the receiving buffer, This iIs necessitated

by the asychronous nature 0f the flow contrel
protocel, The values in the ALL command can
pe guite large, thus providing the facllity
for an essentially infinite bit sink, 1f that
may ever be desired,

Closing

Just as two RFC’s are required to open a
connection; two CLS*s are reguired to close a
connection, Closing occurs under various
circumstances and serves severa) purposes, To
simplify the analysis of race conditions,
four cases are distingusished; aborting,
refuysing, termination by receiver, and
termination by sender

A user aborts a connection whenh he issues a
CONNECT and then a CLOSE before the
connection was opened, Typically a user will
abort tollowing an extended walt for the
acknowledgement) the NCP may also abort for
him if he blows up,

15
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A connection i{s refused wnen the NCP sends a
CLS as a response to an arriving RFC, This
may oeccyr if a user has issyed a connect and
an RFC arrives from some other foreign
socket,

After a connection {s established, either
side may terminate, The required seguence of
events suggests that attempts to CLOSE by the
receive side should be viewed as reguests
whieh are always honored as soon as possible
by the gend side, Any data which NRas not yet
peen pagsed to the user, or whilch continues
over the network, is discarded, Reguests to
CLOSE by the send side are honored as soon as
all data transmission is complete,

Aborting
Three cases are distinguished:

In the simplest case an RFC {s sent
followed later by a CLS, The Other
side responds with a CLS and the
attempt to connect ends,

the foreign process may accept the
connectioen concurrently with the
local process aborting it, In this
case, the foreidn process will
pelieve the loca)l process is
terminating an open connection,

The foreign procCess may refuse the
connection concurrently with the
l1oca)l precess aborting it, In this
case, the foreign procCess will
believe the local process {s
acknowledging its refusal,

Refusing

After an RFC i{s received, the local
nost may respond with an RFC or a CLS,
or it may fail to respond, (The local
hest may have already sent its own
RFC)s If the local host sends a CLS,
the local host is said to be refusing
the reguest for connection,

16
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CLS commands must be exchanged to close
a connection, so it is necessary for
the local host to maintain the
connection table entry until an
acknowledging CLS 1s returned,

Termination by the Receiver

issues a CLOSE system call, his NCP
accepts and sends a CLS command
immediately, Data may stlll arrive,
however, and this data should be
discarded, The send side, upon
receiving the CLS, should immedjately
terminate the data flow,

Termination by the Sender

When the uyser on the send side issues a
CLOSE system call, his NCP must accept
it immediately, but may nNot send out a
CLS command until all the data in the
local puffers has been passed to the
the foreign host, It is thus necessary
to test for both buffer empty and RFNM
recelyved pefore sending the CLS
command, The CLS must be acknowledged
pefore the connection table entry can
ce deleted,

When the user on the receive side

In this presentation several toplcs Nave been '

mentioned which should pe further eXplained,

amang these are pending call gueues, and l

connection states, |
Y

Pending Call Queues

It is essential that some fOorm Of queuing
for pending RFCrs be implemented, A simple
way to0 see this is to examine a typical
connection establishment sequence, Une
side issues a LISTEN, the other a CONNECT,
1f the LISTEN is issued befOre the RFC
coming from the remote CONNECT arrives,
all {s fine, However, due to the
asynchronous nature o0f the network,

events may not occur in this sequence, If
calls are not gqueued, and the RFC comes

17
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l pefore the LISTEN is issued, it will be

refugsed) i{f it arrives later it will be
accepted,

Unless one has infinite gueue space, it is
desireable to have some mechanism for
purging the queues 0f old RFC*s which the
user never bothered to examine, An Obvious
but informal method i{s to note the time of
arrival of each RFC, and then t©
periodically refuse all RFC*s which havye
been gqueued longer than some arbitrary
1imie¢, Another action which should be
inclyded in any purging scheme 1s for the
NCP to send a CLS on any pending
connectlion when a user logs ocut or blows

UP.

The following scheme may be ysed to reduce
the number of gueued reguests, When a '
CONNECT {s issued, the NCP agssumes that
this loCal socket wants to talk to the
specified foreign spCket and tp that
socket only, It therefore purges from the
. pending call queue all nonwmatching RFCrs

by Sending CLS*s, Simijlarly, when the
eonnection is in the RFC SENT state (a
CONNECT has been issued and an RFC sent)
all non=matching RFC are refuysed, If a
LISTEN is issued and results in an open

’ connection, the remainder of the pending
callg are not removed from the gqueue, in
the expectation that the user may wish to
accept thege reguests in the future,

Connection states

Since the sequence of use of a connectien
involves many events and the legality and
interpretation of many of these events {s
dependent on the preceeding activity, the
NCP must remember, for each connection,

where it is in the sequence, To keep this
knowledge concisely the notion Cf a state
is used, It has often been attempted to

construct a state trangition diagram to

{llustrate the possible state seguences of
a connection, but to accuyrately take into
aceoynt the many possibilities the diagranm
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would be overly compléx, thus often a
simpler diagram is used that shows only
the main lines of the primary sequences,

The states that are typically present areg
NOT ACTIVE

This is not really a state, but the
fact that a connection is not in the
eonnection table at all,

LISTENING

The local socket is asgociated with
a process port, and the NCP 1is
waiting for an RFC to this local
socket from any foreidn socket in
any hest, when an RFC does arrive
for this local secket a matching RFC
is sent and the connection is set to
the OPEN state,

RFC SENT

This state indicates that the local
socket is assocliated with a process
port, an RFC has been sent to a
sPecific foreign socket (n a
sPecific foreign host, and no
matching RFC has yet been received,
This state would be entered if the
user process issued a CONNECT call
and there was no matching RFC in the
pending call gueye, When a matehing
RFC does arrive, the NCP completes
the initialization and marks this
connection in the QPEN state,

RFC RECEIVED

An RFC has been received for which
there was no matching entry in the
connection tarle, This is a pending
call, If a user process issues a
matching CONNECT or LISTEN it will
be satisfied at once, The local NCP
will send an RFC and the connection
will be marked in the OPEN state,
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OPEN

RFC*s have been exchanged and the
connection is open, Transmission may
begin subject to the censtraints of
the buffer allocation quantities,

ALLOCATION WAIT

To transmit data on a send
connection there muyst be some
positive allocation values ({.e,
buffer space in the receiving host),
if the allocation value (either bits
or messages) has fallen tO Zero then
the sender must wait until an ALL
command arrives to increment the
allocatien values,

RFNM WAIT

After sending data on a connectien
the sender is not permitted to send
additional data until the
corresponding (IMP te host) RFNM
command is received, Wnen a RFNM s
received the state changes to either
OPEN or ALLOCATION WAIT depending on
the allocation values,

CLS SENT

The yser program has issued a CLOSE
system call and the NCP has sent a
CLS command to the foreign host,
This cannot be donhe oNn a send
connection until all the data is
sent that the user process has
previously output, and until a RFNM
hag peen received for the last
message of that data,

CLS RECEIVED

A CLS command has been received from
the foreign host, If this is a send
connection the NCP notifies the user
process at once and answers with a
CLS command, moving the connection
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to the CLOSED state possibly
digscarding data sent by the user but
not yet transmitted by the NCP, If
this is a receive connection, the
NCP must wait unti] the user process
has read all the received data, The
NCP then sends a CLS to the foreign
host, and notifies the user process,

CLOSED

The connection has been Closed by an
exchange of CLS commands, This is a
transitory state and the connection
should be deleted from the
connection table shortly,

3,4 Functiong of NCP CompOnents

The following are the NCp functional components
(program moduyles) and the tasks they carry out,

IMP Input Routine

Read messagdes from the IMp, and turn them
over to the Network Interpreter Routine,

IMP Nutput Routine

Wpite messaces to the IMP having recejived
them grom the OUtput SCphequler RoOUtine,

Network Interpreter Routine

Analyze and act On messsages from the
network, including maintaining connection
table entries, compesing replying Messages,
and exchanging information with the Systenm
Call Interpreter Routine, the Error and
Statistics Routine, and the Output Scheduler
Routine,

Dutput Scheduler Routine
Queue messages for delivery to the IMP Output
Routine anmd to maintain a sent meéssages gqueue
in case retransmisssion is called for,

Syster Cal)l Interpreter Routine
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Analyze and act on system calls from the user
processess including maintaining connection
table entries, composing messages to foreign
hosts, and passing messages to the Output
Scheduler Routine,

Error and Statistics Routine

Record and report on detected errors in the
program or protocel and the use thereof,
Gather and record statistics of interest,

In the follewing paragraphs each of the functional
components {8 exPlained, While there are likely to
be a number 0f ynysual events not explicitly
discussed, the majority of fregquent events are
described, One coOmment that is important at this
point is that the NCP should be constructed to be
resilient in the face Of errors, That is to say
that wheh an errOr is detected the NCP should act
to protect itself from any harmeul effects, but
shoyld also aect in a manner congistent with
achieving for the user process the most rellable
and consistent commynications possible, '

IMP Input Routine

There must be someéplace in the system to
handle at the machine instruction level and
interrupt level each device attached to the
central processing unit, This is true for
line printers, disks, terminals, and
multiplexor channels as well as for the IMP
or rather the IMPe~host Special Interface,

The IMPwnost commuynication is a fuyll duplex
channegl (lees SiMultaneOus trangmission in
both directions) and it ig often easler to
interface the IMP to the compyter as two
independent devices,

on i{nput the routine has a buffer avallable
for the longest Message that can be recelved
and has a pending instruction to read from
the IMP, When an end of input interrupt
occurs the routine checks the length and
signals the Network Interpreter Routine that
a message is ready, The routine then gets a
new puffer and starts a new read operation,
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The amoynt ©of buffering depends Oon the rate
and frenquency at which the IMP Input Routine
and the Network Interpreter Routine operate,
Twe buffers are recommended, The manner in
which the routine signals the Network
Interpreter Routine varies in various
systems, it may be anything from raising a
flag to a pseudominterrupt,

IMP putput Routine

For output from the host to the IMp this
routine (s supplied by the Qutput Scheduler
Routine with the starting address and the
lenath of a data buffer to move to the IMF,
When the transfer completes the routine frees
the buffer and signals the OutpPyt Scheduler
Routine,

Network Interpreter RoOutine

As a Megsage from the network 1s processed
the leader should be exaMined te check the
link numper field, If the value is zero then
the message is a host to host control
message, If the link nuymber is (curently) 2
through 71 the message is a data message
associated with an open connection, 1f the
link number is other that these two
catagories the message is either part of
ancther protocol (e,9, Meéssage Switehing
Frotoco)l <Bressler>) or anp error,

1f the NCP is aware that another protocel
is being used i parallel with the heost to
host protocol it can tyrn over any message
belonging t0 that protocol to the
appropriate program On the basis O0f this
link number inspection,

A Message from the Network is processed by
examining the type field, The action taken
for each type is indicated, The two types
expected most frequently are REGULAR and
RFNM,

REGULAR

This is a regular message, it is passed
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to the next phase in the {nput message
analysis,

ERROR IN LEADER

This message indicates that there has
been an error in a previoys host to IMP
message such that the IMP could not
decipher the leader, This is the only
response that will pe received to one
of the unanswered messages on the sent
messages queue, it will take careful
detective work to determine which
message, If the message was related to
this response can be determined, the
message and leader should be checked
for correctness and retransmitted,

IMP GOING DOWN

The IMP is warning of of an impending
service oytage, parameters in the
message leader tell something apout how
soon and how long, so© the user
processes can be notifled,

NQOP
This no operation message 1ls discarded,
RFNM

Ready for next message on this link,
This message {s used to Confirm the
transmission of messages from the host
to the destination IMP, There shouyld be
an associated message on the sent
message queue which can now be
discarded,

The link numper should be used to
locate a connection taple entry, The
state field of that table entry should
indicate RFNM WAIT, This state should
be changed to either QOPEN or ALLOCATION
WALIT depending on the amouynt of data
readyY to send and the allocation
values, If there is data to send and
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the allocation values are positive the
data send subroutine should be called,

DEAD

This is an indjication that the
destination host or IMP is dead,
Normally the corresponding message on
the sent message queue is discarded,
and this host is marked dead in the
Nost status table, |

Note that some VerY recent Work has
been dene on making the procCess to
process communication more reliable
in the face of network and operating
system errors, Among the techniques
{s to treat a DEAD response as a
temporary service interruption that
will be quickly repaired (e,g, in a
few minutes) and thus to retransmit
the message assOciated with the DEAD
response,

1f the destination nogt (or IMP) 1s
really dead tnel the NCP must close all
of the connections to that host and
notify any processes effected, The
connection table must be ypdated,

ERRgR IN DATA

There has been an error in the
transmission of a previous host to IMP
message, but the leader was preserved,
§o the link field can be used to
attempt to associate this message with
a message on the sent message queue,
Once the associated message is
determined, it is retransmitted,

INCOMPLETE

In this case the degtination may be
alive but the message was not
delivered, the message ls
retransmitted,

RESET
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The IMP nas dropped and raised {ts
ready line, If at the time O0f this
Occuyrance the IMP held a message toO be
transmitted to the nost, or if a
megsage transmission was in progress,
data has been discarded, Similarly if a
Message was being transmitted to the
IMP at the time of this occurance, it
was discarded, The host and the IMP
should at this point send each other
several NOP messageg to clear the line
and reestablish the flow of messages,
Some of the messadeés on the sent
messages gueue may need to be
retransmitted,

UNASSIGNED

There are several messages types that
are not assigned any meaning currently,
these snould be treated as NOPs, that
is ignored,

The next phase in the analysis of a message
from the network is to determine whether this
is a host to host command or a data message
associated with an open connection,

Suppose the current mMegsage has a link
number in the range 2 through 71
identifying it as a data message
assocliated with an opén connection,

The link numper is used to find a
connéction table entry and f£ind the
buffer assocjiated with this connection,
then checking the allocation and buffer
space avajilable the data (s copied from
the message into the processs buffer,
Of coyrse the proper checking is done
to see that the connection is open,
etc, and the allocation values are
updated as appropriate pOssibly sending
an ALL command, If the process has
requested some notification when data
arrives then the approprliate notice is
given,

If the link numper 18 zero then this is a
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host to host command, and contains one or
more commands, Some ¢f the commands are
trivial while others are guite comMpleX and
reguire the mantenance of state
information in the connection table,

NOP
This command is discarded,
RTS

This is a receiver to sender request
for connection, The connecticn table
is searched for a matching entry
(due to a CONNECT or LISTEN system
cally, If a match is found the
connecticn is OPened (sending an STR
i£ it has not been done earlier), If
the connection state was LISTENING
the matching STR is sent, otherwise
the connection state should be RFC
SENT, In either case the connectlion
state is set to QPEN,

If no match was found then the
information {5 added teo the table,
creating a new entry, This is the
case 0f a pending call, The
connection state i{s set to RFC
RECEIVED, y

STR

This i{s a gender to receiver request
for connection, The connection table
is searched for a matching entry, If
a matching entry is foynd the
connection is opened (sending an RTS
it it has not been done earlier), If
the connection state 1s LISTENING
the matching RTS8 1s sent, otherwise
the state should be RFC SENT, In
either case the staté is set to
OPEN, '

If no match was found then the
information is added to the table,
creating a new entry, This is the
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case of the pending call, The
connection state is set to RFC
RECEIVED,

CLS

This is a command te close the
eonnection, If the connection is in
the state CLS SENT, the matching CLS
has been sent and the connection
state set to CLOSED, Otherwise the
state {s set to CLS RECEIVED, :

I1f this is a send connection the
associated process s informed and
any unsent data is discarded, The
matching CLS is then sent and the
eonnection state set to CLOSED,

If this is a receive connection
there May pe data received and
puffered which has not yet been read
bY the associated process, Thus the
information that the connection is

‘ now closed must be flagged so that
the process can pe informed as it
finishes reading the accumulated
data, The matching CLS can be sent
as soon as the NCP has flagged the
connection entry, The connection
state {5 also set to CLOSED,

At this point the state should be
CLOSED, the data byffers should be
empty, 4nd the Process aware that
the connection i{s closed, thus the
connection table entry can be
deleted,

ALL

This is an allocation of buffer
space for messades and bits that may
pe sent on the assocliated
connection, The connection table
entry fields for
theireallocationevalues is updated
by adding the just received
guantities to the values in the
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table entry, If the connection state
was ALLOCATION WAIT it is changed to
OPEN, If there is data waiting te be
sent the data send subroutine is
called,

GVe

This is the give back command, it
regquires the return (in a RET
command) of a portion of thée current
allocation for the associated
connection, This is done by building
a RET command and asking the Output
Schedyler Routine to send {t, The
connection state shouyld change to
ALLOCATICN WAIT {f the allocation
values have been reduced to zero,

RET

This is the return command, in
angwer to a give pack command
assoclated with this cennection, The
allocation values are now
decremented by the amoynts Indicated
in the return command,

INR

This is a command to interrupt the
process associated with the receive
connection indicated Py this link
number,

INS

This is @ command to interrupt the
process assocliated with the send
connection indicated by this link
nymper,

ECO
This command requires that an eche
reply command be sent, The ERP

command containing the recelved
parameter is constructed and turned
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over to the OutpPut Scheduler
Roytine,

ERP

This is a responge to an echo
command and the data recelyed should
be exactly that which was sent,

ERR

This command indicates that the
sender of this command has detected
an error, This Command and the date
and time are turned over to the
Error and Statistics Routine for
recording, The data portion of the
command indicates which of the
messages and connections are
inyolved since these connections may
haye to be resynehronized,

RST

‘ This is a host to host reset
command, This indicates that the

sending host has cleared all of its
tables of information, 1,e, all
connection are dissolved, Thus, all
the tables of information relating
to the sending host are cleared, and
a RRP command, The RRP is composed
and turned over to the Output
Scheduler Routine to be sent, Also
any user process that may be
effected are notified,

RRP

This is a8 respOnNgse tOo a reset
command previously sent,

Data Send Suproutine

This subroutine checks te see if there is
buffered data and allocation available,
and the state is OPEN, If so the
subroutine forms a messade whose length is
the minimum of the data avallable, the
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allocation available and the maximuym
allowed message size, This Message is
turnNed Over t0 the Output Scheduler
ROutine, The allocation values are
updated, and the state is set to RFNM
WAIT,

putput Scheduler Routine

As messages ready for transmission to the
Various remote hosts are turned oVer to the
Cutput scheduler Routipne, they are queued apd
delivered one at a time to the IMP Qutput
Routine, It may be appropriate to order the
queue accordinq to some priority (e,9, host
to host commands first), but this is
cptional, As the messages are sent by the IMP
Qutput Routine they should be placed on a
sent messages queue, As RFNMS are received
the corresponding messages can be deleted
from the sent messages queve, Other responses
(esq, INCOMPLETE) will cause a message On the
sent megsages queue to be indicated for
retransmission,

SyYstem Call Interpreter Routine

As a user process issues system calls the NCP
(eventually) must be invoked to service these
requests, Some calls will be control requests
(CONNECT, LISTEN, CLOSE, ,,,) While others
will pe data reguests (SEND, RECEIVE),

For the control requests the yCp must checgk
the status of table entries referenced in the
cal] or Ccreate new epntries, Some Ca)15 pmay
require compositien and sending of NCP
commands tO other nhosts,

For the data £lo0w requests the NCP must check
tables and buffers and MOye data f£rom systen
buffers to user process buffers Or vice versa
as the buffer space or data avallabpility
permits, This may result in the NCP sending
to the other host either a data message or an
allocate command depending on the directien
of data flow,

31

24295




JBP 24=0CT=74 12341 24295
Postel == DRAFT == NCP SUrVey == DRAFT == 24 OCT 74

The actions taken by the NCP t0 satisfy each
Of the system calls {s now indicated,

LISTEN

The NCP searches the conhection table
for a pending call which matches this
request, If a match is foynd the table
entry is completed with the informatien
supplied by this cally namely, the
procesgs ldentification and the port
identification, A buffer should be
assigned and {nitialized, The state
should be RFC RECEIVED, a matching RFC
should be sent and the connection moved
te the OPEN state, The uSer process
should be notified of the now open
connection,

If there is no matching pending call a
New table entry 1is creatéqd, £illing in
the values for local socKet, process,
and port identification., The state
should be set to LISTENING,

CONNECT

The connection table is searched for a
pending call, If a pending call 1is
found the state should indicate RFC
RECEIVED, A matching RFC {s sent and
the state updated to OPEN, A buffer
should be assigned and injtialized, and
the remaining table entries f£illed in,
The user preocess should be notified of
the now open connection,

If no matehing pending call was found a
New table entry is ereated and filled
in with the supplied information, The
NCP sends an RFC and sets the table
entry state to RFC SENT,

SEND
The indicated data is copied from the
users buffer to the NCP buffer (being

Cencatenated to any data already there)
associated with this port, The buffer
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can be found from the the connection
table entry assocliated with this port,
The state is checked and if it is OPEN
the allocation values are checked if
ejther is zero the state {s set to
ALLOCATION WAIT, If tnere is space
allocated the data send sybroutine is
called,

RECEIVE

The NCP moves data from the NCP buffer
indicated in the connection table entry
associated with this port to the users
puffer up to the limit of either the
amount specified or the amount
avallable, The amount of data actually
moved is indicated to the process, The
NCP also checks to see if thlis frees a
sufficient amount of huffer space to
send an allocate command, If so an ALL
is formatted and turned over to the
Qutput Scheduler Routine, )

CLpSE

The NCP will try to close this
connection as soon as it can be sure
the data floy has stopped, If this is a
send connection, the NCP will wait
until all the data i{ssued by the user
in SEND system calls has been
transmitted to the remote host and a
RFNM returned from the last message,
This condition can pe checked by
ascertaining that the NCP buffer for
this connection 1s empty and the state
is OPEN (or even ALLOCATION WAIT), Once
this all~dataestransmitted conditien has
been met the NCP can begin to close the
connection, The System Call Interpreter
Routine forms @ CLS command and turns
it over to the Qutput Scheduler
Routine, The connection state is set to
CLS SENT,

1f this is @ receive connection the

user process clearly does not want any
more data even {f there is soOme it has
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not read, so any buffered data or any
that arrives following the CLOSE call
is discarded, and no new allocates are
sent, The NCP sends a CLS at once to
notify the sending NCP and process to
§top their transmission and to close
the connection, The connection state is
set to CLS SENT,

INTERRUPT

Fer a send connection the NCpP forms a
INS command, and for a receive
connection the NCP forms a INR command)
the command is forwarded to the Qutput
Seheduyler Routine,

STATUS

The NCP returns, in the INFQO argument,
data from the connection table entry
assocjated with this port, This system
call has no effect on the state of
connections or buffers, and ne
information is transmitted to the
Network because O0f it.

Error and Statistics Routine

In case of any error condition detected a
record should pe added to a leog file
indicating the date, time, leader, and other
circumstances of the error (e,9, NCP control
message, portion of the content of the
message),

Errors in Use of the host to host protocol
should also be reported back to the poffending
Nost USing the ERR Command, Any ERR Commands
recejived should be logged,

Certain kinds of errors and errors that occur
with high frenquency should be reported to a
system operator via an Oneline console,

The Connection Table

The entries of the connection table should
contain the following fieldsi
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link number

local socket
foreign socket
foreign host
process identification
port identification
buffer address
state of connectien
byte glze
allocation values
date and time

In summary, the functions of the NCP are restated; to
provide to the user processes a form of interprocess
CommUnicaticn called copneCtions, Ip Carrying out this
tunctlon the NCP must implement mechanisms for error
control, £low control callecates), multiplexing
(seckets and links), and synchronization (interrupts).

4,0 Basis Of Supvey ComparisoOng

This section descripes the model NCP discussed in the
previcus section as if were an actuyal iMplementation,
For purposes of comparison the format is the same as
that used in the descriptions of the surveyed systems,

Mcdel system
system

The operating system is a timesharing system
which provides for user process, a file system,
and {interprocess communication, Eadch user
process has an independent (virtual) address
space, a set Of general registers, a location
counter, and a set 0f open files, The system
prevides system calls to open, read or write,
and close files, terminals Or connections,
Interprocess communications are supported by a
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mechanics similar to the network connections,
There {s also a pseudo interrupt facility such
that the System can cause the location counter
0f & process to be set to the processes
interruypt address,

The network control program is implemented as
part ¢f the operating system, though it is
programmed in an way that woyld allow it to be
run as a user program (except for the privileged
interaction with the IMP input and output
handler), The communication between the NCP and
the user processes uses the existing
interprocess communication system calls,

Points of comparison
System Calls

The system calls Listen, Connect, Send,
Receive, ClOse, INterrupt, ang Status are
available t0 users, These call are sinmilar
to other input and cutput service call,

Return Characteristics

These system calls are nonblockingy
with the option of blocking until
completion,

Programming Languages

The network system calls are available to
programmers in every programming language
on the system,

RFC Queueing Policy

Reguests for connection are queued until
either the local process issyes a Connect
system call or a timeoyt period elapses,
when a Connect system call is issued on a
local sOcket all requests gueued On that
socKet are refused execept the matching
reguest, Requests gueued on a local socket
opened via a local Listen system call are
retained in the queue,
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. Timeout Policy

Queyed RFCs are timed out after ten
minutess a missing CLS is timed out after |
twe minutes,

Connection States |

The following states are used: Not Active,
Listening, RFC Sent, RFC Recelved, Open, |
Allocation Wait, RFNM Wait, cLS Sent, CLS
Received, Closed,

Allocation Policy

The allocation policy {s to carefully
control the flow of data using the bit '
count of the allocation to allow exactly
the buffer space reserved eh a per
connection basis, In particular the
initial allocation is a large Nnumber of
messages (100) and as many bits as
available in the connection puffer, As the
data flows, the allocation valuesg are

. adjusted whenever the values fall to a
lower bound expressed as a fraction of the
initial allocation (e,9, twoethirds), When
the allocation is adjusted it is set to |
the maximum values theén availaeble, |

Interrupt Treatment

The network interrupt signals INS and INR
cause the user program associated with the
eonnection to begin executing at its
interrupt address,

Retransmission Policy

The incomplete transmission reply from the
IMP will cause the indicated message to be
retransmitted,

Error Treatment

A log file is kept of all unusual
occurances, among the things entered into
this 109 are a)) ERR messages received,
all ERR messages sent, and ‘any
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information about internal errors
detected,

Measurement and Status Information

The NCP keeps running totals on the number
cf times each host to host Command is sent
or received, on the number Of messages
sent and received of the number of bits
sent and received, and the nNymber Oof each
type Oof IMP tOo host and host to IMP
message received or sent, The NCP keeps an
accoynting log in which i{s recorded the
informat{on about each connection wyhen the
connection is closed, The data recorded is
the yser name and accoynt number, the
foreign host, the number of messages and
bits sent and recelved, the elapsed time
and the time and day when the connection
vas closed,

The NCP connection table is accessed by a
status display program which displays the
foreign host, the socket numbers, the link
number, the allocation values, and
connecticn state, for each connection,

Operator Interaction
The operator can close any connection or
gend a reset to any hesgt, can stop,
econtinue, or reinitialize the NCP, The
operator is informed of errors by the NCP,

EXxperimental Protocols
There is a provision to pass messages
which arrive on designated li{nks to other
programs, to provide for testing of
experimental protocols,

50 The Survey
TENEX
Systenm

The TENEX system Was designed and pullt pY Bolt,
Beranek, and Newman, Inc, (BBN) to operate on
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the pigital Equipment Corporation (DEC) PDP»10
computer, The BBN modificationg include a
special instruction to implement system calls
(J8YS), and paging hardware to implement a
virtual memory but also to allew the physical
core memeory to be expanded beyond the 256
kilowerds direetly addressable by the 18 bit
instruction address fleld,

The TENEX system provides a user environment |
which {s empodied in a job, A job can be made up |
of several forks arranged in a tree structured

hierarchy, Each fork is a program in a virtual

machine and corresponds closely to thé concept

of a process,

The TENEX file naming conyentions are organized
$0r cOnsisteNt naming O0¢ all types O¢ devices
and files, Network sockets are one type of flle
name and canh be used anywhere a file nName
argument ig called for, The file structure is
rather f£lat in that each user has one dilrectory
which contains all his files, though the file
names do consist of three parts = name,
extension, and versioen,

The TENEX NCp consists of five modylesy the
Interrupt service poutine, the Message Packaging
Routine, the Control Routine, the File System
Interface Routine, and The Server=Telnet
Routine, The bulk of the work is contentrated in
two routines: Message Packaging, é&nd Control,

The Message Packaging Routine not only formats
the data into host=IMP messages, it also deals
with the IMP=host protocol and RFNM walits, The
contrel routine takes care of flow control on
open connections, connection establishment and
termination, and connection table management,

pPoints of comparison with the general mode]
System Calls
The network system calls are implemented

as regular file system calls, wWithin this
framework the functions suggested in the
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general model are provided, In addition to
the guggested calls are calls to dump the
buffer ({,e, transmit now), and to control
the max{mum allocation size, There is also
a call to cause a pair of connections to
be treated as a terminal (TTy1),

Return Characterystjcs

The system calls are blocking, but
there are options for pseydo interrupts
and immediate return,

PrOgramming Languages

Both LISP and BCpL have featyres for
network communication as well as assenply
language,

RFC Queuyeing policy

All reguests for connection which do not
immediately match are gueued, The limit
for such gueued requests is approximately
100 reguests, Unmatched requests are timed
out,

Timeout Policy

Queyed (unmatched) RFCs are timed out
after two minutes, local Listenss are not
timed out, A missing matching CLS is timed
out after two minutes, A Missing RFNM {s
timed out after two minutes.

Connection States

Fourteen connection states are used, The
three additional states are a finer level
of detall in the sequences of events for
opening and clesing connections, for
example there i{s a state for "CLS received
but waiting for RFNM for last data sent",

Allecation Policy
The initial allocation issued for a

connection {s two full messages plus a
user specified buffer, this ysuyally totals
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approximately 24,000 bits, The initial
message count is two messageés, The policy
{5 to maintain the allocation values as
close to these initial (maximum) values as

possible,
Interrupt Treatment

The network interrupt signal causes 4
pseudo interrupt to the indicated process,

Retransmission Poliey

The incomplete transmMigsion response to a
message causes the NCP to retransmit the
message, There is no limit on the number
of times this may occur,

Error Treatment

An online 109 is made of detected program
errors, detected protocol errors, and ERR
commands received, NO ERR commands are
sent, No statistical information is kept
on errors,

Measurement and Statys Information

There are NO provisiong for measurement in
the NCP, Status information is maintained
by the NCP such that user programs can
ebtain information on hosts up,
connections open, and states of
connections, There is a pro9ram called
Netstat that users can run to display this
information at their terminal,

Operator Interaction

The computer operator is infermed online
about program and protoCel errors '
detected, The Ooperator can suyspend and
continye network service, and can
reinitialize the NCP, A systems programmer
can watch the activity on a Telnet
eonnection,

Experimental Protoceols
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There is a provision for turning over
messages with link numpers outside the
ranges assigned to the host to host
protocol to another pProgram, This allows
experimental protocols to pe tested in
parallel with the host to host protocol,

Multics

Systenm

The Multics (for Multiplexed Information and
computing Service) system Was desligned and bullt
at project MAC at the Massachusetts Institute of
Technology, The system is currently implemented
on the Honeywq11 6180,

A major emphasis in the Multics system (s on the
contreled sharing of information (programs and
data), The directory structure is quite general,
allowing a nierarchy of directories with each
level containing the names Of segMenNts Or other
directories,

The term file is not used in the Multics
ehvironment, rather the ter™ segMent is
appropriste, A segment is a linear address space
which may eontain either a program or data, The
set of segments known to a process are all
directly accessiple to (authorized) users, Each
segment is subject to ani elaporate set of access
contreols,

In addition to segment access controls there are
protection rings which are an extension of the
master/slave or supervissr/0ser state concepts
in many systems, In the Multics systenm, programs
executing in One ring are protected from
programs executing in higher numbered rings,
except the programs running in higner numpered
rings are permitted to make calls to
prespecified entry points in the progranms
executing in the lower numbered rings,

SYstem calls are identical to calling any
program segment, Some processes, NowWwever, can
access more deeply into the system or are
privedgled to control system resources, The
methed of interaction with the network is by
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means of special system calls, different from
those that handle other input output operations,

NCF

The Multics network control program 1s organized
in three components: the Network Daemons the
NCP, and the IMP DIM (for IMP Device Interface
Module), Taking these in reverse order, the
function of the IMP DIM {s to manage all the
frequent operations of the hosSt to nost pretecol
(e,g, data peSsages and ajjocates) and the ;oW
level input and output operations with the IMP,
The NCP moOdyle performs the less frequent
operations (e,0, opening connections) and
services the user program system calls, The
Network Daemon deals with administrative
functions, and responds to host to host control
commands,

The IMP DIM contains the code which manages the
leader portion of IMP messages, issUes input ang
cutput instructions for the full duplex
Asynchronous Bit Serial Interface (ABSI) which
connects the IMP to a pair of H6180 IOM (input
output controller) common peripheral Channels,
The IMP DIM manages the assignment o0f link
numbers on messages to be written, and it
associates link puMbers with sgcket pumbers (apnd
hence processes) On Messages which are read, A
natural extension of such functiong, which was
alsc a practical necessity, is enforecing the
host to host protocol flow control discipline,
particuylarly in processing the NCP ALL command,
In part because the IMP DIM operates at
interrupt time this role avoids the need to
wakeup the Network Daemon every time a small
recipient host is willing to alloWw a few more
characters to be transmitted,

The NCP interfaces with the IMP DIM on one hand
and with the user processes on the other, It
must manage the socket space of the hOst to host
protocol on behalf of any and all yser (and
system) processes which deal with the network on
Multics and process the bulk 0f the NCP commands
(such as interrupt the process assoclated with a
given socket, reset all table entries assoclated
with a given host, etc,), The socket management
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is based on the notion of & socket being in a
particular state, and when that state changes
the NCP directs a wakeup to the process
controlling the socket,

The Network Daemon is a process in the user ring
which processes the host to host control
commands, sometimes calling on the NCP teo
complete the processing, The IMP DIM wakKes up
the Network Daemon te process the control
commands in the game way it wakes up user
processeés to process data mégsages,

Points of comparison with the genepal model
System Calls

Multics has two additional system calls:
activate and deactjvate, A socket must be
activated before it can be used in any
other system call, in a sense the activate
call indicates to the NCP that the user
program is interested {n this local socket
and reserves it to the user process,
Deactivate then releases the local socket
and frees any assoclated resources, Also
the echo function is reserved to
privileged processes only,

The NCP primitives (the discrete entry
points 0f the NCP and several free
standing subroutines) allow for precise
management of sockets, from activation
throygh establishing byte sizes and
sendi{na or accepting host to host protocel
requests for connection to causing host to
host protocol CLSs tO pe sent, The
subrouytines provide £0r performing the
initial connection protocol or sending or
accepting reguests for connection, the
managing a process socket space, and
performing the 9«=to=8 and B=to=9 bit
conversions necessary to go to and fronm
Multics® internal representation of ASCII
from and to the networks representation,

Return Characteristics

The system calls are nonblocking and a

a4




JBP 24=0CT»74 123141 24295
Pogtel == DRAFT == NCP Survey == DRAFT == 24 0CT 74

wakeup signal occurs when the requested
action is completed, System call
routines also post status information
whieh can be inspected by the process,

Programming Languages

PL/1, Lisp, and BCPL have interfaces to
the nNCP primitive functions, Fortran
programs can access the network function
via special subroutines, Assembly languyage
programs can inyoke the network functions,

RFC Queyeing Policy
Requests for Connection are not gueued,
Timeout Policy

The Multics NCP does not timeout an step
or state,

Connection States

Multics uses a few more connection states
than the example description, but these
additjional states primarily make explicit
the fine structure of events during
connection establishment and termination,
For example there {5 & "cls-read" state to
indicate the connection i{s closed on the
¢oreign side but that the loO0cal process is
still reading buffered data, TwO Other
states are the "active" sgtate
corresponding to socket selected by an
"activate call, but not used as yet) and
the "proken" state, The brokKen state
indicates that this socket Nhas been
involved with some anomaly occuring within
the multics network software, any previous
connection state has been degtroyed,

Allocation Policy

Multics issues large allocation guantities
relying on a large input buffer used in a
pooled fashion, The total input buffer
space is a segment set to allow 225 full
sized (8000 bit) messages, The initial
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allocation for each receive connection is
25 messages and 65000 pits, The allocation
is updated only when one of the values
falls to an established lower bound, &nd
then it is raised to the upper bound,

The TMP DIM®s buffering strategy on input
{5 Sucph that Multics permits guite large
allocations (in the NCp sense), by means
of placing input on receipt from the read
channel of the ABSI as rapidly as possible
intc pageable buffers managed by the IMP
DIM code which runs at "call time" in the
user’s process, (The actuyal servicing of
the ABSI interrupts is, of course,
performed at "interrupt time" and involves
wired down buffers,) The buffering
strategy for writing alsc inyolves a
mixture of padeable and wired puffers,
although at the present timeé the wired
buffer strategy does not utilize maximum
IMP messagessize buffers as does the read
side,

interrupt Treatment

An incoming interrupt signal (INS or INR)

is first read by the IMP DIM which passes

it to the Network DaeMon process, The

Network Daemon calls in the NCP to process

the command, The NCP determines the

relevant process and sends 1t an .
"interprocess signal" (ips), This is

basically a PL/1 on condition which {s ,
raised, the particular condition being |
"QuIT", |

Retransmission Policy
on incomplete transmission Myltics
attempts tO0 retransmit the ungortunate
message up to three times,

Error Treatment
Multics does net send ERR commands when it

detects protocel violations, Any ERR
commands received are merely counted, |
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Measurement and Status Informatjion

Few measyrement features are included in
the network software beyond the meters in

the basiec Multics software,

The operatOr and processes can access a
data base which indicates which hoOsts are
currently commynicating, a user can
determine the status 0f his own
connections,

Nperator Interaction

The NCP reports online apout program
reinitializaticens, IMP going down messages
and IMP crashes, The system operator can
force a Telnet user connections closed,
suspend and continue, or reinitialize the
NCP operation,

Experimental Protocols

Multics does allow for experimental
protocols by allowing for messages with a
given link number in the leader to be
diverted to anocther protocol process,

IBM 360/75 MVT
Systenm

The University of California, Santa Barbara
computer Center operates an IBM 360/75 with the
MVT operating system, This system is primarily
batch oriented, however at Santa Barbara it
supports the Culler~Fried On Line Mathematical
System,

NCP

The netwerk control program was designed with
several objectives, First and most predominant
was tc keep the software independent of and
entirely sepatate from the operating system,
Second was te make the services of the NCP
available to any task {n the system, Implicit in
this requirement i{s the need for some sort of
interprocess Communication mechanism, Although
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such & facility exists in mogt myltiprogrammed
systems, it is conspicuously absent from 0S MVTj
thus the NCP muyst itself provide whatever
pertion of such a mechanism it requires to
commynicate with tasks that use its services,
Third, the NCP must provide a means for
subordinating network activity in the host te
the operational regquirements of a
multiprogrammed systems, This meansg that the
operations staff must pbe able to contreol the
NCP*s activity, and eobtain status information
from the NCp, Finally the NCp must provide a
record of its activity for debugging and tuning
the NCp and for statistical i{nformation on
network use <white2>,

The NCP is inserted into the system as a normal
job, Once i{n execution the NCP assymes control
0f selected portions of the operating system,
All modifications made to the system by the NCP
are made dynamjcally and are transparent to the
operating system, The NCP terminates executien
only at the operators request, and as it does
§0, it extracts itself from the system, undoing
the modifications it made at initiation, The NCP
eMploys the operating system
specify~tagkmabnormaleexit macro instruction teo
assure the extraction process is performed even
if the NCP terminates abnormally,

THE NCP operates in supervisor state and with a
Prot Cction key Of Zero, ObtajniNg this status {s
part Ot the initialization process and is
accomplished with the aild of an ingtallation
provided sypervisor call,

Tasks in the system commynicate with the NCP by
medNns Of @ supervisor call (SVC), S0 that the
NCP ean detect the issuance of its SVC the NCP
instates itself as the systems SVC first level
interrupt handler (FLIN), In this capacity the
NCP examines every SVC interrupt which occurs,
intercepting and processing the one of interest
to the NCP, while allowing all other SVCs teo
proceed to the systems FLIH where they are
processed normally, The NCPs presence (s an
overhead of ten instructions per SyC,

The NCP assumes the IMP to be attached to the
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. 360 as two devices, one input and one output, In
transfering data to or from the IMp the NCP
bypasses the conventional execute channel
program facility of the operating systelm Instead
it executes directly the 1/0 machine
instructions, So that the NCP can process the
I/0 interrupts which oeccur, the NCP instates
itself as the systems I,/0 FLIH, In this capacity
the NCP examines every I/0 interrupt Which
occurs, intercepting and procesgsing those
generated py the IMp interface devices, while
allowing the other interrupts to proceed to the
systems FLIH and by processed normally, The NCPs
presence is an overhead of ten instructions per
I1/0 interrupt,

Points of comparison with the general model
System Calls

In addition to the normal system calls
thele 15 a call to perform the host nane
to Nest number mapping, and a cay) to £ind
out the status O0f a hogt, The echv
function is not availaple as a systenm
call,
Return Characteristics

The system calls are nonblocking and

use a wakeup type return, The mechanism
is called Wait and Post,

Programming Languages
There are provisions for network system
calls in PL/1, Fortran, and of course
assembly language,

RFC Queueing Policy
Reguests are queued up to ten for each
local socket, then succedin?g requests are
refused,

Timeout Policy

’ There are no timeout periods for request
for connection either locally Oor remotely
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initiated, An echo reply is timed out
atter 4 minytes, and a matching close is
timed out after 15 seconds,

Connection states

The only additional state is called "I1/0
pending",

Allecation Policy

The NCP reserves a 2048 pit puffer for
each open connection and allocates
strictly according to the space availab)le
in that buffer plus any addition al space
set by the user program, The message
allocation is set very large (65,000) and
therefore is not a factor in controling
message flow, A give back command might be
sent {f the user issues a recejive systenm
call with the length allowed tO be
variable and a large Maximuym length, Such
a call would allocate some buyffer space {(n
the ysers address space, If the call was
satisflied with less than the maximum
length the left over space in the users
address space buffer would be deallocated
by mMeans of a8 9ive back command,

Interrupt Treatment

When a network interrupt command is
received a note {s made, and the return
values of the next user send or receive
system Call will carry this note, Thus the
network interrupt will not be effective {f
the user process is stuck in a computation
j100p,

Retransmission Policy
NO retransmission {s attempted,

Error Treatment
while received error commands are logged,
noe error commands are sent when a protecol

error is detected, No statistics on errors
are kept,
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Measurement and Status Information

The computer operator can find out which
nosts are currently communicating, and see
the connections currently open, Both the
users and the operator can determine the
states of active connections, but neither
can ¢ind out the allocation values, though
they can determine the nymber Of bytes
pending input Or output,

There are two hogt status tables, the
first is maintained by the NCP by sending
ECHO commands to each host Once every four
minutes, the segond taple (Network
accessible on socket 15) is maintained by
attempting a connection to the
Server=Telnet socket 0f each host onec
every 15 minutes,

Operator Interaction

the NCP reports to the operator changes in
the MP status, The operator may close all
eonnections, or send a reset to a specific
site, as well as suspeénd and continue or
renitialize the NcP operation,

Experimental Protecols

There is no provision for experimental
protocols,

IBM 360/91 MVT '

System

The University of California, Los Angeles,
campus Computing Network (CCN) operdtes an IBM
360/91 computer uysing the OS/MVT oOperating
system, This is primarilly a batech Oriented
system, Hoyvever, at CCN there are several
interactive subsystems, AmonNg these are URSA and
T80,

URSA is a locally developed interactive system
using display terminals which allows users to

compose program and data data sets (flles) and
to submit data sets to run ag Jjops in the bateh
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job stream, The URSA system provides users (and
the computer operator) extensive job and systenm
monitoring capabjiities,

TS0 {s the IBM provided Time Sharing Option for
its OS/MVT systems, This provides the facilities
generally fouynd {n an interactive timesharing
system,

CCN has deyelOped a general purpose and powerful
interprocess communication facility called the
ExchanNge <praden>, This facility is used to
implement the network software,

NCP

The network related software is organized into
three catagoriest the NCP, the protocol
routines, and the uyser level programs, The user
level program interact with the protocel
routines via the Exchange facility, The protocol
routines obtain services from the NCP by making
sUbroutine calls on the NCP,

The NCP is ordanized into three sectionsi the
IMP input and output section, the NCP section,
and the Logger section, The logger section
performs the Initial Connection Pretocel (ICP),

There are protecol routines for several function
oriented protocols, for example USer=Telnet,
Server=Telnet, File Transfer, and Remote Job
Service,

Points of comparison with the general model
System Calls

The user program makes reguest via the
Exchange facility to protocol routines,
These reguests are generally in terms of
higher level things than the system calls
gugogested {n the general model, FoOr
example the user level requests are for
such things as "open a Telnet connection
pair", or "send this line of EBCDIC
characters", The protocol roytine to which
such a request {s addressed of course has
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the facllities to deal with the NCP in the
terms of the suggested calls,

Return Characterisgtics

The Exchange provides options for
either blocking or nonblocking
pehavior, and for a wakeup or interrupt
type of return,

Programming Lanouages

Only assembly language currently allows
conyenient access t0 the nNetwoOrk c¢through
the Exchange macro), but work is being
done t0 make network access from PL/1 and
Fertran possible,

RFC Queyeing Policy

Requests for connection are refused at
once ynless the local socket matches an
active instance of a protocol routine, or
the reguest is for an ICP soocket,
Reguests to open sockets are refysed,
except for requests to open ICP sockets,
which are gueued,

Timeout pPolicy

Reguests by local processes (protocol
routines) are not timed out by the NCP, A
queued RFC from a remote host {8 timed out
after one minute, A missing matching CLS
{5 timed out after one minute, A missing
RRP or ERP is timed out after 30 seconds,
The initial connection pretocol 45 timed
out {¢ the 32 bit number is not sent or
recejved within one minute, Of course the
protocol routines can time oyt any
operation they request,

Connection States
The suyggested connection states are used
with a slight elakoratioen in the

connection establishment and termination
phases,
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Allocation Policy

The allocation is handled py the protocol
routines, which may each have a different
strategy, Generally the existing protocol
routines follow strict dedicated space
policies using circular buffers,

Interrupt Treatment

The NCP notifies the appropriate protocol
routine on a network interrupt, The
protocol routine can notify the user level
process via the Exchange,

Retransmission Poliey

I1f an incomplete transmission response {is
received the NCP attempts retransmissicn
up to five times,

Error Treatment

When a protocol error is detected the NCP
composes an ERR megssade and sends it to
the ether host, An online report 1is made
of both the ERR messages sent and the ERR
messages received, Any errors detected in
the operation of the NCP are reported
online,

Measurement and Status Information

There are some facilities for measuring
network usage in an accounting sense, but
no facilities {n the NCP to measure
particular protocol fumctions, The things
that can be messyred are; per connectien
the number of bkits and messages, the user
{dentification, the protocol routine used,
the time of day and the elaPsed time the
connection was open, There is statuys
information on hosts cuyrrently
commynicating, and connections currently
open,

Operator Interaction

The operator is inforMmed online about
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error conditions and program or network
crashes, The operator is informed if a
message 1s received from a host not in the
host table,6 The operator may force a
Telnet connection pair closed, may
reiniti{alize the NCP, or may stop and
remove the NCP from the system, It may be
possible for the operator or a systems
programmer to spy or advise on a
connection but this depends on the
protocol routine being used,

Experimental Protocols

while at the time of the survey there were
no experimental protocols facilities, such
facilities would be eagy to0 add as a New
protocol routine,

IBM 370/158 S/MVT

System

The RAND Corporation operates an 1By 370/158
computer, The operating system at the time of
this survey was the 0S/MVT system with HASP,
there were plans to change to the VS2 Release 2
system, In any case the information in this
report is on the NCP implementation with the
DS/MVT system,

The network control program {s the program
written at UCSB, The network is interfaced in a
way that allows all programs running under
NS/MVT to access and be accessed by the network,

The system at RAND is much the same as at UCSB,
Thele are SOMe differencCes from the UCSH
situyation at the next level of software,
however, At RAND there is susgtantial use O0f the
wylber and Milten sOftware packages tO0 provide
interactive computer services t0 local users,
The NCP commuynicates with Milten via the
operating system to proyvide network access to
this interactive facility, There 1s also a
Network Access Program (NAP) through whieh lecal
users can access the network,
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Points of comparison with the general model
System Calls
Same as UCSB,
Return Characteristics
Same as UCSB,
Pregramming Languages
Assembly lanauage,
RFC Queyeing Policy
Same as UCSB,
Timeout PoOlicy
Same as UCSB,
Connection States
Same as UCSB,
Allocation Policy
Same as UCSBE,
Interrupt Treatment
Same as UCSB,
Retransmission Pollicy
Same as UCSB,
Error Treatment
Same as UCSB,
measurement and Status Information
The statys information avajlable is
basically the same as that as the UCSB
implementation, however the statuys

information is not avajlable on socket 15
nor {s the ICP polling done,
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‘ Operator Interaction

Same as UCSB, eXcept that the Operator can
spY on a connection,

Experimental Protocols
Same as UCSB,
IBM 370/145 VM
sSystenm

The Systems Development Corporation has two
computers connected to the ARPANET, an IBM
370/158 and an IBM 370/145, The mode) 158 uses
the same software as theée RAND Corporation
computer 50 this section will discuyss the model
145 only, The operating system being used
virtial Machine or VM system, which 1s much like
the CP system used on the IBM 360/67,

NCP

. The NCp for the 145 at sDC, although still in
design at the time this information was

obtained, is presented to the extent that the
deslign exigts, The general idea is to use as
much ¢f the UCSB NCP as possible and thereby teo
redyce the work required to get the 145 on the
network, K The approach is to dedicate a virtual
machine to the NCP and have that virtual machine
own the IMp, Other virtual machineg will
communicate with the NCP by associating their
(virtual) card readers and line printers with
the NCP virtual machinefs line printer and card
reader, This design is similar to the design
used at Lincoln Laboratories for a 360/67 CP/CMS
system <wWinettd>, :

Points of comparison with the general model

System Calls

The system call interface will be
different than the general Model due to
the eommunications pbetween the users
virtyal machine and the NCP yirtual
machine being an assocjiation bhetween One
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machine®s virtual card readey and the }
other machine®s virtual line printer, a
Further the intention {s to allow the user |
to control only Initia) Connection

Protocol connection pajirs of sockets (i,e, |
Telnet data streams), ' .

Return Characteristics

The calls can be constructed to be
either blocking or nonblocking and
pseudo interruypt returns are possible,

Programming Languages
Since the calls are coOmmynicated as data |
to (virtual) line printers and from |
(virtual) card readers, any languyage that .
has provision for input and output to such |
devices can be uysed tO communicate with
the NCP,

RFC Queueina Poligy
. Same as UCSB,
Timeout Policy 3
Same as UCSB,
Connection States
Same as UCSB,
Allocation Policy

Basically the same as UCSB, but there may
pbe some adjustment of the buffer sizes,

Interrupt Treatment
The treatment of the interrupt is not
defined at this time, and may be more
difficult that in other systems due tO the
virtyal machine structure,

Retransmission Poliey

Same as UCSSB,
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Error Treatment

8ame as UCSB,

Measurement and Status Information
Same as UCSB,

Operator Interaction
The commynication between the computer
operator and the NCP has not been
designed, It is planned to be similar the
the UCSB impiementation,

Experimenta)l Protocols

Same as UCSB,

Burroughs 6700 MCP

NCP

System

The Universgity of Califoenia, San Diego Computer
center operates a Burroughs 6700 cemputer
systey, The operating system is the Burroughs
supplied Master control Program (MCP), The
system 1s a dual processor system,

The Buproughs machine provides hardvware
segmentation mechanism, The operating system ls
written in a version of A190),

The system supports both bateh and interactive
modes of processing, and many users find it
convenient to mix these modes, The interactive
executive program is called CANDE (for Command
and Edit), '

The network software is principally contained in
a program called the Network Message Contrel
System (NETMCS),

The flow Of data from and tO the Network is as
followss Messages from the IMP first are read by
a Miero 820 minicomputer which is the IMPmhost
special interface, the data {s refermatted and
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passed to the DCP, the DCP then pasgses the data
to the NETMCS program where it is examined and
acted on, It the data were to be intended for a
service program (e,9, CANDE) the data would be
reformatted and passed pack to the DCP which
would then route {t to the service program, In
the oposite direction the path is exactly
reversed,

Points of comparison with the general model

tem Calls

There is a system call to perform the
Initial Connection Protocol, There are
system calls to establish a character cOde
t0 be used, There is @ system call to set
the mode 0f interaction to0 character at a
time Oor line at a time, There are a pair
of calls for sending and receiving data,
Rasically the calls are set yp to provide
a higher level interface than that
descriped in the model, Here the user is
presented with a mechanism where the
elments are the ICP estaplished Telnet
eonnection pairs,

RetUrn Characteristics

The system calls may be either blocking
or non bhlocking and may wWakeup or
interrupt the process on completion,
The interrupt return featyre (s not
normally used however, The primary
mechanism for process to process or
processesystem communication (s placing
messages on a queue and reading
messages from a gqueue,

gramming Languages

The programmers best interface to network
functions {s in the Algol language, but
the network functions can alsg® be accessed
from Fortran, Cobol, Basic, and PL/],
Queyeing Policy

All foreign RFCs are gqueyed and i{f not
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referenced by a local process in three
minutes are answered by a CLS, RFCs for
loca)l sockets in the range 0 through 255
are gueued forever,

Timeout Policy

Requests for connection are refused after
three minutes, except reguests to sockets
which are Listened to,

Connection States

The states RFNM WAIT and ALLOCATION WAIT
Are not ysed because these conditions are
implemented using the event mechanism,
There is a state for "socket Owned by
precess but not in use",

Allpocation Policy

The allocation policy is essentially to
allocate an infinite space and message
eount, In the past the largest valuyesg that
would fit in the allocate command fields
were used, but recently this has been
ehanged to 10 megsages and 32,000 pits due
to problems with some hosts which
seemingly were not able to deal correctly
with the large values, The system would
séend a give back command if too much data
were to be gueyed, The space for this
buffering i{s drawn from a pool of buffers
commomly shared by several of the system
modules, these puffers may be backed off
to the disk {f they become large, This
would be done by the buffer management
modyle without the awareness of the NCP,

Interrupt Treatment
The network interrupt signal is ignored,
Retransmission Poliey
There is no retransmission ¢f Messages by
the NCP, If an incomplete transmission

response is received it is acted on as 1f
it were a RFNM, except that an error
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indication is displayed to the computer
operator,

Error Treatment

when a protocol error is detected both a
109 entry i{s made and a ERR message is
sent to the other NCP, When an ERR command
is received it is both logged and reported
online to the operator,

Measurement and Status Ingormation

There is available tO processes a data
pase which shows the host currently
eommynicating and the connections
eurrently open, There are no special
facilities in the NCP for measuring the
network performance, however, progranms
which use the network are charged on a per
packet basis,

Operator Interaction

. The computer operator may force a
connection (Telnet pair actualy) closed,
or the operator may spy on the traffic
flowing on a connection, The operator can
stop, start ,and reinitialize the NCP, The
NCP will report online apout some types of |
errors detected,

Experimental Protocols

There {5 no provision for experimental
protecols,

TIF
System

The Terminal Interface Message Processor (TIP)
{s a special case 0f a host computer in the
ARPANET, The TIP is an extension of an IMP to
perform the host to host and Telnet protocols
fOr a set of up to 63 terminals., This {s done in
the Honeywell 316 computer with a total of 28
Kilowords of core memorv, 16 kilowords for the
IMP and 12 kilowords for the TIP,
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®

points of comparison with the general model
System Calls

Becayse of the specialization of the TIP

to the User-Telnet functicon it is not

clear that this is a relevant questioen,

The human yser has coOmmands avallable

which are reflected by program actions to

listen (RFH, RF8), connect (8TH, 8T8,

ICP), send and receive (implicit), close :
(Cy, and interrupt (SS), In addition the |
reset hOst to host command can be sent, |

Retuprn Charactepigtics

The internal mechanism for
communication petween program modyles
is to set a flag and give up,

Fregramming Languages

‘ The only programming languade used in the
TIP is an assembly language,

RFC Queuyeing Policy
No queuveing of RFCs is done by the TIP,
Timeout Policy

Local reguests for connection are timed
out after 45 seconds, A matching CLS {is
timed out after 45 seconds, A RFNM 1s
timed out after 30 seconds,

Connection States

The TIP uyses a eight state description of
a connectionys 0) try to open, 1) RFC sent,
2) RFC received == try to reply, 3) solid
connection, 4) try to cglose, 5) CLS sent,
6) CLS received == try to reply, 7) no
eonnection, The i{nformation about
allocation walt and RFNM walt is Managed
with flags,
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Allocation Policy

The TIP follows a strict policy of
allocating exactly the space available in
per terminal dedicated buffers, The
initial allocation i{s one message and the
buffer size number of bits,

The total buffer space is 4000 words of 16
pits each, For each terminal there is Onhe
buffer for data from the terminal to the
IMP and two equa)l sized huffers for data
from the IMP to0 the terminal, These
puffers can be tallored to the set Of
terminals specifically for each TIP,

Interrupt Treatment

The interrupt does not serve any dreat
purpose in this speclal environment since
the only "process" to be interrupted is
the human user, However the TIP does
process the INS command,

Retransmission Policy

The TIP does retransmit a message {f it
rece{ves an incomplete transmission
response from the IMP, The TIP will
attempt retransmission indefinitely,

Error Treatment

The TIP neither keeps a 10g of ERR
messages received or sends ERR Messages
when it detects protccol errors, However
some protoeol violations and program traps
cauyse information to be sent to the
Network control Center (NCC), IN these
cases the TIP progralm keeps going
generally by faking the missing event or
ignoring the eXtra event,

Measurement and Status Information

There is no provision for measurement or
status information in the TIP itself, The
NCC and the Tenex supported RSEXEC program
however do provide status information,
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‘ Operator Interaction

The proOvision foy OperatOr interaction is
via a debugging program resident in the
IMP, This program cah pe accessed either
from a dedicated local teletype or from
the NCC via the network, This allows the
operaters at the NCC to examine and change
any memory cell in the TIP, This 1s then a
quite powerful tool, and allows the NCC
eperator to clese a connection, force an
allocate, examine the data buffers, and
many other functions,

The operators at the NCC can suspend and
eontinue operation of the TIp, or they can
cause the program to be reloaded over the
network from the NCC,

Experimental ProtocCols

There 48 no provision for experimental
protocels in the TIP,

’ ANTS

System

The ARPA pNetwOrk Terminal System (ANTS) was
conceived at the University of Illinois Center
for Advapced ComPutation as a flexible means to
interface a wide range of interactive terminals
and perpherial devices to the ARPA NetwoOrk, The
system nas been constructed with this goal in
mind, and communication between program modyles
receives careful attention thryout the system
design,

This is a small system and it is not designed to
permit users to run programs on it, but rather
to enable ysers to reach larger computers in the
ARPANET,

The system is implemented on a Digital Equipment
Corporation PDP 11/50, put it is designed to run
on a range of the pDp 11 series, There are
several instances of the system running on the
11748,
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The version of the system surveyed is the ANTS
MARK I system, a redesigned and reimplemented
system based On the "quick and direy" ANTS MARK
Te

The NCp is the central part of this system, the
systelm is tallored te the needs of the host to
hest protocol, Commynication between progran
modyles is by means of data paths which use a
flow control mechanism very similar to the host
to host protocel,

points of comparisoen with the general model

System Calls

All of the sudgested system calls are
avallable to programs which call on the
NCP,

Return Characterjistics

The system call is a form of
interprocess communjcation which can be
best thought of as message and reply,
The call (message) {s either blocking
or nonblocking at the callers request,
The reply will wakeuyp a blocked
pProcess,

Programming Languages
The system programming language is
PEESPOL, an ALGOL like language, The
programs which call on the NCP are alse
written in PEESPOL,

RFC Queueling Policy
Requests for connection are gueued if the
socket is assidned, otherwise the request
i{s refused, The only limit to gqueuing of
requests is the lack of memory space,

Timeout Policy

There are no timeouts,
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Connection States

The suogested states are used with the
addition of several states in the close
gsequence for conditions such as "CLS
received put data to be read by local
process", AlsO the states RFNM WAIT and
ALLOCATION WAIT are represented by a
separate bit and the allocation valye
entries respectively,

Allocation Policy

The message allocation is set to elther
100 messages and kKept near that value or
set to the largest value, in either case
the messade allocation plays no important
role in flow control, The bit allocatioen
is an exact transform of the data path
allocation set up between the NCP and the
calling program,

Interrupt Treatment

There {8 no pseudo interrupt feature in
the system communication scheme,

Retransmission Policy

The NCP does retransmit a message when the
IMP responds with either an incomplete
trangmission Oor a data error, The same
message will be retrangmitted a ynlimited
numper Of times,

Error Treatment

Wwhen protocol errors are detected ERR
messages are sent, and both ERR messages
sent and received are logged on the
operateors consele,

Measurement and Status Information

The NCp does maintain a table of "hosts
up" on the basis of recent communicatien
and resets, It (s also possible for the
operator to determine which connections
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are open, No measuyrement facilities are
provided,

Operatoyr Interaction

The operator is inforMed of every Telhet
connection pair established, There are no
eurrent provisions for operator
intervention with the operation of the
NCP,

Experimental protocoels

There is a simple way to route messages to
and from prodram modules that are using
experimental protocols,

DEC PDP10 Monitor
Systenm

The Center for Computer=based Behavioral Studies
(CCBS) at the University of California, Los
Angeles operates a DEC PDP=1go Compyter with a

. modified version o0f a DEC supplied operating
system, The system is configured with a PDP=15
processor to act as a terminal concentrator, The
PpP=10 and the PpP~15 ecommunjicate via shared
memory,

NCP
The network control program (s implemented in
the PDP=15, The PDP~15 supports lO0cal user
access to the network with a UsersTelnet
program, as well as allowing remote users to
access the PDP»10 via Server=Telnet, or
Server=FTP,
Points of comparisen with the general model
system Calls
At the time of the survey there Was no
meéans for user written programs to access

Programming panguages
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No programming languages have provisions
for ecalling on network functions, The NCP
itself is written {n assembly language,

RFC Queyeing Policy

Unmatched RFCs are not queued,

Timeout Policy

The listen of the Server=Telnet "process"
is never timed out, Reguests for
connection from other hosts that do not
match local reguests are refused at once,
A missing matching CLS is timed out after
30 seconds, as is a missing matching ERP,

Connection States

The connections states are the same as
those in the general medel, except that
the closed state is not explicitly
represented since at that stage the table
entry can be deleted, The allocation wait
state is not explicity a state since this
{nformation {8 checked by consulting the
alloeation value,

Allocation Policy

The allocation policy {s to allocate the
largest pOssible values with the
expectation that data will be processed
faster than it can be sent, Additional
allocate messages are sent when the
message value falls to 16 messages, then
the allocation is incremented to 100
messages and the maximym possible number
of bits,

Interrupt Treatment

For Telnet connections (the only type

presently supported) all data is forwarded

to the PDPe10 as if it were from a local
terminal, The PDPwi( either processes the
data or discards it if there is puffer
overfiow, but ajy "impertant" characters
(e,g, contrel ¢) are examined and are
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effective, In this situation the
processing of the network interrupt signal
is irrelevant,

Retransmission Poliey
No retransmission of Messages occurs,
Error Treatment

when a protocol error is detected an ERR
command is sent, When an ERR command is
received it is ignored, As a debugging
tool two circular buffers (one for input
ene for output) are kept of the most
recent network traffic,

Measurement and Status Information

There is thus far no measurement of the
NCP performance, The status data {s
1imited to the currently connected (and
1ogged in) Telnet users, but there {is
consideration being given expanding this
to have statys data on the cyrrent
eonnection state and allocation values.,

Operator INteraction

The operator is informed of most NCP
program failures, and of network failures,
The operator can reinitialize the NCP, and
can remove the NCP from the system, The
operator can inspect the running NCP using
a DDT debuging program in the PDP=i5,

Experimental Protocols

rhere is no provision for eXperimental
protocols,

BKY
System
The Lav¥rence BerkeleY Laboratories operate a
system composed 0f three pringipal progesser ang

several peripheral processors, The major
machines i{n the complex are Contro)l Data
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‘ gorporation products, There is a CpC 6400, a CDC
6600, and a CDC 7600, These machines are
interconnected with 12 megabit per second
ehannels and share a commom disk f£ile, There ls
a front end ecomputer connected to both the 6400
and 6600 for supporting access by interactive
userss The front end can handle up to 128 lines
at up to 9600 pits per second, Also connected to
the 6600 ig an IBM photostore of 1012 bits
capacity,

the operating system for this complex is
necessarily distributed, but the major portien
i{s on the 6600, The system actually executes in
the set of perpheral processors on the 6600 with
tables and data in the 6600 memory,

NCP

|
The NCp as part of the operating system executes
in a perpheral processor of the 6600, The NCP

has table and data space in the 6600 memory,

Points of comparison yith the general model

. System Calls

The yser programs have ayailable systenm
callsg fOor all the suggested functions |
except echo and status, in addition there |
are calls for assiagning and releasing a |
socket, for determining a unigue socket

number.,

Return Characteristics
The system calls are nonblocking and
wakeup the program when cempleted, A
progdram can determine the outcome of a

system call by examining information
posted in the users space,

Programming Languages

programs written {n Fortran can access the
network tnrough specia) subroutine calls,

RFC Queuyeing Policy
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All reguests to assigned sockets are
aueued,

Timeout Policy

An unmatched request for connection will
pe timed out in 4 minutes, An unmatched
echo or reset or close will pe timed out
in 2 minutes,

Connection States

The states used are the same as those in
the general model (a few have different
names) with a few elaborations in the
close seqguence, The states for ALLOCATION
WAIT and RFNM WAIT are not used as
distinct states, but separate bit flags
are ysed for these conditions,

Allocation Policy

The allocation policy is to allocate
exactly the avajlable portion of a
circular byffer in the users address space
on a per connection basiss The initial
size of this buffer and hence the
allocation is chosen by the yser, The
message count part of the allocation is
kept positive by the NCP,

Interrupt Treatment

The NCP increments an interrupt counter in
the ysers argument and result area uypon
receipt of a hest to host interrupt
signal, This is effective in the case of
ServereTelnet since the prodram receives a
wakeup from the gystem every half second
and when the INS is received to check for
sueh conditions,

Retransmission Policy
The NCP retries the transmissien of a
message up to 5 times {£f the imcomplete
transmission response {s received,

Error Treatment
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The NCP d0es not send error messages, but
it does log a wide variety Of events
ineclyding detected errors and ERR Megsages
received,

Measurement and Status Information

The 109 (called the NCP dayfile) recelves
information on each connection as it 1s
terminated including usage statistics, As
the NCp was just completed at the time of
this survey no measureéments have been
done, There {5 quite a bit of information
that could be extracted from the lo9
(dayfiley to provide measurements of
various aspects of the NCP performance and
usage, but this has not been done,

Operator Interaction

The operator can examine the 10g (dayfile)
and ean control the execution of the NCP
(start Oor stop, reinitialize or remove),
the operator can also kill the job
assOciated with a particular Telnet
eonnection pair, or examine the core Of
any job ¢including the NCF).

Experimental Protocols

The NCP does not now have any special
provisions for experimental protocols,

6,0 Physical Characteristics

programming and Maintenance Costs

The NCP Was Written pY two top systems
programmers working together for two months for
a tota)l of 16 maneweeks, including the time
spent debugging, The machine time used is
estimated to be about 40 connectetime hours,

Program mainteénance {5 estimated to be aboyt
three mapw~days per menth,

Program Size
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code size
The program is about 4K 36 bit words or
144,000 pits, This includes a portion of the
Server=Telnet function,

table size

The space set aside for tables is 1512 words
of 36 bits or 54,432 bits,

buffer size

The total buffer space reserved to the NCP {s
4K words of 36 bits or 144,000 pits,

tota)l size

The total of the above figures is 9,5K words
0f 36 pits or 342,432 pits,

Performance Measurements

A measyrement of the transmission and CPU
bandwidth was made on an unloaded TENEX system
in Novemker 1972, the TENEX system has been
improved since that time especially by reducing
the input and output system overhead,

Data Was sent from a user program through the
NCP to the IMP and then pback the reverse path to
the same user program, Whepn sending short blocks
(50 to 200 pytes) of 8 pit bytes a throughput of
20 to 30 Kilobits per second (KBs) was achieved,
Sending large blocks (400 to 800 bytes) of 36
bit bytes a throughput of 60 xBS Was achlieved
<Murray>,

Multics

Programming and maintenance Costs

The programming and debugging effort required
two manesyvears, The program was operational for
most of the development period yet not complete,
The continuing maintenance requires about 2
manedays per month,

Frogram Size
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code gsize

The program siZe is 22K 36 bit words or
792,000 pits,

table size

The tables are included in the preceeding
program size,

buffer size

The buffer space is 3k 36 pit words or

total size

The total size is then 25Kk 36 pbit words or
902,592 pits,

It should be noted that 0f this total only SK
words Of program and 3K words Of buffers are
wired down, the remainder is paged,

FerfCrmance Medagurements

Very little performance measyrement has been
done, but it is known that typical throughput
using the file transfer protocol has been 12KBS
with Tenex and 8KBS Multics to Multics, (A
reason for the low valuye Multics to Multics is
that Multics restricts the maximuym output
messade size to a one packet message, thisg to
avold an old IMP or IMPehost interface bug,)

Anethey measure of interest ig sYstem overhead)
input or output with the network cost (when last
measured some time adp) {,2 times the samé ipput
or output operations to local devices, This
value may have decreased due to changes since
the time of the last measurement,

IBM 360/75 MVT

L R R S Tt O

Programming and Maintenance Costs

The NCP was written by one top systems
programmer in 26 weeks, including dePugging
time, The maintenance of the NCP requires about
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4 man=days per month, About §3500,00 worth of
compyter time was used for testing the NCP,

Program Size
code size

The code of the NCP is 52K 8 bit bytesg or
416,000 pits,

table size

The total size allocated for tables is 53K
bytes or 424,000 bits,

buffer size
The buffers are included {n the tables,
tota) size

The total size is then 105K bytes or 840,000
pits,

Ferformance Measurements
A throughput ©f 70KBS has been achieved in
sending a large core resident block 0f data to
the IMP and back, This transfer used 2 percent
of the CPU bandwidth,
It takes one tenth of a second to gend a fyll
8000 pit mMessage from 5 user program to the IMP
and back te the user prodram,

IBpM 360/91 MVT

Programming and Malntenance Costs
The NCP programming required 1,5 man~Years, plus
addjitional time creating the environment gor the
protoCol prodgrams (called the ICT environment),
Maintenance reguires about 1 manwday per menth,

Program Size
code size

The program {s 15K bytes or 120,000 bits,
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‘ table size

The tables are dynamically allocated, and
congist of the following sectionsi for each
activly communicating foreiagn hest there is a
32 byte pointer block and a 256 byte link
table, for each connection there 1s an 80
byte taple, At a time of typical use this
might require 5K bytes of table space or
40,000 bits,

buffer size

The puffer space is also dynamically
allocated, typical allocations being 256
bytes per connection, At a time of typical
use this might require a total of 5K bytes or

40,000 bits;
total size

The total size in typical use is 25K bytes Or
200,000 pits, (HOWgver, it shOUlg pe NOteg
that the NCP is rup ipn @ 140K byte regipn

‘ 1,120,000 bits).,

FepfOpMmance MeagyreMengg

NOo gareful measurement of NCp performance has
been done but it is Known that on a typlcal day
there may be on the average 3 Network RJS users
and 6 Network TSO users and that oyer the 8 hour
prime shife on sueh a day about one and one half
percent of the CPU usage can be charded to the
NCP,

IBV 370/158 0OS/MVT
Programming and Maintenance Costs
The NCP is pased on the YCSB program,
Modification to adapt the jNCP to this
environment took foUr man=weeks, Maintenance of
the NCP reguires about | maneday per menth,
Program Size

code size
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The size 0f the code is 35K 8 bit bytes oOr
280,000 pits,

table gize

The size of the tables is 12K 8B pit bytes or
96,000 pits,

buffer size
The puffers are included in the tables,
total size

The total size is then 47K 8 pit bytes or
376,000 pits,

FPerformance Measurements

NCP performan€e measurements are not part of the
normal procedures, but one day of NCP usage was
analyzed, On a typical day in the 12 hours from
6 am to 6 pm there were 118 network sessions
which involved a total data transfer of 5,96
million bytes, During this same period the NCP
job can be charged for 484 CPU seconds
(including interrupt handling), These facts
suggest the follewing conclusionsi the NCP
consyes 1,1 per cent of the CPU, and the NCP
overhead cost of transfering 1000 pytes is about
088 seconds,

IBEM 370/145 VM
programming and Maintenance Costs

The NCP is under development still but the
estimated time to convVert the UCSB supplied
program to this environment i{s siXx mans=montnhs,

Program Size

The pregram i{s not complete, so the finished
size {s unknown but it {s estimatéd to be about
20 per cent larger than the UCSB 360/75 MVT
implementation byt less than 100K bytes (800,000
bits), This aPpears to be impossible Pyt perhaps
the code will be 20 per cent larger but the
tables and buffers will be mych smaller,
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Ferformance Measurements
NC performance measurements have been done,
Burroughs 6700 MCP

Programming and Maintenance Costs
The NCP was written in three man=months, About
three man=days per menth are required for
program maintenance,
Program Size
code size
The NCP code {s about 15K 48 bit words oOr
720,000 byts, The NCP, Telnet, FTP and RJE
programs are combined together in ©one moduyle
(the NETMCS) which is 25K words i{n size,
table size

The table space is typically 6K words Or
288,000 bits,

buffer size
The buffers are included in the tables,
total size
The total size is then 21K wordg fOp the NCP
er 1,008,000 bits, It should be Noted that
the entire NETMCS requires 31K werds but can
run in 10K to 16K of core due to the
segmentation structure,
Performance Measurements
On one typical day the NCp used 3% of the CpU of
ene of the dua) processors over the eight hour
prime shift,
TIP
Frogramming and Maintenance Costs

The TIP program was written {n aboyt two months
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by one person, There has been significant
modification and improvement since the program
was first operational however, The current
maintenance requires about one to one and a half
manedays per menth per site, with currently 20
sites, thig reaquires one person full time,

Program Size

code size

The program is about 6K 16 bit words or
96,000 bits,

table size

The tables reguire about 2K words or 32,000
pits,

buffer size

The buffer space i5 4K words or 64,000 bits,

total size

’ The total size £0r the above is then 12K
words Or 196,000 pits,

Performance Measurements

Recauyse the TIP is oriented to terminal use the
throughput measurements made with larger host
are not applicable, The interest in the case of
the TIP is the total or maXimum combined
throughput, BBN has arrived at a formula that
indicates the throughput constraints on the TIP, |
Recalling that the TIP is an IMP too, the ¥ |
competition for CPU use is between traffic due |
to IMP to IMP phone lines (L), hosts (H) and the l
collection of terminals (T), The formula is L + |
H « 15T < 600 KBS, Where H, L, and T are ftull |
duplex rates, that is, a 50KBs full duplex line

counts as 50 in the formula, The maximum total

terminal traffic is about 80gBS, for example |
efght 9600 baud display terminals doing output |
only (assuming sufficient buffer space is }
available), |

ANTS
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programming and Maintenance Costs

The ANTS MARK II NCP wag designed in two man
WeekKs, coded in siX man weeks, and debugged in
séven man weeks, for a total of flfteen man
weeks, Note that the desidgners had the longer
experience with ANTS Mark I, however,

Frogram Size
code size

The program is 4K words of 16 bits or 64,000
bits,

table size
Tables are dynamically assigned from the
system free memory pool, but a typical load

might require 1000 bytes of 8 bits each oOr
8000 blts.

buffer size

There are (MP input and output puffers of 256
bytes each for 4096 pits total,

total size
Thus the total siZe is about 76,000 bits,
Performance Measurements
There have pbeeén no performance measUrements as
sUch, put it is noted that the system can

support 9600 bit per second terminals with no
apparent degradation of the terminal speed,

DEC PDP10 Meonitor
Programming and Maintenance Costs

The NCP and ServereTelnet programs together were
written in six man=months, The UsersTelnet and
Server~FTP are included in the code 4in the
PDP»15, The program was only recently completed
and a normal maintenance level has not been
Q't?bli’hed.
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Proaram Size
code size

The NCP program is 12K 18 pit words or
216,000 bits,

table gize

The table size is 12K words or 216,000 bits,
buffer size

The buffers are included in the tables,
total size

The total size is then 24K words or 432,000
bits,

Ferformance Measyrements

NCe performance measurements have been
performmed,

BKY
Fregramming and Maintenance COosts

The NCP coding effort tookK oOne maNwyear
including a montn 0¢ debugging tiMe,

Program Size
code size

The code is apout 8K words of 12 bits each,
or 96,000 pits,

table size

The tables are reserved 2K vords of 60 bhits
each, or 120,000 pits,

buffer size

The NCP alSo has an input and output puffer
to the IMP, each capable of containing one

82

24295




JBP 24~0CT=74 12141
Postel == DRAFT e« NCP Survey == DRAFT == 24 OCT 74

full megsage, Oor a total puffer of 16,000
pits,

total size
The total nymber of bits then 1s 232,000,

Performance Measuyrements

Since the NCP was completed just at the time of
the sUrVeY no performance measurement is
avallable,

Summary Chart
The following chart summarizes, by system, the size

cf the program, tables, buffers, and total of
these, for each NCP,

Code Table Buffer Total

TENEX 144 54 144 342
Multics 792 N 110 902
360/75 416 424 . 840

360/91 120 40 40 200

370/158 280 96 - 376
3707145 - - - 800
B6700 720 288 - 1008
TIP 96 32 64 196
ANTS 64 8 4 76
DEC10 216 216 - 432
BKY 96 120 16 232

Note! The table entries are thousands of blts,

7,0 Summary

The findings of the survey of netwWork control prodrams
are presented in this section, These remarks might -
pest be lapeled opinionm rather than conclusions
because of the sparseness and inconsistency of the
evidience,

First note that the ARPANET works, The NCPs in the
hest do communicate among themselves, and user level
pregrams in the various hosts do Communicate with
other uyser level programs in other hosts,

This has been accomplished by a yncoordinated group Of
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systems programmers working for diverse organizations
gecgraphically distributed, These programmers
established a working group and used a serles of
technical memos (called Regquest for Comments) to
exchange information and viewpoints on the developing
protocols, Several meetings were held to gather
concensus on protocol issues and adopt proposals for
implementation, The specifications produced by this
precess are loose in several respects, the two most
{mportant areas being the functional specification of
the user preceéss to NCp interface (system calls) and
the regquirement for gueueing of reguests for
cennection,

The current host to host protocol has several flaws in
addition to the weak positions on the user interface
and queueing cited aboye, Error control {s present in
a very limited sense, the ERR command is useful for
reporting detected protocol violations, but such
vieclations shoyld arise only due to program bugs, and
the ERR command is not employed by many of the
implementations, The hosts should haye a means Of
ensuring that the data transmitted is received
correctly and that the messages transmitted all
arrive, The first problem coyld be attacked by an end
to end checksum, and the second by a Message sequence
nymber, -
Anether problem is in the flow control aspect, while
the allocate mechanism is constructed to alloWw quite
flexible buffer managemept, mapy of the
implementations have chosen to use a very simple
strategy, often one that requires an allocate for each
messade, thus insuring a host to host round trip delay
betweeén messages of the same conversation, Similarly
the host to host protocol requires a host to
destination IMP round trip delay between each message
of the same conversation by requiring the NCP to wait
for a RFNM to each message on a logical link before
sending another message on the same logical link,
These constraints limit the throughput achievable on
any particular connection,

The performance measurements Of network control
pregrams has been very spotty and informal, There
sheuld be some consistency and regularity to
performance measurements, There nNeeds tC0 be a standard
set 0f experiments defined and these experments should
be performed regularly,
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Generally network control programs implemented as core
resident modules are capable of higher throughput
ratés and cause gmaller delays, this is not
necessairly due to better coding but usually due to
aveidance of the pagding or swapping overhead incurred
with a nonresident program, On the other hand the
nonresident pregram may have the advantage of not
tying up core memory when not in use and may be able
t¢ have enly the active subroutines in core thus using
a gsmaller portion of core even when in use,

There is no aythority to designate netwOrk contrel
preorams complete Or correct, There should be a
mechahism f0r a third party to review and certify
NCFs, as the situation stands each implementation {s
coOrrect only on the word ©0f its implementer,

The dOcumentation of network control prOgrams is
spotty, often there is no documentation (other than
the code) of the program, however see <BBN91>,
<whitel>, <hWinett>; <wWong>», Further it 1s sometimes
difficult to find documentation on the user prodram
interface (system calls), This latter problem is
serious in that it tends to prevent users from
ceonstructing inovative applicationg of the network
facilitlies,
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As,1 Glossary

Apbreviations

AEN
another eligntbit number

ALL
A host to host protoeol pgommang to allocate
puffer space to the sending NCP in the recelving
NCP.

ANTS
ARPA Network Terminal System

ARPA
Advanced Research Projects Agency of the
Department of Defepse

ARPANET
AdvanCed ReSedrch Projects Agency Computer
Network

ASCII
American Standard Code for Information
Interchange, The character encoding used in the
network,

BBN
BOlt, Berangk, and Newman, Ine, Cambridge:s
Massachusetts

BKY
The Operating systel used at Lawrence BerKeley
Laboratories for the CDC 6600 compyter,

CCBS
center for Computer=based Behayorlal Studies at
University of Califgernla, Los Apngeles,

cone
Control Data Corporation

CLS
A host to host protogol sommang to ¢lose the
connection,

DEC
Digital Equipment Corporation

DMS
‘Dynamic Modeling System, A host computer on the
ARPANET at MIT,

EBCDIC
Extended Binary Coded Decimal Interchange Code,
The character encoding uysed primarily by IBM
computer systems,

FCP
File Control Program

FTP
File Transfer Protocel
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IBM
International Business Machines
Icp
Initial Connection Protocol
IPC
interprocess communication
IMP
Interface Message Processor
LBL
Lawrence Berkeley Laboratory

MCP
The oPerating system for the Burrougns 6700,
MIT
MassaCpusetts INstitute 0¢ TaCnnNology
Multics
Multiplexed Information and computing Service,
the operating system for the Honeywell 6180
compyuter designed and implemented at MIT's
project MAC.,
NCC
Network Control Center at BBN,
NCP
Network Centrol Pregranm
NIC
Network Ingormation Center at the Augumentatien
Research Center of Stanford Research Institute,
Menlo Park, California,
OS/MVT
An IBM operating system for the 360 series of
eomputers,
PDF
Programmed Digital Processor
RAND
The RAND Cerporatjon
RFNM
RegquUuest FOr Next MeSSage
RFC
request for connection
RTS
Receiver to Sender request for connection, A
nest to host protocol command,
§pC
System Development Corporation
STR
Sender to Receiver reguest for connection, A
Rost to host protocol command,
TCP
Terminal Contrel Pregranm
TENEX
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The operating system designed and implemented by
BBEN for the DEC PDP10 computer,

I1P
Terminal Interface Processor
UCLA
University of California, LOos Angeles
UCSB
University of California, Santa Barbara
ucCsD
University of Californja, San Diego
Ul
University of Illinois
VM
The IEM operating system ¢0r the 370 Series Of
computers,
Terms

another eightpit number
The user prodram specified portion of the socket
number,

ARPA Network Terminal Systenm
A particular small host system designed to
interface a wide variety of terminals and
peripherals to the ARPA network, This system
was designed and implemented by the Center for
Advanced Computation at the University of
Tllinois, The system operates on a DEC PDP1l}
computer,

connection
The form of interprocess communication provided
to the user level processes by the NCPs ({n the
host computers, A connection i{s a logical
simplex stream Oof data from one poOrt Of one
process to another port of another process in
the network,

¢ontrol Message
A message ¢Of the regular typej that contains
host to hogt commands,

File Control Program
That module in the operating system that
controls the access to files by the user
processes,

File Transfer Protocol
The protocol that specifies the communication
interaction required to move blocks of data
(f£iles) between host computers in the network,

full duplex
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A channel in which data can flow in both
directions simultaneously,

half duplex
A channel in whiech data can flow in both
directions, but may only £10w {n One direction
at a time,

header
The centrol infoermation at the begining of a
packet,

nost
A eomputer attached to an IMp, A Nost does not
necessarily offer services to other computers in
the network,

Initial Connection Protecol
The seguence of actions taken by user level
programs to establish a pair of connections
between a user program and a service progranm,

Interface Message Processor
The packet routing computers which are the nodes
of the ARPA network, An IMP {s connected to
between | and 5 other IMps and to bhetween 0 and
4 hosts,

interprocess communication
The facility for one process to communicate with
another process,

leader
The £irst 32 bits of a message, containing
address and control information, The most
important fields in the leader arej; the message
type, the 1ink nuympber, and the host address,

1ink number
A parameter in the leader that selects a logical
commynication channel between the source and
destination hosts,

message
The unit of transmission between a host and an
IMP, up to 8096 bits,

Network Contrel progranm
The program module added to the operating system
that interfaces the user processes to the IMP
and controls the communication between hosts by
implerenting the host to host protecol,

packet
The unit of transmission between IMPS, Up to
1008 bits, §
port

The input or output identifier asscciated with a
particular data stream of a process, For example
a Fortran logical unit number or a data set
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I
|
reference nyMber, Or an assembly languague data |
control block, |
prefix |
A 40 pit bloek immeadiately following the leader |
and containing the byte size and nympber of bytes |
of following text, :
process
A program in execution with its assoclated
address space, registers and location counter,
protoccls
The rules of behavior, in particular, the
allowed formats and seguences of communication
between two processes,
regular message
A message from the host to the IMP or from the
IMP to the host that is the nermal data carrying
type, when following the host to host protocol a
regular message may carry either a set of
contro]l messages Or & uysers data,
request for connection
Either 0f the hOost t0 hest ProtocoO]l commands STR
or RTS,
Request For Next Message
A message from the IMP to the host indicating
‘ that the previously sent message on the same
1ink nymber as this RFNM was received by the
destination IMP and has begun transMission into
the destination host,
socket
The terminys of a connection, The petwork wlde
name of an input or output port assoclated with
a process,
Telnet
The protocol (or the programs that implement it)
that specifies the communication interaction
such that a user on cne system Jains access to
the gervices of a second system as if he were a
local user of the second system, '
Terminal Interface Processor
An extension of the IMP to allow a varjiety of
terminals to access the ARPA network, The TIP
contains the NCP and User~Telnet programs as
well as the terminal handling code {n the same
processor as the IMP, In addition there i{s a BBN
constructed multi=line controller ¢O0r uyp to 63
terminal,
simplex
A channel {n which data can flow in one
direction only,
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Terminal Control program
The program moedule in the operating system that
controls the flow of data between the
interactive terminals and the user processes,

virtual
Being something in effect, but not in
actuallity, For example a virtual memory might
be one that a user process accesses as if (it
were a large linear core resjdent set of memory
wOrds, when in actuallity the memOry is managed
by the operating system using paging and maping
such that only a smal)l portion Of the ysers set
of memory words are in core at any particular
time,
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