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-ab;tractz The research into program composition, begun in reference (a), - “”ﬁi
is here continued, The technidue of program composition 1s ¥

epplied to the inverse interpoclation problem for two varlables A

in the form in which it is useful for the calculation of a s

firing table from trajectory data. This problem is analyzed ‘

and then exhibited as a composite of certain component pro- Bt

grams called divisions. The synthesls of the main program R

from those for the divisions 1s discussed in outline, and 4 e

that of certain of the divisions from thelr ultlmte con- g b

N

stituents is considered in detail. Standard methods:of per-
forming arithmetic operations, controlling lterations, test-
ing betweepness relations, and reading from tables are
proposed. | There results a technique of program construction
which promises some improvement over existing procedures; .
if developed further it is probable that the efficiency of a
computing establishment can be increased thereby. Certain ~ ™ i
considerations affecting details of the design of the machins ©|{
( . also aribe in these studiaa-ﬂ B ety
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Introduction

1. The present memorandum continues an investigation into program
compusition for automatic computing machines which was begun in a pre=
vious one, reference (a). The entire investigation, including both the
previous memorandum and this one, was motivated by, and is based on, a
study of the problem of inverse interpolation which was begun in a re-
port, reference (b), issued at Aberdeen Froving Ground, That problen
was selected for special study, in spite of its relatively simple
character, because it contains a wide variety of kinds of program com=
position; such a wide variety, indeed, that it is not unlikely that most
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of the kinds of composition which one is apt to meet in practice will be ?%
exemplified there, Vhether or not this is so is not relevant; for if ”1E
other kinds of composition should be found necessary, they can be added %
to those considered in these memoranda afterwards. It is certain that ¥
the prablem contains many kinds of common occurrenca; and that a con- ?
siderable number of the more complex computations, such as the step-by- -
step solution of differential equations, can be programmed by the aid of -éf
the principles developed here. %

% .
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2. The dependence of this investigation on the inverse interpola-
tion problem will become more obvicus in this memorandum than it was in
the previous one. This is because of the effect of some accidental
factors in the management of this investigation. The first step in the
study, as planned, was to analyze the inverse interpolation problem into
its main constituent parts, and then to study the kinds of composition
necessary to reconstruct the program from these main parts. The first
memorandum considered, besides certain generalities of the preliminary
nature, the kinds of composition arising in this first stage. It was
not possible to include the corresponding synthesis, here called thg main
synthesis, in the first memorandum. Practically all of the research re-
ported on:there was done in Juhe 1948; and the memorandum, whic@ vias
first submitted July 26, 1948, contained as much as it was possible to :
put in it of what had been done up to thatl time. Thus the main synthesis,
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although conceived as a part of the first memorandum, had to be delaygd “u-'”ﬂﬁ%
80 as to form Chapter I of the present one. It will be soen that the A &y
main synthesis is, essentially, a special case of the kind of composi- T

-

tion considered in reference (a), Section IV L.
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. “investigation than had, at first, been enticipated.
" have.a point of view sufficiently different from the present one so

3. Beyond this point there is the consideration of how these
major parts, here called divisions, may be compounded from simpler
parts. This enalysis, and the corresponding synthesis, occupies
the later chapters of this report.

4o This enalysis can, in principle at least, be carried clear
down untll the ultimate constituents are the simplest possible programs,
These programs, which are here called basic programs, each consist of
a simple order plus the necessary outputs and data. Of course, it is
a platitude that the practical man would not be interested in composition
techniques for programs of such simplicity, but it is a common
experience in mathematics that one can deepen one's insight into the
nmost profound and abstract theories by considering trivielly simple
examples, Accordingly, the objective here wlll be to build up the
inverse interpolation program from the basic programs themselvea,

This objective will be approached as closely as time permiis. WVhether
or not an improvement in methods of forming simple programs from
geratch will be attained in this way will be left undecided.

5, It 18 necessary to specify these basic programs rather more
in detall than was done in the first memorandum. The discussion of
thelm will cccupy Chapter II. That will be the place to introduce
other assumptionsd in regard to the machine, and to make suggestions
in regard to additional sorts of basic programs,

6, The synthesis of further programs from the basic programs
will be considered in Chapters III, IV, and V. The first of these
will deal with "arithmetic programs%, i.e., programs which do not
involve any discriminatlions or partial substitutions. In this case
a8 more or less complete theory for the construction of an arbitrary
such program will be given. This program will not always be the
shortest one possible to attain the required result; bul, at least,
it will be sutomatic as soon as certain decisions are made, In
Chapter IV discrimination programs will be considered. Here the
emphasis wlll be upon the kinds of discriminations needed in the
inverse interpolation problem. A composite program will be constructed
in this chapter which will give, so to speak, the complete logical
structure of the inverse interpolation problem, Chapter V will be
devoted to secondary programs. These lnvolve what Goldstine and
von Neumann (Reference (¢)) call "variable and connections". It will
be found that another form of program composition will be necessary
in this chapter.

7. Since the first memorandum was written, the third part
(Reference (d)) of the report of von Neumann and Goldstine has appeared.
This report involves rather less overlapping with the present '
Those authiors
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‘means of the machine itself,

. circumstance.
" plamned . with this eventuality in mind, end in every case it can be

PR Y

. "%I% 1d paid that during the war an error in one of the firing Tableg & ot ]

- completely programied v 'm;?fiﬁif;
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that it is not immediately cobvious jus® how the two investigations
should be put together. Accordingly, it seems advisable to continue
the Independence of thls investigation, al least for the time bLeing.
One aspect of the problem, however, is that it is no longer necessary
to consider, viz., the question of how a progran conposition can be effected by "
In Reference (d) there is given a ¥/
preparatory program for carrying out on the main machine a rather _'a;
complicated kind of program composition. Bul one comment seems to be
in order in regard to this arrangement. The scheme allows certain data
to be Inserted directly into the machine by means of a typewriter-like
device., Such an arrangenment is very desirable for trouble-shooting
and compubtations of a tentative sort, but for final compubations of e
major importance it would seem preferable to proceed entirely from a e
program or programs recorded in permanent form, not subject to erasure, b
such that the computation can be repeated automatically, or at least
in a uniquely determined manner, on the basis of the record.* It is
supposed here that a file of such programs will be built up,; and the
objective is to form complex programs of that sort from simpler cnes,
Of course the procedure would be useable under other circumstances,

_ 8, Two incidental points in regard to this project need to be *
emphaaized in order to avoid misunderstanding. '

9. In the first place the present memorandum is not intended as

a contribution to the technique of inverse interpolation, That problem - _

1s considered here because it is interestling from the standpoint of 7 A A
program composition., The methed of carrying out the inverse inter=- 3 s
polation is also chosen from that same point of view, Although a S8 M e
number of refinements are introduced to make the scheme adequate for U
inverse interpolation, the question of whether this program is the = ¢ P2
nost economical for that purpose is not even considered.. 4 eRE

10,

S

In the second place the ideallzations and assumptions made
in Reference (a) are maintained here. However, in the prograns RO
constructed due regard is paid to the consecutivity of orders, i.e., O Y
the restriction that the exit of an order is always the next following T D ey
order, except that unconditional control shifts and stop orders have ¥
no exits, is adopted., It seems hardly necessary to discuss in detail '
the medifications in the theory of Reference (a) due to this Wy e
The discussions in Reference (a), Chapter IV, were - . v

seen, by putting in the exit numbers eﬂplicitly, that the theory of, T
Reference (a) applies, _ Tt

k. Sy S T

was caused by using the wrong lead screw in the differential ‘analyzer,” .= =« [~
Such an error would have been impossible if the oalculation had baan e i R
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11, The investigation reported on in this nemorandum is
unfinished, The objective was to ereate a programming technique
based on & systematic logical theory. Such a theory has the seme
advantages here that it has in other fields of human endeavor.
Toward that objective only a beginning has been made, Further study
of the matter will doubtless lead to essential inprovementse.
lMloreover, considerations affecting the design of the machine are likely
to arise, so that it is advantageous that such studies be prosecuted
before the designs are completely frozen. Efficiency in the management
of an evenjual computing enterprise can no doubt be furthered by such
a study as this, but if it is to have that effect it must be pursued
while the plans are sti1l in the formative stage, and it nmust be
carried beyond the stage of preliminary analysis to the point where 1t
can be tried on practical problems.

CHAPTER I

The Inverse Tnterpolation Problem end 1ts Main Synthesis

A, Formulation of the Problen

12, The problem of inverse interpolation may be formulatea
as follows. There is given a table of the functions

% ='f/u (2, ¢) ' (1)
for the afguments
o= ¢, + A A, (2)

£ =1 + R &L,

where K end N range over certain segments of the integers. It is
required to tabulate certain functions

20 =9 (a,p) (3)

for the values

o= gt 1 0%, L

=0, +p0a,
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in which A and A range over certain segments of the integers, the
range for A being the same as boforc. These functions g ave to
be calculated so as to satisfy the identities

So[ga(e0), 8] = e, (5)

'?'/v(¢;¢)=f/[fjs(“:¢): ¢ ], (6)

13, This problem was originally considered in Reference (b)

with reference to the calculation of firing tebles from trajectory
data., Here the data (1) represeat the coordinates of the shell, and
possibly the components of its velocity and ecceleralion, as functions
of the time of flight % and angle of departure. ¢ . Now it is to
be noted that the quantities a and Yo have the same physical meaning,
as do also the quantities U and %, y. and g, fore>o0. Thus
if y, is one of the coordinates of the projectile, say its absclssa,
then the final equations (3) will glve the time of flight, as well as
the other y's, as functions of yp, and ¢ . Two successlve applications
of this process will give a firing table, i.e., a table listlng t and

¢ possibly along with cortain of the y's as functions of the
coordinates of the target.

14, The problem will be considered here, however, entirely apart
from the sbove physical application, Likewise only a single inverse
interpolation will be considered, It is evident that by progranm
composition two or more of these lnverse interpolation processea can
be combined, and so on ad infinitum; the line will be drawm at a

single complete process. However, the formulation will be carried through

without specification &s to the number of walues of K , X , L

or p ; so that certain numerical constants k, 1, m; r must be given
in the quantity program., Furthermore we shall adhere to the restriction,
motivated by the sbove interpretatlon, that the inequalities

f‘(*‘f; ¢) = P08 (7)
72, ¢) <o, (8)
6 NOLM 10337

P T o
gy




oy =
TN,

—

——

1;
|
.
b

where £# and £ are the first ard second derivatives of # with respect
to 1t for fixed ¢ , held throughout the range considereds

Be Malvsis of the Computation

15, We now consider the carrying oub of such en inverso Inter-

polaticn circulation, without regard to the nature of tho instruments useds

16, It is evident that the detormination of the 2. for a glven
fixed value of ¢ requires only the use of the equations (1) for the
same value of ¢ o Thus we can carry through the computation with ¢
determined by (2) with successive fixed values of & o Each such
calculation for a single A will be called a groun.

17, Within any one group Wo have essentially en inverse intoer-
polation gro‘blem for functions of one variable. Wio solve the equatlons
(5) and (6) for the successive values of a given by (4). Each such
caleulation for a fixed a will be called a round.

18, Within any round the parts for fixed g are distinct. Each
such part will be called a hase, The phase for se=o¢ will consist of
the solution of the equation (5) for the given values a and ¢ 3}
this is inverse interpolation. The phases =0 are calculations from
(6); these are all direct interpolations.,

19, Before considering the further analysis of a phase we must '
make some general statements ahout interpolatlon.

20, Let f£(t) be any one of the functions (1) congidered as a
function of +© only, Then we seek a polynomlal Fy (t) which forms a
gatisfectory approximation to £(t) for

IO-FE&I:."EIC.Q-!-{Kr:)A.t,- (9)

It is convenient to teke a variable u such tha®

X o= Xy, + (K +w) X (10)

1s04,

A - AL - Hax
af

Then, supposing a fixed value of K, we sel
i/ NoLM 10337
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Fle =4 [£ + (k +w) at], (11)

We shall then cell the epproximating polynonial P(u) and suppose that
it forms a satlsfactory approxlmation to F(u) for

°©
A

w < 1. (12)

We shall further suppose that P(u) is determined linearly by the data
in the range

- S 24 (13)

Ordinarily P(u) will be determined solely by the values of F(u) for
integral wu din the range (13); this will be called the pormal gituation.
But it is conseivable that P(us ney be determined by the values of all |
the functions (1) in the range (9) corresponding to (13)3 eny such

case will be called a generalized situation., The osculatory interpol-
ation considered by Lotkin in Reference ies is an instance of a
generalized situation.

21. In the future the term galculation will be reserved for the
computation of such a P(u) for & given value of u. Sucha calculation
will involve two parts, viz.: (l? the computation of coefficlents,
otc., which do not depend on the value of u, and (2) the final
conputation, Those parts will be called the constant end variable

arts, respectively. In case the calculation has to be iterated for
a new value of u, only the variable part needs to be repeated.

22, We return now to the analysis of the computation of a phase.

23, Evidently a phase for,u:dvﬁjj_consist of a single calculation.
In the normal situation we shall suppose that the P(u) is constructed
in the same way in all the phases, So that in a new phase we merely
repeat the same calculatlon program with different data, In a
generalized situation there may be a different calculation program for
each phase, One possible case ig that where the phases are grouped in
sets, with the same caleulation progran.in each sel. This i8 of same
interest in case functions (1) are x, %, X°, ¥, &) ¥, etco; then

8 NOLM 10337
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X, %, % all use the same data, while the paira X,y and i,i, etCoy

a1l use the same calculation programe. This would require the
congideration of stages intermediate between a phase and a-round,

Tt is not profiteble to consider how to program all such possibilitles,

24, 1In the phase ms=0the first step is to determine a value of K
such that there will be a root of the equation (5) in the range (9).
If we set, ignoring the argument ¢ , CLN IR _

/y,‘zzfo(z,»(mf-;.)ar), (14)

the value of K will be correct if

(15)

Under the assunption (7) there will then be at most one root of (5)
for the entire range of our computations; hence, if (15) is satisfled,
there will be a unique root in the range (9). The value of i 80
determined will be called the state, and the part of the computation
concerned with determining it will be called the state determination.

25, Once the state has been determined there are at least three
procedures open for the further computation in phase ,:=0, vizes
(a) We may use a Lagrange interpolation formula, If we use this
formula without restriction to equidistant arguments, it is well known
that inverse interpolation is no different in principle from direct.
Tn this case the further computation of phase =0 consists of a single
calculation with the roles of dependent and independent variable
reversed. (b) We may use an iteration process of the form

Ly ay T Ay T O, [ P(.u}y) \i a.] (16)

where P(u) is the polynomial approximation to F(u) =4, (% * (K] at,
and the ¢, ere constants suitably determined. This is the process
considered in Reference (b), Section 3. (c) We may use an iteration
which proceeds digit by digit, as in Horner's method or ordinary long
divieion., This is the procesas considered in Reference (b), Section 9.

26, In the present memorandum only the possibility (b) is

considered. The sole reason for this is that it seems most interesting
from the standpoint of program composition, Then the computation for

9 NOLM 10337
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“ }ﬁ'“' ¥ phaée:/uaa will consist of an iterated serles of ‘caleculations, thBﬁf _ ';ff’

' iterations, which involve the variable part only, are under the ‘control - Bz
of a program which we shall call inversion gontrol. ‘

C, General Assumptions Conserning the Frogram _ .fé:

27. In order to realize such a schedule, we shall have to have a -Qif

more specific plan than that gketched above. - Accordingly, we shall il

" make the following speclal assumptions: 4 -;EE
(a) We consider the normal situation only. W

(b) We shall suppose that A ranges from O to 1, ‘@ from O ;{”

to - , o from Oto m and k from O to k. The e

program will work for arbitrary values of these letters, - P,

except that we must have k> p ¥ q. e

i ' (¢) Our program will be that of the thasic scheme® of "_;;;

? Reference (b). Bub we shall include safeguards which Tk :Sﬁﬁ

' will confine k to the range , *wﬁ
o ; R A ';ig
i LK A9 (17) oy
: G

. ‘:‘:I,

] = v ai:::
S and also a safeguard against riding over a paximum of© - R
‘ £,(t) (i.e., for stopping a group when (9) fails to hold). v A
But we shall not include any auxiliary test.* _ vt

(d) As required in the basic program we shall include in the
inversion control various safeguards. We shall insist on :
monotone convergence, shall require that (13) hold and k3 ¢
that the number of iterations shall not exceed n (which BT
is supposedly given in the data of the problem), Like= '

wise we shall require that all ¢, be the same, so that we . Fh
write ¢y =¢ o This c is also given among the _ U A

constants of the problem, o S

(e) 1In view of the safeguards required in (¢) and (d), it may
be necessary to terminate the computation, or some part W 87
of it, due to various abnormal conditions, ' Some of these 4
abnormalities may be due to errors in the formulation of - e
the problem or may indicate melfunctioning of theé machine;

#An auxiliary test of some kind is 1ikely to be necessary for any ,
practical realization of the progrem. The essumption mede here, that 3
k is the same for all A , is unrealistic, and an auxillary test would -

be one way of taking care of this departure from reality. y

s T oo T8
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in these cases it i1s appropriate to stop the machine e
(by bringing the control to a special output), The output .
end the configuration of the machine will then show the
reason for the stoppage. But others of these abnormalities
will occur in ordinary operation due to expleinable causes,
Tn such cases it seems better to have the machine make &
note of the sbnormality and proceed to the next group or
round, This can be done by providing a location in the
memory for receiving such a signel, This location will be
called the group or round error rezister. The signals them=
selves can be wndlscrvarious digits, and can be generated in
the machine or given in the data of the problem, If printing
of results is to be provided for, the error register should
be printed at the conclusion of a group or round to show
whother the component was normal or abnormal.

D. General Characteristics of the Program

28. The program will be divided into sections designed by capital
letters according to the following scheme:

A,
B,
Co
Do

E.

F.

G.

Orders, other than storage orders.

Location numbers, i.e., storage orders.

Given quantitiea, other than values of the functions.
Quantities calculated in the course of the computation.

Working locations, i.e, locations reserved for temporary
storage of the xj (defined by ).

Storage of the functional values:

/it

Storage of the answerss:

G/‘f“\ =y fa.offd-t, ¢'f34")'. (19)

Other answers.

I. ' .--{ -.
et

e e s s

F KA R, f/" {'ro f—ﬁdi, ¢a + A A¢) ; (18)
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29. The locations A-E in the above list will be supposed to be
in the active memory of the machine; the location F, G, H may or may
not be. We shall study the program as if these locations were all
in the active memory; nevertheless, we shall regard the transfer of a
quantity to G or H as a printing of that quantity. Transfers will be
made to these locations, but never from them,

30, Evidently the locations A-B will constitute .the order program,
the location C=H the quantity program. The locations C and F will
contain the data of the problem, G and H the answers, The locations
C and F will be kept unchanged throughout the computation.

31, In the following we shall let e, £, g, h denote the location
numbers of the initial words of E, F, G, H, respectively. Then we have:

f = etpigtl
g = £#(u+l) (ktl) (£ +1) . (20)
h = gt(ml) (r+l) (4+1)

32, Further the locations of #, , Fuua, G)‘J"z will be, respectively,

e + K + o

{ fﬂ#&(m'f(}fl(ﬁﬂff’(,&*d‘)

= f"’/“ + (omti) [0 + A (R ¢1)] (21)

g bt p (antt) + A (antt) (n+1)
=g tp ot ()[R +2A (4],

33, As for B-D we shall not specify the exact location of thelr
contents at this point, Instead we shall require simply that B
contain e, f, g, and h* and that C, D contain the quantitles listed in
Table I, Here v is the location for the result of a calculation and
8 = piq; the other unexplained symbols have been defined in the preced-
ing discussion. These locations will be referred te by the same
symbols as those used for their contents.

Teble I
Integers Physical Quantities ise
C k, 1, my n, $ostos 80y 69, 44, sa | Ervpr signals
Py 4 * Cy € - et
D - Ky Ay 5 v ¢,%;, a, u, En:or rqgia.ter§
: Pl 3, 8 ¢ . ; gl .

Ay .

#Even.this is not necessary if we use the orders Gh as in the schedules

of Chapter V. In that case there will be no locations B in the program“;ﬂf in

- . nomi10337
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: g_ E. Major Divisions and Their Specification

; 34e According to the principles stated in the introduction, the |

f first step in planning the program is to analyze the computatlon into

) certain mein parts, called here divislons, such that the program can be

i synthesized from them. These main parts must be such that they, or at

' any rate some of them, are independent computations in their own right,
or are modifications of such computatlons.

! 35, If we examine the analysis made in Sectlon B above, we find

that there are two processes, viz., calculation and inversion control,
which presumably will be of interest in other connections, Likewlse
state determination, inasmuch as it is an eleboration of a bracketing
procedure, is likely to be a modification of a process having application

— g e g

olsewhere, These three, then, we adopt as major divisions, and we i
suppose, for the moment, that we have programs for them, 8
([ 36, If we go beyond this, we see that there are four ranks of paris '=E
f or stages into which the computation may be divided, viz., phases, |
{ rounds, groups, and the complete computation. In any stage of each of 1
; these ranks it will be necessary to do the following four thingss F
- A, Start the stage, i.e., make the computation preliminary to S
: the first stage of next lower rank, set the appropriate *
; index (A,p,x,#) to its initial value, clear the error 1
e register, etc, S
£ B. Control the iteration of the stages of next lower rank.
¥ G. Terminate the stage, which includes printing of resulis, am k.
! jneluding the error register. : i
D, Reglster an error signal or take other appropriate action E
in case of ebnormal termination of the atagee. y 5] e

These actions are very similar in the different ranks. In the highest
rank, the main computation, there will be no need of Parts C and D3
while in the lowest rank, that of a phase, there will be no substages
to be controlled, But even in the case of a phase there will be
calculations to be controlled, with or without the intervention of

T T T T

h’ Tnversion Control, Thus for each of the four ranks there will be

3 a program for effecting these actlons, and the programs will be

4 similar, especially for the three higher ranks in Section B, Such a
f program we shall call a control program. .

b 37, The preceding considerations suggest thal our ma jor divislons 20
ot E should consist of four ranks of control progrems together with the o
three 1listed in par. 35, glving seven nmain divisions as follows:

L LN - I, Main Control,
a4 II, Group Control, R AR i e
oy III. Round Control, R ) i
AR b A IV, Phase Control, Sl e Pl Ty
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V. State Determination,
VI. Calculation, and
VII. Inversion Control,

38, In order to synthesize the complete program from these main -
divisions, it 1s necessary to consider the inputs and outputs of these
divisions. This will occupy the next few paragraphs., The results are
summarized in Table II.

39, The control programs IT, III will each have three inputs and
two outputs. The three inputs will be as follows:

1. To start the stage (from next higher stage).
2., To take appropriate action at terminatlon of a lower stage.
3. To take appropriate action if the stage is abnormally terminated.

The outputs will be:

l. To start the next lower stage.
2. To terminate the stage.

40, In the cases I and IV this situation will be modified. In I
the only difference will be that there is no input. In IV there will
be three analogous inputs. The first input, to start the phase, may
come in from III with a tentative value of K , In phasep=9 this will
have to be checked in V. If V changes the value of K , the phase
setup (IV A) will have to be done all over again, hence the first input
to IV may recelve from V also. After the state has been determined for
w =0, and in any case for s>0, a calculatlon will be ordered, The
output to this calculation must come back to IV on a second input; this
will be a signal to terminate the phase if x>0, but to turn over the
control of the calculations to VII ifx=0, After VII has finished
there will be a third input to IV; and this third input will take the
place of an abnormal phase termination., For IV there will be, therefore,
four ocutputs, viz,

- ¢ .-.‘ ; (7 .
b R e Winp .
e M T B O ST ek T

et e L . Bo b T - -

ol

b TRy
b sl ; “s_.;‘-_'rjt-(q. =
P e, O o e Bl

=T S

s TP UL e SUEL . s

1. To order a state determination if fo= 0.
2., To order a calculation if > 0.

3. To bring in VII,

L. To signal that the phase is terminated,

T
- Ear0-2

These four outputs will go to the inputs llsted in Table II,

%

-

41, In V there will be only one input, viz.,, from IV, There will
be a variety of outputs according to & complicated series of discrimine
ations. If (15) is satisfied, V will of course order a calculaflon.

If a < #, the procedure in Reference (b) was to terminate the round. -
Here this will be modified so as to allow an irregular calculation if

14 NOLM 10337
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< 4, -

In that case V will cause a modification in VII so as
restriction to monotone_convergence before giving the

proceed, If # 5 & , V will also order an
n, = # 3 this prevents going o
no longer holds (cf. Reference

to see whether K can
increase, restore u

distinguished without
requiring that u and H

ver a maximum
(b), section 8).
be increased. If it can,
to zero, end go back to IV.
it will also order an jrregular calculatlo
necessity for terminating the group to be

there will be three types of irregular calculations;

the necessity of an error signa

be printed (in H) with each ro

taken care of in VII.
these can be
1 simply by

und. (The irregular

by WL ] :‘1“_,-.'..',. ¥ g A i
N B PRl SR Sl TR

(22)

to relax the
signal to

irregular calculation if
into a region_where (7)
If ~ <%,V must test
vV must order such an
If it cannot, then
n, leaving the possible
Thus

calculations will have a u outside the range 13), There will then

be three outputs to V,

1. To order a
2. To order a

3. To order an abnormal ro

viz.

calculation.

new phage setup (after increasing ).

und termination (for a < #.p

e,

42. The division VI will have two inputs, viz., to order a complete
calculation and to order the variasble part only. The former will recelve

its signal from IV or
output, viz., to IV, 8

V, the latter from VII.

ince it is neces

There will be only one

sary to report to Phase Control
for diserimination as to whether fa>o or Y 0 o

43, The division VII is only called in on orders from IV. Hence
There are a variety of outpuls, as follows

it has only one input.

1. To order a

new iteration.

and (13) holds.

2, To signal termina
3, To signal abnorma

This occurs if Q) > € , V <m,

tion of the iteration, if
1 termination of the group if 4 >4

L. Error signal, if © (o) E=EN
5, Error signal, if v > m.
6. Error signal for « < —4.

... These specification
inputs to the different divisions
outputs by 0 with subscripts,

without indication of
computation, Of these
progrem; the outputs

division,

Oz, 03 and 0y &r

15

s are summarized in Table II.
are indicated by subscripts, the

The outputs 01, Oz, O3, Oy

are the outputs of the composite

0, is the output for normal completion of the

e error signals.

| 9(«)| < €%
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Table I

Inputs and_ Outputs

e e A e g ot 18 4

e et -

i Lol

S

' %

i
8
,“‘?
.;

!

F;yiglpn 1 2 3 4 2 6
Inputs
I Start 1I-0p
11 I-0q II11-02 | VII=-O2
11T 1I-09 IV=0y V-03
v {I11-0y VI-0y | VII-O,
[ v-02 ] ¥
V IV-O]_
VI (Iv-05 | VII-0y .
( V=04 ‘
VII IV=05 {
Cutputs
I IIl 01
111 IV1 11,
v V1 vy 111,
VI IV
Vil VIp IVs 115 02 03 04

F. Main Szgthesis

e T T Ag— WA

T

e o — T M-

45

I e 0 e 54, = 3 T, e

Table II, constructed in the last section,
how the complete program can be put together .Tom those of the divisions,

provided they satisfy the requirements in Section E.
for the complete calculation in the notation of Reference (a), pars

is as follows:

shows immediately

In fact the formula
108

g, —. ¥, — I, *.
YO, —  VL¥ XL ¥

% IE,%.&.J}IS*:&:II,*:&
SR Eo% 10 (23)

& Ifar&o,&oa&o*:&:m,_*:
§ T x:..%0,

16 NOLM 10337
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: In the notation of Referencs (a), par. 109 the program is as followss
n [m o fwm [vn v o
3 IV %
. ; TTIg*
.‘ i
f VIq*
r VII; [ VI
;
| b’
lar : IIB*
i
1 %2
4
s i 03
ete E 04
oive ; v
: 111,
4 1o
H
f | 5
| :
i i
¢

For some purposes the following is more compacts

Il ‘[ IT4 -EIIIl IVl —V VIl —y IVZ*
I1I3%*

—PVII*

+VIIl —1"? VIy*

LPIIIz* — IVB*

W P R e Y Ty T - 4

i ' [: 03
o : 0
{ f
v 17 NOIM 10337
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This modification of ths notation of Reference (a), par. 109 will be
used hereafter., The star is used, instead of angular brackets, to
indicate that the division has already occurred., Otherwise the notation
is believed to be self-explanatory. '

L6, The general structure of the program is probably more ;
perspicuous from Table II then from any of these notations. A flow char®
is exhibited in Chart A, ' ;

G. Schedule of Subdivisions

L7, For the purposes of later work we shall need a more detalled
gchedule of the problem than that given in Section Es That is, it
will be necessary to divide the divisions into smaller units, called
subdivisions, each of which performs some definite part of the
computation, These subdivisions will be so chosen so that the more
important ones contain schemes of X, computation which form a unit in
some sense, so that programs for them as independent computations nay be
presuned to be available, or else they are %o be modifications of such
schemes, It will, however, be necessary to make certain transitional

computations of a relatively trivial nature into independent subdivisions. L

48. The Subdivisions of divisions I, II, III, and, to some extent,
also IV were given above in Section E. Here we shall specify in more
detall what is to be done in these subdivisions, and shall also set
up subdivisions for V, VI, and VII. Certaln details in regard to
inputs and outputs cannot be given until Chapter IV, and the synthesis
of the composite progrem from the subdivisions will be considered there.

I. Main Control
A. Main Start

Recoive the start signal. Puts A=0, Makes other initial
ad justments, and may contain a check that A& > 4+ 4

B. Group Iteration Control

Contains an output to II A, and an open output which
indicates normal completion of the computation.

II. Group Control
A, Group Start

Receives starting signal from I-04. Prints ¢ = ¢, + A A P 1
to indicate starting of a new group., Seit8 a=a,, « =0 ,p=20,

k=4, Clears group error register,

B, Round Tteration Control (see Section E)

18 : NOILM 10337 ‘

@



g

C.

>

f D, Abnormal Group Termination

;‘:i . ; Receives signal from VII - Og, Puts a 1 in group exror
1) 5:._ register and goes out to C.

Ay III. Round Control i

i A. Round Start

}, Receives signal from IT-0p. Prints a = a, + pA8&:

B Clears round error register. Sets .. =o0. 4

f B. FPhase Iteration Control A

? C. Round Termination ;f?

i Prints round error register and goes out to II, - ;1

-

D.

Ive
k . A,

B.

. i ot 5

Phase Control

Group Termination

Prints the group error register. Cutput to I

Abnormal Round Termination

=
221"}

=y kg . T ey, &

Receives signal from ¥ - 03, Puts 1 in round error register
and goes out to C,

T

Kot

.;_‘_..,..,.:.-.._
K

Phase Start

This 18 a more complicated program than in the preceding
cases, since it is necessary to set up the working locations. )
It comprises three main parts: it

1. Reading F.f‘:"-“-:" into E_ . - %E

2., Iteration control of 1 from £ =-£ taxl:f inclusive, {!

3, A discrimination as to whether s >o or not, with e

outputs to IV = 01 and IV - O2. gi

¥

Phase Termination Test '$
id

s

Receives from VI - 0, signal that calculation is completed. ;{
Discriminates as to whether 430 o If w >0 goes to Cy ' i
iIf =0 to IZ-0, #
il

Phase Termination !
Prints o~ and goes out to IIIz. P 1LI
19 '

NOLM 10337 B




i T i D, Special Termination for s g.
i ‘ Receives signal from VII = Op that Lteration is complete,
i IR Puts X, + (K+w)sZ in &, Prints u end K '(to serve es
" error aignala for irragular calculations),, Goes out to C,
" _-,:-f ; V.  State Determination R
T A, State Bracket Test
5 ! Distinguishes between the following alt.ernatives with outputs
R as indicated, s
“*,.,ﬁ,,‘f, & < %, : - ‘.
A, £ & < out to V = 0y
¥, S5 %, ¥a é ¥

BAS A i My Out ©o B -

B, State Iteration Control 5
Controls changes of K , If a is not too 1ﬁrge’, puts KH
for # , sets «=0 and goes out on V - 0, If K is o0

large, goes out on V = 0Oy, '

WP VI, Calculations

i | . A, Constant Part (Coefficients, etc.)

' | Sets v=0 , Contains input VIJ_, and 'goes out. to i

B. Varia'ble Part ‘
Recelves from A and also from VII = 0;. Goes out to IV

_. S VII. version Control ' ) _ e

L}

A. First Transition

-

el o oy
H

Y

Puts — ¢ (N"-'ﬂ-) for wr. a0 B
B Approximation Tests ., ; Ty . : f RSTE - :
‘Di-é"binguishes the following alternativea with output.s as

indicateds 3
BRACT 6120 wa o g B B R Toade

T80, ¢

R o i [ e Lt P, e ATy # - T L i ey e SRR { ST AR O



, :-ﬁ'.;,- ':__;?

Uty

%

TES
b

A, R g
Mt ¥

Y Canipe by e A e e " .

i

s T

i it o e _:'.-: g o

v = —€ out to VII = 0
] ont to'VII ~ Oz

C, Iteration Control

Provents v from getting too large. If v>~m goes out cn

VII - Os, otherwise goes to Do
D. Second Transition
Sets w + A for =<

E. Bound Test
Distinguishes the alternatlves

o < = p out to VII = Og
-4 = 4 =} out to VII = Oy
“w > g out to VII = 03.

49, The subdivisions II 4, II D, III1 4, TTI D, VII A, and VIID

are comparatively trivial exemples of arithmetic programs in the sense
of Chapter IITI belowW. Since a general theory of erithmetic programs is

developed there, the subdivisions mentioned will not be considered

further, As for I A, it must contain provisio
and h, and for seeing that substitutlons are m
can be executed corr
Likewise the subdivisions IV A,
10, 1I1C, IIIC, IVC, and IV D require cons
The subdivisions I B, II B, III B,
they are discussed in Chapter IV, Section C.
involved in IV A, VI 4,

VII B, and VII E are CO
synthesis of the composite program from its subd
in Ghapter IV, Section D, bub certain details have to be left until

‘Chapter V, Section E.

nsidered in Chapter IV, Section B.

trd

n for calculating £, &

ade so that later orders

ectly, This involves considerations of Chapter Vo

VI A, VI B, and the printing subdivislons -

jderations of Chapter Vo ;

V B, and VII C are iteration controlsj -

Tteration controls are also.: . .

and VI B, The discrimination programs VAiy TRPCEA. |
The final ARRENEEE |

ivisions i1g taken up . _ o
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CHAFTER II

Basic Programs and Fundamental Principles

50, Evidently the simplest possible programs are those which
consist of a single order, plus such outputs and data as are necessary
to make a complete program, Such programs will be called bagic programs.
In order to form a secure foundation for programming theory, it is
necessary to devote some attention to these programs. Evidently the
listing of these programs is equivalent to listing the orders of the
machine., The present chapter will be devoted to these programs. It
will also contain certain conventions and principles which will be
fundamental to the later chapters. In these general discussions we
shall use symbols in senses which differ from those assigned to them
in Chapter I, but in the applications to inverse interpolation the
notation of Chapter I will be maintained. Confusion between these
notations will not be serieus, because it will generally be clear from
the context which notation is intended.

4
.}:
o

TR LTI o e U

A. General Preliminarieg

51, In this section we shall introduce some general concepts and
principles which are fundamental to the theory of programming developed
below,

52, The first concept to be introduced is that of a locatum.
Roughly speaking the locata are the words actually in the machine at
a given time., But, as the introduction of a new technical term suggestis,
this rough definition is not sufficient; we are thinking of these words
as tied to locations in a way which requires further definition.
A locatum is neither a fixed location in the machine, nor a word in such
a fixed locatlion, nor a fixed sequence of digits. Rather, a locatum is
a word occupying a position wnich is either the accumulator, the
register, or a location in the memory which corresponds (by some trans-
formation) to a fixed position in a progrem, called the reference
program, which is given in advance., Thus, a locatum is a variable which
can take different values in different stages of a computation and in
similar computationa based on different dataj; it may occupy different
positions in different programe being compounded, and conceivably in
different configurations of the same computetion, We shall designate
unspecified locata by the letters A’ and "4 " the accumulator by "A,"
the register by "R, and locata in the memory by the letters "x,"
Ry B Nz 0 By 0 iy 8 iy [Fith reference to any fixed configuration
or program we may use these same symbols to designate the locations
occupled:

53, The concept of locatum can be illuminated a little by re-
considering some points concerning program composition developed in
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Reference (a). Let X and ¥ be two normal programs (Reference (a),
68). In Reference (a), par. 81, a program

T—>Y : (25)

wes defined when X and ¥ have the same uantity program., Bub if x
end y have different quantity programs %25) is meaningless., For the
case of greatest interest, where the quantity programs are blanks, it
was shown in Reference (a), IVC that we could define a variety of
substitutions of ¥ for 0 in X by identifying locations in their
quantity programs in various ways. This could be done by jdentifying
these locations with those in a given quantity program, there called
D. Thus we have to deal with locata with respect to this D as
reference program, To pursue the matter further, suppose that ¥ and
¥ have each four quantities; that the first quantity in X and the
second and fourth in ¥ are to be identified, likewise the third and
fourth in X and the first jn ¥. Then the composite progran would
be represonted, in the notation of Reference (2), par. 91, as

x 8y, Zgy Zos Zp)— T (Z2, Z1s Z4s Zq) . (26)

Here we have locata Zq, Zp, 23, 24 with respect to a reference prograr
composed of these four quanti%ies in somo order, {(Hote that the exact
arrangement of the reference program makes no difference,) For the
inverse interpolation problem T D above gives a list of possible locata,
viz., those in Table I, the X, , Fukas Oppay etec. These will occupy
different places in the various subordinate programs, and many of then
will take different values throughout the computation. In these examples
the locata are variable quantities. That is typical for locata in the

memorye

54, 1In the following, when we set up schedules for particular
programs, for example, for the basic progrems, we shall assign variables
%o the locations in the quantity progrem.¥* These variables will then
appear in the symbol adopted for the program, When programs are combined,
various locata with respect to some reference program will be substituted
for these variables, This device will allcw modes of composition to be
indicated just as (26) indicates a composition of the original X and

y are thought of as X (x3, Xp, %3, x4) and ¥ (%> Fpy X35 X500

55, The second concept to be defined is that of & term. 4 tern
is a word which we can think of as constructed by the machine from its
locata at any stage. The constanta O and 1, which cen be generated
within the machine, together with the locata, will be designsted a8
basic terms. Ve shall designate unspecified terms by the Greek letters

#These variables, of course, &re thon locata for that particular
program as reference prograie

23 NOLM 10337
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minate in algebra. We shall use the letters s, t for such indeterminates.

E ,m, ¥ and sometimes ¢, ¥, o The notion of term is necessarily
a little vague, but special kinds of terms will be defined more

precisely later,

56, It is sometimes necessary to represent terms as functlons of
other terms., For this purpose we need a notion ekin to that of indeter-

Wie may consider the indeterminates as adjoined to the basic terms., When
this 1s done the narrower class of terms defined in the preceding paragraph =i

will be called definite terms; a term in the extended sense will be B
called an indefinite term or a function, Generally the letters ¢, ¥, w ”§
will denote functions. i
B

57, A term will be said to be independent of a location A yoR

if it is not changed when A 1is changed.¥ ,E
58, The scheme of notation developed below is based on the “
principle that if £ is a term and A is a locatum
LR (27)

shall designate a program which calculates the term % and stores 1t ¢ Eae
in the locatum A , then comes cut on a single output 0Op3 while if ¢ 2
is a predicate constructed by logical connectives from equalities b s

and inequalities of terms,

{2} (@)

P

shall designate a discrimination problem which tests whether ¢ 1is
true and comes out on 0y if it is, on O, if it is not. Certain

programs of this character will be found among the basic programs; for
certain others we shall adopt systematic definitions later. 'é

59, In studying the composition of such programs the following g
prineiple will be frequently referred to. Iet ¢ (%) be a functlon
which depends on a set L of locata as parameters, Let ¥ be a term
such that a program for{g:s}does not change any of the locata in L

#This has to be understood in a more rigorous sense with reference to &
program (27) defined below, Such a program i8 independent of x if x
is a dead location for (27). When (27) has been assigned to % , this
definition can be extended to ¥ 1tself,
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Then the right slde of the equatlon

{‘?(E):)\}:{E:/L}_.{¢(£(j:>,_} (29)

. w111 be & progran which ends with ¢(E)in A o In that caso, 1f the
programs on the right have already been defined while that on the left
has not, the equation (29) might be acceptable as a definition of the

1eft side. This wili not be the case if the locata in L are changed
by {E:p}e Thus 1f ¢lg=A«l, 3 = pp o = s Ry Tho left program ends
with A+n in A, the right side with 2x in A.

1

{

f

4

i

;

19 60, It is assumed below that all programs are normal in the sense
! of Reference (a)» pare 68, Further it will be supposed the quantity

3 progrems contain no dead 1ocations, and that the locations belong 1o

one or the ofher of the following three clagses:

a, Datum locata = containing the glven quentities of the

! problem, We shall assvme these are not changed throughoub
3 the computations, 1.0., they are programmed to gend, bub

4 never to recelve.

P - e e L. aar i i e Y i PV i
,,m . e g - - ke - - .  4ra -
e e ¥ - 5 i 4 4 (it i - P 3 e R it A i
=g e 7P TR L T, o Tt . e R e ) & - 4T
- - i e e oy
_ - o W — S

e
e 1;‘.#

: b, Answer locata. These are programmed to recelve answers,
i but not to send.*

-
RN “&E‘

c, Auxiliary locata - which can be programmed both to receive
and send, It 18 supposed that the initial contents of these
1ocata have no effect on the answers, that they are changed,
or at least may be changed during the conputation, end that
they are free for other uses when the computation is completed.

g ;;m,wm_,-

{ 61, In writing out programs in detail, i.e., in giving the actual
< contents of *he memory when the program is put on the nachine, a
three-column technique will be used. The fipst column glves the

o k- #*This is true for the computation as a vhole, These enswers are
pirst calculated in part D of the program, then transferred to parts
G or H, But for subordinate parts of the computation locata which 2
are needed for later parts will be called answer locata even if they ik
send, Thus the definition of ensver locatum for a computation is : o
determined by relation of the computation to some larger conputation

of which it forms a parte
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location number,* the second the operator, end the third the datum
number, The exit number will not be indicatedj the exit in ell cases
is supposed to be the nedt word, Additional columns may be used for
explanatory purposes; in fact, it will frequently help to indicats the
basie program corresponding to each order.

B. Genoral Considerations Regarding Basic Programs

62, The notion of basic program was defined in par. 50; and it was
polnted out there that there is a one-to-one correspondence between
basic programs and orders.** We shall consider in this chapter an
enumeration of basie programs, and hence of the orders, for an idealized
Institute of Advanced Study machine as specified in Reference (e¢) and
in the Introduction. The result of our discussion will be the schedule
given in Table III, In this section we shall bring forward certain a
priori conslderations regarding the construction of such a schedule,

63, The schedule in Table IIT 1s a modificaticn of that given in
Reference (c). Some of the changes are due to the idealisations here
nade; others are suggested by certain gaps in the scheme in Reference (e),
viz., where symmetry, or some similar consideration, indicates orders
not present there. Since, as the authors of Reference (c) themselves
remark, the queation of whether a progrem is %o be made basic or composite
is a matter to be decided only after consideration of various economie
and other factors, and since there is room in the digits assigned to
the operator for additional orders, it seems proper to include several
such edditions for at least tentative consideration, However, in the
developments of the later chapters only a portion of the scheme in
Table III will be used., This will be discussed below.

64, The basic programs may be divided into two main classes, The
receptive programs are those in which the accumulator receives in the
normal way specified in Section C, below, where the receptive programs
will be discussed more fully. A nonreceptive program is one in which
the accumulator acts in some other way = say, as transmitter (ee8o, in

{A:n} ); or as inert spectator, so to speak (e.g., in {4 :R} ).
The programs for multiplication and division are considered here as
nonreceptive; these programs are really composite subroutines built into
the machine, in that they consist of whole sequences of steps, in each
of which the accumulator may function in different ways, It is
convenient to class as nonreceptive certain irregular orders even though
the accumulator receives.

65, Another classification of orders is that into those which do
end those which do not involve the memory., By "memory" here, of course,
the internal memory is meant; orders for getting words into and out of
the machine are not considered here at all,

% These will begin always with location 1, cf, Reference (a).‘
*% This fact makes it possible to use notations for basic programs and
orders interchangeably. There is sometimes an advantage in doing so,
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. 66, In the following there will be proposed a notation for
basic programs, Along with this we shall need a code for the basle
orders., Such a code was proposed in Reference (¢)s The symbol for
an order consisted of two parts = a symbol for the operation and a .
place for the location number of the datum, For the idealized machine

" there should be a third column, for the exit number, but, as explained

{n the introduction, we shall not indicate the exit here, The code
given by Reference (¢) for the operators has been found to be confusing
in certain cases} consequently it is modified here. The code for the
i{nitial orders is given in the column (b) of Table III. '

C. Baslc Functlons and Receptive Programs

67. The following foir functions will be called baslc functiong of

the first linds

Z (or simply t)*

n
+

T, (£)

w (2) = - &
m, (2) =
Trz(x)""li'l.

(30)

I
+

| £1

68, The following four functions will be called basic functions

of the gecond kind:
M, (£) = A+X
MLl = AL (31)
wo(£) = A«lZl

m,(2) = A -1z,
For these we have

.. (Z) =A +n'_;{.t) . (0= 07 Lalss).,

€9+ We consider now receptive programs of the form

{m () a) | (32)

P N e T AT et o S P R T e, ST $7m=WM11:‘.‘\

#It is convenient for certain purposes to write the + sign, in others mot.
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where E' 1s a definite basic term.

70, These programs = or rather the corresponding orders = are
.21l edopted as basic in Reference (c) when € is a locatum in the
mENOTYe fccordingly, these orders are taken as basic here, '

- 71, For the other cases most of the orders are missing in the B it
gchems of Reference (¢). But the mechaniem of these orders 1s probably - s
this: there is a device for clearing the accumulaior, and this device -
35 operativé for i 53, inoperative for £ >3 j there is a device for
taking the complement, which is dperative for i oddj and finally a
device, operative in cases 4 =2, 3, 6, 7, for testing the slgn of ¥
and throwing in the complement device when € <0, Kow thesge devices
cen bs throm in or out quite independently of one ancther, and
without reference to the source from which the word entering the
eccumulator is derived, Presumably the wiring would be simpler 2 a1
cn & certain digit of the operator threw in the appropriate one of 3
the above three devices rasgardless of what was in the rest of the.
operator, at lezst when some other fixed diglf hed the value 1.% Thus
there would be no difficulty in wiring the gates so 2s to adnil all
thess orders., Their utility end feasibility, however, is another
matter; this merits some further discussion,

. R. For E=R , Reference (c) admits (32) for 1 = 0 only.
Thers would be no difficulty ebout carrying out such en order for all ™ “ -
values of 4 , end there is some possibility that it may be useful, R
Therefore all eight cases ere provided for in Table III.

, 73, In the case E=A , there is soms doubt both as to ths SN
feasibility and the vtility of the programs., For 4 >3 {hs prograxs g
do not ssem to be useful, For & = O the progran has no effect, For = .
§ = 2 it is not clear whether thers 1s a simple method of carrylng oub -
the erder., But since, moduls 2, =x = x#l, the order could Te carried
out by edding & 1 into each digit end suppressing carries, then adding
in a unit pulse on the right, ¥For 1 = 3, 4 the progran reduces €o
a discrimination plus that for & =2, Tous Teble IIT contains this
progrea for £ = 2, 3, 4.

4. TIn the case £=0 it is essumed hers that the progranm can bs

realized by ordering the eccumtstor to receive without sending
ne in to it, The progrem, however, kas no effect for 1 >3 ,

exi merely clears the eccummlator for £ =0, 1, 2, 3, Hence it is
sufficient to tzke the ecase 1 =0, This progran enzbles one to clear
the eccumulator, end hence exy positicn in the memory, without having -
to store a zerc, The @O arpears $o bs useful, slthough it does,
pot occur in Reference (CF- ' 5 B g ol

ﬁ’i‘o indicata & receptive oxder,




W A 75, Wo consider now the case =1, Since the machime will .
“ " e ¥ ¢ gonerate unit pulses in the right most digit, and presumably will have
B . to use such a "subtract correction pulse" in connectlon with other
1 processes, it 1is assumed that the machine can deliver such a pulse
e et without the necessity of storing it in the memory. Thus this, like
¢ . 8L the preceding, is a program without datum, The program 1 useful for
i ORI 1=0,1, 4, 5; it is particularly useful for i = 4 in connection with
bly & counting iterations, For i =2, 3, 6, 7 1t is a mere ropetition of

; P these other cases. Accordingly, this progrem 1s added to Table III
S fcr i = 0’ 1’ 4;, 5.

3 76. In making a code for a program (32) the following schens,

1 different in some respects from that in Reference (¢), is adopted here.
52, As code for the operator for the initial order of (325 we shall write
# m,(c) (1.8 ~# E =By - L] , = |cd respectively) for
b

B B v = Rl Wy g i

B e T e )

‘q X 453 ,and . .(h) for 1> 3, (Here c¢ suggests "clear®,
_ ¥ h, "hold",) The cases where ¥ 1is not a position in the memory will
be indicated by writing the appropriate one of the following four
special symbols in the place for the datum.

3

s 2
T e
s

e Y
PR v R

X A for E
. R for g
4 U for -
0 Z for E

3 2
EEEET R

o e

inunnn

ks
.

;ﬁu' g 77, Besides these kinds of orders, an additional receptive order,

S i not considered at all in Reference (c) appears to be useful, This
o order will reed the location number of its own datum into the

# sccumulator. When such en order receives control the location number

gﬁs g B will be available in the control register, and the order amounts to

A g E: reading the datum number of the order in zsontrol into the accumulator.

& This order will be coded by writing Ge or Gh as operator, symbol, and

POl -~

nll B

s oS e
o AR et = iy T

- I - e AL
e e

Et ; " the program will sometimes be indicated by writing d(*) for & in
i f (27). The utility of this program will be discussed in Chapter V.
etz ! It appears to be useful only for i = 0, 4, and indeed is excluded for
f the other values of 1 by the restrictions in Referemce (a), Chapter IT.*

g i D. Dependencies Among the Receptive Programs
; B 78. The set of receptive programs, described in Part C above, 18

4 ' redundant in the sense that some of them have the same effect as

: 1 composite programs made up from the others. Some of these dependencies
s : w11l be stated here., In this ¢(Z) will be a function independent of
; A, end E is either 1 or a locatun in the memory or at R. We shall

symbolize the fact that two programs X and Y have the same outputs
with the same effect in each by X £ Y, -

p s #Llternatively we could read the entire order into A, In that case
g the objection based on Reference (a), Chapter II does not apply. The

ﬁ - effect of the new order is then to make the location number of the order !"i
b 1tself take the place of the datum number. But a new order 1s necessary “ o
g * - in any case and the order described in the text seems more useful, , . Wﬁ_iéﬁ
i 29 NOLM 10337 -“;‘;,__ g:.%,ﬁg




79, There are two kinds of dependencies to investigate, viz.,
those which require auxiliary memory = i.@., the use of one or more
auxiliary** memory locata = and those for which no auxiliary memory

is necessary,

80, Of these not involving euxiliary memory, we have
(o(g):a}={o:n}—{ne ote)n} (33)

According to the criterion of par. 59 this will be true whenever i
o and E satlsfy tho conditions stated, hence when ¢(2) = m, (£) for ‘-
Zg3 (but not for 1 >3 ). Again, we have 4

(org):a}={g:a}—>{om:a} - (34)

This eliminates the same programs as (33) on a different basis. TWe
have also

{r-x :a}&{-a:a}—-»{ﬂe:ﬂ}—*{-nHi}_ (35)

This reduces cases 1 =5, 7 to 1 =4, 6, respectively. In regard to t
the progrems { ¢ (A):r A} we have :

{JA]:A}s{ﬂda}E{—A:A}—* 0, (36)

0*

{-Ml:ﬁ}s{ﬂco}[: q,
{

—H:A}—) O'* .

Thus all the receptive programs of form (32) can be defined without
auxiliary memory in terms of

## As defined in par. 60.

i
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o

E.
{
A
%,

T Ry T (T

et i

£ A *Tﬁ(’*)-'ﬂ} < s .0y 2
{8 +mR) :A} =0y 2
Cael:a) (37)

g1, The second kind of dependency 2nvolves the use of an auxiliary
memory location which we shall call 2o, (I {A:R} is present we
might, under certaln circumstances use R for 17 .) Here we can
oliminate { ©0:A} in elther of the followlng ways.

{O:ﬂ]E{ ﬂ:w} —P{nwu:ﬂf

{o:ﬂ};{ﬂ:w} -—*{-—A:ﬁ}-‘*{ﬁfw:ﬂ} (38)

We have also

fa+a(g):a}={aiw}—> o) A} —=fA+w:h] (39)

Further

{ oA }={n: ) — {o(w):n) (40)
As a consequence of these dependencies we can define all receptive
basic programs accepted for Table III in terms of

(v )

feae Al

{A-x:4} o {-n:a)

(41)




82, A further word is in order in regard to the programs for
{1 = 6, 7. These are, of course, defineble in terms of the others.
But the definitions in terms of the orders sdmitted in Reference (c)
are rather long. The definition of {A +1E\: A}, in fact, would be

{ﬂ:w}—r{s:a}——r{ﬂéo} {A—-m:h}-r{ﬁ:w}-—a»{—w:ﬂ}--—» C,

iﬂ l—w:ﬂ}-—-—?oi* (42)

while that for {4 -/E&]:4}would be obtained similarly. These programs
are chiefly useful, presunably, in defining discriminations like

{lzpl<n}f} inérﬁﬂ}_

The mabtter is gone into further in Chapter IV,

83, The dependencies in regard to the orders G are dlscussed
in Chapter V.

E. Table .of Bagic Programsg

éA. For the nonreceptive basic orders we adopt the schedule in
Reference (c), with some changes in coding and detail which will be
clear from Table III.

85, The complete table of baslc orders is given in Table III,
The columns of this table have significance as follows:

a. }Number: This gives each possible program a number. Note
that for certain receptive programs m; is involved, where

i ranges order some of the numbers, 0, 1, 2, 3 as indicated.

For the nonreceptive programs the nurber is indicated in
the column for i = 0.

b, Initial Orders This gives the cede for the initial order
according to par. 76, Note the exit is given here for
explicitness, although it will generally be omitted here=

after. On the use of 4, R, U, Z in datum column, see par, 76

c. GN Orders: These give, for comparison, the operational .-

symbols for the corresponding orders in Reference (c).

Note that the blank space for No. 11 arises bacause there. _ih

is no operational symbol for this order in Reference (c),

The entry a indicates the order is absent in Reference (9)._-ﬁ

F
T

v

-
E



d.

»
e P )
- SR A &
s X TN

v Ge

g o B

£,

Charactoristic: Here « 1s the number of orders, 4 the
number of quantities, t© the number of outputs.

Classifications: The O's and 1's in these four columns
have significance as follows:

0 p b
Reception Non=-receptive Receptive
Datum No datum Datun in Memory
Clearance Accumulator holds Accumulator
clears at gtart
Transmlt Accumulator not Accumulator
transmitting transmitting

These give suggestions for a possible digital coding of the
basic orders, HNote the last column only applies to non=
receptive orders,

Effects: The last columns give the contents of the accumulator,
register, and x locatum after completion of the program.
A dash here indicates the locatum is not involved in the

program,

85, The following concluding remarks relating to this schedule
are now relevant: J

&8s

be

do

766

The =x 1in all these cases 1s the word in location 3,
Except in numbers 15, 26, 34, 37 it is a quantity., It 1s
to be used as a varisble in connection with substitutions
a8 indicated in par. 54.

Although orders have been included in Table III which do
not occur in Reference (c), yet an attempt has been made in
the schedules below to stick as closely to the schedule in
Reference (c) as possible, The orders (32) where E = 0 or 1

have been assumed without further comment.* Where the adauitional

orders are needed, this fact is noted and substitute actlons
in case the orders are not avaeilable are proposed, Certain
of the orders are introduced in this way in Chapter III;

in that caese they are assumed without further comment
thereafter.

#Tf these orders are not available the situation is the same as in
par. 98 in Chapter III, -

33 NOLM 10337

-

el

Firi e
e Tl e A kT eiar | ey e g Wil gan

i L oy me
P ey, o ST A

e e




A =R R e

R ol e
R T s o T e
i S e il

g e
i
Faly

L o e

Co

de

Ge

£

On the other hand the programs {n} and { £} s Which do

appear in Reference (c), are not considered here as
independent orders at all, The need for these has not
arisen because of our disregard of the position of the
binary point. If these, and possibly some additional orders,
are introduced, some modifications of the later chapters may
be necessary. '

Because of the insistence on monotone convergence, the orders
involving absolute value are not needed in the problem of
inverse interpolation of Chapter I, Although these orders
are taken into account in the theory, they are used in the
synthetic part of the argument only for variants,

The change in the operator symbols for control shifts was
mede because these symbols in Reference (c¢) have been found
confusing. On the one hand capital and l.c. "C" are often
confused in writing; on the other hand an unconditional
control shift can be looked upon as a conditlonal control
shift preceded by a clearing of the accumulator. Hence it
has been decided to call the conditional one Kh , the
unconditional Ke.

Tn the cases where the accumulator transmits it has been
assumed that it retains its contents unchanged,

34
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Basic Orders
Humber - Symbol _|. Initial G-N Character- Clessificatlon Effects
foril= order " Order istic
3 o for 1= o o + 7

0123 023122 3 x y t A g = A4 R X

8 » S -G

£ o o £ © @

| 2k BEREan
1 jo: A} .| e 2 2 a 2021 0, ol g Taw, e
- Eh. {m(1):n} i) T 2 a a 2 a0 TE 0. L . HHW - =
2 5 6| fa.m:a |mia A 2 R aa 2 0NL T e TR T YR ¢ S S
7 8. 910 | {m:(a):A} ade) R 2 A a a a L0 b o e | T (R) R =
1112 13 34 | §wi(x):A2 mic) 3 2 - u-M o 'y 1 -2 e (x) = X
15 fd(v):a} Ge 3 2 a 3 B2 b e . d(*) = =x
16 17 faem: () A} .F..AWV U 2 a a 2 5 IS y lyy el S, At ._._....G.u -
18 19 20 21 | {a+ms(r):a} a%ww R 2 asla @ a4 0 =] 7.0 0 A+ =-(R) R =
22232425 | {nemsnap |ulb) 3 2 h =h }h =lh A B i B0 At w(x) = X
26 SA+ ()N} Gh 3 2 a 3 0 2 D e 2 B0 (#) - x
27 {r} r = 2 R 24.051 @ 0 0 H.Mpw B
28 {23 1« 2 L - O Al et LA =
29 §2R: A} X 3 2 X P I | 0o 1 Y Note 1 Note 1
30 el R A 2 a 2 0.1 DU D03 A A -
a1 ] $ g8 R 3 2 R T g=11°0 oy ST |
32 { A% R} * 3 2 2 i s N 0.1 %0 Yo 1] QRN -
33 Az} g 3 2 S 2l anl QRS Toe0 A - A

27, § 40 2xl] sa3 2 Sp EY R o1 0 Ao ‘= Note 2
35 §A:e (] Se 3 2 a 3 -De 2 o 1.0 i o =" Hote 2

26 5 K3 Fc2 = c 2 0.1 gy ey R A e
& /i {A<o} k3 2 Ce 3.0 82 IR - - =
38 stop 0 = = a L Y B 0 0 0 e -

© After multiplicatd

on A

and R hold different digits of prod
has its datum or exit number changed, T

¢

uct, We sssume here product is in A,
he order Se is not used hereafter,
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3 91, Generally the class 1 will be left to the context; when rob
E: Bpaoii‘ied it will be the class of all locatas
:“I‘f, 92, An grit otie function based on & class L of locata will be.
AN . I function ¢ (%1 125 o o °» tnj which is defined by ean equations
19 A
:f ¢(tl’ 29 o o o9 tn) =Ty
3 where T is an arithmetic term based on Ly Tly ¢ o e» tne
e 93, The class of elementary lterms based on a class L of locata
7)e ond indeterminates t1, 2, o o e2 tn 12 dofined by induction as follows:
_- ¥ 1is an elementary term
%ug fnitial terms - same as for arithmetic terms.
b) Induction = one of the following holds, where £ is elementary
,’6 and x is & location in the memory and in L3
on
od S = () g o=idy 2550
L g =E+ fr,LEx $:=0,1,2,3
=5+l
ucted S =g
' S=E/ly
¥ 94 An elementary function based on L 18 8 punction ¢y, o o o5 b )
' defined by an equation
‘i’(t‘la 12y ¢ o oy tn) =%,
in which € is an elementary tern based on L, t1y ¥25 o ¢ o9 tpe
95, In all the gbove cases We shall say that a term or function
depends on & basic term E if it fails to remain in the class vhen & 1is ;
romoved from Lj otherwise it is independent of E o B
96, The order of a term of these kinds is the number of times the ..;“;
induction process has to be applied. Thus j¢ £ 1s of order 1, ), & eme)... |
o are of order n + 1j while if E and 7 are of orders m end n, + 2 kY
i E+n,57, 5/ are of order m +n + lo i H
B, Specificatlon of Elementary Programsd It
97. The compositions of programs which will be considered here.
depend, in the 1ast analysis, on the associative laws considered in '
Reference (a), Chapter IV, Section B, together with the principle (29).
i We shall use, in particular, the following four gpecial cases of ¥ e el
¢ ! r . this principle = R, 28 e
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; i
(ex,) {C: %} ={:A} —.{a: 2]
i . = : ¥
() fEa - {5nf— (i nd
(B)  {pls):n}={2:A}—{$m:a} (43)
(8)  {e(5):R}=1E R} —{ e (R):R]
z ,I i These equations are valid, in the sense that the right hand sides
b R satlsfy the requirements of the notation on the left, only under
R L Sl restrictlve conditions. These conditions ave, however, vacuous in the
i 8 , case of the formulas (). In the case of the formules (§), we shall
S employ it at first in cases where the § & :A} end § E :R} do not
: o - involve any locata in the memory, hence the conditions wiil be fulfilled
B Sl whenever ¢ does not involve either A or R es a parameter, This happens, &
Mt i in particular, if ' . ?
L
' '::I ?T';_(Z) (< = /,2,3) "
5y £+ (%) (2= "2, 2253)
e ' ¢le) = § £ + 7 (1) (2n=l0,1y2, %) (44)
fidd
L Z v .
ORI £/n

On the other hand, note that the conditicns do not necessarily apply foi-':

(1) 12 ¢ (t) =t + . (R), in particular if {E:a} involves a
multiplication, ; bis

98. In the specifications below we shall give, in effect, g
unique definition of the program AR P TR { s

T e

- . _,..__"_.'.\.;.__.-'.-..‘. el Ao kv
o (T ST gt e S i

¢ :af - R LB g S
.0 ¥ . whenever ¥ 1is an, arbltrary definite elementary term. = The definition .
1% will be such that the program does not disturb any loeations in the .. ‘
&% . memory excepl, possibly, A itself, But the definition yoquires tiha

uso of gomg of the additfonal basic receptive programs which Wepa it

LR
i

discussed in ter II., Without the edditlonal orders which go with.

+. .  these programs, the statement would be cbviously false, since even {A:R{ "4
. cennot be accomplished witho_ut disturbing the memory, * Now the ,-_ggg_aib;li—fg_'} -’f!.
‘-‘T«. 1) R I W": sl T F e G WS d ot e & R ol e o SEFGE LS SR
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of making such programs withoul using an auxiliary memory is & great
edvantage to the programmer, Therefore, it is recommended that, 4if it
i3 not practical to design the maghine so a8 to allow these additional
orders, then a position in the memory should be permanently set aside
for making the reductions contemplated 1u Chapter II, Section D.

99, 'The definition of the program (43) is an inductive one of more
complex character than those made in Section A ebove, The definition
will be made firss for ¥ a basic term; then, for < not basic, the
progran will be defined in terms of one where ¥ is of lower order or
one which occurs earlier in the inductive process. In the statement below
wo shall suppose £ 48 an elementary term of lower order, and x is a
locatum in the memory. The definition involves geveral parts, as follows:

a, If ¥ 18 a basic tern,

1. The program is basic if either 1) A=A, 2) T =4,
or 3) Y =xand A =R,

2, If progrem is not basic, reduce to the cases T = A and
A= Aby (&).

be If T = (B (=1, 2, 3),

1. The progran is basic if A= A axd E=4, R, X, or 1,
2. if A = A and program is not basic, reduce to & =4

by (81)e
3, If % # A reduce to A =Aby (& ).
co IT T = E +m(x) or T =E+ mQ) (=0, 1,2, 3)s
1. The program is basic if A = & =4,
2, If A=A, E # A, redweto 5 =AbY (4 )o
'3, If A # A, reduce %o A=2vy (e,).
d, IG= 45,
1, The program is basic if 2 =4, &=R,
2+ I0:A =4, £ # R, reduce to & =R by (8, )e
3, If A #4, reduce to A=Aby (e ).
e, If ¥ 25/46',
1. The program is basic if A=R and & = A,
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2, If A=R, E##4 reduce to E=4by (4 ).
L 3. If } #R reduce to A=Rby ( «,).
100, On this definition we can now make the following observations:

a. Each of the reductions in b, ¢, d, part 3 gives a definition
of the form

{4’(5}?1} ={E :ﬁ}-—*r{‘f’(-%,'-'/ﬂ} =7 {/—t;'- 1} .

In part 2 of these same cases, the third component is missing.
Of the three components the first has a ¥ of lower order,
the second is basic, and the third comes under case a.

b, It follows by induction on the order of ¥ that the program
so defined does not change any locata except 4, R, and A ,
and that A 1is only involved in the transfer at the last step.
Since none of the functions ¢ in the various cases 2 is
dependent on either A or R, the condition for the applicability
of (29) are verified, It follows that the program actually
does put ¥ inte A , and does so without disturbing any
locatum, other than A , in the memory,

co If € 1s a given elementary term, and if all missing parantheses
in the algebraic notation for ¥ are supplied, so that it
is clear in what order the operations are to be performed,
then it is uniquely determined which of the cases a = e
applies, There will be two choices for the ¥ only in the
cases X + y, Xy3 if we take, say the first one occurring,
in such cases, then it follows that a unique program is
defined, This 1s all that can be expected; naturally §«+(4+2):A}
will have a different program from j(«¥+4)+ = A} o

d. The program requires, in addition to the orders mentioned in
comment (b) to Teble III, the basic programs (32) when £ =
AorRand £=<3, The orders for & =R and < >3 are not
¥ needed. Further the proof of adequacy of the definition
! breaks down if § = £ + . (R) is edded to part (b) of the
definition of an elementary term (pars 93).

101, As an example of the foregoing theory, we consider the
progran (45) whera

C = aut (g ¢ % (0 7 el

".;_e},*-
' 40 NOLM 10337
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Here we define

1},_ & /}1 ¢ i ?3
T], = ‘7" ¥ #’- }]L
then

C = /9". * 4": YII | :
Tt is clear that ¥ must come under case (¢) of pars 993 hence by (c3) §
K
{C:R}={§:R}-—"{n=l} i‘
i
B 1
v (c3) ¥

AT R N TELY Rl (N R PELE

e zent

- ISR e
B et P o B G R R e, S

Then by (d,)
 wn, )= 0o R} {wk ],
Combining the last three equatlons 3 EPE
1% A}.—.{q,: Rj—.{m,ﬁ :A}w-r{ﬁ+7,:ﬂ}—-r {n : 1} : " ':
Similarly, with R for A | r:

I

{n, : ®}

[gu:8) = ot 0] [0} 0
{n.: &} ' r

I R LA R U

W

The final program, obtalned by comblning the last three, is exhibited !
in code form in Table IV for the case where A is a position in the i
memory, Note that the ‘program cen be constructed, although it would be -
pedantic to go through the detalls, by the technique of composition
developed. in Reference (a), The last two columns in Teble IV give the

contents of A and R at various siages.

i
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v M Teble IV

AR Programs for {/'fc vy (4, T ¥ (74, T ¥ "f;)) : 4}

Contents of

s
| 4
—— e 3

- Explanation Op Datum A R

{45 R R 18 - 4y
{a, R : A} X L Y373 3
{h +uy, A} +h 17 M2
{A :R} R 4 N
{4, R : A} X 13 ¥, =3

wt &~ W N e

fArwy, AL +h 16 ",
{n: R} R 4 I
{2 R: A} X 12 A, 7,
{n+ oy, 0} +h 15
10 | {a: ) S 19 169

0 B 3 O

11 | Stop 0 Ak

0
:! M 12 "V'.r ‘ ﬁ:;
: é

13 %2

1
i Rl %

; f ] 18 %3 . 1 | .-
B Nl b
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Cs "The General Arithmetie Program

102, Tn order to construct programs (45) for arithmetic terms I
which are not elementary, it will be necessary to use auxiliary memory.
We shall call a program (45) involving m auxiliary memory locata an
arithmetic program of degree mj; in that case ¥ will be called an

arithmetic term of degree m.

103, To define such a program we proceed by induction, If C: is
elementary we use the definition of Part By ¥ is then, by definition,
of degree 0, If X _is not elementary we reduce, if necessary, to the
case A = A by («,) of (43). Ve shall suppose G = ¢ (£ ) where ¢( <) °
is a function independent of A and R. There are two cases, EFA and £=4.

104, If E # A we use (/ff)of (43), Vize,
f¢/€/:ﬂ}:{g=n}—+{¢m).—a}_

Suppose such a definition is valid, and that the two components on the
right have degrees m and n, respectively. Then the m auxiliary
looata of -the first component on the right can be chosen so that ¢ ()
is independent of them and the n auxiliary locata of the second
component so that as many of them as possible are among the first m,
Then the composite program will have a degree which is the larger of m
end n, Thus ( &,) gives an analysis into two components, nelther of
which has a higher degree than the program to be analyzed, and such that
in one of them & = A, and the other has a simpler structure.

105, Consider now the case & = A, If the program is not elementary
¢ (2) will be of the form

@ (£) - Y (£, gk

where v has to be calculated. To carry out such a calculation we have
to clear the accumulator, This means that the contents of A must be
moved to an auxiliary location sr . Then we can define

fo(R:h} = fa w})— fe )}

Here, since s is a datum locatum for {¢(w):af it cannot be an auxiliary

locatum; heace if {¢(w): A} is of degree m, T =¢(n)is of degree m + 1o%

¥This conclusion depends on the restriction as to locata adopted in
par. 60, If we were to admit that after a program had received from a
datum location it could use that same location for auxiliary purposes,
we should have difficulty as to the definitions of degree.

43 NQLM 10337
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i 4 ; ° 106, This process can ovidently be carried through in ell cases in
1'% which ¥ does not depend on R. For every nonbasic arithmetic term is of

4 one of the forms m.(E) or V(E,7) ,vwhere ¥(e2) = ewrl,sZ,
e or </¢ o Hore neither £ nor 7 involves R if & does note* If v

or £ does not involve A, then ¥ is of the forn /%) or #(y) es

£ 4 required. If, in the last three ceses, both & and y -involve 4, then &
o lot £ = w, (8), D= u;(4), P¥= ylult)w@)end we have T = @ (A)e -2
§ Of course the cases where Y% is elementary do not interest us,

107, Since the process defines the program (45) in terms of similar
programs where % has a simpler structure, we have an inductive scheme
which must terminate by giving us a definitlon of (45) in terms of the
basic programs. Of course, the definition ls not uniquely determined by
the ordinary algebralc expreasion for ¢ , since the analysis into
functions ¢, y , etc., may be carried out in more than one way, and the - 7=
auxiliary locata are arbitrary. But, when such an analysis is given, o

s .4 end an agreement is reached in the way of choosing the auxilliary locata,
: i one and only one program is defined. The component programs in each

: j stage of the analysis are of degree not higher than that of the composite
a0 . programs.

Y

Lit 108, Let us apply this process to the example

.=

i

+ ! -rf).
(e #1) (np 1) (2 46)

P e+ M

n

-, i Let E' P n!:?fl
feit - E:l E' -r]' 1]1 = o f

so that Tz K,
. Then {3: 4} = {E A} —{ay,: 4}

[ (B2} ={&:a}— {498}

e o e TR e

¥ Since &, is elementary, we have

{E.-‘H}={@:ﬁ}—-r{nﬂs.q} \ .. ,;-

;*J ¥It must be clear that R 18 involved in a term if it appears in any = -
T component of it, even if it should cancel out, cf. footngte to par. 60s
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Oon the other hand

(hnih) =[] = om0 |
(110 = 0,00 = [ no0} = i)

with a similar scheme for {Aw, :A} o If we put these equations all
togather and expand the f{7,:a} and {v,: A} , we get the following
program involving 12 orders (and a stop order):

{x : A} =>{A+1:A} — {A‘: m}-—r{'n;.:ﬂ}
-—+{A+::A}—a{A:R}—-u{wR:A}-»{&:M} (47)

.._.{z:a}q_{AH:a}—afﬁ:ﬁf—;{mR tA}

109, This, however, is not the shortest program for calculating
(46). In fact, set

E:m/y_i-m tay !

plz)= Lz + L,

T2 elE

Hence our program is
{£:0) = {n:w] —-’{wi.‘ +twr: A},

The first and last components are elementary., The theory of elementary
programs gives us

{E,a]={¢=e}-:{n,.ﬁ:ﬂj—r{ﬁfq.:,q}_p{nf.,,:a]—o{.m-r:a}
{w!'*m:ﬁi}:’{i‘:ﬂ}—*{wﬂfﬂ}-ﬁ{ﬂ*d“':‘ﬁ}.
' Bo that we get the following program involving only nine ordera:
el fyria) o fasaa) — Ly ia) = {resia) '

I-—#{ﬁ:W}-—l{E:R}—r{wﬁ:A} — {Atwr:a} .
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110, This example suggests a modification in the definition of
arithmetic term. From the point of view stressed in Chapler II, par. 55,
a term should be thought of as the result of a process of construction
from the locata, Different processes of construction should be thought
of as different terms, even though the results are algebraically equal. Jr:
In other words, the = leading to (48) is a different term from that B
leading to (475. From such a point of view, a term has a unique program,
But if we adopt that point of view, the % leading to (48) is not an ;
arithmetic term at all, What sort of modification of the definition is . ..
gsuitable from this standpoint is a question which 1t is not feasible for %
consideration here. The present standpoint has been that a term is an
algebraic expression, that we indicate a process of construction by
multiplying out, putting in parentheses, etc. so that by the rules of
association to the left and of taking the left most element in case of ¥
doubt, the process of construction is suggested by the algebraic s
expression., From this standpoint the program (48) is not an instance
of (45). It can be represented most compactly in the form

{‘x./y.i-x&z?.i'f:m‘}-b{i?wabwsﬂi, (49)‘ 2

On the other hand, the program

; * { (g +x+4 1*!)(24-:).',4} : (50) ¥
b2 r-":- 3 -
§ S is a ten-order program which differs from (48) in that the last three
s components are replaced by -
Jr. {}:ﬁ}—»{ﬂ*r:s}—o{ﬂ:ﬂf—*{mﬁ’:a} i ":

Ay 111, There is another lack of uniqueness in (45) in that the
® auxiliary lccata are arbitrary. When the progranm is combined with other

L
-

programs these locata have to be assigned to places in the reference ,
program just like any others. They should, therefore, appear in the : Q
symbol for the program. The notation (%45) would then have to be replaced .
by a more explicit notation, such es _ B

T
R

[T:A) (wrpurys oy ), (51)

in which ., , ..., are the auxiliary locata.

R T
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112, An alternative procedure would be to set aside certain

positions in the memory for this purpose.
that this be done if certaln programs
programmed with an auxiliary memory.

having to keep track of this locatum.

It has already been recommended
here taken as basic have to be

(This 1s to save the nuisance of
) Computations of considerable

generality can be obtained with programs of comparatively small degree,
Thus en arbitrary polynomial (with fixed n) in the form

2
ao + alx + azx TP aﬁxn

is of degree 13 in the form of the Hormer algorithm,

it is elementary.

113, Another modification of the notation (45), viz.,

[r: A-:}U s.mTd

At

(52)

will be useful later. It denotes the program for putting

simultaneously in the locations

)‘1 ’l;) et lﬂ_

It may be defined thus

P h e = ria) — () e fa LN = e A ]

Note that it automatically puts T into A at the same time,

114, Subject to the explanations made in the last few paragraphs,

(45) end its various modifications designate

a uniquely determined programe

As (48) shows it may not be the shortest conceivable program for a given
algebraic expression. But its construction is a matter of routine, It

could be constructed by a machine.
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CHAPTER IV

Discrimination Progrens

115, In this chapter we consider programs which involve, in edditlon
to orders permitted in Chapter III, the discrimination order Kh, In
order to synthesize orders of this sort we shall need also the order Kc,
The treatment here will not be systematic, as in Chapter III. Rather the
jdea will be to discuss special cases which will be useful in the inverse
interpolation problems, and to end up with a somewhat more detailed
synthesis of the inverse interpolation problem than was possible in Chapter I,
The essential new factor is the branching of the program caused by the
discrimination,.

A, Preliminaries

116, The basic discrimination program §s8 { A <0} ., Written out
in full, according to the explanations in Chapter II, this program 18 as
follows:

1. Kh 3
2o O (= 01)
3. 0 (= 0y)

The effect is to come out on 0, if A < 0, on i? A >0, HNote that

is necessarily the next wor& after the Kh order, In the idealized
situation of Reference (a), where the exit of every order is explicitly
indicated, there i1s no essentlal difference between 0; and O,, but when
the exit is taken to be the next order automatically, there is an essential
difference = the consecutivity between the discrimination and 01 nust

be maintained,

117, The requirement that the exit be the next order thus plays an
essential role in connection with discrimination, In the programs of
Chapter III, the orders are in a simple linear serles, and the compositions
used there are such as to maintain the consecutivity in the ordinary course
of things, But with diserimination programs, it is necessary to consider
explicitly the effect of the new convention, Evidently, in order that
transformation be homomorphic, there is an additional condition besides
the difference condition., This condition, which we shall call the
consecutivity condition, is that whenever en order has an exit, that
exit after the transformation must remain in the next memory position.

The transformations proposed in Reference (a), Chapter 4, actually gatis-
fied this condition, and they were more complicated then they might
otherwise have been because the condition was anticipated, If it 1s
desired to make a transformation which violates this condition, or to-

. eclear a loop program, that can only be done by inserting a Ko order at

that point o
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118, We shall distinguish between two kinds of outputs to a program.
A primary output is one which the consecutivity condition requires to
foﬁ%low immediately after some order in the program. A secondary output
is one where this is not so, Thus the outputs 0 and Oi of the basic
discrimination program differ in that 0y is primary while 0, is secondary,
An arithmetic program has only one output, and that is primary.

119, Now let ¢ be a propositional function of certain locata,
say, for instance, £ <7 , where &,y are arithmetic terms. For such a
¢ we may seek to define a program with two outputs, one primary and
one secondary, such that the program comes out ‘on the primary output when
is true and on the secondary output when ¢ is false, Such a program
we shall call a two-way discrimination, When ¢ 1s A < 0, the notation
for the basic program agrees with this convention., For certain derived
programs we shall adopt definitions as follows

{E<0}={g:8} 2{nr=<0}

{E]=f~& <9 (53)
{E <1]}={{-:-1] co}

{E syl={9-€ <o},

120, Now consider the logical combinations & A § (l.e., &,
and &, Doth true) and § v §, (i.e., either > or § or
both). The corresponding programs can be defined this:

{8 ad] ={§}E{§J l: 2: ) | (54)

ffﬂiﬁfﬁé,}l::m |
o o Iy
0, ;
121, We discuss next the problem of designing a program for {~ 9],
where ~ 18 the sign of negation, Such a program we shall call a
negation of {@$} o According to the meaning of (28), its negation
should be the same program with the outputs interchanged. But there
is no simple way to realize such a program in terms of our present
schedule of orders., There are the following alternatives. In the first
place we could adopt as negation of (28) the program

{91 E [ox-c.] e o:. (56) :
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In such a progran both outputs are gsecondary, and we ghould have to

3 distinguish two kinds of discriminationss: primary ones as ebove defined,
3 secondary ones with both outputs secondarye The negation of & primary
diserimination could then be accomplished es ebove with one additional
orderj the negation of a secondary discrimination merely requires en :
interchange of the two outputs. In the second place we could define i

e h
o il dhe s VR

R T

{Ago}:{a—rco}? oy
(57) %)

and adopt the analogues of the definitions (53) with = instead of <, &

in place of 2> o Then {~¢jcan be defined by applying the rules of

: propositional logic. The situation here in regard to additional orders

3 is complex; if the original diserimination is compounded from W
discriminations without negatlon, » sdditional orders will be necessarys

¥ 17 Another possibility is to edopt {Asdjas & new basic order. This should be

3 considered if the complexity of machine structure due to an additional
basic order 1s compensated for by a more efficient use of the memorye

122, We shall not, however, 60 further along this line. One reason
for this is that complex discrimination programs are likely to have more
then two alternmatives. Thus the program

ii’,][:{:.} E»gl

is a generalization of (54) and is likely to be more useful, Again,

jn complex discriminations, the various component diseriminations are

: 1ikely to have elements 1n common. Programs formed by following blindly

4 the schemes considered here may, therefore, involve unnecessary repetition.
Tt seems best, therefore, to consider the varlous kinds of complex
diseriminations used in the inverse interpolation problem individually,
and to leave generalizations until afterwardse -

a 123, Special consideration, however, must be given now to the
discriminations

{18] < 1}
{ B # o).

¢ These discriminations may be defined simply in terms of the orders
St involving an ebsolute value, and indeed they appeer to be the principal
K resson for introducing those orders in the first place. We shall consider

(58)
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these under the supposition that E has just been calculated and is
in A, while 7 is a quantity € stored 1n a memory locatum, Then these

programs could be defined thus
(1Al <€}={1a1:a] —{A-€:4] — { <}

{ A#o0] ={-lal:a] >{#<o} . (59)

Let us contrast with these the definitions which could be made without
the sbsolute value orders. The first of them could be defined by the

following scheme

{fiﬂ'O}'—-’f-—ﬂ:A}l—*{ﬂ—é.-n}ﬂ{nco}[:Z. (60)

in which we have indicated, in a way which is presumsbly self explanatory,
that the secondary output of the first discrimination is to be the third
order, This involves four basic programs, whereas the previcus omne
involved thres., As for the second program, We have the following two

possible definitions,

{4(0}E 0,

{-ﬂ :A}-—Q{-A4£0} [: i?o"_’ 0, *

{A-l:ﬁ}——-r{ﬁ.cojcinn:n}——){n.co}l:g:
Q, ¥

-

Each of these involves four basic programs. If we were to take {A <0}
gs basie (cf.,par. 121), we could have a definition with two basic programs,

-viz.,
i. = } { * i CJ
I o [: o,

, * A &

124s 1In view of the situation adduced in the preceding paragraph,
there is some doubt as to the wisdom of introducing these absolute walue
orders, If these are all the uses which they have, they do not save a3
much space in the memory as some of the extra orders which have been Lo
considered here. If a proper technique of program composition 18 ¢ = . % II
developed, the order for {4 =0} may possibly be to do as much, both L
. for simplifying programming and for economizing the use of the memory, _ : ﬁ

a8 these sbsolute value orders.* (Cf, pars 139.) M
: ::%
*In case tho E of (58) is in the memory, the definition in terms of 8¢

. - gbsolute value, analogous to the first definition (59), saves two orders, - -
instead of one, over the analogue of (60). ' & gD 7
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B. Betweennass and Bracket Tests

125, Let y and z be given quantities such that y<z., Then ¥y
and 2 divide the real line into three intervals. By a betweenness
lest we mean a discrimination progrem with three outputs which will
distinguish the three possibilities for a third quantity x., In the
following we shall suppose that these outputs are numbered to correspond

-with open intervals as follows

01 x{y
0> y<xX <8
03 Z <X

With reference to the ends of these intervals there are four possibilities,
The middle interval may be closed at either end, at neither end, or at
both ends, With reference to these possibilities, the situation can then -
be uniquely described by giving the inequalities which lead to 0Oy, These
inequalities will be called the type of the program. Thus a betweenness
program of type y = x <% will be one which comes out on O when these

unequalities hold, on 0; when x<y, and on 03 when X2 %,

126, We consider here ways of realizing such betweenness programs
by composites of two discriminations, one on the relative magnitudes of
x and y, and one on the relative magnitudes of x and 2., We shall
allow, at first, not only discriminations based on {A < 0} which we
shall call positive discriminations, but also those based on §A = 0}
which we shall call negative discriminations,.

127, For each type there are eight ways of realizing the program
in this manner. For the two discriminations may be performed in either
order, i.,e,, we may discriminate on either x, y or=x, z first. For
each discrimination there are four possibilities, for x, y these are
{#<y) {x24),{y<x} {4y =4}, Of these two and only two ere compatible
with the type, and of these two, one i8 positive and one negative, one
makes the output (0 or 03) primary and the other makes it secondary,
Thus if we specify either the sign (positive or negative) or the character
(primary or secondary output 0y or 03) of each discrimination and the

“order of performing the discriminations there is a uniquely determined

program., We shall designate this progrem by writing the type in
braces and attaching superscripts according to the following schedule:

= - "romm 10337 ° .

¥ LT TN g e, T J,'.r's

¢




Table V

First discrimination on Sign of y-discrimination Sign of z-discrimin-
ation

L1 y + +
2 " + -
3 . - +
4 " - -
5 % - +
6 " + -
7 = - &
8 " - -

Thus {4s~x < 2}’ shall designate the program

AL i

o,

128, It will not be necessary to exhibit all 32 of these programs.
We shall consider only those arising in the inverse interpolation

probleme

129, In the State Bracket Test (VA), the fundamental test is a
betweenness test of type:

Ne=a< % -

If we require that both discriminatiors be positive, only cases 1 and 5
are possible, The progrems in these cases are

- [a"‘d't'} 0,
E{“ = (61)
o, =

KOLM 10337
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1B
ey
‘ 54 a < #, e < o,
i ( J (: { } [
_ ‘;%‘ 0, o = _
(62)
; 3
g
i In both of these programs Oy 1s primary and 03 is secondary, while 02 is
i primary in the first and secondary in the second, Now in this problém
b the is the of State Diserimination in Chapter I, This initiates a
" calculation, But a signal to start a calculation also comes from IV, -
(L and in fact from the primary output of a discrimination { w«>o}. Hence
s it will save the necessity of a Kc order to make 0o secondary., This
it indicates that 2
¥ Ty
] 5 A
; (#5 o< 'ﬁ
g7 ghould be chosen, ’f
3 130, If both positive and negative discriminations are equally ety
W available then the natural question to ask is whether we want the outputs °
fi 0; and 03 to be primary or secondary, Let us suppose first we have a o
g simplified problem with no irregular calculations. Then Ol.signals an ui
g; irregular termination of the round, This is a very simple program which
5 i may well be put in a part of the memory adjacent to the State Discrimin- =
N fi ation progrem, Thus we should want O to be primary. This conclusion N
- Ng is strengthened because in the more elaborate calculation we need ;
44 edditional tests on Oy, As for Oy we shall have to go to VB there. e
3 Hence we want both 0y and O3 to be primary. In that case the test on a N
_ 4t and x7 will have to be negative. A glance at Table V shows the pogsible
3 g case3 are now 2 and 6, The programs for these are as follows: 53
‘I [ a < xx,}[: 0, .
‘ _ {al = a.} [: 03
ilé
it {#= "-}E 0, :
iﬁﬁ". {a. < 4'.0} E o, ;
ré;lE 0, - f
it (68)} 4
15k Ay e
iih, 54, NOLM 10337 %
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/ ‘,A.:Both of these leave 0 in secondary position, but the first one seems

the more natural.

. 131, This discussion would complete the setup of the state- .
determination program = except for the control on K = for the simpll-
fied case, lLel us now consider how tho additional tests for the more
olaborate calculation are to be grafted onto such a betweenness programe
1n doing so we recall that it is not necessary to program a warning
pignal for an irregular calculation, for the only purpose of sucn a
gignal would be to show (12) was not maintained, and that could be
shown by printing u. Hence all we need to do is to go to O, on a
gecondary, 1In Oy, then, we first test {a < ..} 3 in the primary case
wo terminate the round as before, In the secondary case Wwe must- program
an adjustment to VII., How this is to be done is a matter for Chapter Ve
For the present it suffices to say that there must be a progran I, for
getting VII abnormally, and also a program Y1 for resetting it to the
normal, The latter program can be put at the beginning of the state
determination, the output of T ghould go to On. Unfortunately that
i1s primary. However, if we use programs (61) or (63) we can regard the
start of the second discrimination as a second input, and we can take
the output of Yo, to this input on a primary. Since & < Xy holds, we
have a fortiorl a<xj. So much for O;, Ais for 03 we have a simple

x1<xp with secondary output to Oy, Using the notation for outputs
used in Chapter I, the final program in case (61) or (63) is used will be

Yofmze<mirie<a,lp o
'Y,_'-“'I_t"

0,
{» < A B 0,
O, ¥

where Io* denotes the second input to the betweenness program. If (62)
is used, Io* must be replaced by 0%, which meens a Ke order.

(65)

132, 1In the program (65), 0; will appear as primary output unless
(63) is used., Hence a Kc order is necessary in synthesizing the progrem
for all cases where only positive discriminations are used. But we
could avoid this by using, insteed of (61), the order

‘[4"0-.5-_ & = "‘!}

whose program is similar to (61) except that the second discrimination

is {x] < a) The effect of this would be to allow a calculation for

u =1, This will likely do no harm; in fact any “ordinary" interpolation
formula is exact at u = 1l. :

NOLM 10337
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i

. ¥This program requires six active orders.

133, So much for State Determination, The varlous alternatives
considered do not differ materially from one another, We shall take -(65)
in comblnation with (63), defining the negative discrimination involved
by (57)s The extra order necessary to use a negative discrimination
turns out to be necessary anyhow, The State Bracket Test is set up by
this method in Section D below, - $

134, In VII B we need a discrimination of the type

{-€ <~ <€}, (66)

e
Inasmuch as =€ can be read directly from the memory, this is essentially ¢
of the type 4

L e 7 g I

If we are confined to positive discriminations, the only two possibilities
are - S X
(remipirenip s
0, E: %
gt

o e
3

Hence the only program* for this test, which we shall call an approximation' "%
test, is essentially :

i 4

e R A e

135, If negative discriminations are available, we could make a
program in which 0; end Op were secondary and O3 primary by the program

f"nr—f-co}[:{e— /U’éOIEO;
0, 0,

56

XY L T
$ i AR
s R |



136, We can get the advantages of this sort of program by using’
only positive discriminations. If we make the test of type ‘

wil

?

' with program {-—Ar-élcol[:{é-ar<0}tog'
0, 0,

137, For the bounds test (VII E) {-4 é.agg}, we require that O
be secondary (since it refers back to VI B), and 1t is an advantage to
have 03 primarye. In the scheme below O has been made secondary.¥*
A suitable program is

{-#'—EM}EH“‘}E%
0, %

138, In this discussion we have considered various possibilities
for the three betweenness tests = viz., the "bracket test? (V A) in
State Determination, the Mapproximation tests" (VII B) and "bound test"”
(VII E) in Inversion Control. In two of these cases we have found we
can get exectly what we want without extra orders by using negative and
positive discriminations. At the seme time, we can get exactly what we
want with positive discriminatlions only by using an extra order, or we
can get a perhaps trivial modification of what we want without either
extra orders or negative discriminations., TWe shall choose the middle
one of these alternatives, That is, we assume for these tests

V A State Bracket Test - given by (65) and (63),
VII B Approximation Test = given by (67),
VII E Bound Test = given by (70).

139, We may note that if we identify Oy and O3 the approximation -
test becomes equivalent to '

flvl <€},

#This choico was mede so that VII E would not break into deta&hed parts,
“Actually a primary O would save one order, L _
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which can be made by oitllers involving absolute value as mentioned at the P

ond of Section A, When n is stored in the memory (68) involves then 5

gix sctive orders, the first program in (59) only three, while (60) b

would then require five, Thus the test to insure monotone convergence .

requires three extra orders besides those needed in connection with V A o)

(see Chapter V), However, there asre indications that the extra programming ° %

necessary to secure monotone convergence is not merely a matber of seeing 4

how a more difficult situation can be taken cere of, One can get very .Qj

definite control over the accuracy of successive approximations by ke

getting two monotone sequences which converge to the limiting value from o

opposite directions.* Thus in the present case, where we are subject %

B to (7) and (8), the method of false position could give us, in addition 9%
t5 our sequence {up), a second sequence {u'y} converging %o the root of R

P(u) = 0 from ebove, and a discrimination .

& : .-u.;_ -, < € :2:'
e ig
Thus the o

» :
o i would insure that our result was accurate to within € o

el A great importance of inequalities involving ebsolute values in the theory K
B by : of functions may not be reflected in the numerical analysis of the future.

140, A betweenness test of a speclal kind, epplicable for testing ..

/y-ﬁtqglyr*'*? i O
ig programmed in Chapter V; Section D, (See Table XVIII.) :

Co Jbteration Controls

141, We speak of an iteration when we have the following situatlon,
We have a certain program (or wgubroutine") Y depending on a parameter i. =
4 The composite program is to be so arranged that an output of ¥ .may
i cause 1 to be increased and then order a repetition of Y with the. . &
§ increased 1, this to be under the control of a discriminatlon which
¥ 2

"

causes the process to terminate when 1 exceeds (or equals) a certain y
quantity m, Generally the increase in i each time Y 18 completed . ‘i
is en addition of 1, but by an easy generalization we can take cere of e
the case where 1 is increased by an arbitrary increment § , or oven WiV
when more general operations are performed on 1. P e :

142, Iteration so defined is a very common process, Horeover, its * .
various cccurrences have a similar structure, GConsequently, any : i

¥As on example of how this can be

done in the case of solutions of . =
ordinary differential equations, @ee Reference (£)e bl s e

Al
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collection of programs will have standard procedures for controlling

jterations,

1% 143, Any iteration involves three constituent programse First
there is the program I which is to be iterated. This will be called
Then there is a progranl ¥ which precedes the

the working programe
i will be ealled the preliminary prograie
» Which

iterative processj th
_ Finally, there is a program Z, called here the terminasl program
i3 initiated when the diserimination signale the Japt iteration is complete.

144, An iteratdon control progran is a progréan which con be comlyined
with three such programs X, ¥, 2 80 &8 +o bring aboul an iterative
process. It has two outputs: working output, Oy, which goes to Y,

Tt nust be capable of

torminal output, Oy, which goes o Zo
£ Y, and may or may not recelve a

ogram capable of storing n

and &
rocelving a signal from an oubpub
signal from X, Tt must have a quantity pr
and 1, and also & if it ds useds
15, We shall suppose that the operation to be performed on 1 at
the end of each iteratlon ig the addition of 1. Then the locatum 1
thus over a certaln range

nerely counts the jterations, The jteration is
of integers, from an initial value of 1 ‘o & finel value, The final

yalue is m, or can be calculated from m, which is stored in the

control program, On the other hand we shall suppose the initial value is
set in X, so that the same control program can be used regardless of the
initial value, We shall assumeo hove that this initlal value ig 0; since

the modifications are obvious i1f it is something elsee
y be ciassified as initial and

146, Iteration control programs ma

final, An initial {teration control ig one in which the first iteratlon
h the iteration controle Such a control program

18 designed to go throug
recoives from X and makes a discrimination before proceeding to Y.

Since the procedure for increasing 1 must come after ¥ in any ovent,
such a control must contain two detached partis: @& first part, preceding
Y, which contains the diserimination, gives the output signalsy and
recoives from either X or the second part; and a second part,
following Y, which receives from Y, makes change jn 4, and goes back
to the first part.* Here the relations of before and after refer to
passage of the control from X through to Z. A fingl iteration control
i3 one designed to come after Y in the above senss. The initial
cycle is started from X3 the iteration control receives an output from
be ordered, end changes 1 if it

Y, decides whether a new cycle is to

{s., Of course, an initlal control can by used as final end vice versas
1f an initial control is used as final, the initlal cycle will be
ropeateds if a final control is used as initial, the iteration will start
with 1 = 1. Generally a final control seems the superior procedure,

but since the detached parts of an initial control illustrate soumo

¥This is modified in the case of It, below, but the two detached parts
are still necessary, The program I%B 1g really a hybrid.
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possibilities of progran construction which the final onea do not,
both kinds are considered here. ! '

147. A second classification of iteratlon controls is into
primary and secondary, according to whether the working output comes
from the primary or secondary output of the diserimination, Generally &
one would suppose that initiel programs were primary and final ones - oo
secondary, but provision is made for all four of the possible combinations
Uses will be found for programs which are both final and primary.

148, Outline programs of a seb of six iteration control schemes
are given in Table VI, The following remarks will explain the
construction of this table., In the first 10 rows the orders are
indicated by the symbols for the corresponding basic programs, without
the braces. The outputs, however, will be indicated by OY’ 0. as above,
A horizontal line of any kind indicates that the preceding order does
not have an exitj the natural breaks in the programs occur at these
points, A double horizontal line indicates that the progran () which
ig to be substituted for the preceding output must have a secondary output
to carry the control back to the beginning.* A dotted horizontal line
indicates that the following order is a secondary input of the program,
and can receive from a primary output of a preceding Y. Thus a double )
1ine indicates that a Kc order may be necessary at the end of Y, and -
this may compensate for the Kc orders scheduled as part of the control :
program in the other cases., The remaining rows give various characteristics "
of the programs, A "O" in the row Ax indicates that the initial value ot
of 1 (here 0) must be set in the accumulator when the control passes .
from X to order No. 13 a dash indicates the initial content of A is
jrretevant. The rows "I or F¥ and "P or S indicale whether the progranm
js initial or final, primary or secondary, respectively, The row :
indicates the contents of the i-locatum when the control reaches Oys
here an "i" without subscript indicates the value of ~ 1 when the control
reaches order No. l. Evidently if the program in question is used '
initially, the velue of 4 in the first cycle will be that obtained by .
giving i its initlal value (viz,, 0) in this row. The row -1 .dndicates
‘the last value of iy, The row iy indicates the value of 1 when the
control reaches Oz The rows ip end i, give the values of ip and i,
if the fundamental discrimination is fAg Oi. :

149, The program indicated in the &th column of Table VI will
be referred to hereafter as

Ity (m, 1)e I ' ?g

#In the case of itz this is generally taken care of by putting I
before the input of the control program.

"



Table VI

toeration Control Programs

Oy

Aaxd

Oy

nu-h

3

1
i
i
]
]
1
[}
]
7
|
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Tt will be supposed m and i are put in the firat and second _
positions in the quantity program. Tihen the third place in the ‘quantity
progran is reserved for § , and the order A+ 1 A is replaced by

A+ § 3 A, the progranm wlll be deslgnated
Tty (m, 1, 8.) o
If £ dis an arithmetic term, the notations
It'il(E’i) Itﬁ(ﬁ,i,ﬁ)

shall mean that mofification of these two programs in which the ﬁrogram '3jﬁ
{€ : A} is substituted for the order {m 3 4} A simple instance of such '
a modification is set up in Table XIII below,

150, It will be seen that the Ity for £=1, 2, 3, 4 represent the .
four possible types IP, FS5, FPy, IS, regpectively. Itg is a modification . %
of Itg so as %o make ip =14z, It is a modification of Its to edapt it gt
for initial use in an iteration from 1 to m. The prograns Itz and

Itg ere not used below.

= 7l

151, An additional iteratlon procedure, Ity, for descending iteration;}f
is formulated in Chapter V, Part C. : S

152, The characteristics of these various types can be seen by - et
exanining their uses in the inverse interpolation. They occur there in. G
gubdivisions I B, II B, III B, VB, VIIC, and they form parts of v :

IV A and VI,

153, Let us consider first the divisional control iterations I By i
II B, III B, Here the preliminary program is the A part of the same -
division, the working progran 1s the next division, and the terminal (o
program is the C part of the same division (except in I, where the Oy 3
is open). The first question is whether the jteration control should e
be initial or final, In this case there is no a prlorl ground for o
favoring one over the other, For the reason already stated it has been pae
decided to study both possibilities, It turns out there is 1little to = . .~
choose between them, although the use of final control has the advantage ..
that there is less breaking of the subdivisions into detached parts. '3
The initial method iterates from O to m = 1, the final from 0 to m,

154, Suppose now that these iteration controls are initial, Then '~ ?E

in cases IT and III the terminal output is to C. But C also receives . =«
fron the simple subdivision D, It would, therefore, be advantageous to*
make the terminal output of B secondary, so that D can go into C in & L“.QE
primary. This makes Ity the appropriate iteration control, This is. . “_
roinforced by the fact that Ity 18 one order shorter than It,, We use, ,ﬁf
then, Ity in all three cases I, II, and III. The subdivision B is them "*J

3

ol
2

broken into two parts By (orders 1 = 4 in Table VI) and By (ordera 5 = 7)3




gubdivision A goes out to By on a primary, By goes out %o the next
division on a primary and to C (or 01) on a secondary, the C of the
next lower division Peeds into B2 on & primary, end subdivision D
goes into C also on a primary. The iteration is from 4 = 0 %0 1 = m=1,
sgcthat there are .¢ (instead of £ +1) groups, r rounds in each group,
©LCe

: 155, Suppose, on the other hand, that these iteration controls are
final, Then the output of A goes directly to the working program on

a primary, The working output from B must then go there on a secondary
or a Ke order, This indicates that It is the natural choice, but since

Ity involves one less order than Iy, Itz with such a Ke order in the place of Oy i
of Oy is a possibility, If I%, is used "B goes to C on a primary, i
hence D will have to go to on & Ke order. The iteration would be N
from O to m, If It, were used, B would go to C on a secondary, end hence ;%};

:

D could go to C onh a primary; the iteratlion would be from O to m-1, ¥e
make the supposition here that the problem calls for calculation from

0 to m*, and that D 1s an unimportant excrescence not always needed,
These considerations dotermine the choice of Itp, But it must be admitied
that under other circumstances Itj would be preferable, If It3 were
programmed with {A £ O}es fundamental discrimination, It would also

iterate from O to m,

e

B

Fins
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printing (in IV D), in which k must have the value it had before V B

was entered, In other words it is important to have ip=1,. The
only control problem with these characteristics is Its. Hence

166, Consider now the iteration control V B, This includes the i
adjustnent{O : u. Here the working program is IV A and V A. The d
jnitial value of k is set ir IT A, and the question of whether k is R
to be increased or not depends on many other decisions beside that in .
V B. Hence this iteration control is necessarily final, Further the ai;
adjustment {0 s ulhas to be made immediately after diserimination so B
that it is an advantage to have it final. Again, when this iteration i
terminates a calculation is ordered which will eventually lead to a e 5

YB8:={It, (k-4,K)}—={0:x} .

157, Next we treat the iteration control VII C. This must also
‘be final, Further, the working output must go to V D before the . ,';tqﬁ,
caleulation can be repeated, while the terminal output is & simple -4
error signal. Hence the iteration should be primary, There is no
. necessity to have i, = 1f,'and it is no disadvantage to have the
+ . iteration end with "= n = 1. Hence :

VII B = Ity (n, u)e

Mgl T
(e

< ¥i5tually 16 would prooably bo preferable to iterate from 0 tom=1j ..
o~ then the working program operates m times, The more AILficull * A G N
.. gituation is deliberately chosen here because the interest is in thei = "%
5 ¥ progf'&mm_ga . : ! . : ; L . LAE Bl 4%
i 63 | Co e NOLM 20337,
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by 158, As for the iteration in IV A, the situation 1s fairly
b simple, The dominating consideration is that Fpruec,d nus®
H go into =x; from £:~4 ¢ Lzg both inclusive, Thls can be done by -
'Q' using Its, The termlnal output then goes to the next discrimination on

25 g4 a primary.

D. Synthesis of Inverse Tnterpolation

159, Since the time allotted to this investigation is not sufficlent

i to set up the complete program for the inverse interpolation by the . £
- methods described here, a partial synthesis must suffice to illustrate N

the principles. To obtain such a partial synthesis we shall construct %
i two schedules: (1) a synthesis in detail of subdfvision V 4, and (2) a :
i synthesis of the entire computation regarding the sucdivisions as 8

unanalyzed units, The latter synthesis will be performed twice with E
Ity and Ity for the divisional jteration controls, i

& 160, The first of these projects is carried out in Taebles VII = é

L and VITT.. Table VIT starts with the baslc programs and builds up the !
i program (63); Teble VIII gives the further construction of subdivision 5.

V A. The method of constructing these tables is explained in Reference (a)y.
_ ;i par, 933 here the scheme 18 varied so that the first two columns give :
i the final result, and the intermediate work is showm to the right.
Al In Teble VIII, the Y¥; and Yo are unanalyzedj for the present these mus®
be interpreted as additional outputs into which those problems can be
gubstituted later. The subdivision will be taken up agaein in Chapler V,
Sectlon A,

161, In the second project, the phrase "taking the subdivisions as
unanalyzed units" means teking them as if they were basic programs whose

& data are the references to the secondary outputs, if any, Where a

d subdivision has one or more primary outputs in its interior, the
i, (9 ki subdivision is broken into parts and each part is taken as such a unit. ]
o 0 All outputs leading outside the division are treated as separate units .;

A also, Only the order progrem is taken into account by this procedure.
he We start with programs for the separate divislons. These are glven

e % in Tebles IX and XI. In these tables the primary outputs are indicated ok
% 7 by giving in parentheses the input which is to be substituted therej E

B fg in the case of secondary outputs, which are all put at the end, square ¥4
4 T, brackets are used in the same way., Here Oy 0%, O3, 0, are the outputs 1
L e of the composite progrems as a whole, The iat er are éonstruoted in or

i Tebles X and XIT by the same technique as before. Horizontal linea here
i indicate that the previous item has no primary exit, _

3 AN o
162, Flow charts for the two composite programs are glven in Charts &
B end Co In these charts dashed lines indicate primary outputs, solid -~ ¥
1ines secondary outputs from a kh order, lines with crosses secondary
outputs from a Ke order, while the lines with eircles indicate remote

64 | HOLM 10337 i Y.
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‘control as discussed in Chapter Vo These charts, along with Chart 4,
have illustrative value, bub they were not used elther in the planning

or the construction of the program. The remote control in I A
necessary to set up the entire scheme is not shown on these chartsj

for this, see Chapter V, Section E,
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A Basic Prograns

Construetion of

Teble VII

e aratr et B

R, T, Pl P N

e

{= 1 4}

§A=1 3 A}

-h U

B Construction of {x <y} amd fx=¥f e

{x <yl

{x 3 A}

{A-y 3 A3

{A-1 :A}

{a < 0}

Remark

wt >~ W N M

+¢ 6
<h 7
Kh 5
0
0

1
(2) 1
(2)

C~

'y

3e

{x =y}

PRI TR ¥

o 7
<h 8
«h U
Eh 6

(2) 1
(2)

(2)
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Table VII (Conttd.)

S EHETER I L A S
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A

(z ¢ A} | {a-y ¢ 43| {a-1 = a}| {& < O} Remarks

Vil

{x

v}

C Final Construction

£ x$

N N = 0 W

{x<y}| =z

(5)
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T 1 | 5
}
2 |+ | 19 |(2) L j
3|<h | 21 2
4L | Kh 10 3
5| +e 19 (4) 1
: 6 |=h [ 20 2
¥ 7 | Kb 9 3 Oy
® e o 4 |
1 9 | ¥ (5) 1
e
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13 |Kn | 18
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Table VIII (Cont'd.)

{xogadxli {a<x_y}
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Table IX
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Division Programs Using Rl
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II 11T g v |vI

Item No.

- -&' -

A A6 [a33 |2

e
o
=

=

By 5 | BL6 |By6 (via) |(IIID) |B

§ 3 am) | (zm)| (va) | B7 |26 | (1B)
o 4 B2 [ B2 |B2 ¢ B 6

(1B,) | (11p) | [VIIA/
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Teble X

Composite Program Using Itl

Item Data ) v

IA
IB; 32
II A

IIBy 27
III A

III By
WA~ 13
VI A
VI B
IV B

Boogolniwnw

v e
III By
V 4
IIT D

ALY Ba
V A
V3B

VII A
VII B 23,29

L,
Al
o
3
34
i
P B
=
.h \
" _
&
o | o
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£ .
s
e
i
i
8.
ok
.)'
3
A
e
itn b
g
A
R
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i
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Ry
b
2l
0
ok
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Table XI

% Division Programs Using It,
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Table XIIX
Composite Program Using I‘t‘.2
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CHAPTER V %
Secondary Programs *%
.‘.'ic:r-::’

163, In this chapter we consider programs which are secondary
in tho sense of Reference (a), pare. 3l. As before we consider only
certain special cases.

A, Remote Control of an Output

164, The first case to be considered will be the situation o
1llustrated by the control of the secondary output of the approximation - i
test in case we allow an irregular calculation for x_,Sa <X, In e
the normal situation the output 0, of the inversion control leads to an .
error signal (output Oy of the composite program), since it indicates b
fellure of the monotone convergences. But if a calculation is ordered for
Xop S 8 <Xy, the situation described by III = O, is not pathological. 5
It is, therefore, necessary to adjust the discrimination order leading %o, *
VII = 0, so that in this ebnormal case the datum of this order is the = =
start oé VII C, and it must be provided that the situation is reset to £y
normal before another calculation is ordered, The programs Yj and Y
in Chapter V, Section B were intended for this purpose. We consider
here how they shall be constructed. s

165, let x be the location number of the relevant discrimination &
order in VII B, Let y7 and y, be the location numbers of Oy (VII - 04)
and of the start of VII C, respectively. If yo is in the accumulator,

the order :
Sd X v

will put y, in the datum of the order at =x. We can get yo in the
accumulator if we have the number ¥y, stored in the datum of an order
(perhaps a storage order) located in location numbered Zy, Then Y,

could be a program consisting of the two orders %

e ¢ 22
Sd X

with an analogous arrangement for Y., We note that Yy, is available in ¢«
the datum of the other discriminatioli order in VII B, biit #, requires ¥
a special storage order. Thus the Y; and Y, require together five | i
orders, and it is an accident of this particular problem that a sixt i
order is not required. : &,

166, The necessity of storing y; and ¥y, in any such case qan‘ b2
be avoided if we use the order Ge mehtioned in par. 77. Then the !é.-ff

cen be simply

T4 NOLM 10337
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dre ?

- T
* A 1o

sd x
giving four orders for Y; and Y, togethers

167, Jn.the foregoing, Y3 emd Yp have been thought of es

constitutents of the final composlite programs But our cbject here is
to formulate a simple program such that whon combined with the other
subprogrems the Y; and Y, ebove described will arise automaticallye.

Consider the following program:

1 Ge
2 sd 4
3 0
4 0
5 0

Hoere, order No, 3 1s the output of the progranm in the usual sense,
while 4 and 5 are edditional secondary outputs,

168, The use of this prcgram in composition is 1llustrated in
the synthesis of the State Dotermination program in Table XII., In this
table, and the others which follow, the constituent programs, or indications
of them, are whitten at'the top, then the place whers the orders enter
into the composite program is indicated below, The order of writing
these constituent programs is irrelevant, and 1t is convenient to write
the characteristic kernel, so to speak, of the program first even 1f it
is quite simple, then to write those which amplify or modify it afterwards,
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Table XIIT

State Determination

Table VIII

I

Y,

{ It’S (-k,Kﬁ

{A=lehq :A

G =20vl Wiy W

o)
o0

'SP Pas

- = == -

Ge 5
sd 4

%

6

&

TN

H‘W’S)'_PU’

10

W
o~

T8 K

3 §
]

B B B o i

Ge 31
sd 30
+¢ 36
-h 39
Eh 12
+c 36
“h, 38
Ka 10
2 »
sd 30
+e¢ 40
<h 36
<h U
K 29
+o 40
h 41
Eh .29

(1)

W N

O 02~7 Ov\»r

L)
—

GREL

15
17)

(3)
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o Chapter 4.
actually nonexit locations,

169,
the outputs Oz,

Og,
order in VII B,

0
tha
In

interiors of
a8 inputs, This would

pause to consider how the preceding theory can
these combinations can be
lesst in the

evident that
end that, ab
supposed to do.*

170,
gbove procedure.
the followings:

e T e A T o - oy L
. s b

Tn the further gynthesis of

error
It is evident that

gtrictly speaking, come under the theory
tho first place they are

The order Gc is mot, of course,
In fact, the program of pare

the inverse interpolatlon problem,
have to be identified with the first discrimination:
gignal output Oy, end the output to VII B,

these are combinations which do nob,
developed in Reference,
not nondatum locatlons,
Tn the second plece the locata being

to oceur in such a variety of locations in the

that it would hardly be practical to specify them )

make our notation bresk dow. Wie shall not, however,
be generalized. It is ;
handled by the present technique,

cases considered here, they will do whet they are ¢

necessary for carrying out the
167 could be replaced by « -

Ly . B
2, 84 4
3. Oy
Lo 0o (where substitution 1s made)
£, 0 6 (storage order)
iy =i e v

Here location 6 is to be identified, in due course, with the locatum

whose location

nunber is to be substituted.

A similar remark could be: -

made if the order

below with the und

B ki BN

A situation whi

Gh were useds

Tie shall use

erstending that, if desired,

these Ge and Gh programs.

they can be dispens

ch could elso have been handled by this

1 arises at the end of a calculation.

There

ed with, =

procedure of remote contro
1g different in the cases =

the procedure
these two cases
be possible for
remote control.
discrimination.

have been previously discr
the first discrimination t
But this would take more

0 and g+« 20 o Since y
ininated (in IV A), it would.
o set the output of VI B by
orders than to repeat the

Tn the case of parse

164-169, however, the repetition

of the discrimination wo
immediately availables

wld take many more orders,

because Xy

is not’ % -

¥ho substitution of {

difficulty.

T = Fa 7 &) for (A - k 3 A} 1saleo frreauiar o’ o

but probebly will nol cause any

738

P g
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1R, Another case where remote control would be useful would be -
~ in connection with printing certain recults in H, This occurs in II G,
- III1 G, and IV D, It would be possible to provide a program for reading
. from a certain auxiliary location into H, and to control the output by
.renote control, This possibility is considered in Section B below, but

18 not studied in detail, |
B Rea -_(_)_ﬁj_;_ &nd Tabulation Programs

173. We now consider programs involving reading out of tables and

- the like. A typlcal progrem of this sort is that for Subdivision IV A,
We shall find such cases can be handled by the use of the order Gh, Thus

consider the progranm K

is Gh 5
2, Sd VA

3. 0 (73)
4o 0,

5: -

where the dash at word 5 indicates that it is irrevalent what its

contents are, Suppose we start this program with a quantity & 4n- o e,

4, " If wo substitute for UJE a program . X and identify Oy with an order - .

at location &« of X, so that § takes the location o the resulting

{ . program, then the effect will be to replace the datum in that order by
Ve B ; Tty

‘174, 1In the cases where only quantities are involved the followiné.l iy
notation is convenient, If a is a location number we shall denote by

Lif et )

" the word in the location whose number is &« , This notation can
presumably be conceived, like that of locatum, in such a way as to be
Anvarlant of certain compositions = e.g., by referring it to a
reference progran, ;

$iz 20 Now let X be a program containing a locatum x., Then we
~shall designate by the notations ' a

) : X (L(e+ E)) (?4) =
F 5L fa=1L (e+&)j — X . P

- A g - 79 - ~ NOLM 10337'% % 7.
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a progranm which has the effect of X with L (e +E) iiubstﬁxilzzd fénr

%. If X refers to x din only one order, and that is igos(i%) 8 Pl
then the program (74) can be realized by substituting xth 3)
described, In other cases this will not be so, so that xe Ezewhj:ch i
fa=L (e E)} is not defined apart from some prﬁgrim b
applies, When X is given, there 1s a program, W :’lt.'c wex a.’m '.U;

Ll ey ey Buih i e (Zilnbgeiﬁsﬂ;ﬁ :ﬁgh a case w; shall

of such programs are g 0 3
23?; e;{{amgi}xgsroot progrem and { & = L (e+ g)}. ‘the gubstitibion program.

We note, incidentally, that

X(L(evB)) = {E A} — X(L (een)).

. 80 NOLM 10337
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Teble XIV P
Progran for Phase Setup (IV A) \ , :
taijo{anjsfa= L} =2 {p:0] 2{y=Lp) = {n:iy}—{Iz Ql&.n fp>o0f 4 %. i
I¥ 4 e
A 7 i -
fxay) [fxl (@ fy=1(p)fesa] |fp:a} | {41 4F| {Tta(a,1)f | {pe> 0] m _
1 +¢ 4 |Gh  5|Gh 5 |4¢ U |+ 4| - 4]+ 10 | - 5 3
{ 2 S 5 | sd 4 | 84 L |+h v |+ 5| 8 5| +h v kh 4 =
: 3 01 0, 0 R- & |0 01 S 10 01
3 A x 02 02 X 17 |'p he) +e 9 0,
5 y x x +h 16| & i =h 0 |
6 +h 19 kh 8
7 s a0 0y
_ 8 +¢ 15 0
9 +h U q
i 10 R A 1
; 11 X 20
12 +h 18 =
g 13 i 01
14 k
: 15 n
16 K
17 X .
1 »
19 i
20 w
5 X =C 35 1
218 40 2
3 |+ 33 1 (3) (8)
4 +h ¥ 2
5 R A . 3 _ :
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176, The main part of the progrem IV & ig & program i ..
: {L(.;,m) s L(evp)d
T ynsre =¥ ol .
* 5 A7 Q:-'-‘-/A’- 55 (Mfl')’:)(‘ Tah P {'éf’}A]_

AR

-Thi.s ma};-‘ba formulated as thig R A |
i Sanilae g TR S h e Lias al ey ey SN

1f we extend the definitions just made in an obvious manner to’ .
two substitutions = the root program is {4 4F o In formulating thisyi:
end other similar programs 1t geens. to be convenient to formulate the &
root program first, then the substitution program or programs when: the =«

is in A, then the programs to put the right quantitles in A, After - [ %%

: that we can consider iteratlon proee s
including the preliminary prograie Finally we can
which may be neededs : v

© Thus =

sses, if iteration is necessary = . . ‘ay
tack on any, extras ;- ‘%

2177, The complete progran for subdivision IV A'is put ‘together in
 this way in Table XIV, B b a Tt e R
: _* 178, Evidently the printing programs in IV C can be gsetlip ... P '”:
similarly. As for the printings in II ¢, III C, and IV D, which go = & -
_ : ‘into H, the simplest arrangement 1s have them go into H as they cdme;'.-"-'._‘;__:_{ iy
f.7° . d.e., We can have a counter which is increased by a unit évery time a A
ge ‘word is sent into H, &nd this can be taken as the E - to send the: next
% “ " word into the next position, Perhaps this is not a realiat.ic"';amrrangemg':itj,'.u;;

but, the matter will not be gone into further. S 5 o,

< 179, The word (5) in (73) is purely a dunmy, In the bui'iiién‘g"—.'_up of
the composite program it is presuned that it will be jdentified with a /& &4

. word occupying the correspond i

: ing location. Thus word 42 in Table XIV:' |
will eventually be identified with X-p, word 43 with F . AR N 3

180, Just as in Section A these combinatlons can be brought' about, “
without using the orders G, by using storage orders., VLT 2

161, Whother there is any utility in extending these considerations »
to cases where the words involved are not quantities has not been ' R

M P ol o i A i 5
Sk e e G 3 A
T i ik i

investigated. . :
e RE 1 . 5 o i AR g
= 'i A 4 i { . 2 . D oy
z 5?2 ¥ C Progrems Related to the Calculation
.i.-__-;_,—?- - . s* .‘_\_ A
- i??i TR A 182, The programs for carrying out the calculations are similar in ;’\
; ‘gj _t‘:h_aracter to those in Section B. They are necessarily secondary programs; A{%'
ét} : ;I.f p and q are unspecified, i 5 T s;;git
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183, If we suppose the calculation is carrled out by the "centered S
Newton formula® used in Reference (b), there will be three steps in the g
calculation, viz. 2y

1) formation of differences,

2) division by factorials, and

3) final calculatlon.

The first two of these will constitute Subdivision VI Aj* the third 1s 4,7 el
Subdivision VI B. The three stages are set up below in Tables XV = XViia |
The three rool programs are, reapectively,

- sy}
§#/nr ¥}
fpr vl

184, In connection with differences we have a double iteration,
Tt is convenient to make the inside iteration descending, 1lcee, to start
with J =S end descend to and including J = i, For this purpose a new
{teration=control program It7 has been constructed. It appears in Table XV,

185, It will be noted that these tables are based on the assunption
that there are s+l = piatl coefficients in our interpolation formula.
The tables are believed to need no further comment.

D Preparatory Routines

186, In their report, Reference (d), Goldstine and von Neumann code
what they call a preparatory routine. The simpler:of these, thelr Problem 16,
ig a device for picking out a certain segment of the memory, and increasing :
all the datum numbers of the orders in that segment by a fixed amount,
provided those numbers originally lay between certain bounds. It is
assumed , apparently, that all the words in the segment are orderse The more
general routine, Froblem 17, is an iteration of this over several intervals.

187. The coding in Reference (@) is complicated by detalls of the
position of the unit point., In the jdealized situation we have postulated
here, these considerations are irrelevent. Without them the program is
set up, using the present technique, in Table XVIII, Unfortunately time
is not available to consider the more complex problems

*WI A should also set & =0, 80 That the © Jlocatum can be used as an
auxiliary up to that point.
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Preparatory Routine
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De

Zb=ALb+pf

Substitution
Program

i1ty (n,1)f

6 =h
5 =h
5 h

+h

10

Gh 7

S
<h

P

10

9
8

10

1l
| 2
| 3
W :
:
6
7

+h

NS

10

+h

Ke

YL

31
28
27
25

(3)
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(5)(4)

NOIM 103

13
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(4)

W
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19

. "
+h

30
19
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aQ o8 W B

(8)
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188, In Table XVIII the column "Dec" is a program for extractling
the datum number - or part of the word corresponding to the set of
digits which constitute the datum number in an order - from a word in B -
the memory and storing it in A, The fourth column of the table is a test + %
for bSA<brtyp without requiring the word in A fo be put in ’-‘._ﬁ,-_-;

the memory, e
L%
E Main Control : : ;

189, A few remarks will now be made about the assembly of the’
complete program for inverse interpolation, :

190, It is evident that the divisional programs contain explicit
reference to the following locata in parts E, F, G, H of the arrangement -
of Chapter I, Section D3

::, in E X=psy Loy XLy X2,
j in F Fooo P
‘i PN .
F§F in H Ho, %4
ke

The last three of these occur only in the data of Gh orderse
191, Suppose now we assemble the composite program assigning to
theso locata the numbers in the second column of the following table

Xop e @

: e +1 ot p 5 SNE L

x 0 +2 e pra e i
e ) % e+ 3 ot Pt 1 g

Fooo e+ 4 £ | it

Go00 , &% 3 € - R o "

The true 1ocation numbers of these locata are- those .’m tha thi.rd column,
(Note: £, g h are defined by Q1)) : £

B 192. How we can evidently go from the second t-.olumn 'bn tha third
'by a preparatory routine of the sort just:described. However, a.l’chough
th.at has some automa’c.ic features to recomend it, i't. gecns mo:ce B

i
"




. “ﬁr e
o complicated than 18 really necessary. 4 substitution program could be
i coe conatructed along the lines of Sections B and C which would be simplers
i B This substitution program could be divided into two parts. 4 first.
o part, at the beginning of V, would bes
oy 1, G L4
('!
3 3, sd 10
5":,;
LB Ly, +h U
ﬁ be 54 11
;% T« *h U
3; 8, sd 13
H,
U 9 01 to Table XIII 1
vﬁ 10, 02 to Table XIII 12

11, 03 to Table XIIT 20
E 12, 0, to Table XIII 24
| z 13, O to Table XIII 25
% L. (Teble XIIT  38)

15, »

E

W o i ..
RSP A LI i

where the outputs are connected to those in Table XIII as indicated.,
The other, in I 4, would be as follows

G.rr{A+rs+i:A} > 54 E{a-nmu}c.ku)(.eh):A}
O 1
a

i i '
% .Sﬂd.[:{!i*(mhy{mﬂ)(.er/}:a}—r 5 Eo,
-' ' 0 %
i ’
Q\* Here 02 is to be identified with 43 in Table X1V, and 0, with similar
% places where L(g) and L(h) are stored in IV C and I1I D, II1 D, or IV D, .
.--‘y'_{! :
¥
. § 95 NOLM 10337




e ' - ‘

while O: is to be identified with 38 in Table XIIT (which is the same
as 42 iR Teble XIV), The programs § A + (mwl)(k+l)(Z+l) s A} wcanbe . %
carried out as in Chapter III, That will require two auxiliary lccatlons,.
which can be tuken from those used for A, k,x,p;} etce (P R e

193, This matter cannot, however, be looked into further.

_H. B. Curry
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In the course of the preparation of this memorandum there
wore certain improvements and changes which were rot thought of in
¢ime or are of too miscellaneous a nature to be incorporated in the
text. These ideas are discussed briefly here.

1. The fundamental multiplication order was taken from
Reference (c) in the form {xR : A}. Bubt the discussion in Chapter III
suggests that it would be advantageous to take this “undamental order

in the form {xA 3 A{; This could be done by programiing an initialiA R}

as part of the buili-in multiplication subroutine. The multiplicatlon
would take one time-unit of some sort longer. But since this time-unit
is small in proportion to the time necessary for a multiplication, and
since further memory-space is likely to be at a premium, the saving in
memory=space wlll more than compensate for the increased time. The
programming will also be simpler, There wlll then be no occasion to

t words into R except through 4, and since they cannot come oub
except that way either, it will be possible, in effect, to ignore the
possibility A =R in the theory of Chapter III, with this change
there will be a reduction from ten orders to eicht in Table IV; the
progren (47) will have ten orders, while (49) and (50) will have the
same number .of orders, viz., nine. Thus the verious ways of calculating
the quantity (46) will hardly differ #rom one snother, and experience
indicates that it is frequently not worth while to investigate different
ways of calculeting a quantity. Iikewise the progrem of Table XIV would
be two orders shorter. '

2, Tt would simplify the programning in Chepter ITI if
similarly the quotient, after a dlvision, were irmedistely transferred
to A, But such an arrangement would run into the difficulty that the
remainder of the division is normsally in A, ani that for some purposes
it is necessary to conserve that remeinier, JSince division does not
occur as frequently as multiplication, it is probably best to use the
orders as they are, But there are other possibiiities which night be
considered. There could be two division orders, one as at present, the
other with such a trensfer into A, Another is te provide the &, U with
a second register, and to provide that the remainder be put in it
sutomatically. This second register could be simply a pesition in the
memory reserved for the purpose, and it could be used as suxiliary
location, i necessary, for the roductions ccnsilered in Chapter II,
Section D.

3, In connection with the 3:apussion of design of the machine
the most important considerations are ef™icient use of the memory ard
efficiency in programming. The size of the merory deternines the kind
of problems the machine cen hanile. Tut given a certsin memory capacity,
the principal bottlensck for efficient performance ls the preparation of

problems for the machine, Consequently fectures of mazhine design which -

will ceuse an improvement in progremning technique should be very
seriously considered.
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4, In multiplicatlon, different parts of the answer appear
in both A and R In accordance with the jdealizations made here this
consideration has been ignored, Bub when the factor 1s taken into
consideration there may be uses for two multiplication orders which will

put either of the two parts of the enswer into A,

5, In the Goldstine and von Heumann gystem orders are words
of half length and are stored in the memory in pairs. But there are
many quantities which sre also suitable for storage in half-length wordse
1t would seem 1ikely that arrangements could be made to teke care of
such half-length words without an undue increase in conmplexity. There
should, for example, be orders for interchanging the two halves of A and

for clearing either half separately.* /

6, The fact that it takes three orders to replace 1 by 1, and
the fact that the half-length orders cause sSome complexity, is an
argument for using full=length orders with multiple datae Such systems
are used on some other machines. With 12-digit Tocation numbers and
40-digit words there could be 15 orders with 3 data plus 212 orders
with R data. The principle of automatic shift of control to the next
memory positlon could be used here alsoO. Then orders with three data
could be used for binary operations, two data being for the operands and the
third for the result, Orders with two data could be used for shifts,

substitutions, etc. Of course & theory of composi
on such a basis. It is not clear whether the use of the memory would be

nore or less efficient, For although fx +y 3 8} could be formed with
one full=length word instead of three half=-length words, {x +y + 2 +ws:u
would require three full-length words (if no auxiliary locata are used)
in the multiple-address gystem, flve half-length words in the single=
address system. The inverse-interpolation problem is presumably not a

ood one for testing this out, because it contains too much logic and

too little arithmetic.

7. The inconvenlience that k 4s the same for all A could be

taken care by an auxiliery test s in (b). This would have tobe inV a
1f it had to take place after a read out. Other‘complications along this

line are possibles

¥In the revised scheme of bagic orders for The Goldstine and von Neumann
machine some of these possibilities are provided for.
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