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INTRODUCTION.

The difficulty of learning the algorithmic language ALGOL 60 may be both under and over-estimated. While it is true that a few hours of study under suitable supervision may place the student in a position to express himself intelligently in a basic part of the language, it is clear that a complete mastery of all the possibilities of the language will require considerably more study. On the other hand the feeling of despair which may seize the student who for the first time tries to acquaint himself with the ALGOL 60 report is caused largely by the special character of this report. In fact, being designed to present as concise and complete a description of the language as possible, the ALGOL 60 report cannot be expected to act as a well balanced first introduction as well.

The purpose of the present course is to act as a guide for the student who wishes to acquire a thorough knowledge of the language and some facility in expressing himself in it. Since thoroughness is aimed at it seems obvious from the outset that the course must be based firmly on the ALGOL 60 report itself. For this reason the course itself basically consists only of a set of directions in how to read the ALGOL 60 report and a set of accompanying exercises. Only occasionally have special notes, dealing with particular points in the ALGOL 60 report, been added. Thus it is hoped that having worked through the directions given in the present course, the student will be in a position to understand the ALGOL 60 report and to use it as his standard reference.

Since the course was written primarily for students of the DASK ALGOL translator system the special characteristics of this system are explained and used. This gives the added advantage over a pure reference language course that conventions for input and output are available. On the other hand since the DASK ALGOL representation in its appearance lies very close to the reference language much of the material presented will probably be of more general interest.

Because of the special character of the course the student who is completely unprepared will need an informal introduction to the language. Danish readers may use one of the following articles for this purpose:

W. Reise: ALGOL - et internationalt sprog for elektronregnemaskiner. Ingeniørmag nr. 17, 1. sept. 1959 (this article is somewhat out of date, being based on a preliminary version of the language, but will serve as introduction all the same).

The course is divided into consecutively numbered points. Within each of these points additional notes and problems may appear. Section numbers will refer to the sections of the ALGOL 60 report. References to A MANUAL OF THE DARK ALGOL LANGUAGE will be written as for example MANUAL section 7.1.2. For each point there is left space open for the student to note the time required to work that point.
1. Read through section 1, not including 1.1. (Time min.)

2. Read through the same section, this time noticing particularly the following concepts:
   - arithmetic expressions
   - assignment statements
   - statements
   - labels
   - compound statements
   - declarations
   - blocks
   - programs (Time min.)

3. Read carefully through the problem description given in Appendix 1. Try to recognize instances of some of the concepts listed in point 2. (Time min.)

3. Problem 1. Which of the concepts listed in 2 do not appear in the problem description of Appendix 1?

4. Study section 1.1 Formalism for syntactic description. (Time min.)

4. Note 1. The meaning of the syntactic formulae may be further explained by saying that words enclosed in the bracket < >, like <ab>, denote classes whose members are sequences of basic symbols. Class designations of this kind are found in any description of a language. For describing ordinary natural languages designations like word, verb, noun, are used. This of course introduces the logical difficulty that a clear distinction between the language described and the language used for description (the meta-language) is not made (the designation verb is itself a word, but not a verb). This difficulty is avoided in the description of ALGOL by introducing the special mark < > for metalinguistic classes.

   The fact that the syntactic rules of ALGOL may be described fully and conveniently by means of the very simple formalism of section 1.1 is of course simply a consequence of the way the language has been defined.
4 Problem 1. Half of the following sequences are values of <\ab> as defined in section 1.1, the rest are not. Find those which are.

1. 213 5. \[2.73\]
2. [[{{\[2\]}}4
3. \[12[34]
4. [00 8. \([a\]
9. \((a + b)\)
10. \(1234567\)
11. \([22[2(3)\]
12. \((987(65\]

5. Read once carefully through sections 2, 2.1, 2.2.1, 2.2.2, 2.3, including the footnote 1 to section 2.1. Do not try to learn this section by heart.

5 Note 1. Note the following special features of the DASK ALGOL representation:

- The DASK ALGOL alphabet includes \(a, \xi, \sigma, \phi\).
- \(\phi\) is not included in DASK ALGOL.
- For \(\uparrow\) DASK ALGOL uses \(\downarrow\)
- \(\Rightarrow\) is not included in DASK ALGOL.
- For \(\Rightarrow\) DASK ALGOL uses \(\leftarrow\)
- For \(\Rightarrow\) DASK ALGOL uses \(\leftarrow\)
- For Boolean DASK ALGOL uses \(\text{boolean}\)
- The third form of comment is permitted only in the restricted form \(\text{end <any sequence of digits or letters>}\)

5 Problem 2. Use the comment conventions to contract the following sequences as much as syntactically possible:

1. a:=b+3 ! comment Now comes the inner loop \(V: FW=mn \)
2. begin comment This is executed whenever \(q\leq 7\) \(\text{if } PQ=0 \text{ then go to } W \)
3. \(Q[n]=m+7 \text{ end section } 2 \text{ else go to } WW\)
4. \(tu=wv/2 \text{ end block } V \text{ and } \text{end block sub } V \)

6 Problem 1. For each of the delimiters which is not an underlined word, find out how it will be typed using the DASK ALGOL keyboard. Assuming that the previous case shift is unknown, find the number of keys to be depressed for each of the delimiters. Arrange the delimiters in groups according to the number of keys to be depressed and find the number of delimiters in each group.
7. Study sections 2.4.1 - 2.4.3.

7 Note 1. In DASK ALGOL only the first six characters of an identifier will be recognized. Thus, although identifiers of any length may be used, two identifiers, to be different, must differ in one or more of the first six characters.

7 Note 2. The complete list of reserved identifiers of DASK ALGOL is given in MANUAL section 7.4.

7 Note 3. The sentence in section 2.4.3 on the same identifier denoting different quantities implies that at any one place in an ALGOL program one cannot have an identifier denoting, say, both a simple quantity (a number) and a matrix (an array of numbers). This restriction is not obvious since it is always possible to recognize array identifiers by the following bracket [ ].

7 Problem 1. Some of the following sequences of characters can be used as identifiers, others cannot. Mark those which can.

1. begin 5. P7.2 9. 7VP9
3. 4711 7. number 11. a29v3
4. ppp3 8. Q(2) 12. epsilon

7 Problem 2. Some of the following sequences of characters represent numbers, some do not. Mark those which do.

1. -0.08 5. -17.230 9. 13,411 732
2. +13.4712 6. +4.2 10. 2.48,6
3. 4 x 10^-2 7. -88 3 11. x 64,2
4. (16.20) 8. 1.24^03 12. 12.5^3

8. Read section 2.5.1 - 2.5.4.

8 Note 1. In DASK ALGOL numbers must be confined to the following ranges

-524288 ≤ integer ≤ 524287
2.9401799e308 ≤ abs(real) ≤ 3.4028235e38

8 Problem 1. Write numbers having the same values as the following, but which do not include an exponent part.

1. 7,293,8 3. 3.23 5. \(-10^{6}\)
2. 98,121,0+2 4. -1.834,5 6. \(4.8,3\)

8 Problem 2. The values given by the following numbers may, in some cases, be expressed more economically by using a number with an exponent part. Show where this is the case.

1. 17000 3. -0.00134 5. -0.0020941298
2. 1000 4. 1.0024 6. 170

8 Problem 3. Some of the following sequences of characters represent numbers, some do not. Mark those which do.

1. \(-0.08\) 5. -17.230 9. 13,411 732
2. +13.4712 6. +4.2 10. 2.48,6
3. 4 x 10^-2 7. -88 3 11. x 64,2
4. (16.20) 8. 1.24^03 12. 12.5^3

(Time min.)
9. The sections 2.6 and 2.7 may be skipped for the moment. Read section 2.8. Continue to read section 3 up to and including section 3.1.3 leaving out, however, anything dealing with subscripts or arrays.

9 Note 1. A recursive definition is a definition which uses the defined object itself as a part of it.

9 Note 2. The definition in section 3.1.1 of a simple variable is unnecessarily complicated since the construction <variable identifier> is completely equivalent with <simple variable>. The formulation given was chosen because it was considered desirable that there exist a <variable identifier> analogous to <array identifier>, <procedure identifier>, and <switch identifier>.

9 Problem 1. Which of the examples of section 3.1.2 denote simple variables? (Time min.)

10. Study section 5.1.1 - 5.1.3 on type declarations.

10 Note 1. Remember that DASK ALGOL writes boolean. (Time min.)

10 Problem 1. Some of the following sequences denote type declarations, some do not. Mark those which do.

1. integer q10 q11, h
2. integer
3. boolean integer
4. integer a5, 7
5. real number, HR
6. integer 2a4b, L2, k2
7. own boolean true
8. integer K2, (v)
9. real k; B
10. integer kappa, Kappa
11. real 2.34
12. real STUFF

(Time min.)

11. Read sections 3.3.1, 3.3.2, the first paragraph of 3.3.3, and 3.3.4 - 3.3.5.2, leaving out, however, anything dealing with function designators, if clauses, and subscripted variables. (Time min.)

11 Note 1. DASK ALGOL does not include +.

11 Example 1. The proof that a given construction is an ALGOL 60 arithmetic expression is equivalent to showing that the construction may be formed through applications of the rules of section 3.3.1. Thus for example the construction

\[ a \times \left( b + c \times d \times e \times f \right) \times g \]

is proved to be an expression through the following steps:

- **Primitives:** a b c d e f g
- **Factors:** a b c d g
  - and therefore also: d e
  - and again: d e f
- **Terms:** a b c
  - and therefore also: c d e f
- **Simple arithmetic expressions:** b
  - and therefore also: b + c x d e f
Arithmetic expression: \( b + c \times d \) 
Primary: \( (b + c \times d) \)
Factor: \( (b + c \times d) \)
Term: \( a \times (b + c \times d) \) 
and therefore also: \( a \times (b + c \times d) \times g \)
Simple arithmetic expression: \( a \times (b + c \times d) \times g \)
Arithmetic expression: \( a \times (b + c \times d) \times g \)

Through the analysis we have had occasion to introduce the following numbers of syntactic units:

Primary: 8
Factor: 8
Term: 6
Simple arithmetic expressions: 3
Arithmetic expressions: 2 (Time min.)

11 Problem 1. Analyze in the same way as in the previous example the construction of each of the following arithmetic expressions and find the number of different syntactic units in each case.
1. \( ((P)) \)
2. \( -Q/R_2(S+T) \)
3. \( +A-B_4(C-D_4(E-F)) \)

Having worked through these examples you will realize that the apparently rather complicated rules of section 3.3.1 essentially are only a concise formulation of the ordinary rules for writing arithmetic expressions. (Time min.)

11 Problem 2. Some of the following sequences are arithmetic expressions, some are not. Mark those which are.
1. \( axb/cd/exf \)
2. \( +ax-b \)
3. \( 2g_6x4,3 + Q \)
4. \( 2g_6x4,3 \)
5. \( 3,8k_6(7+n)/4 \)
6. \( p/qrs+tu-v \)

11 Problem 3. For each of the correct arithmetic expressions of 11 Problem 2 write a reasonable type declaration for the variables which occur in the expression. (Time min.)

11 Problem 4. Assuming that at a certain point in a program the values of seven simple variables are as follows:
\( va = 2, vb = 3, vc = 4, vd = 5, ve = 6, vf = 7, vg = 8, \)
find the values of the following expressions:
1. \( va + vc + vb/ve \)
2. \( vd \times (vc + vg)/ve VA \)
3. \( vc \times (vd - vb) \)
4. \( vf/\times va \times (vf - vc) / vb / (vb + vc) \)
5. \( va \times (vb \times (vg - vb) / va / (ve / va)) - 2 \times vd) / (vg - vb) \)
6. \( va \times vb / va \)
7. \( (vc \times vb) \times va \)
8. \( vc + (vb + va) \)
9. \( (((vb \times va - vc) \times (-va) + vd) \times va + ve) \times (vf - vd)) + vg - 2 \)
10. \( ve + (vg - vb) \)
11. \( (ve - vd) + vb + ve \)
12. \( (ve - vf - va) + ve \) (Time min.)
11 Problem 5. Write the following mathematical expressions as ALGOL expressions, without using redundant parentheses:

1. \( s + \frac{e - t}{\sqrt{2}} \)
2. \((u - w)(1 - \frac{e^3}{k(a - k)})\)
3. \(a^n\)
4. \(a^b\)
5. \(a + s^n\)
6. \((q^v)^g\)
7. \(\frac{p^q}{r^{s+t}}\)
8. \(a - \frac{b}{c(d - e^{t+q})} \frac{1(j-k)}{h + q^{n+p}}\)

(Time min.)

12. Read sections 4.2.1 - 4.2.4 ignoring for the moment the references to subscripted variables and the entire function.

12 Example 1. As explained in greater detail later statements and declarations are normally separated by a semicolon and consecutive statements will normally be executed in the order in which they are written. Thus a part of a program might look like this:

```algon
real a, b, p, q;

a := b := 7;
p := a + 3 * b - 2.3 * 1;
q := p + (a + 3)/(b - 13);
a := p := q - b * 0.2;
```

In order to follow the action of these statements it is useful to write a table with a column for each variable, where each new value of this variable is entered. Such a table is shown below, where in addition the inserted numbers from 1 to 6 show the order in which the new values are formed.

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>p</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>7</td>
<td>2:</td>
<td>7</td>
</tr>
<tr>
<td>4:</td>
<td>27.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5:</td>
<td>25.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6:</td>
<td>25.87</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus the final values of a, b, p, and q, are 25.87, 7, 25.87, and 27.27, respectively. (Time min.)
12 Problem 1. Using the same system as in 12 Example 1, follow the action of the following statements and find the final values of the variables.

```plaintext
real r1, ra, rb;
integer n, i, j;
n := 5;
r1 := n/(n + 15);
rb := n + 6/(6 * r1 + 0.5);
i := n := n - 2;
j := rb - 1;
ra := (j - 1) * r1 * (rb - 4);
r1 := ra + rb + n + 1 + j + 6 * r1;
rb := (r1 - rb + n + j - ra) * (rb - j) + ra;
j := n := i + n + (j - 2);
i := n + ra;
```

(Time min.)

13. Read sections 3.4.1 - 3.4.6.2.

(Time min.)

13 Note 1. In DASK ALGOL the implication operator \( \Rightarrow \) is not included.

13 Problem 1. Using the same technique as the one explained in 11 Example 1, analyze the following Boolean expressions and find the number of relations, Boolean primaries, Boolean secondaries, Boolean factors, Boolean terms, implications, simple Booleans and Boolean expressions entering into each of them:

1. \((-,(cws) \land (P > Q v W))\)
2. \(u \land 2 > 17.2 v W \land Q \vee -, T\)

(Time min.)

13 Problem 2. For each of the expressions of 13 Problem 1, write suitable type declarations for the identifiers.

(Time min.)

13 Problem 3. Using the same scheme as in 12 Example 1, work through the following statements and find the final values of all variables.

```plaintext
real ra, rb;
integer ia;
boolean ba, bb;
ra := 7.5;
ia := 5;
rb := 3 * ra - 2 * ia;
ba := rb > ia \land ia > ra;
ra := 2 * (ra - ia) - 1;
ba := -(ra > ia \lor ba);
bb := (ba = rb > ia) \land ra < rb;
ba := -(ba \lor bb);
```

(Time min.)
14. Convince yourself that according to section 3.5.1 a label may be an unsigned integer or an identifier and that a designational expression may be a label. Read sections 3.5.5 and 4 and the first three lines of section 4.1.1. Read sections 4.3.1 - 4.3.3.

14 Note 1. In DASK ALGOL unsigned integers cannot be used as labels.

14 Problem 1. The following statements generate a sequence of values for SUM. Find the first four of these values.

```
REAL p, q, SUM;
INTEGER n;
n := 1;
p := 0.5;
SUM := 0;
q := 1;

loop: SUM := SUM + q/n;
q := q * p;
n := n + 1;
go_to loop;
```

(Time min.)

15. Read sections 4.4.1 - 4.4.3.

16. Read sections 4.5.1 - 4.5.4 ignoring for the moment those syntactic units which have not yet been defined during the course.

16 Note 1. The necessity of introducing the <unconditional statement> arises because a construction like

```
if B1 then if B2 then S := exp else V := Q + 1;
```

must be avoided since its meaning is not clear. (Time min.)

16 Note 2. The basic point of the syntax of <conditional statement> is the following:

An if can never follow a then.

16 Problem 1. Using the system of 12 Example 1 follow the action of the following statements and find the final values of all variables.

```
REAL u, W;
BOOLEAN B;
u := 3;
B := true;

repeat : W := u - 2;
if u <= 1/u > 0 \& W > -2 then u := 1/u
else if B then go to Z
else go to end;
Z:
B := false;
u := W + 2 \times u;
go_to repeat;
end: B := u \geq W
```

(Time min.)
17. Read sections 4.1.1 - 4.1.3 ignoring the syntactic units which have not yet been covered: procedure statements, for statements. Read also section 5.

17 Note 1. Section 4.1.1 gives the important rules of how to join statements and declarations together to form a program. The main difficulty of this section is that of punctuation, particularly of when to write semicolon and when not to. The difficulty is directly connected with the use of the delimiter end. As a guide for the student the relevant rules may be restated as follows:

**PUNCTUATION RULE 1**: Within a program the first symbol following any statement (whether basic or not) must be one of the following three:

```plaintext
;  else  end
```

**PUNCTUATION RULE 2**: Any sequence `... end end end ...` within a program must always be terminated by semicolon or `else`.

Punctuation rule 1 follows directly from the syntactic rules governing statements (sections 4.1.1, 4.5.1, 4.6.1, and 5.4.1). Punctuation rule 2 follows from observing that an `end`, whenever it occurs, is the last symbol of some statement, and then applying punctuation rule 1.

17 Note 2. Recall the special comment conventions for `end` (section 2.3).

17 Note 3. In DASK ALGOL the declarations in a block head cannot be given in an arbitrary order, but must appear in the following order:

- First: type declarations
- Second: array
- Third: switch
- Fourth: procedure

17 Example 1. The concept local may be illustrated by an example of a program structure as follows:

```plaintext
L1: begin real A, B, C;  
    . . . .  
    . . . .  
L3: begin real A, D;  
    . . . .  
L4: Q: A := 2 * B + C;  
L5:  D := 2 * B + A;  
    . . . .  
L6: P: C := 2 * A - D;  
    . . . .  
L7: go_to P;  
L8: go_to R;  
    . . . .  
L9: end;  
    . . . .  
L10: R: go_to P;  
    . . . .  
L11: end  
```
Here we have a larger block, from L1 to L11, containing as one statement a smaller block from L3 to L9. In the outer block we work with the identifiers A, B, and C, which are local to this block. In the statement at L2 a value is assigned to this A. The inner block introduces a new, local, A and a D. This A, then, has no relation to the A of the outer block, which is now screened. The variables B and C, on the other hand, are the same in both blocks. At L4 they are used to assign a value to the local A. This value is again used to assign a value to the local D at L5. These operations make no use whatsoever of the A of the outer block. At L6 a value is assigned to the non-local C, using the local A and D. Labels are automatically local. Thus the labels Q and P at L4 and L6 are only accessible from inside the inner block. The go to statement at L7 will therefore lead to the statement at L6. The go to statement at L8, on the other hand, will lead out of the inner block to L10 because the identifier R, being not declared in the inner block, will be non-local. The moment this passage out of the inner block occurs the local variables A and D are completely lost. The go to statement at L10 will lead to L2 because the label P at L6 is local to the inner block and thus inaccessible from L10. (Time min.)

17 Problem 1. Using the system of 12 Example 1 follow the action of the following program and find the values of those variables which are defined at the label STOP.

```
begin real W, S, B, C;
L1: W := B;
L2: S := 5;
L3: B := 2 * W - S;
L4: C := B - W;
begin real P, W;
L5: W := B - 2 * C;
L6: P := C - B;
L7: AA: W := P - 2 * W;
L8: C := C + 1;
L9: if W > 1 then go to AA;
L10: S := W - P + S;
end;
L11: W := W - C + S;
STOP:
end;
```

17 Problem 2. Check the syntactic structure of the program of 17 Problem 1 against the rules of section 4.1.1 and find the number of unlabelled basic statements, basic statements, unconditional statements, statements, compound tails, block heads, unlabelled compounds, unlabelled blocks, compound statements, and blocks. (Time min.)

18. Read section 2.7.

18 Note 1. The scope of a label comprises, so to speak, all those statements from which the label may be seen.

18 Note 2. The definition of scope should be changed to read:

The scope of a quantity is the set of basic statements, if clauses and for clauses . . . .
Example 1. The concept of scope may be illustrated by the example given in Example 1. The scopes of the different quantities are as follows:

- Scope includes statements at
  - A and P in outer block
    - L2, L10
  - B, C, and R
    - L2, L4, L5, L6, L7, L8, L10
  - D, Q, and A and P in inner block
    - L4, L5, L6, L7, L8

Problem 1. Find the scopes of all the identifiers of Problem 1.

Note 3. The meaning of the second paragraph of section 2.4.3 should now be clear.

Read sections 5.2.1 - 5.2.4.4.

Note 1. In DASK ALGOL own arrays cannot be handled (cf. MANUAL section 7.12).

Problem 1. Write a declaration for the following arrays:
- MatA and MatB, having two subscripts, the first running from 1 to k, the second from 1 to n;
- Zoop, having four subscripts, the first running from -7 to +7, the second from 1 to 10, and the third and fourth from 0 to 1.

Read (revise) sections 3.1.1 - 3.1.4.2, paying special attention to the subscripted variables.

Convince yourself that according to section 3.3.1 subscripted variables may be used in the same way as simple variables in arithmetic expressions.

Read (revise) sections 4.2.1 - 4.2.4.

Note 1. In the fourth example of section 4.2.2 there is a mistake in some of the editions of the ALGOL 60 report. The first symbol should be S (not s, cf. section 2.4.3).

Example 1. The detailed explanations of sections 4.2.3.1 - 4.2.3.3 are relevant in a case like:
```plaintext
real n; array A[1:10];
n := 2;
A[n+1] := n := n + 2;
```
Section 4.2.3.1 produces:
```plaintext
```
Section 4.2.3.2 gives the value of the expression as 4.
Section 4.2.3.3 assigns 4 to n and A[3].
22 Problem 1. Using again the system of 12 Example 1 follow the action of the following program and find the values of all variables at the label STOP.

```
begin integer i, j; integer array A[1:3, 1:2], C[0:2];
i := 1 := i + 2 x j + 2;
A[2x1, C[1-2-3x1] - 3] := j - 2 x 1;
i := - A[3, 2];
J := 1 - j;
STOP;
```

(Time min.)

23. Read sections 3.2.1 - 3.2.5. Ignore the concepts <string> and <switch identifier> and the references to procedure declarations and procedure statements. If necessary use the alphabetic index at the end of the ALGOL 60 report to find the definitions of any other syntactic units.

24. Convince yourself that, according to section 3.3.1, function designators may be used in arithmetic expressions in the same way as simple variables.

(Time min.)

24 Problem 1. Follow the action of the following statements and find the final values of all variables.

```
begin real r, p, s, log;
p := 4 x arctan(1);  
r := 4 x sin(p/6);  
p := p/r;  
s := 5 + cos(p x sqrt(2x2 + 1));  
r := sign(r^3 - 2 x s)x(s - r);  
log := ln(s x (s+r))/ln(10);  
p := p x (s+r)
```

(Time min.)
24 Problem 2. Write an algorithm for calculating the complete solution of the second order equation

$$Az^2 + Bz + C = 0$$

The algorithm should be written as a block having the real variables $A$, $B$, and $C$, supplied from outside and itself supplying the solution in the form of two complex numbers. These should be expressed as four real variables using the following identifiers:

- $z_{lr}$ real part of first solution
- $z_{li}$ imaginary part of first solution
- $z_{2r}$ real part of second solution
- $z_{2i}$ imaginary part of second solution.

The quantities which have a meaning outside the block of course should not be declared in the block head.

The solutions are given by the usual formula:

$$z = \frac{-B \pm \sqrt{B^2 - 4AC}}{2A}$$

If $B^2 - 4AC$ is negative this formula should be used for finding both of the complex solutions. If, however, $B^2 - 4AC$ is positive the following method should be used for avoiding forming the numerator as the difference between two nearly equal numbers: The above formula should be used only for finding one of the roots, namely the one which results from taking that sign of the square root which makes the numerator be formed as the sum of two numbers of equal sign in other words from taking + the square root when $B$ is negative and - the square root when $B$ is positive. The other real root may then be formed from

$$z_2 = \frac{C}{A \times z_1}$$

where $z_1$ denotes the first root.

If $A=0$ the equation is linear and should be solved as such. If also $B=0$ the algorithm should go to a label outside the block called INDETERMINATE.

If the two solutions degenerate to one both $z_1$ and $z_2$ should be set equal to the correct solution. If the solutions are real the imaginary parts should, of course, be set to zero.

Check your algorithm by following the action of it for the following sets of the parameters:

<table>
<thead>
<tr>
<th>Parameter set</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
<td>-8</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>-10</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>+10</td>
<td>-9</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>-4</td>
<td>-4</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>-8</td>
<td>26</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

(Time min.)

25. Read (revise) sections 3.3.1 - 3.3.3 paying special attention to the mechanism of the if clause and else (see particularly the second paragraph of section 3.3.3).
Note 1. In an expression like

\[ \text{if } B \text{ then } p \text{ else } q + r \]

it is important to notice that the meaning is equivalent to

\[ \text{if } B \text{ then } p \text{ else } (q + r) \]

and not equivalent to

\[ (\text{if } B \text{ then } p \text{ else } q) + r \]

The reason for this is the following: The + in the original expression must, according to section 3.3.1, stand between a \(<\text{simple arithmetic expression}>\) on the left, and a \(<\text{term}>\) on the right. The \(<\text{term}>\) obviously is \(r\). The \(<\text{simple arithmetic expression}>\) must be \(q\). It cannot be

\[ \text{if } B \text{ then } p \text{ else } q \]

since this is not a \(<\text{simple arithmetic expression}>\).

Problem 1. Follow the action of the following statements and find the final values of all variables.

```plaintext
begin real a, b;
  a := 7;
  V: b := if a > 10 then 15 + a else 13 - a;
      a := 17 - b;
      if a & b then go to V;
end
```

Problem 2. Find out whether the following construction is correct or not, and prove your conclusion on the basis of section 3.3.1:

\[ A + \text{if } q < 0 \text{ then 7 else 4} \]

Problem 3. Write an algorithm for finding the polar coordinates \(r\) and \(v\) when the rectangular coordinates \(x\) and \(y\) are given. This is equivalent to solving the equations

\[ \begin{align*}
  r \cos v &= x \\
  r \sin v &= y
\end{align*} \]

The angle \(v\), which should lie in the range from 0 to \(2\pi\), should be determined through the use of the standard function \(\arctan\). The quadrant must, however, be determined from the sign of \(x\) or \(y\). Be sure that your algorithm will work also for \(x\) and/or \(y\) = 0. If both are zero \(v\) should be set to zero.

Check your algorithm by following its action when \(x\) and \(y\) are given initially as follows:

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(y)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

(Time min.)

26. Read section 3.3.6 and MANUAL section 7.6. on the arithmetics.

(Time min.)

27. Read (revise) section 3.4.1 paying special attention to the \(\text{if clause and else}\).

(Time min.)
27 Problem 1. Find the value of the sixth expression of section 3.4.2:

\[
\text{if } k < 1 \text{ then } s \rangle \text{ else } h \leq c
\]

for the following three sets of values of the variables:

\[
\begin{align*}
\text{Set 1} & : k & s & v & h & c \\
& : 1 & 2 & 2 & 4 & 3 \\
& : 2 & 2 & 2 & 4 & 3 \\
& : 3 & 1 & 4 & 5 & 2 & 2 \\
\end{align*}
\]

(Time min.)

27 Problem 2. Find the value of the last expression of section 3.4.2:

\[
\text{if } \text{if } a \text{ then } b \text{ else } c \text{ then } d \text{ else } f \text{ then } g \text{ else } h \leq k
\]

for the following three sets of values of the entering variables:

\[
\begin{align*}
\text{Set I} & : a & b & c & d & f & g & h & k \\
& : \text{true} & \text{true} & \text{true} & \text{false} & \text{false} & \text{false} & 5 & 7 \\
& : \text{false} & \text{true} & \text{false} & \text{false} & \text{true} & \text{false} & 5 & 4 \\
& : \text{false} & \text{false} & \text{true} & \text{false} & \text{true} & \text{false} & 5 & 4 \\
\end{align*}
\]

(Time min.)

28. Read sections 3.5.1 - 3.5.4 and 5.3.1 - 5.3.5. These sections are intimately bound together and cannot be understood without reference to each other. Read (revise) sections 4.3.1 - 4.3.5.

28 Note 1. The kind of situation referred to by the remark of section 5.3.5 may be illustrated by the following example:

begin
switch W := tt, Q[n + 2];
switch Q := Q1, Q2, Q3;

---.
A: begin real n;

TT: go to W[2];

---.
end block A

The go to statement at TT refers to W[2]. The designational expression for
W[2] is Q[n+2]. Into this expression the variable n enters. Owing to the
declaration real n in the head of block A the statement TT is outside the
scope of the n of Q[n+2]. Consequently the go to statement is undefined.

(Time min.)

28 Problem 1. Follow the action of the following statements, write a list
of the labels to which the go to statements successively refer and find
the final values of the variables:

begin integer n, s;
switch S := SB, S2, S3, STOP;
switch W := TW, S[n - s + 7];
n := 7;

TW: go to S[n - 4];
SB: n := n - 1;
s := s + n;
go to W[n - 2];
S3: n := n - 2;
s := s - 2;
go to W[n - s - 1];
STOP:
end

(Time min.)
29. Read sections 4.6.1 - 4.6.6. (Time min.)

29 Note 1. The definition of <for statement> contains an ambiguity which has not yet been officially resolved. Until this happens it is recommended that it be corrected to read:

<for statement>:= <for clause><unconditional statement> | <label>:<for statement>

29 Note 2. In DASK ALGOL the controlled variable of a for clause can only be a simple variable, not a subscripted variable.

29 Problem 1. Find the values assigned to the controlled variable in the following for statements and the final value of s:

```
begin real p, q, r, s ; integer k, m ;
p := 1 ; q := 2 ; r := 5 ; s := 0 ;
for k := p + q, q - p, rxp - q do s := s + k ;
for m := q step r until 7xq + 1 do s := s - m ;
for k := 2, s, 2 step 2 until 6 do s := s + 2xk ;
for m := s + 4x5, m + 2 while s<0 do s := s - m ;
for k := 1 step 1 until 5 do
  for m := 3 step -1 until 0 do s := s + k + m ;
```

29 Example 1. For statements are particularly useful for executing operations on vectors and matrices (described in ALGOL as arrays). A simple example is the addition of two vectors VA and VB to give a third VC. This may be expressed as

```
integer 1 ; array VA, VB, VC [1 : n] ;
for i := 1 step 1 until n do VC[i] := VA[i] + VB[i] ;
```

Note that the quantity n cannot be declared in the same block head as the arrays VA, VB, VC (cf. section 5.2.4.2).

29 Problem 2. Write a block for multiplying matrix A (subscripts from 1 to i and 1 to j) by matrix B (1 to j by 1 to k) to form a matrix C (1 to i by 1 to k). Mathematically this is expressed as

```
C_{pq} = \sum_s A_{ps} B_{sq}
```

(Time min.)

30. As an introduction to the study of the remaining part of the language, the procedure mechanism, the following notes may be of help.

The procedure concept essentially has developed from the desire of being able to introduce any needed extension the basic mechanisms of the language. A few examples of such extensions are matrix arithmetics, transcendental function such as Bessel functions, and integration of differential equations.

In ALGOL all such mechanisms may be expressed by means of procedures. The ALGOL procedure concept is based on procedure declarations and procedure statements. A procedure declaration is the means of defining a new
mechanism and associating an identifier with it. Thus the essential part of a procedure declaration is a piece of more elementary ALGOL language, the so-called procedure body. The rest of the procedure declaration, the procedure heading, only serves to specify the manner in which the procedure body is connected with the rest of the program.

The procedure declaration never executes any operations by itself. In order to put the process defined in it to work it is necessary to call it by means of a procedure statement. This, then, may be thought of as a short-hand description of the complete process defined in the procedure declaration. This is all the more apt since the same procedure may be called from any number of different places within the same program.

Now read section 5.4.1 - 5.4.6. If necessary use the alphabetic index of definitions. (Time min.)

30 Note 1. In agreement with the correction of 29 Note 1 the declaration for Absmx should be corrected as follows: Insert a begin immediately before if and an end between the two end's.

30 Problem 1. In each of the 5 examples of section 5.4.2 localize the procedure heading and its constituents: procedure identifier, formal parameter part, \( f \), value part, specification part, and also the parameter delimiters. Find the formal parameters. Finally for each of the identifiers in the procedure bodies find out whether it is local, formal, or non-local. (Time min.)

30 Problem 2. Quote the procedure identifier of those of the procedure declarations of section 5.4.2 which define the value of a function designator. (Time min.)

31. Read sections 4.7.1 - 4.7.4 and 4.7.7.

31 Example 1. The important rules of section 4.7.3 may be illustrated by the following elaboration of the examples of sections 4.7.2 and 5.4.2. The first procedure statement of section 4.7.2:

\[
\text{Spur(A)order:(7)Result to:(V)}
\]

can only make sense if it occurs in a block where, besides the declaration for the procedure Spur, declarations for A and V hold as follows:

\[
\text{array A[1:7, 1:7]; real V;}
\]

Now the effect of the rule of section 4.7.3.1 will be to add the assignment statement

\[
n := 7
\]

and the declaration integer \( n \) at the head of the procedure body.

The effect of the rule of section 4.7.3.2 will be to replace \( a \) by \( A \) and \( s \) by \( V \) throughout the procedure body. Thus, the effect of the above procedure statement is the same as that of the following block

\[
\text{begin integer k, n ;}
\text{n := 7 ;}
\text{V := 0 ;}
\text{for k := 1 step 1 until n do V := V + A[k,k]}\]

end

(Time min.)
Problem 1. In the same way as in Example 1 execute the operations of section 4.7.3 to find the effects of the remaining procedure statements of section 4.7.2:

\[\text{Transpose (W, v+1)}\]
\[\text{Absmax (A, N, M, Y, I, K)}\]
\[\text{Innerproduct (A[t, P, u], B[P], 10, P, Y)}\] (Time min.)

Problem 2. Assuming that the value part: value n were removed from the heading of the declaration of Transpose (section 5.4.2), what would be the effect of the procedure statement

\[\text{Transpose (W, v+1)}\] (Time min.)

Problem 3. Find the values of the quantities R, I, and K, at the label FINIS of the following program (the declaration for Absmax is that of section 5.4.2):

\[\text{begin array zero[1:2, 1:2]; real R; integer I, K;}
\]
\]
\[\text{Absmax (zero);size:(2,2)Result:(R, I, K)}\]
\[\text{FINIS};\]
\[\text{end};\]

If you find the result unsatisfactory what improvement of the procedure declaration could you suggest. (Time min.)

32. Read sections 4.7.5 - 4.7.6.

32 Note 1. In DASK ALGOL it will not be possible to call arrays by value.

32 Note 2. In DASK ALGOL procedures calling themselves, or using their own identifier within their bodies recursively, cannot be handled.

32 Note 3. The remark of section 4.7.6 is closely related to that of section 5.3.5 (see 28 Note 1).

32 Example 1. Formal parameters should generally be called by value when they represent pure input data to the procedure, in other words when in the procedure statement they may correctly correspond to expressions. The effect of calling a formal parameter by value is

a) To screen the corresponding actual parameter, i.e. to make sure that it is left unaltered by the procedure statement.

b) To economize the procedure call in the case that an expression, and not just a simple variable, is entered in the corresponding position.

c) To allow the use of the formal parameter as an internal working variable of the procedure body.

The following example will serve to bring out these points:
procedure EX(A, B) ; value A ; real A, B ;
begin integer k ;
A := A^2 - sin(A x (A^3 - 1)) ;
B := 0 ;
for k := 1 step 1 until 5 do B := B + A x (B + 1)/k end
If this procedure is called only as follows:
   EX(a, b)
value A may correctly be omitted. In this case the value of the variable a
would, however, be changed by the procedure statement. If the procedure is
called as follows:
   EX(p+q, b)
value A is necessary, since if it were not present the meaningless con-
struction
   p + q := (p+q)^2 - sin((p+q) x ((p+q)^3 - 1))
would result from the application of the rules of section 4.7.3. In addi-
tion value A evidently achieves an economy in evaluating the first basic
statement of the procedure body, since the sum p+q is only evaluated once.
It should be noted, however, that not all pure input data should be
called by value. An example of this is presented by the formal parameters
a and b of the procedure Innerproduct of section 5.4.2. Evidently, the
whole meaning of this procedure depends on the possibility of not calling
these parameters by value. (Time min.)

32 Problem 1. Write the declaration for a procedure for solving second or-
der equations, using the principles of 24 Problem 2. (Time min.)

32 Problem 2. Write a declaration for a procedure for finding the polar
coordinates from the rectangular ones (cf. 25 Problem 3). (Time min.)

32 Example 2. If a procedure has no formal parameter part it must work on
non-local quantities of the procedure body. An example would be the follo-
wing:
procedure R ; Q := sqrt(x^2 + y^2)
This procedure works on the three non-local parameters Q, x, and y. These
must, of course, have scope which includes the block in the heading of
which the above declaration occurs.
Another variant is
real procedure R ; R := sqrt(x^2 + y^2)
This must, to be useful, be used in expressions, e.g.
   S := p + q + R
This example will serve to warn the reader that an apparently simple addi-
tion may, in fact, imply a procedure call.
32 Example 3. The most intractable consequences of ALGOL will be realized if the above possibilities are combined. Thus the procedure

```algon
def procedure Sneaky(z); real z;
begin
    W := z + (z - 2)x2;
end Sneaky;
```

will, when used in an expression such as

```
P := Sneaky(y - 1) + 2
```

cause a change of the value of W behind the back of the user, so to speak. Furthermore this construction will cause the effect of

```
Pip := Sneaky(k) x W
```

to be different from that of

```
Pip := W x Sneaky(k)
```

Evidently such possibilities, if used must be handled with utmost caution.

33. Read section 2.6.1 - 2.6.3.

35 Note 1. DASK ALGOL uses the symbol _ for space and effectively two different kinds of string quotes:

```
\{ for layouts
\} for other strings
```

Strings within strings cannot be used.

34. Read sections 5.4.6, 4.7.8 and MANUAL sections 8 - 8.7 on DASK ALGOL STANDARD OUTPUT PROCEDURES.

34 Note 1. Most of the complications of the syntax of section 8.3.1 arise from the following restrictions:

1. The neighbours of a space symbol _ on either side must be n, d, or 0, and cannot be . or another _

2. The sequence of letters d and digits 0 may start with a number of d's and must be followed by a number of 0's, but the two cannot be mixed.

34 Problem 1. Show the printed results of the following statements:

```algon
begin real p, q;
p := 9;
q := 2/p;
tryk vr;
tryk tekst (\{p, _, _\});
tryk (\{d, d, d\}, p)
tryk (\{d, d, d, d\}, -p+q)
end;
```

34 Problem 2. Write four layouts which will produce the numbers in the following four columns

```
| 12.34 | 10.973 | 24 | + 17 |
| 0.027 | .00012 | -20 | 628.3 |
| 555.6 | .015 | 45 | + 15.2 |
| -300 | 12 |
```
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35. Read MANUAL sections 9 - 9.7 on STANDARD INPUT PROCEDURES.

35. Problem 1. Find the exact output from the following program when supplied with the input symbols shown below:

```plaintext
begin integer u, v, w;
real procedure Innerproduct (a, b, k, p); value k;
ingteger k, p; real a, b;
begina real s;
s := 0; for p := 1 step 1 until k do s := s + a * b;
Innerproduct := s
end Innerproduct;
```

PROGRAM:

```plaintext
trykkopi (\{/\});
T: lms (u, v, w);
begina integer P, Q, R;
real array A[1:u, 1:v], B[1:u, 1:w];
lms(A, B);
S: lmsstreng, if streng (\{Ar\}) then go to T;
lms(Q, R); trykvq, tryk(\{ddd\}, Q, R);
tryk(\{ddd, ddd\}, Innerproduct(A[P, Q], B[P, R], u, P));
go to S;
end
end;
```

Sample input data/

Example of lms, lmsstreng, streng.

```
Q R Sum(A[|Q|,B[|R|])

Arrays: u = 3, v = 2, w = 4,
A:
.1, .2,
.3, .4,
.5, .6,
B:
1, 2, 3, 4,
5, 6, 7, 8,
9, 10, 11, 12,
Q, R: 1, 5,
Q, R: 2, 2,
```

Arrays: u = 2, v = 3, w = 2,
A:
-.9, -.8, -.7,
-.6, -.5, -.4,
B:
6, 7,
8, 9,
Q, R: 3, 2,
3 Problem 1. Assignment statements, labels.
4 Problem 1. 5, 6, 7, 10, 12.
5 Problem 1. 5, 7, 11.
5 Problem 2. 1. a := b + 3 ; V : P := w ;
  2. begin if PQ = 0 then go to W ;
  3. Q[n] := w + 7 end else go to WW
  4. tu := v/2 end end ;
6 Problem 1.
  2 keys: - / \ / > \ \ / \ \ / ( ) ]
  3 keys: <= <- \ := \}
  4 keys: _> _ < \
7 Problem 1. 1, 6, 7, 11, 12.
8 Problem 1. 1. +729300000. 2. 9812. 3. 1000. 4. -.000001834.
  5. -.000001. 6. -4000. T
8 Problem 2. 1. 17.3. 2. V3. 3. -134_k-5.
8 Problem 3. 1, 2, 7, 9.
9 Problem 1. The 5 first.
10 Problem 1. 1, 3, 5, 7, 10, 12.
11 Problem 1. Expression: 1 2 3
  Primaries: 3 5 8
  Factors: 3 5 8
  Terms: 3 5 7
  Simple arith. expr.: 3 5 6
  Arithmetic expr.: 3 2 3
11 Problem 2. 1, 3, 4, 7, 8.
11 Problem 3. 1. integer a, b ; real c, d, e, f. 3. real Q. 4. -.000001834.
  7. real v. 8. real p, qrs, tu, v.
11 Problem 4. 1: 4, 2: 5, 3: 16, 4: 7, 5: 2, 6: 4096, 7: 4096, 8: 2 to the 18th power, 9: 10, 10: 0 11: 4, 12: 0.
11 Problem 5. 1. S + (s - t)/v\^2
  2. (U - W)x(1 - a \(3 / k / (a - k))
  3. a \(n + m)
  4. a \(b\n)
  5. a \(b + s \( n)
  6. q \( v \( g
  7. p \( q / r \(s + t)
  8. (a-b/c/(d-e(f+q)))/(h+1(k+j+k)+(n/p))
12 Problem 1. r1 = 23, ra = 2, rb = 10, n = 2, i = 4, j = 2.
13 Problem 1. Expression no. 1 2
  Relations 1 1
  Boolean primaries 7 4
  Boolean secondaries 7 4
  Boolean factors 7 4
  Boolean terms 6 3
  Implications 5 1
  Simple Boolean expressions 5 1
  Boolean expressions 4 1
13 Problem 2. 1. boolean c, s, w ; real P, Q
  2. real u ; boolean W, Q, T
13 Problem 3. ra = 4, rb = 12.5, ia = 5, ba = false, bb = true
14 Problem 1. SUM = 0, 1, 1.25, 1.353333...
15 Problem 1. B = true, u = 15/15 W = -17/15.
ANSWERS TO SOME OF THE PROBLEMS.

17 Problem 1. \( W = -8, S = -9, B = 13, C = 7 \).
17 Problem 2. Unlabelled basic statements: 12, basic statements: 24, unconditional statements: 26, statements: 28, block heads: 2, unlabelled compounds: 2, compound statements: 0, blocks: 2.
18 Problem 1. S, B, C: all statements. W in outer block: 1, 2, 3, 4, 11, STOP. W in inner block, P, A, AA: 5, 6, 7, 8, 9, 10.
19 Problem 1. array MatA, MatB \([i:1:k, j:1:n]\), exp \([-7:+7, i:1:10, 0:1, 0:1]\).
24 Problem 1. \( p \leq 0 \Rightarrow \text{false} \), \( q \geq 0 \Rightarrow \text{true} \).
26 Problem 1. \( a = -9, b = 26 \).
27 Problem 1. true, false, false.
27 Problem 2. true, true, false.
28 Problem 1. \( n = 4, s=7, T, S, T, W, S, \text{STOP} \).
29 Problem 1. \( k = 3, 1, 1, s = 5 \).
29 Problem 2. \( k = 3, 1, 1, s = 5 \).
\( m = 2, 5, 8, 12, 14, s = -55 \).
\( k = 2, -3, 2, 4, 6, s = -69 \).
\( m = -2, -2, -2, -10, -18, s = 15 \).
\( k = 1, m = 3, 2, 1, 0, s = 25 \).
\( k = 2, m = 3, 2, 1, 0, s = 39 \).
\( k = 5, m = 3, 2, 1, 0, s = 79 \).
\( k = 5, m = 3, 2, 1, 0, s = 105 \).
29 Problem 2. The arrays must be declared in a block outside of the block in which the matrix multiplication is carried out.

begin array A[i:1:i], B[i:1,j], C[i:1,1:k];

begin integer m, n, p; real s;
for m := 1 step 1 until i do
for n := 1 step 1 until k do
begin
s := 0;
for p := 1 step 1 until j do
s := s + A[m,p] * B[p,n];
C[m,n] := s;
end
end outer block;

end

30 Problem 2. Step.
31 Problem 1. Transpose \((W, v+1)\) will be executed as:

begin real v; integer i, k, n;

for i := 1 step 1 until n do
for k := 1+1 step 1 until n do
begin
v := W[i,k];
W[i,k] := W[k,i];
W[k,i] := v;
end for k;
end

end
Ansmax (A, N, M, Yy, I, K) will be executed as:
begin integer p, q;
Yy := 0;
for p := 1 step 1 until N do for q := 1 step 1 until M do
begin if abs(A[p,q]) > Yy then
begin Yy := abs(A[p,q]); I := p; K := q end
end for p
end procedure Ansmax
Note that an extra begin end bracket has been inserted in order to make
the statement following do unconditional.

Innerproduct (A[t, P, u], B[P], 10, P, Y) will be executed as:
begin real s; integer k;
k := 10; s := 0;
for P := 1 step 1 until k do s := s + (A[t, P, u]) x (B[P]);
Y := s
end Innerproduct

31 Problem 1.
problem 2.
begin real w; integer i, k;
for i := 1 step 1 until (i+1) do
begin for k := i+1 step 1 until (v+1) do
end Transpose

31 Problem 3. R = 0, I and K are undefined. Since the user must expect
that all of these quantities are defined upon exit from the procedure
this is unsatisfactory. Two possible improvements of the procedure decla-
ration may be suggested to remedy this: 1. Replace the first statement of
the procedure body by, e.g., y := -1. 2. Replace the relational operator
> by ≥.

32 Problem 1.
procedure EQ20R (A, B, C, zlr, zll, z2r, z2i, INDETERMINATE);
value A, B, C; real A, B, C, zlr, zll, z2r, z2i; label INDETERMINATE;
begin real discriminant;
  if A ≠ 0 then go to normal;
  if B = 0 then go to INDETERMINATE;
  zlr := z2r := - C/B; go to set zero;
normal:
  discriminant := B A 2 - 4 x A x C;
  if discriminant > 0 then go to real solution;
  complex:
  zlr := z2r := - B / 2 / A;
  zll := sqrt((-discriminant)/2/A);
  z2l := - zll; go to finis;
real solution: zlr := (-B+(if B>0 then -1 else 1) x sqrt(discriminant))/2/A;
  z2r := C/A/zlr;
set zero: zll := z2l := 0;
finis:
end EQ20R
32 Problem 2.

```plaintext
procedure Polar (x, y, r, v) value x, y ; real x, y, r, v ;
begi
  r := sqrt(x^2 + y^2) ;
  v := if y = 0 then (if x > 0 then 0 else 3.14159265) 
        else arctan(-x/y) + (if y > 0 then 1.5707963 else 4.7123889)
end ;
```

34 Problem 1.

```
p = 9.0 - 8.7778
```

34 Problem 2.

```
```

35 Problem 1.

Example of lms, leastreng, streng.

```
Q R Sum(A[i,Q]xB[i,R])

1 3 7.90
2 2 8.80
3 2 -8.50
```
A PROGRAM FOR A SMALL TABLE.

An illustration of ALGOL.

As an illustration of the use of ALGOL the complete solution of a simple problem is given below. The additional notes will enable the reader to pick up some of the basic features of the language in an informal manner.

It should be noted that the ALGOL program gives a complete description of the solution of the problem. Indeed, an ALGOL translator system will be able to build up a complete machine code for the solution on the basis of the ALGOL program in precisely the form given below. Both the translation and the solution will be performed with the speed and efficiency characteristic of the electronic calculators. Consequently, once the ALGOL program has been written the problem is practically solved. There remains only a purely routine operation of the electronic calculating machine.

Definition of the problem.

It is desired to calculate a table of the following function:

\[ \text{Aca}(u, \text{length}) = \frac{u(\text{length}^2 - 0.037 u^3)}{2u^2 + \text{length}} \]

The parameter \( u \) varies from 0.0 to 5.0 in steps of 0.2. The parameter length assumes the following six values

\[ \text{length} = 1.0, 1.2, 1.4, 1.6, 1.8, 2.0. \]

The results should be printed in a table with seven columns and a heading as shown below (the commas indicate spaces):

<table>
<thead>
<tr>
<th>Table of function Aca</th>
<th>u, length</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0, xx.xxx, xx.xxx, xx.xxx, xx.xxx, xx.xxx, xx.xxx, xx.xxx</td>
<td></td>
</tr>
</tbody>
</table>

etc.
Appendix 1. A PROGRAM FOR A SMALL TABLE.

ALGOL program:

```
begin
comment Program for Acab;
real u, length;
tryktom (50);

tryktekst ('\n');

for u := 0.0 step 0.2 until 5.01 do

begin trykvr;
tryk('dd', u);
for length := 1.0 step 0.2 until 2.01 do

begin trykal (5);

tryk ('dd.ddd',
   u*(length-2.0/3.0)/
   (2*u+2*length/4)/length)
end

end;

tryktom (50)
end;
```

Notes:

Any program must be embraced within the statement bracket begin end.

Notes in plain language may easily be included.

This declares that the quantities denoted by u and length represent arbitrary real numbers. There is a considerable freedom in choice of designations for quantities in ALGOL.

This is the first active instruction of the program. It causes 50 empty rows of tape to be punched by the output punch. This will facilitate the handling of the tape of results. - The following instruction punches the heading.

```
Table of function Acab.

<table>
<thead>
<tr>
<th>u</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>length</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
<td>1.6</td>
<td>1.8</td>
<td>2.0</td>
</tr>
</tbody>
</table>
```

This construction causes the following statement (from begin to end) to be executed repeatedly by with u = 0.0, 0.2, 0.4, etc.

Output of a carriage return code (vr = yogngretur). This includes line feed. u is printed with one decimal.

Inside the larger repetitive process a smaller repetition is performed, for the calculation and printing of the six columns in each line.

In front of each function value 5 spaces (melleumer) are printed.

The function value is calculated and printed in a layout of two digits before and three after the decimal point. Arithmetic expressions must be written linearly. Spaces and carriage returns may, however, be inserted freely.

This ends the section controlled by the for length construction.

This ends the section controlled by the for u construction.

Output of a suitable piece of empty tape.

This is the end of the program.
THE SOLUTION OF A REALISTIC PROBLEM.

The following formulation of a problem is taken over directly from that presented by a physicist:

It is desired to tabulate the following expressions for $l_2$ and $\text{Aber}$:

$$l_2 = \frac{-r}{1 - \frac{1}{c} \operatorname{tg} 2e_2 + (\operatorname{tg} 2e_2 + \frac{1}{c}) \operatorname{tg} e_2}$$

where

$$c = \frac{r}{1} + \operatorname{tg} e_1$$

(for $e_2 = -45^\circ$, $l_2$ becomes $\frac{r c}{r + c}$)

$$\text{Aber} = -H r \left[ c_1 + c_2 \right]$$

where

$$H = \frac{1}{2} \frac{r^2}{1} \frac{1 - \frac{1}{2}}{r^2} \frac{1}{1 + (\frac{r}{1} + \operatorname{tg} e_1)^2} \sqrt{1 + (\frac{r}{1} + \operatorname{tg} e_2)^2}$$

$$c_1 = \frac{r^2}{1} \frac{1 - \frac{1}{2}}{r^2} \frac{1}{1 + (\frac{r}{1} + \operatorname{tg} e_1)^2}^{\frac{3}{2}}$$

$$c_2 = \frac{r^2}{1} \frac{1 - \frac{1}{2}}{r^2} \frac{1}{1 + (\frac{r}{1} + \operatorname{tg} e_2)^2}^{\frac{3}{2}}$$

The parameter values are the following:

- $l_1$ is 50
- $e_1$ assumes the values 0 to 50 degrees, in steps of 5 degrees
- $e_2$ assumes the values -20 to -50 degrees, in steps of 5 degrees
- $r$ assumes the values 30 to 120 in steps of 5

The results should be tabulated in 11 tables, one for each of the values of $e_1$, the value of which should be printed at the head of the table. The arrangement of the tables should be as follows:

- $l_1 = 50$, $e_1 = 20$
- $e_2 = -20$ $-25$ $-30$ $-35$ $-40$ $-45$ $-50$
- $r$ 12 Aber 12 Aber 12 Aber 12 Aber etc.

The results, which will be smaller than 1000, should be printed with one decimal.
SOLUTION 1.

begin comment This is a direct, but uneconomical program for 12 and Aber;
integer 11, e1, e2, r;
real 12, c, c1, c2, Aber;
real procedure tg(u); value u; real u;
begin real COS;
  u := u/57.2957795; COS := cos(u);
  tg := if COS=0 then 20 else sin(u)/COS
end tg; comment It is easy to see that this way of treating the singularity of tg is correct in the present application;
BEGIN OF PROGRAM:
tryksum (50); 11 := 50;
for e1 := 0 step 5 until 50 do
  begin tryktekst({<
  l1={50, e1=11}); tryk(ddd, e1);
  tryktekst ({<
})
  for r := 30 step 5 until 120 do
    begin tryk v3; tryk(ddd, r);
      c := r/11 + tg(e1);
      c1 := (r/11+3*tg(e1))x12/(1+(r/11+tg(e1))x2)
      /sqrt(1+(r/11+tg(e1))x2);
      for e2 := -20 step -5 until -50 do
        begin 12 := -(r*(2*e2)+1/c)/
          (1-tg(2*e2)+c*(tg(2*e2)+1/c)*tg(e2));
          tryk (dddd, d), 12;
          c2 := (r/12+3*tg(e2))x12/(1+(r/12+tg(e2))x2)
          /sqrt(1+(r/12+tg(e2))x2);
        Aber := -112x12/2*r2x1+(r/11+tg(e1))x2
        xsqrt(1+(r/12+tg(e2))x2)x(c1+c2);
        tryk (dddd, d), Aber
      end for e2
    end for r;
  tryk sum
  end for e1;
tryk tom (50)
end program;

This program may be improved considerably, particularly with respect to efficiency. Obviously many parts of the expressions will be evaluated over and over again with the same numbers. This may be avoided by rewriting the formulae so as to evaluate as much of an expression as possible as soon as the entering quantities have been assigned. Also the repeated evaluations of tg(e2) may be avoided by preparing a table of this quantity. Finally the denominators of the formulae for c1 and c2 may conveniently be evaluated through a procedure. These features have all been incorporated in the following version of the program.
SOLUTION 2.


cbegin comment Improved program for 12 and Aber;
cinteger i1, e1, r, Q, i;
creal 12, crec, M, m1, m2, tge1, tgeit3, Aber;
carray tan2e2, tanl2e2, tant3 [1:7];
creal procedure tg(u); value u; real u;
cbegin real COS;
c  u := u/57.2957795; COS := cos(u);!
c  tg := if COS=0 then x20 else sin(u)/COS
end tg; comment It is easy to see that this way of treating the singularity of tg is correct in the present application;
creal procedure HELP (y); comment This helps to calculate the denominators of c1 and c2; value y; real y;
cbegin y := 1 + y^2; HELP := 1/y/sqrt(y) end HELP;

cBEGIN OF PROGRAM:
c for i := 1 step 1 until 7 do
c  tan2e2[i] := tg(-5 x i - 15);
c  tanl2e2[i] := tg(-10 x i - 30);
c  tant3[i] := 3 x tan2e2[i]
cend for i;
ctryk tom(50); li := 50; Q := 1250;
cfor e1 := 0 step 5 until 50 do
ctryk tekst {
c  li, = 50, e1, = }
c  tryk tekst {
c    "\begin{align}
    e2 &= -20 \\
    \cdots & \cdots \\
    e3 &= -35 \\
    \cdots & \cdots \\
    e6 &= -50 \\
    \end{align}\}
ctryk tekst {
c    "\begin{align}
    \cdots & \cdots \\
    e2 &= -25 \\
    \cdots & \cdots \\
    e3 &= -30 \\
    \cdots & \cdots \\
    e6 &= -45 \\
    \end{align}\}
ctryk tekst {
c    "\begin{align}
    \cdots & \cdots \\
    e2 &= -40 \\
    \cdots & \cdots \\
    e3 &= -45 \\
    \cdots & \cdots \\
    e6 &= -50 \\
    \end{align}\}
ctryk tekst {
c    \begin{align}
    tge1 := tg(e1); tgeit3 := 3 x tge1;
    \end{align}\}
ctryk tekst {
c    \begin{align}
    r := 30 step 5 until 120 do
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{for } r := 30 step 5 until 120 do
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{begin tryk vr; tryk(\{add\}, r);}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{crec := } 1/(r/11 + tge1);
    \end{align}\}
ctryk tekst {
c    \begin{align}
    M := Q x ((r/11 + tge1)^2 + 1);
    \end{align}\}
ctryk tekst {
c    \begin{align}
    m1 := (r/11 + tgeit3)/(r/11 + tge1);
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{for } i := 1 step 1 until 7 do
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{begin } l2 := -r x (tan2e2[i] + crec)
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{/(1-tan2e2[i]+crec+(tan2e2[i]+crec)xtan2e2[i]);}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{tryk(\{addadd, d\}, e2)};
    \end{align}\}
ctryk tekst {
c    \begin{align}
    m2 := (r/12+tant3[i])/12^2 x HELP(r/12+tan2e2[i]);
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{Aber := -m12 x sqrt((r/12+tan2e2[i])^2 + 1) x (m1+m2);}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{tryk(\{addadd, d\}, Aber)}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{end for e2}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{end for r;}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{tryk sum}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{end for e1;}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{tryk tom (50)}
    \end{align}\}
ctryk tekst {
c    \begin{align}
    \text{end program;}
    \end{align}\}

cIt will be clear from this example firstly that the efficiency by which a process will be carried out may be improved even by just a simple revision of the formulae. Secondly that the establishment of the most suitable formulae in a given case depends directly on the desired form of the output.
THE TESTING OF ALGORITHMS.

Experience shows that it is rare for an algorithm to be correct when it is first written up. The testing of algorithms must therefore be considered to be a very important part of ALGOL programming. The following notes are intended as a first guide to this subject.

Errors in an ALGOL program may be of two essentially different kinds: (1) errors of form and (2) errors of content. In testing an algorithm these two kinds of errors should be treated separately.

Errors of form (syntax).

Errors of form (syntactical errors) may be eliminated completely through a purely mechanical process. Indeed it is possible to let the ALGOL-to-machine-code translator perform syntactic checking and reject incorrect programs. Likewise a manual checking may be (and should be!) performed in a routine manner. In ALGOL programs this is a comparatively easy matter owing to the easily readable form of the language. In performing the check the following list of some frequent errors may be useful:

1. Forgotten or wrong occurrence of ; or else or end (cf. the punctuation rules 1 and 2, point 17, Note 1).
2. Declarations of simple variables forgotten.
3. Multiplication symbol * omitted.
4. then omitted (there must be one for every if).
5. Underlining of basic symbols forgotten.
6. Mixture of integer and real type variables on the left side of assignment statements.

Errors of content.

Errors of content are errors which cause the algorithm to perform a different action from the one intended. Since the description of the intended action is often vague and leaves a considerable freedom for the writer of the algorithm the detection of this type of error may often be quite difficult. Even so there are some general suggestions which may be of help:

1. For each variable check that it is never used before a value has been assigned to it.
2. Make sure that no division by zero or any other undefined operation (in, sqrt, etc.) can occur.
3. Check for special values of input parameters, particularly zero.
4. Remember to take absolute value when doing test on magnitudes of quantities.
5. For each if clause of the program establish two test situations one which makes the Boolean true and one which makes it false, and check that the algorithm behaves correctly in both cases by following its action statement by statement.
6. Note that the method of following an algorithm step by step, as explained in point 12, Example 1, far from being a beginners device must be considered as the basic method for testing algorithms. When combined with a choice of values of input parameters made according to points 3 and 5 above it is the most efficient method for constructing correct algorithms.
Appendix 4. THE USE OF BLOCKS AND PROCEDURES.

The use of blocks and procedures.

An important step in the planning of an ALGOL program is the subdivision of the process into parts which may conveniently be written as blocks or procedures. In order to be able to do this the programmer must have a clear idea of the properties of these ALGOL units. As a first introduction the following notes may be useful.

Blocks are useful for expressing such parts of the program which form a closed process. In particular a block is indispensable if in a process an array is needed whose size depends on the results of previous calculations. Such an array must be local to a block. In addition any other quantity (simple variable, label, switch, procedure) which is used only internally during the work of the block, but which has no interest when this work is done may be declared to be local to the block. This is particularly useful when different blocks of a program are written by different programmers. By using blocks the programmers will only have to agree on the non-local identifiers of the blocks, while inside each block the programmer is free to choose the identifiers of working quantities.

Procedures have three different important uses: 1. Generalization of the use of blocks. 2. Abbreviation of small ad-hoc functions. 3. Form of communication of closed processes between programmers at different times and places.

1. Any block may be converted into a procedure by adding a heading to it. The heading will attach an identifier to the block and usually name some or all of the non-local identifiers as formal. Where the block in question is written specially for the program this conversion can be recommended only if the mechanism of the block is used two or more times with different non-local quantities, corresponding to two or more calls of the procedure, since evidently a call of a procedure is a more elaborate process than a simple entrance into the corresponding block.

2. Frequently the formulae of a program may be shortened through the use of suitable function designators. As in 1 above this will be economical only if the corresponding ad-hoc procedure is used more than once during the program.

3. In a near future it is safe to expect that all important methods of numerical analysis will be expressed in the form of ALGOL procedures and published (cf. the Algorithms section of the Comm. ACM and the ALGOL Programming section of BIT). Since these procedures presumably will be above average with respect to efficiency it is strongly recommended that they be used wherever possible.