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In designing a Lookahead Systom to be used with the Slgms Arithmotic Untt,
it is necessary to determine the number of buffer registers ( or lookahead
levels) that are required to keep the system running effectively. The follow~
ing analysis assumes the operation of the Lookahead to be eucnﬁully that
.dncribed in Stgmu Memo #2. .

Two different cases, case 1 - tha arithmetic unit is faster thun the indoxind
unit and case 2 - the indexing unit is faster than the arithmetic unit, are con-
uidored., The optimum condition where the average arithmetic execution
time equals the average indexing time occurrs at the boundary of the two cases,

paf}nition of Te rms

1. N - The number of lookahead buffer registers.

2, T - Indexing time. - includes - the decoding of the
instruction, selection of the proper indexregi-
ster and procurement of the index value, index
addition to obtain the effective address, and load-
ing the operation and address inte the Lookahead -

o . buffer with a comparison indication, if any.
3. Ta - Arithmetic Unit time,

4. TAmax- Time for the lo;xgest arithmetic operation.

5.  TAmin - Minimum average time for a series of N - . arith.

~ : metic operations. (Any symbol with a bar over it
indicates an average time,) -

= = Time required for data roquuted from mcmory
to be available for processing. This time includes
memery request time, memory access time and
checking timo.

6’ TDD
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7. T - Time required for instructions requested from
memory to be available for processing. This -
time includes the same factors as T,pp plus ad..
dresé comparison time.

Case 1

Average Arithmetic Executien T1me less than or equal to Indexing Txmea
TS Tz o

In this case the Indexing Unit limits the speed of the syntem. For the syétem

to operate as fast as possible, the Indexing Unit sheuld operate continuocusly,
(It should never have to wait for the Arithmetic Unit to finish an operation.)
To meet this condition it is required that enough buffers be provided in the
Lookahead s0 that during the longest arithmetic time and the time for acquir-
ing the data for this operation there be buffers available for the reception of
indexed instructiens. This is illustrated in figure 1.
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In the figure. it is assumed that the arithmctic unit is immediately behind the
indexing unit at the time that the longest arithmetic operation eccurs. This
implies that the long operatien will eccur infrequently enough se that the arith-
metic unit will catch up to the indexing unit, From figure 1 we can say that .
the condition for keeping the Indexing unit running continuously is:

(1) Tt LT NG

If the worst case arithmctic time is {gnored and an average arithmetic time
is used, we get:

4;?‘“.

{2) | By t .7.:‘ € N
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Solving for N in equatien (1) and (2) we have:

( NZ‘ B>+ Tauu
4 : T + Ty

A practical .design figure for N should be somewhere betwsen the limits
given by eqs. (3) & (4). It can be seen that the increase in N due to con-
.lideration of the worst case arithmetic unit time is: ‘

Twx = Ta
=
Case 2

Avorn.ge Indexing Time less than or equal to Average Arithmetic Time,
T. = Ta

Since the Arithmetic Unit limits the speed of the system in this case, it is
desirable to keep the Arithmetic Unit operating centinueusly, This means
that enough buffers should be provided so that a series of short instructions -
will not cause the arithmetic unit to have to wait for instructions or data.,
Figure 2 represents the condition where the indexing unit was as far ahead

of the arithmetic unit as the depth of the lookahead would allow when the
series of short instructions occurred. It is assumed that the next instruc.
tion after these N - short instructions has an arithmetic time which is
longer than average. Frem figure 2 it can be seen that the following condi-
tion should be met to '
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keep the arithmetic unit running steadily.
(6) T £ (-0) T

An average minimum arithmetic time is used since it is unlikely that a series
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of {N - . instructions would all be of the minimum length (such as reset add
or load). Equation (6) solved for N explicitly gives: S
n NE o Dy
‘ A NN .
If as in Case (1) we consider only average times, we get the following for N:
- : _
(8) N2z =2
Ta

Equation (7) can be written as

. VO TDD“ T‘ |
(9) N-1) = ('-*?:') *;,,;;m)

From this it can be seen that the increase in N negessary to take into account
the possible deviation from the average arithmetic speed is:

(10) DT )
AN ¥ 7: ( A M ,)

" The Optimum or Balanced System

S

’[4::"7—;:':-1-

The most dcsirable system is one in which the average ariﬂ_uiaetic time is equal

to the indexing time. If this is trye, either equatien (4) from Case (1) or equa-
tion {8) from Case (2) will indic&te the number of lookahead buffers needed to

take care of awverage times., If T and T are replaced by T in these equations ;

we get: ,
Tor
> 2>
(11) .N 2 M_T’ v+/

This is the requirement for bﬁffcringrout memory reference time and checking
time, o :

Overlapping the Procurement of Instructions with Indexing

If a memory reference for inqtrnctio_ﬁs is overlapped with indexing, the follow-
ing can be stated. There is no advantage in reducing the indexing time to less

than the time required to get the instruction from memory and check it, If the
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indexing time is less than this, the indexing unit will have to wait before it can
operate on the next antructmno In the interast of economy we can say:

' i
5oz B

Tpy is divided by 2 since half word instructioﬁa are used for Sigma.

Examgles

To illustrate the conceptly outlined previously, consider the two exumplu‘ indi-
cated below. In both examples, it will be assumed that an optimum design‘o'f
TA = TI existsa Typical values for TDD and TDI are figured as follows: "

TDD o ToI

. 2.0M  0.5M  2.0M  0.5M

Request time 0.20 0.20 0,60 : - 0.60

Get s;ot, | 0.25 0,25 0.25 0,25
50' Cable 0.075 0.075 0,075 'o',\o-ifks -

Read Time - 0.80 0.40° 0.80 0.40

‘Gate Out 0,20 0.20 0. 20 o,“‘io'

50! Cable 0.075 0.078 0,075 0.075

Set R;:tegiSt-er ~0.05 0,05 0,05 o;os

Chcckinﬁ ’ 0. 60 | .9.1..6.9,. | _Q_g_é_ R 9:_{:___

' 2,25 1,85 2.65”‘ " 2.25

Example No. 1

(a) TDD = 2,25 m;croseconds, TDI = 2,65 micmscconda
Ta is determined as follows:

(1) 6 operations at .5 each = 3,0 us
(2) 6 operations at 1.0 each = 6.0 up
(3) 3 operations at 2.5 each =75 ug
(4) 1 operation at 7.5 each = 7,5 us
TA®1.5us #24,0 us

16 ops
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(d)
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from (1) and (2) Tp minimum = , 75 us

and Tp maximum %75 us.
To maintain TA then T} £ 1.5 us. and

execution must be continueusly processing.

Case 2 implies by equation (7)

N ”"‘“‘""""/-4 levels

If 5‘.“1- s Ty exa.ctly. then we must be able to continue
indexing on a long execution or Case (1) implies by
equation (3)

NZ -l%fy.;.&.?’ = 4.5
N = 7 levels
where

‘s =4

(5)
is due to the long executio'n examplo.

For purely averagc operations the depth of lookahead

would bhe:
. N ﬁ' 2854 LS

’ 8 = 2'5-
”"3 levels
Notice that TT Tpp :and - ;

«z - "‘"‘:’

a simple buffer overlap ucheme satinﬁoa the rate of
ins truction procurement, .

Example No, 2

-’FI-)D =22 micxfoéiconﬂ,i‘aﬁ
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(e)
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'FI-)I = 1,3 microseconds

; ﬂ is determined as follovirs

(1) 6 operations at .2 each = 1,2 us
(2) 6 operations at .6 each = 3,6 us
(3) 3 operations atl.2each= 3.6 us
(4) 1 operation at l.8each = 1,8

TA = 63\10 = 10,2
16

from (1) and (2) TA minimum * .4 us

and TA maximum & 1.8 us,

To maintain TA then Ty — .63 us.

and execution must be continuously processing.

Case 2 implies by equation (7)
NE2 2325 L1z 4.6

%

N= 7 levels

j£4 T1 = T, A exactly thcn we must be able to continue index-
ing on a long execution or case (1) implicl by cquation (3)

-:,fl.‘
"3 42

Nz 7 levels

The large number of levels is dictated by the now compara-
tively slow memory access time since:

For purely average operationa the depth of lookahead would

_:53 .
Nz §

Notice that a much faster memory access is required so
that T] 5, Tpy and a simple buffer overlap scheme will

2
satisfy the rate of instruction procurement.
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