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C0N.CLUSXONS: 

1. 	 Good design technique conlsiste of adding a minimum amount 
of controlled redundancy to achieve continuity of checking, 
consistent with the generation of error signals that allow 
adequate automatic fault location. 

0 2. The mobt useful schemes appear to be those which utilize 
a parity bit generator and subsequent code check. Complete 
duplication of parts is sometimes necessary in the intereots 
of continuity of checking. Circuit Ittimingt1 checks a r e  nec- 
essary  wherever ring-like structures a r e  utilized, to check 
that the ring flip-flops have not failed and that the timed 
events do not take longer than expected. 

3. 	 The adequacy, convenience, and efficiency of the few schemes 
presented here cannot be further evaluated until details are 
obtained regarding the structure of the specific circuits and 
systems to be checked. 

INTRODUCTION 

The f i r s t  report  of the Checking Task Group established the desirability 
of the following design techniquest 

1) 	 a vigorous effort to reduce the likelihood of undetected e r ro r ,  
leading to a high degree of continuity of checking; 

/ 

2) 	 implementation of automatic e r ro r  diagnosis, leading to the 
rapid location of faults to a basic module; and 

3) 	 use of highly efficient checking schemes to keep added check- 
ing hardware to a minimum. 

0 
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These techniques tend to reduce the m e h  repair  time (Tr)  of the 
system by rendering maintenance easiea. The mean f r ee  e r r o r  
time (Tmfe) of tbe system is reduced byithe added checking cir-  
cuitry, but efficient checking schemes should keep this decrease 
to a minimum. Ifmean repair  time is rkduced by a greater amount 
than mean free e r r o r  time, then the mean operate time (To), ex- 
pressed as 

w i l l  increase, indicating an increase in reliability of the system. 

In this report  we shall investigate how these techniques may be 
applied in the deeign of checking circuitry for control circuits. 
The material  is arranged in  the following order: 

1) We f i r s t  discuss the nature and structure of control sys- 
tems, with particular emphasis upon the important types 0 of control circuitry. 

2) 	 Asynchronous controls are discussed, and checking cir  -
cuits proposed for a fairly general control system. The 
checking circuits a r e  then evaluated in te rms  of how well 
they meet the design objectives. 

3) 	 Synchronous controls a r e  discussed in a similar manner. 

This report  is one of a ser ies  that have been planned on the topico 
of checking techniques for data-flow, arithmetic operations, and 
control&. It is assumed that all circuits of a computing system 
fall into one of these three categories, Since the te rm ltcontrols't  
seems to be less  specific than either of the other two, it seems 
natural to consider as control any circuit that cannot be clearly 
classified as data-flow o r  arithmetic. If the reader w i l l  reflect 
that such things as Code Checkers, E r ro r  Correctors,  Recogni- 
tion Circuits, in addition to Operation Decoders, Command Gen- 
e ra tors ,  etc.,  also perform "controlt1 functions, he w i l l  realize 
that control systems a r e  inherently the most complex. 

0 
For  obtaining proper perspective, it should be realized that c i r -  
cuit technique8 a r e  not the only ones available for checking con- 
trols. Powerful means of program checking could conceivably 
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be developed which would locate faults once other circuits have per- 
formed the essential job of detection. Failures of control circuits 
can often safely be detected indirectly in te rms  of data-flow o r  ari th- 
metic e r r a r ,  so that circuits for direct checking may not be needed 
i n  aome cases. 

Failure processing occurs in the natural order of (1) detection, (2) 
location, and (3) correction. The f i r s t  two subprocesses have a8 
object the facilitation of the third, Each one takes time and circuitry, 
By adding circuitry, the akount  of time required tp complete the f i r s t  
two stages may be reduced, on the average, Up to a point the cost of 
the aaded hardware may be less  than the money saved due to'the time 
saved. Pas t  such a crossover point, the cost of added checking cir-  
cuits is unjustified, 

THENATUREOFCONTROLS 

obscured by the labeling of the line as one or s a  

the other, To illustrate, consider the command 4 W. - 3 . w5 2  --;$ 
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ways: 

(1) the input8 l lcontroll t  the outputs, and 
(2) the outputs Ilrecognizell cer ta in  iqput conditians. 

To be m o s t  rea l i s t ic ,  no two-valued line \can be regarded a8 having 
the function of pure control nor pure  recognition, but muat  be regarded 
as having aspect5 of both (control-recognition). The sha rp  distinction 
between the control and recognition functions has a r i s e n  because of the 
prac t ice  of considering cer ta in  logical blocks such as adders ,  r eg i s t e r s ,  
counters ,  core  a r r a y s ,  e tc . ,  as those parts which a r e  naturally con- 
trolled; and in con8idering cer ta in  other logical blocks, such a a  com-
mand genera tors ,  addresw reg i s t e r s ,  priority-determining lockout 
c i rcu i t s ,  sequencing flip-flops, e tc ,  as those pa r t s  which naturally 
do the controlling of the fo rmer  c lass .  That the fo rmer  c l a s s  of c i r -  
cuits not only is controlled by the latter hut a l so  controls the la t ter  is 
often ignored. 

The c l a s s  of c i rcui ts  which fo rm the subject of this investigation then 
cons is t s  of c i rcui ts  usually called controls,  and, in addition, cer ta in  
c i rcu i t s  usually referred to as recognition circui ts ,  Circui ts  that L 

reilognize that, a bodnter ha$ reaahed a p re - se t  level,  5ay zero; o r  
that a cer ta in  word o r  byte of special  significance has  been set up in 
a r eg i s t e r ;  the end of an operation, e tc . ,  f o rm pa r t  of 'Icontrols1l in 
the broader  sense.  

The r e a d e r  should be aware that there  a r e  different levels  of control. 
For example,  a u p p o ~ e  the line which ga tes  the stepping of a counter 
is a n  output of a command generator which is in turn controlled by the 
output of some word r eg i s t e r ,  Then w e  m a y  say  that the word regitirtar 
controls-the command generator  which controls the stepping of the 
counter,  The word r eg i s t e r  exerc ises  control of the control of the 
stepping, o r  second level  coiztrol of the stepping. Such distinctions 
a r e  often necessary ,  par t icular ly  in r ega rd  to  those control signals 
which arise because of the e r r o r  recognition circuits.  A computer 
under failure conditions is different f rom that computer under normal  
conditions, the difference ar ia ing f r o m  the change in action due to  
e r r o r  detection, 

CONTROLLED EVENTS 
-I 

A ueeful point of view towards controls m a y  be developed by ooneider- 
ing the basic  controlled event, am shown in Figure 2. The box contain8 
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c i rcu i t ry  within which control line C i  may initiate event Ei. F o r  
example,  Ci  might be the line "Read Memoryt1,  The box may con- 
tain a core  a r r a y  together with its dr ivers .  The corresponding con- 
trolled event is that of reading memory  or cycling the memory  cores .  
The line R i  may or may. not be present,  but if i t  i s ,  it recognizes 
that the controlled event E i  has  (correctly) taken place. 

There a r e  two basic techniques for  checking that controlled events 
have occurred.  These correspond to the two basic types of control, 
synchronous and asynchronous. Often in Synchronous machines, a 

0 fixed t ime duration is allowed for  the event to occur. If the recog- 
nition line is down at the end of such a period, i ts  inverse  allows an  
e r r o r  flip-flop to be turned on, machine to be stopped, etc. In 
asynchronous machines,  on the other hand, no fixed t ime duration ie  
allotted. As soon as the recognition line comes up the machine irs 
permit ted to proceed to the next operation. The machine cannot pro- 
ceed until the recognition line is up. 

It is character is t ic  of the asynchronous type of control that for each 
controlled event Ei there, mus t  exist  a corresponding recognition line 
R i  in order  to signal when the event has been completed. Thus the 
basic  purpose of recognition is to provide timing signals, It is an 
incidental (but valuable) function of recognition l ines to a c t  as cheeks 
upon c o r r e c t  completion of the event. 

An asynchronous control system can be considered as 

(1) an  ensemble of control l ines Ci  controlling the ensemble of 
events 	E i  which generate in turn  the set of recognition l ines 

R i  PIUS 

0 
(2) a n  association network which re la tes  the control l ines function- 

ally to the recognition l ines.  
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This  a r rangement  is shown in Figure 3. We would expect that this 

configuration, once s tar ted,  should oscillate a t  its own natural  ra te .  
In General, these oscillations a r e  s tar ted or  stopped by external con-
t ro l ,  Once s ta r ted  the oscillations are continued, because the occur- 
r ence  of one set of events is recognized and used to initiatb, tka next 
set, etc. Thus all events proceed at their natural  r a t e s ,  with no fixed 

(> time durations,  

It is useful to classify controlled events into two categories: (1) those 
that occur to c i rcui t ry  outside the control (external event@); and (2) 
those that occur to c i rcui t ry  within the control ( internal events), The 
control system is asrmumed to consist only of electronic switching c i r -  
cuits,  1, e . ,  combinational switching circuits plus flip-flops. We con- 
s ider  all of the combinational switching circui ts  as par t  of the associa-  
tion network, and thus the only controlled evente within the control 
occur to flip-flops, The basic s t ruc ture  of asynchronous controls is 
shown i n  Figure 4, 
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ASYNCHRONOUS CONTROL 

A detailed example of an asynchronous cdntrol is shown in Figure 5, 
The main function of this control ie to gelherate control signals and 
send them to i ts  environment in order  to institute des i red  events in 
the des i red  sequence. The sequence of events depends upon the 
internal  statue and the conditions on the recognition l ines being Po-
ceived by the control f rom i ts  environment, Figure 5 shows n 
control l ines  going out of the control, and (n t k t 1) l ines coming 
in, The f i r s t  n l ines coming in a r e  in one-to-one correspondence 
with the contr; l ines going out and indicate when the corresponding 
controlled event has been completed. The next k l ines,  excluding 
the par i ty  bit, are received f rom a n  external operation reg is te r ,  
This  operation reg is te r  is assumed to be a t  the end of a data-flow 
path and is not directly a pa r t  of the control, The l as t  1 l ines  a r e  
special  recognition l ines which are used to change the Gterna l  
s ta tus  of the system, Special recognition l ines do not directly 
affect the environment, but mus t  f i r s t  affect the s ta tus  of the con- 
t ro l ,  which m a y  then affect the environment, All  higher level con- c> 	 t r o l  l ines f rom the environment mus t  be special  recognition line@, 
o r  operation r eg i s t e r  bits, A control can then be characterized 
by (1) number of essent ia l  bits of internal memory,  (2) number of 
control l ines  generated, (3) number of operation reg is te r  bite used, 
and (4) number of special  recognition l ines utilized. 

The flip-flope 1 and 2 exhibit an  oscil latory pat tern of operation. 
These f o r m  a ring wi th  s t ruc ture  shown in Figure 6. 

1 U1 

0 Under cer ta in  conditions of the special  recognition l ines the following 
sequence of actions is allowed to proceed (See Figure 5): 
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(1) 	 Fi r s t ,  with FF1 on, FF2 off, the current operation is to be 
executed under control of the status register B and the Ex- 
ternal Command Generator. At ithe same time, the next 
status within the current operatidm is to be generated by 
means of Register B in conjunction with the internal com- 
mand generator, This next statup is entered into Regieter 
A. After all these actions a r e  recognized to have been 
completed (in the End Execution Recognition box), FF1  is 
turned off while FF2 is turned on. The latter action initiates 
step 2, 

(2) Second, with FF1  off and FF2 on, the contents of Register 
A a r e  transferred to Register B. After this action is com-
pleted (recognized by Compare circuit), FF1  iS turned on 
while FF2 is turned off, This initiates step 1. 

The cyclic pattern described above can be broken only by a higher 
level of control that stops the oscillation, or else by failure of 

c.> some component, 

A eet of checking circuits for the control of Figure 5 is shown in  
Figure 7, The main techniques of this scheme are:  

( 1) Status Register A, the "next status" register,  is provided 
with a parity bit so that single-error detection is provided, 
The event "Set Register A to Next Statust1 is checked by 
comparing the contents of A with what the Internal Command 
generator has set  up a s  the next operation, This check is 
performed by the circuit labeled ItCOMPARE!I, If theke. 
is no comparison, the FFz is not permitted to turn on and 
the system halts, When this event is not taking place, the 
parity checker for register A checks that the proper bit 
count exists in A, If there is an improper code in Regieter 
A, an e r r o r  is signaled and system is prevented from pro- 
ceeding (by a higher level control), 

(2) 	 Status Register B, the "current statust1 register,  is checked 
in a manner similar to the method used for Register A, 
The event 'ISet Register B to Register A" is checked by 
comparing the output of regis ters  A and B, If they do not 
agree,  then FF1 is prevented from turning on and the sys- 
tem is halted, A parity checker checks that Register B 
does not change during i ts  "standby" period. 
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0 
!9) 	 The internal command generator [isprovided with a parity bit 

generator, but no parity checker is needed a t  this point. The 
action of the internal command gdnerator, and of the internal 
parity bit generator, is checked qt the same time the setting 
of register A is being checked. The check is performed by 
the same checking circuitry. Th internal parity bit generator 

f is apt to become quite complicate 7 for reasonably compiex 
systems, because any llrecognitionll lines generated within the 
internal command generator mclst be essentially duplicated in 
the internal parity bit generator in order to guarantee the 
proper parity bit for all recognized conditions. For example, 
part  of the internal command generator may follow the rule: 

"If Register C (located in external part  of system) 
contains all bits down, set all bits of register A 
down, I '  

Then, within the internal command generator, there must 
exist an AND circuit which has the off side of each flip-flop 
of register C entering it, and whose output recognizes the 
condition in question. The point is, that if the condition does 
a r i se ,  the total number of internal command lines may change 
from odd to even o r  vice versa. Thus, it is seen that the AND 
circuit must be essentially duplicated within the internal parity 
bit generator in order to obtain the proper parity bit under all 
possible conditions. 

(4) Thm externaB aommandt gentxratlaw is proviidiedi wlitrli a parity bit 
generatrox andi 8, p r & y  csheclter, The external' command lines 
a t e  haabirane. QB trhar operation decoder and current status, so 
trlbetr by paogerly correlating the status code with the external 
aommand generated, the external parity bit generator should 
be kept reasonable in size,  This parity bit generator is checked 
by its parity bit checker, 

t 5 )  	 The operation decoder may be checked by a circuit that detects 
no output or more than one output line up. A combination parity 
check on the operation word and a check of the decoder may be 
performed by the same circuitry in a scheme presented:later 
On, 
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The circuits labeled llCOMPAREf I t  and llCOMPARE1l~ 
a r e  checked by parity checkers A and B, respectively. To 
make this clear,  assume thar register B is being incorrectly 
set  to register A and thai the output af tlCOMPAREtr is 
erroneously up, The Rystem wi l l  still  be unable to proceed 
because the output of Par i ty  Chk B remains up;’ Thd latter 
condition would hold because the erroneous setting of B to A 
would most probably result in the wrong bit count for B. 

Flip-flops 1 and 2,  which make up a two-stage timing ring, 
may be checked fo r  proper operation by comparing the actual 
time delay encountered while one of the flip-flops is on to the 
maximum (and minimum) allowable time delay for suTh a 
period. (Circuits for performing this check a r e  not shown.) 
If the actual time delay exceeds the maximum (or I s  lees than 
the minimum) allowable, an e r r o r  flip-flop may be turned on 
and an  e r r o r  signal generated. Note: it  may be undesirable 
to have the system halt immediately upon detection of euch an 
e r ro r ,  since no incorrect results a r e  generated because of it,  
but it hips only slowed down the generation of the resultar. 

The switch which transfers data from A to B is checked when 
setting of register B is checked, Thus, if the switch is defect-
ive, some bit w i l l  be transferred incorrectly giving the wrong 
parity count, resulting in an e r ro r  indication from the parity 
checker attached to register B. 

(9) 	 The two AND circuits, the inverter, and the Compare Response 
to Control circuits a r e  checked by the time delay checks des- 
cribed under (7). These a r e  a l l  either timing circuits o r  fedd 
girectly to timing circuits, It should be noted that the checking 
for minimum .delay is probably more difficult than checking that 
maximum delay is not exceeded, yet is necessary to check all 
the circuits of this section, 

If all of the checking techniques listed above a r e  utilized, the only 
remaining unchecked circuitry consists of checking circuitry, Check-
ing of checking is second-level checking and a s  such, out of the scope 
of this paper, even if sometimes desirable. We assume that other 
techniques w i l l  be developed to process failures within such circuits. 
It seems a fairly reasonable assertion that regardless of the complex- 
ity of the checking circuitry attached to a computer, there w i l l  always 
exist some .circuitry which may not be checked by hardware. Such cir- 
cuite may lead to undetected e r r o r  unless a vigorous effort a t  periodic 
inspection is instituted that w i l l  test  such circuits for proper operation. 
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The efficiency of this checking scheme cannot be tneaeured until it is 
applied to a specific case, This efficiency should be measured a s  the 
ratio total number of checking components (transistors,  say) to total 
number of components checked. 

In order to locate faults to a basic module, it might be advisable to 
provide several  external command parity bit generators with corres-  
ponding checkers, so that within one basic module one obtains one 
completely checked (partial) command generator. There would be 
more but smaller command generators, each of which may be checked 
separately, In general, fault location can be improved by detecting an 
e r r o r  in any of a group of smaller logical blocks, This principle can 
be applied to checking of any large logical block, such as operation 
decoder, status regis ter ,  etc. 

SYNCHRONOUS CONTROLS 

In synchronous controls there is usually a ltclockll (ring circuit driven 
by oscillator) which serves  as a generator of standard timing pulses. 
Each action within the system is initiated by one of these pulses. The 
sequence of operations then takes place within the framework of the 
sequence of cycles. The designer must provide enough flip-flops to 
distinguish each different type of cycle, For  different type cycles 
unique command lines must be generated. These flip-flops may be 
said to represent the internal status of the computer. Along with 
internal flip-flops, the coritrol w i l l  contain such things a s  Operation 
Decoder, External and Internal Command Generators, e tc , ,  as shown 
on Figure 8, 

A checking scheme that could be applied to this case is included in 
Figure ,8, As in the case of asynchronous control, the Internal Par i ty  
Bit Generator is apt40 become quite bulky because of the presence of 
recognition circuitry, Again, in a manner similar to the aaynchronoua 
case, the s i se  of the External Parity Bit Generator may be kept rearpon- 
able by correlating the status code with the external commands gener- 
ated, 

An interesting means of checking the operation decoder and the opera- 
tion register contents (on the arseumption that a parity bit is used) has 
been deecribed by J, V, Batley.' This scheme is illuetrated for a 
'%-bit operation register in Figure 9,  In this scheme, the outputs of 
the operation decoder feed a group of OR circuits in abch 8. way that 
the inputs to all AND circuits feeding a particular OR circuit a r e  all 
different lines, The outputs of the OR'e a r e  fed to EXCLUSIVE OR'S 
so that eventually twe lines a r e  generated corresponding to "Operation 
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Bits Oddvt. In the simple case illustrated, the ORJsalready determine 
the two required lines. 

The check signals for  the decoder and the operation-word parity a r e  
shown within the dotted lines. The main advantage of this method 
appears to l ie in the fact that a l l  failures in the decoder itself a r e  
checked except those which a r i se  because of tgoutput-with-no-inputlv 
failure in an AND circuit, The case not checked appears to require 
a double failure (at  least  for diode AND circuits). This scheme is 
probably more  efficient. than a detector of s a y  "one-and-bnly-one line 
upll, which utilizes a set  of EXCLUSIVE OR'S only, It is recommended 
wherever both a decoder check and a parity check on the operation reg- 
i s te r  a r e  necessary, It utilizes common equipment to perform the 
two checks. This scheme is also applicable to asynchronoup ,systems. 

For  .synchronous checking circuitry, the e r r o r  detection may be said 
to be on a cycle basis, By this it is meant that the e r r o r  lines a r e  
sampled each cycle, and in case o f  e r r o r ,  the machine may be halted, 

A checking scheme for a command generator that works on an instruc- ,0 tion basis has been decacribed by J, V. Batley. If the execution time 
I__

for a n  instruction is a fixed number of cycles (as in fixed word-length 
machines), then for each cycle the total number of generated command 
lines ie known (ahead of tinte) to be odd o r  even. Suppose the greatest  
number of commands occurring during a single cycle is N, and N 
flipl-flops a r e  provided. If the flip-flops begin with an even bit count 
( say  all o f f ) ,  and if  f o r  each command generated within a particular 
cycle, one of the flip-flops is flipped, and if a dummy command is 
provided (where necessary) somewhere during execution time for each 
flip-flop, so that a t  the end of execution the flip-flops have again even 
parity, then e r r o r s  in the command generator may be detected a t  the 
end of execution by using a parity check on the flip-flops. 

The simplest case of this scheme a r i se s  when N equals one ( 1 ) .  This 
means that either no command pulse or Just one command pulse is 
generated during each cycle. Suppose the flip-flop is off to s ta r t ,  

, Then, if there a r e  an odd nkmbez of commands, there must be one 
cycle during which no commands a r e  generated, so that time is free 
to flip the flip-flop by means of the dummy command. At the end bf 
execution, an e r r o r  i a  signaled by the flip-flop being ON, since for 
correct  operation it would have been flipped an even number of times 
and so would be off, Note that detection of e r r o r  does not occur until 

0 end of execution, so that detection is on an instruction basis rather 
than on a cycle basis. 
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This  sys tem appears to satisfy the requirement of *continuous checking 
within the command generator for  fixed instructions,  but ignoree the 
possibility that, for  a particular instrucbion, the total number of occur-
r ences  of command l ines  may  be al tered by externaltconditione, such 
a s  overflows, signs of numeric  fields,  ebc. Taking c a r e  of these excep- 
t ions and, in par t icular ,  checking the operation of the recognition c i r -  
cui t ry  involved, requi re$  m o r e  dummy commands (analogoue to the 
internal  par i ty  bit generator  of F igure  8). This system offers possi-  
bil i t ies 	of fault location by analysis of the contents of the flip-flops. 

APPLICATIONS TO PROJECT 7000 

In o rde r  to determine the applicability of any of the techniques described 
in this paper to the checking requirements  of the Pro,ject 7000 machines,  
it would be necessary  to become intimately acquainted with the s t ruc tura l  
detai ls  of these machines,  and in  particular with the logic of their  execu- 
tion controls.  F o r  a number of reasons  this has not been posaible up to 
now, Hence, w e  have had to consider the problem f rom a m o r e  general  
point of view, leaving the specific application8 to the future,  It ie hoped 

Ithat if ce r ta in  a r e a s  of the sys tem have fo rms  similar to those presented 0 above, the r e su l t s  of this investigation may  be found useful. 

F r a n k  B. Hartman 
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