MAINTENANCE DEVELOPMENT MEMO #10

September 23, 1957
SUBJECT: Measuring the Increase in Operation Time by use of Exrror Correction »

INTRODUCTION:

To show how much the operation time is increased when
single bit error correction is added to a system which has single bit error
detection, general expressions for the probability of errors are used to de~
rive the gain obtained. The effect of a 'solid' fault on a channel is discus-
sed in Part VI, but since many of what are considered 'solid' faults are
really intermittent errors with a high probability, first consider only inter-
mittent errors arising from 1) components which have deteriorated to mar-
ginal operation, 2) noise, or 3) intermittent faults like cold solder joints.
Each channel is considered to be independent and that all words occur with
equal probability. : ‘ '

CONCLUSIONS:

With error correction applied to a system, the increase
in operation time if the circuitry necessary to correct the error is neglec-
ted, is very great. These large gains are off-set by the errors in the error
correction as shown by equation 52. Usually the error detection circuits
have a higher degree of fail-safeness than does the error correction cir-
cuitry, which also must be considered when evaluating the use of error cor-
rection over error detection. :

S

Part 1

If the number of operations for each error for a unit is an average of
100, then it is said that the probability of error for the unit, p, is .0l or

(1)

where T is expressed in operation cycles. Also the probability of correct
~operation, q, is .99. It is assumed that these probabilities are constant,
and that the operation is either correct or incorrect so that

1
P=T

+

pfq=1 | | " (2)

Now let P (f) be the probability of unsuccessful operation of the combination. of
units and P (s) be the probability of successful operation. Again,

P()/P(s)=1 ~ (3)
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The system under study has N information channels to 'which there
was added a parity channel for single bit error detection. Using 'D' as a
subscript for this system, general expression for Py (£), Pp (s). and Tp
must be found in terms of p, q, and N / 1,

There is only one way in which can be no error in the system. The
probability for th1s is the product of probabilities of no error in each chan-
nel or

Fp, (0) = (q) N /1 | (4)

There are N / 1 ways in which one channel can be in error and the
probability for an error in a selected channel is the product of the probability
of error in the selected channel and the probabilities of no error in each of the
other channels or

Fp (1) = (N /1) (p) (¢) N (5)

Equations 4 and 5, will be recog/uzed as the first and second terms of the
binomial expansion of (q / p) . Stated in another way, the probability

of exactly k errors is given by the k £ 1st term of the expansion of (q £ p) N/l
for a N/ 1 channel system.

Part II

A system with single error detection operates successfully only if no
errors have occurred; that is k = 0, and thus

P (s) = (q) N # 1 (6)

Pp(6)=1-Pp(s)=1-(NAle1.(pNFL (7)

Tp = 1 (8)
Pp(f)

When p is very small, q is very, very close to 1. If the form of equa-
tion 7 that uses (q) N 7 1 is calculated a great number of decimal places must
be retained or the significant digits in Pp (f) will be lost. By use of the bino-
mial expansion of (1-p), which is '

1-p) NAla1-(w/1)p/ (1) () p2 - (N /1) () (N-1) p3 Auf9)

equation 7, can be approximately expressed by
. Po@®=(N/Dop - (10)

to Three significant places when

P Ly |
50N (11)

Values of Ly appear in Table 1.
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Part 111

To achieve single error correction and double error detection, 'V
more channels must be added. Table I gives the number of extra channels
that are required for various N. Using 'C' as a subscript for this system,
general expressions for P, (f), P¢ (8), and T¢ must be found, Nov? the pro-

bability of k errors is given in terms of the expansion of (q # p) N+Vor
Fo (0) = (@ N7V (12)
and  Fc() N/ @NFV-1-(N4V)(p (1-pp NFV-1 (13

The occurrence of single bit errors is expressed by equation 13. These are
now correctable and the sum of 12 and 13 is therefore P, (s). Then,

Po)21-(N/V_(N{V)(p)(@NFV-1 (14)
and Tes 1 : '
Po (- | (15)

The gain will be defined as the ratio of Tc to Td or

G=Tc . Pdg(f)

Ta P (9 - o o (16)
Just as equation 7 was approximated; equation 14, can be expressed
by . |
P (f) = (N £ V) (N'#V-l)pz (17)
2
when
:‘P < 3 '
2 (N 4V -2) ‘ (18)

Since this is less stringent than equation 8, equation 8 will be used to define
the maximum value of p for which these equations are valid.

Applying equation 10 and 17 to 16, the gain,

Gn ) = 2 (N41) - K,
SR TN N T (19)

where iralues for Ky are found in Table I.
. Part IV

Some examples are given below to illustrate the above equations. Ex-
ample I. Take N = 1 and the largest possible p for our equations to hold.

(11) 02

- 1 YUY
P <(505(15

(8) Ta=__1 . 1

(NfYp ~ 270

= 25
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(19) G (1,.02) ° .3:;323 = 16.67

(16) Te *GTq = 25(16.67) = 416.67
Thus for small N and large p, the gain can be very good.

Example II., Take N = 1and T4 = 50.

(8) p = 1 = 1 - .01
| (N (Tg  Z(50)
(19) Gy, o1 * .3353_-_33.33
.01
(16) T, = (33.33) (50) = 1667

If the channel is twice as good, the gain will be doubled, T, is doubled, and
T . is quadrupled.

Example III. Take N = 6 and p = 7, 14x10 ~11,

(8) . Td: . 1. =101132x109
7 (7. 14x10 ~11) 49.98

Remembering that T4 is in operations, let us also assume that each operation
takes 17 usec. : ‘

Tq = (2x109) (17x10°6) = 34x103 sec. = 9.45 hr.

This is approximately the error rate on the Type 702, Referring to Table I,

K, = .1273.

’ Gy, - -
(19) (6, 7.14x10-11) = 1273 . | 105109
(7~ 14ax10-T1T)

(16) To* GTq = (1.785x109) (9.45 hr.) = 1.92x10% centuries

This is a little misleading, for one of the original assumptions was that p and

q do not change during the trials. For a week or a month this may be true, but
for longer periods we must analyze the effect of channels degrading. This will
be done in later parts. Now, note that for N = 6, that V = 5 which means that
the system size increased by 57%. Another approach is to consider 5N channels
at a time,

. . }
(8) Tgq 1 - 10" = 4,52x108
31 (7. 14x10-11) 221,34

(19)  G(30,7, 14x10-11) =_. 0465 = 6.53x108
(30, 7. ) 7. 14x10-11 *
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The gain is still M'out~of-this world" and the system size has 1ncrea.sed only
23?0.

Example IV, If N ® 64, equation 11 stated that p<,0003125 so let us continue
with p & 7,14 x 10-11, '

1

11
(8) Ta # 5(7.14 x 10-11) ”1256 ®2,19x 10

8

Letting each operation be 2 usec,
Tq = (2,19 x 108) ( 2 x 10~0) = 4,38 x 102 sec. = 7,3 min,

This shows how if the same probability of error existed in a bigger and
faster machine that it would not be tolerable without error corr?ction. For,

(19)  G(64, 7.14 x 10-11) & , 0254 s 3,.56x 108
7.14 x 10~11

(16) TcuGTq ®(3.56x 108) (7,3 min) = 4, 94 x 104 years.
Example V. Take N®# 1 and p 01 as in example II,

(<:1+1D)N+ 1 % (,99+.,01)2 ® (,99)2+2 (,99) (. 01) + {, o1)2
5 ,9801+.0198+.0001

Pq (8) = , 9801
Pq (f) » ., 0199
Tq = 50,251256+

(a+p)NtV w (,994,01)4 m (. 99)%+4 (.01) (L99)° +,... |
® ,960,596,01 + ,038,811,96 + ..,4;

Pc (8) ®».999,407,97
Pc(f) = .000, 59zs 03
Te = 1689,1036-
G(1,,01)= 1689,1036 33, 613162~
50.251256

These values can be compared tothose in example II, Note how the terms in
P¢ (8) add and thus must for smaller values of p be carefully calculated if
this method is used,
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Part V

The difficulty noted in example III can be solved in the following manner,
Coasider a system made up of R+ 1 channels, except that there will be one

channel which has a probability of error, p. » which is greater than the p
of the others. Now, B . ,

£(0) = (@R (qp) (20)
and  £(1) =R (p) () R~l(gp) + 1 (pp) (@® | (21)
Note, that as PP then | '

(q) R.(qB) - (q)R+1 (22) f
and  R(P (a) B-1 (qp) + (pB) (R = (R+1) () (@R (23)

which are the relations which were stated before,
Part VI

If the system just has a satisfactory failure rate without error correc-
tion and error correction is added to allow for channel degradation, the
question can be asked how much can one channel be degraded before the
system reaches the unsatisfactory failure rate, This implies that p is
small enough to give a gain when error correction is added., Thie condi-
tion is satisfied by p&Lyn. Thus usually, I

Td < Te ‘ (24)

Now, to relate pp to p, define | \
Pp ® mp for (25)
1<m£-% ‘ N (26)

Note, that for m = 1 the channel is not degraded and when m = 1/p, pp ® 1~
and error correction is applied on every cycle of operation, This is then a
"golid" failure, If pp = 1, then qp %0 and equation 20 is zero, Egquation 21,
then reduces to :

£() =@ (27)
Adding a "B" to the former notion to indicate this system, we have when
Pp s ll

Pcp (s) = (@R ' (28)

Pep (f) = 1-(@® (29)
or approximatelly, b (f) » (N+V-1) p (30)
and T,y ® m; _(31)
From before ;

Tq “,;L_Lf.

(N+ J)p (10)
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Therefore, when py &1
Td>Tchb . - (32)

Comparing this with equation 24, implies that there is soms va.lue for m
such that the following equation will hold,

T4 = Tch | | T (33)
and P4 (f) # Pep (f) (34)
Expanding each side of equation 34, gives

| . Nv=1
(™ )N )~ () e (e (8)

(35)
Applying equations 9 and 25 and simplifying,
(N+1) p = (N+V=1) (N+V~2) pZ(N+V~1) m p? (36)
2

Solving for m ‘
m = N+ 1 - (N+V-2) ‘ - (37)
(N+V-1)p 2 o |

O Substituting in equation 25, ‘ | o
Pprmp s (N+1) - (N+V-2) p - '  (38)‘

(N+V~l) 2 - ‘ ‘

This shows that the tolerated degradation of a channel can be ‘1a.rge and the
limit of py, for this degradation is independent of p. '

Part VII .

. In the above discussion the fact that additional circuitry is necessary for
either single bit error detection or error correction was not taken into ac-
count, The systems for which the operatiom time is desired is shown in the
following figure: |

I | o
NM Parity Channals - Parity -——»-U
Pz , ; T
q~ Generator o Checker i:ip |
T U

‘ i T

e e
Plq (f) -

o

System With Error Detection
!
{
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I Error Error o
Nm»_ Correction Checking - -
P Bit Channels and “#:T
gzg.gege;gjc_or [ Correctionﬂt;
| e P_ () - T

ot Pie (9) ‘ -

System With Error Correction

The prqbability of error in the channels has been derived. Now it is
desired to relate these to the probability of error in the full system.
The probability of an error in the system other than in the channels
themselves will be denoted by Py, (f). An error in the system outside’
the channels is not mutually exclusive with an error within the channels,
that is, both can occur at the same time. Thus, the probability that an
error has occured in the system is

Plg () « Pglf) # Py, () - (Pg () (Pga (8) (39)

Because these probabilities are very small, the third term can be
dropped. Equation 39 says that as additions are made to a system
- with similar components

Py (f) = Po () £ Py (0 = (14ox)(Po () (40)

where oA is the added amount of circuitry expressed as a fraction of the
original amount. If the added circuitry were made out of a different
type of circuitry, then by letting

P, (5 = (B) (P, (9) (41)

hold, ]3 could be said to be an equivalent amount of added circuitry, Then
equation 40 would be

P, (f) = (1 £ B) (P, (£) (42)

Letting § be the equivalent amount of additional circuitry in the system
with error detection, equation 39 can now be written as

Pla(f) = (1 £8) (Pg(£) (43)

Similar to equation 1, we now have
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™, . 1 - 1 z |
d = e———— = = T
Fiw  UFENTR® i o0

The above steps for the system with error correction are

P'o (f) = Pe (0) 4 P, (9 (48)
Letting P, (f) = (X) (Pg (f) (46)
Plc (f) = Pc () £ (X) (Pq () | (47)

Applying equation 16,

Plo) =Pgtf) +rPy)=148G (Py(s) (48)
, G G
1 , G ' . GTq .
T'ow B ® (175G (Bg (@ * (TF¥C) #9)
Defining
GlaTh o)
Ty

Applying equation 42 and 47

GTy |
G':T7¥G = G(142) _148 (51)
~Tq 140G “4t1G

177

Remembering the large values of G calculated in the previous section
equation 49 is reduced to

G'= 148 (52)
| ’

Thus the equivalent added circuitry outside the channel is the factor
that determines the gain if the p of the channel is small.
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Part VIII

The results of Part VI have been modified to include the analysis of
the preceding section and are as follows:

ma (148)(NA1) -Y(N/{L - (NFV-2) (53
C(NEV-Dp R

Pp=(148-0(N41) ~(NAV -2)p (54)
(N £ V-1) 2 |

Sinced>8therefore m is less than before as would be expected.

(. mgjﬁ%

L., L. Headrick .

C) LLH:bjn |
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TABLE I

N v N/V K, L,
1 3 4 .3333 020,000
2 4 6 . 2000 <010, 000
3 4 7 . 1905 . 006, 667
4 4 8 . 1785 . 005,000
5 5 10 «1333 . 004, 000
6 5 11 .1273 > ,003,000
7--10 5 12--15 = eweee ceecanas
11 5 16 . 1000 . 001, 820
12 6 18 : . 0850 . 001, 667
13-.25 6 19--31 L R
26 6 32 . 0524 . 000, 769

7 34 . 0482 , 000, 741
28--29 7 35-w36  amems i ————— 5
30 1 37 _ . 0465 . 000, 645
31--35 7 38.--42 c——— cmn————
36 7 43 . 0410 . 000, 555
37-56 7 44-w63 L e -
57 7 6 K . 0288 . 000, 351
58 8 _ 66 , 0283 ~.000, 345
59--63 8 67-=71 . | eemsames
64 . 72 ' . 0254 . 000,312
65--119 8 73""'127 ™o - LT T T
120 8

128 - 0149 . 000,167

N = Number of Information Channels
V = Number of Additional Channels Necessary to Provide for Error Correction
K, = Constant for Equatidn 19

L, = Maximum Value for p that allow equatioﬁs to hold, |




