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I 

HIGH SPEED ARITHMETIC IN A PARALLEL DEVICE 

When a machine performs one of the operations a t b, a - b, a x b 

o r  a 2 b, the actual time to obtain the result wi l l  depend upon the num- 

bers  a and b. Machines in the past have made only slight use of the 

special properties of the numbprs to be combined and have, in  general, 
0 


waited for the'result, a time equal to the time necessary to combine the 

two numbers which take the longest. In this memo, i t  will be shown that 

the average time to combine two numbers is much less than the longest 

time. A general discussion of the various procedures which may be used 

to capitalize on the special properties of the numbers will  be given. It 

will be shown how one may shorten the time for arithmetic operations 

without the need for faster components, however, necessitating additional 

components. 

Addition 

In addition, the principal cause for delay is the time taken to propa- 

gate carriea. The Bureau of Standards has devised circuitry which will  

propagate carr ies  faster, however, the hardware necessary for this 

device is enormous, and it will not be considered further. It has been 

noted (C. F. Bruks, Von Neumann, Goldstine - Logical Design of a Digital 

Computer, Vol. 1, Page 11) that the average number of carr ies ,  when 

adding two binary numbers of length n, is less than log2 n. Thus if  a 

device were known which would inform the machine that the carr ies  were 
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finished, an improvement in speed of -n could be expected a s  compared 
l o g p

to the conventional method. Such devices have been conceived and will  be 

di'scussed. First, let us consider the general situation'and show why the 

average carry time is small. Consider two random numbers each n 

characters long and of radix R. 

The following table shows the ways in which a car ry  may originate, 

a b 

1 R-1 

2 R-1, R - 2  

3 R-1, R-2, R-3 

. . .  

. . .  


R-1 R-1, R-2, R - 3 ,  . . I 

F rom this it is easy to see that a carry may originate in R (Rr-l) ways. 
2 

There a r e  R2 possible dituations and thua the probability that a car ry  origi- 

nate is R-1. Now the value of the sum of the two must be exactly R-1 for a -
2 R  

car ry  to propagate. Thus there a r e  0 t R - 1, 1 + R - 2, . , R - 1 t 1 o r  

R ways that can happen so the probabilitlr that a carry be propagated is -1 
R 

Now let Pn (V)be the probability that a word of length n have a car ry  V. 

Then the probability that there be a carry of exactly V is/Pn (V) P n  (V t l ) #\ -
and so the expected number of carr ies  En is 

n 

v [Pn (v)- p n  (v -t 1) )II P ~n 

V P 1 '  
I 
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Now suppose we have a word of length (n-1) and we know PnF1(V) 

and suppose we add a single symbol to the word,then Pn (V) is the sum of 

two mutually exclusive probabilities a First, the probability that in the 

n-1 length word there is already a car ry  of length greater than o r  equal 

to V, Pne1,(V),plua the probability that there is not a carry of length 

greater than length o r  equal V in the n-1 symbols but adding the extra 

symbol causes a car ry  of length V, (1 - Pn,v (V)) 1 -R-1. Thus we 
R'TCl- 2 R  

see that P n  ( V ) ' = Pn,l (V) t (1 - p n  - v (V)). 1 ,R-1- so 'we see that 
2 R  

or 


i .e, Pn (V) 4 %&WL (1, 
.*IL hip 

Now suppose t h q  RL $ n 5'." Rk t 1. W e  have the expected n rmber 

of carr ies  En = 5 p n ( v )
V = l  

K - 1  	 n 

nc 

= k - l t  ( n - V t 1 ) R - 1  

c
r = k  
2 Rv 

(1) 	k - l t  1 / 2 ( n - k t  1) R - ( n - k t  2 ) t  -1 
Rk-1 (R-1) Rn (R-1) 

For R = 2 it is easy to see that En  6 k-1 t n I log2 n. 
H - e  

2k 
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'Using the formula (1) for En with n P 48 and R = 2 we obtain a value 

of 5 . 3 5 ,  whereas log248 = 5 . 5 7  which shows that the ratio of improvement 

in speed is better than n a s  stated in the f i rs t  paragraph of this section. 
Ggz n 

F o r  a radix 4 and n :2.4, we obtain from formula (1) En = 3.84. Thus if 

a circuit wxich would obtain double carr ies  a s  fast a s  single car r ies  a r e  

obtained, one could achieve an increase in speed. A circuit for  doing this 

is known but i t  may be pointed out that the increaae in speed does not 

justify the hardware. 

The first device known which enables one $0 atop an addition in a 

static machine waa described in the I. R. E. Transactions, December 

1955 and was due toGilchrist, Pomerene and Wong. The principle is the 

following. 

A t  each stage in the final answer, there must be a car ry  o r  no carry. 

The conditions which determine this a r e  shown in the following truth table: 

Carry In A B Carry Out 

Carry out determined by 0 0 1 0 

car ry  in. 0 1 0 0 

1 0 1 1 

1 1 0 1 

Carry  out determined by 0 0 0 8 

add end a. 1 0 0 0 

0 1 1 1 

1 1 1 1 
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Let 11 {Gi stand for not both A and B 1 . Then associate 

the following circuit with the adder. -
00 11 

1 car ry  out 

more I I I more 
stages I stages 

I
I 
I 0 carry out 

-I-:iifI 
-
11 00 

n way and gate 

Fig.  1 

A comparison with the truth table shows that this circuit will  give 

the proper condition a t  each stage when there is either a car ry  of zero 

OF one at each stage. When this has happened, there can be no further 

carr ies  and the 48 way and gate will  signal that the sum is formed. The 

expected number of carr ies  is somewhat higher since we a r e  propagating 

car r ies  of 0 and 1. Thus the probability of originating a car ry  is 1/2 

instead of 1/4 and using formula ( l ) ,  and multiplying the second t e rm by 

2 we obtain a value of, 6.7. Another method conceived by J. Pomerene 

while a t  I. B, Mewhich also determines the end of carr ies  and provides 

a check for the correctness of the result is a s  followe: 
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. ~. 

n way and gate I 
Fig. 2 

The numbers A and B a re  gut into the adder. This immediately forms 

the partial sum, i.e. the sum without all carr ies  propagated. Call this 

gum (A 4- B)*. This goes into a register R and then A is subtracted from 

(A t B)* to form the partial difference of (A -k B)* and A. Call this result 

B** is compared with B. If they agree, all  carr ies  have been com- 

pleted and the correct answer is in register Hi. There is a time lag due to 

the fact that the subtract is started after the add and it is this time lag that 

causes B & B** not to agree until the operation is complete. However, i f  

' the subtract were to work faster than the add, it is possible that B & B** 

agree and cause the machine to think that (A t B)*was correct too soon. 

This probability can be lesaened by increasing the time lag. Whether o r  

not this would cause the operation to be too slow must be evaluated. 
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Another method which was an outgrowth of the above idea and provides a 

car ry  completion signal, a s  well as  checking for e r ro r ,  was conceived by 

M. Marshall is a s  follows: 

A B  

Fig. 3 

The output of the adder is A .4r B + Gin.' If this output is put into on 

V-with Cin we obtain (A + B + Gin) W Cin =: A + B, thus i f  this is com-

pared with A + €3 the results should mat:h. However, (A Y- B * Gin) 

-Y" Cin takes 2 delays to be formed and so this doee not compare with 

A Y- B until the car ry  has had time to change the output. This means that 

until a l l  carr ies  have settled out, there is at  least one stage of the adder 
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which is not in agreement. This system is not subject to the possibility 

that successive stages may operate somewhat slower than others and 

thereby cause e r r o r  due to a cumulative effect a s  the previous scheme 

was. However, the slow operation of an ?cr can cause the machine to 

think that the answer was correct and thereby cause e r ror .  It might be 

. noted that the checking device in this echeme is somewhat simpler than 

the adder and thereby reduce the hardware requirements somewhat. Also, 

this method is faster than previous methods by a small amount due to the 

fact that it  does not consider the propagation of zero and one car r ies  but 

merely one carr ies ,  nor does it have to wait for subtraction to be completed. 

A fourth method which combines in a way the f i r s t  two methods of 

J. Pomerene is a s  follows: 

. .. _. . 

I 

I._.. 

Fig. 4 
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A is added to B and -A is added to -B. Since A t B is the complement 

of -(A t B) the carr ies  of zero will occur a s  carries of one in the com- 

plernentary adder. Thus, putting the carries of one from each adder into 

an o r  circuit will  give a signal a t  each input of the 48 way and circuit when 

all carr ies  have been completed. Comparison of the outputs of the two adders 
4 

gives checking. This method takes the time to propagate both zero and one 

carries,  i.e. an average of 6.7 carries,  but has the advantage that both 

adds s tar t  a t  the same time so there is no initial delay. Further checking 

is absolute in the sense that the speed at  which either device operates does 

not enter the picture and the machine will not think that it has the correct 

answer until both adds a r e  finished. 

This method may also be of value in checking multiply, and this will 

be discussed in the section on multiplication. 

Subtraction 

Subtraction and addition a r e  completely symmetric and all remarks 

of the above a r e  appropriate. 

Multiplication 
f 

There a r e  numerous methods by which the multiplication speed can be s’ 

increased. One is to have a built-in multiplication table and numerous 

addeb’s. This seems to take too much hardware and the method to be 

described here is a way to speed up the multiply without necessitating 



FILE MEMO #58 -10- February 11, 1957 

excessive hardware. The method is well known but will be described 

here for completeness. Also, an analysis of the number of necessary 

steps will be made. The method depends on doing three things. First, 

merely shift the multiplicand a t  each appearance of a riero in the multi-

plier. Second, for numbers like 7, 15, 31, ,  etc. (i.e. any &ring of ones) 

in  the multiplier instead of multiplying by rmeven etc., we multiply by 

eight etc., and subtract one times the multiplicand. That is, instead of 

adding a t  each one in a string of ones, we subtract one times the multi- 

plicand at the beginning of the string and skip over until w e  find a zero 

and add in the multiplicand at  that place. Third, instead of propagating 
$ 

the carries a t  each stage, the carr ies  should be aaved and added into the 

next succeeding rmtage until a t  the end they a r e  added into the total and 

allowed to continue until the carry complete symbol is received. This is 

a rough description of the method. A precise description follows with a 

derivation of the number of steps required. Since it is possible to both 

add and subtract from the partial product apd thus a sequence of n ones in  

the multiplier, such a s  2 -( i f 1) f 2 -(i f 2) .* .  -+ 2 (i + n) is equivalentf 

to 2 -i - 2  '(i 'n). N additions can in  this way be replaced by one 

addition and one subtraction, 

The sensing of two multiplier digits a t  a time and an indicator to tell 

i f  an add o r  subtract has just been performed,will determine the procedure. 
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The following table gives the rules. 

gi ' gi t 1 

add just performed 0 0 Shift right 

0 1 Add and shift right 

1 0 Shift right 

1 1 Subtract and shift right 

subtract just 0 0 Add and shift right 
performed 

0 1 Shift right 

1 .  0 Subtract and shift right 

1 1 Shift right 

The number of additions which will be required can be seen a s  

follows. Suppose that one has an n bit word. Consider the digitr three 

a t  a time looking a t  the middle digit. No add will be performed in the 

following cases: 000, 001, 100, l01,and 111. Adds will usually be per-  

formed in  the cares  010, 011, and 110. The end digits must be handled 

separately since there is 1/2 a chance that an add be made a t  the beginning 

and end. Thuer, the expected number of addar required is almost 3/8 

(n - 2) t 1/2 t 1/2 3: 3/8 n t 1/4. However, lobking a t  the cases 010, 011, 

and 110 we have counted too many add@ since the cases ...xxxllOll, 

xxx.. . ...xxx1101011 xxx.. .xxx110101011 xxx.. .,etc. require one less 

add than would be indicated by the above calculation. The length of each of 



2 
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the sequences is odd, so suppose they a r e  of length 2k + 1 k t 2, 3, .e .  

-n Then the number of ways that one of these sequences can occur is 

n - 2k and the probability of a single occurrrence ie 1 , Therefore,
S k t  1 

the expected number of these typee of sequence8 ie 

,.
4 nevenven 

n - 2 k  * -n - -7 1 5 nodd 1)

k 2 2 m l  24 36 9.2n 

Since for n large -1 is negligible, one can say the expected number 0-

2n 
adds is 3/8 n --n t 7/36 + 1/4 = 1/3 n + 4/9. Thus, if a method for fast 

24 
shifting is devised and a circuit which senses two digits at a time and makers 

the add or subtract decision, it will be possible by the use of two registers 

(one continuing the number being added or  subtracted and the other receiving 

the shifted quantity) to reduce the multiply time for an n digit quantity to the 

time necessary for 1/3 n t 4/9 adds. Further, i f  the carries a r e  saved 

at each stage, the time will be reduced since only in the last add will it be 

necessary to assimilate. the carries. Using the system for adding shown in 

' Fig, 4, it would be possible to add the same number on each side and check 

the carries and the add at each stage, and thus provide a check at each step 

in the process. The circuitry necessary for this type of multiplication has 

been considered by Mr. Pomerene and it looks reasonably eimple as com-

pared to other methods of fast multiplication. 
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Divis ion 

If the process of division 

division is not the op site ofmultiplieati 

subtractions instead of success 

me c hanize d iterative p roc edur 

the previous step rather than 

multiply. The process is (gi 

successive quotient digits of the type: 

dql t r1 D 

dq2 -k r 2  = r l  

dq3 f r3 = r2 

etc. 

The qi at each step is chosen such that -1ril 3 1 ri - 11 and 
ri 1 

0 & ri S r i  1 i. e., if the remainder changes sign choo i ohe less  

than the trial qi. Ordinarily, the qi chosen is one digit and if 

a radix R, 0 L q i  44%.Obviously, one w 

of cone or  more digits much that ri redu 

step. Ametho nted such th the restrict 

is removed, it ssible to predict a qi by examini 

.isminimiaed. This method will predi 

of all O I s  or all (R-l)Is, It is therefo 

R = 2. 
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qi approaches 8 /3  digits rather than the usual 1digit. The method 

depends upon always having the first digit of the divisor a 1. This is 

precisely the condition present when performing normalised floating 

point division. Ordinary fixed point division or  unnormalised floating 

point division can be accomplished by pre-divide left shift of the divisor 

and dividend,and post-divide right shift of the divisor and remainder. 

The two's complement of the divisor is added to the dividend or  

partial remainder if it is a true value. The true value of the divisor is 

added to the partial remainder if the partial remainder is a complement 

value. 

If the partial remainder is true, the next quotient digits can be . 

determined from this partial remainder to be the one represented by the 

carry out of the high order position and all succeeding zeros, If the partial 

remainder ia complement,the next quotient digits can be determined from 

the partial remainder to be all of the leading ones except the last which 

must be inverted to a sero. 
I 

It will be noted therefore that each true (complement) partial 

remainder has a leading one (sero) after the predicted quotient digits a r e  

removed, Therefore, the next cycle will always produce at least one 

quotient digit. The probability of producing one or  more quotient digits 

is: 



. , 
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No. of Digits Probability 

2 5/16 

3 13/64 

4 29 /256 

The probability of developing one more digit can be gotten from the 

last probability by doubling the numerator and adding three and by multi- 

plying the denominator by four. The probability of developing all quotient 

digits in one stageis 1- nz1 Pi. For  example, if we assume a four digit a i Z 1  

divisor, an eight digit dividend, and wish to develop a four digit quotient 

we have the following probabilities: 

NO.. of Digits Probability 

' 2  5/16 

3 13 /64 

4 15 /64 

Now, if we evaluate these probabilities to get the expected number 
n 

of digits at each stage, the formula is En  : k Pk and we get the 
k g l  

following table: ,\ 
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n En ~ 

1 1 = 1.000 

2 E l  t 22-1 1.750f

T-
3 E 2 t  23-1 = 2. 187 

-5-
4 

Therefore, with respect to any divisor length over 10, we can 

expect to develop 8 /3  quotient digits per additions. For a 48 bit @visor 

length, we can expect an average of 18 additions to develop a 48 bit 

quotient 

This method is certainly %e simplest to conceive and construct as 

it is never necessary to generate quotient digits. Inbtead the appropriate 

high order bits of the partial remainder a re  the quotient. 

A modification of this method in which the three high order digits 

of the divisor and dividend a re  compared after each stage and the divisor 

is entered as double, the same, or one-half its value (rather than always the 

same) will reduce the probability of devr;loping only one quotient digit from 

1 /4 to 1 /8 and distribute this 1/8 over the probabilities for developing more 

than one quotient digit. This will raise the average expected number of 

quotient digits to about three, but this method will require more hardware 

not only to do the comparisons but in developing the quotient digits them- 

se lve s. 

I 
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Obviously, this modification can be extended to comparing more 

digits and introducing other multiples of the divisor as tria4 but the gain 

appears to be slight for the increased complexity of the system. 

A Discussion of Speed 

The basic add time can be said to be composed of three parts. 

First, the ‘time lag from the time the signal gates the registers,  which 

contain the two numbers, to the time sufficient voltage is on the logical 

circuit to make it ?unction. Second, the time for addition to take plaee. 

Third, the time for the register containing the answer to be set after the 

qddition is finished. The first and third of these times a r e  fixed, but the 

second varies according to the number of carries.  The present data flow 

model which is six stages long can be used to estimate approximately the 

average add time for a 48 bit word since its longest car ry  of six stages is 

about the average number of carr ies  for a 48 bit word. (This is an approximate 

estimate since the two fixed times use a higher percent of the time for  adds in 

the short adds than they do for the longer ones. However, this should be good 

to 10 milli microseconds one way or the other. ) 

The present model, using the circuid shown in Fig. 2 not using drift 

transistors,  will perform an add which requires that a car ry  be propagated 

six stages in 180 milli microseconds. With drift transistors, we should 

hope to cut this time in half, thus giving us an average fixed point add time 

of less  than .1 microsecond. Hence the floating point add speed will largely 
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be determined by the shifting speed and the speed of the various logical 

circuits used in determining the amount of ehift. 

Since shifting can be carried on in parallel with'addition by the 

use of two registers, the multiplication speed ics a function of the shift 

speed or  the add speed. If the shift time is greater than the add time, 

then the time to multiply will be roughly 16 shift times. pf the add t h e  

is greater than the shift time, the time will be 16 add times. If the add 

t h e  is much greater than the shift t h e  (as it is hoped), then by saving 

carries and shifting during time logical add is formed, the t h e  will be 

16 logical add times plus one carry assimulation time. The logical add 

time requires the first and third fixed times mentioned before, but the 

second time is always a minimum and based on evidence from the data 

flow model the sum of the two fixed times plus a minknaun add time should 

be about half the average add tima. Thiw if shifting is fast enough we can 

expect a multiply time of about 1microsecond. 

In division, the picture is not quite 80 bright. Based on methods 

so far proposed, division should require approximately 20 add times to 

develop the quotient and proper remainder with each add requiring a carry 

assimulation. Further shifting time cannot be done in parallel with the 

add time, since one does not know how far to shift until the remainder 

appears. Thus using the method of the last section and expec,ted speeds, 

it would seem that one would be provided with a divide speed of about 



0 
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3 .0  microseconds. Several more complex methods for improving this 

speed have been considered, but so far the additional complekity does 

not seem to be justified in the light of the small gain in speed that these 

methods provide. 


