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HIGH SPEED ARITHMETIC IN A PARALLEL DEVICE

When a machine performs one of the operations a ’+ b,a-~-b, axh
ora = b, the. actual time to obtain the result will depend upon the num-
bers a and b, Machines in the past have made only slight use of the
special properties of the numbfrs to be combined and have, in general,
waited for the result, a time ec;)ual to the time necessary to combine the
two numbers which take the longest. In this memo, it will be shown that’
the average time to combine two numbers is much iess than the longest
time. | A general discussion of the various procedures which may be used
to capitalize on the special properties of the nuinbe’rs will be give;ll. It
will be shown how one may shorten the time for arithmetic ope ratiohs
without the need fér faster.co,mponents, however, necessitating additional
components.

Addition

In additién, the principal cause for delay is the time taken to propa-
gate carries. The Bureau of Standards has devised circuitry which will‘
propagate carries faster, however,‘ the hardware necessary for this
dgvice is enormous, and it will not be considered further. It has been
noted (C, F, Bruks, Von Neumann, Goldstine - Logical Design of a Digital
"Compﬁter, Vol, 1, Page 11) that the average number of carries, when
adding two binary numbers of leﬁgth n, is less than log, n, Thus if a |

device were known which would inform the machine that the carries were"
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finished, an improvement in speed of n  could be expected as compared
| | logyn ;

to the conventional method. Such devices have been conceived and will be
discussed. Fii'st,' let us consider the general situation and show why the
average carry time is small, Consider two random numbers each n

characters long and of radix R,

The following table shows the ways in which a carry may originate,

a b )
1l R-1

2 " R-1, R-2

3 R-1, R-2, R-3

R,"‘l R"“]-' R-z. R-"3 ¢ o o 1

From this it is easy to see that a carry may originate in R (R-1) ways.
There are R% possible dituations and thus the probability that a carry origi-

nate is R-1. Now the value of the sum of the two must be exactly R-1 for a
, 2R :
carry to propagate. Thus thereare0+ R -1, 1+ R-2, ... R-1+ 1lor

R ways that can happen so the probabilitv that a carry be propagated is 1.
: v R
Now let P (V) be the probability that a word of length n have a carry V.,

Then the probability that there be a carry of exactly V is \/P’n (V) -« Pp(V + 1),

and so the expected number of carries E, is
o | ‘ ) .

= V(Pn(V) ~Pp (V4 1) )‘"=En
V=1
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Now suppose we have a word of length (n-1) and we know Pr"u_vl (V)
and suppose we add a single symbol to the Qord, then ‘Pn (V) is the‘sum o£
two mutually exclusive probabilities. Fi.fst, the probability that in the
n-1 length word there is already a carry of length grkeater fhan or eéual
to V, P, .1, (V),plus the probability that there is not a carry of length

| greater than length or equal V in the n-1 symbols but adding the extra

symbol causes a carry of length V, (1 - Pn-V (V)1 R-1., Thus we

RV-T 2R
see that P, (V) =P, 1 (V) + (1 ~Rp_. vy (V).1 .R-1 80 'we see that
RV-1 2R
N
( (Pu(V) -P 1 (V) ) < R-1
' _ = ZRY

or

n . n,

..?:;. (Py (V) -=P; 1 (V) ) =Py (V) = if R-1
i= V- - . a V 3RV

i.e. Pn(V) £ Max (L, (n-V+ 1) (R-1)

Miyp : 2RV-"

" Now suppose that rk & ng RX 4+ 1. We have the expected number
n =

of carries E, = Vz 1Pn (V)

K -1
v§=1P“ (V) + L Pa (V)

V =
< ‘}3. ‘
Zk-1+ & (n-V+1)R-1
Tr= _—
2rV
(1) k-1+1/2(n-k+1) R-(n-k+ 2)+1
rk-}(r.1) R® (R-1)

i

For R = 2 it is easy toseethat E; £ k-1+n £ log,n.
. 2k
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“Using the formuia (1) for E, with n = 48 and R = 2 we obtain a value
of 5, 35, wheréés logy 48 = 5.57 which éhows that‘the ratié of improvement
in speed is better than n as étated in the first paragraph of this section.

logan
For a radix 4 and n I 24, we obtain from formula (1) Eq = 3. 84, Thus if
a circuit which would obtain double carries as fast as single carries are
obtained, one could achieve an increase in speed. A circuit for doing this
is known but it may be pointed out that the increase in sﬁeed does not
Justify tile hardware.

The first device known which enables one to stop an addition in a
static machine was described in the I, R, E, Transactions, December
1955 and was due to Gilchrist, Pomerene and Wong. The principle is tﬁe .
following.

At each stage in the final answer, there must be a carry or no carry,

The conditions which determine this are shown in the following truth table:

Carry In A B Carry Out
- Carrsr out determined by 0 -0 | 0
carry in. 0 1 0 0
1 | 0 1 1
1 1 0 1
Carry out determined by - 0 0 0 0
"addends. 1. 0o 0 0
| 0 o1 1 1
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Let 11 {'0—5} stand for not both A and B 1 {0} . - Then associate

the following circuit with the adder.

00 11
¥
1 carry in : and or { 1 carry out
more : more

stages e stages

P
. : !
0 carry in | and @ i 5 } 0 carry out
11 00
n way and gate
Fig. 1

A comparison with the truth table shows that this circuit will give
the proper condition at each stage when there is either a carry of zero
or one at each stage. Wﬁen this haé happened, there can be no further
carries and the 48 way and gate §vill signal that the sum is formed. The
expected number of c.ayrri.es is somewhat higher since we are propagating
‘carries of 0 and 1. Thus the prqbabili_ty of originating a carry is 1/2
instead of 1/4 and using formula (1), and multiplying the second\ term by
2 we oll)ta_in 5, value of 6.7. Another method conceived by J. Pomerene

while at I, B, M, which also determines the end of carries and provides

a check for the correctness of the result is as follows:
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+ >
ya

B -
Bk
(A + B)*
R e ‘
> E——q{
n way and gate
Fig, 2

The numbers A and B are put into the adder. This immediately forms.
the partial sum, i.e. the sum without all carries propagated., Call this
sum (A + B)*, This goes into a register R and then A is subtracted frorh
(A + B)* to form the partial difference of (A + B)* and A, Call this result
B¥¥, |

B*% ig compared with B. If they agree, all carries have been com-
pleted and the correct answer is in register R, There is a time lag due to
the fact that the subtract is started after the add and it is this timeklag that

causes B & B** not to agree until the operation is complete, However, if

‘'the subtract were to work faster than the add, it is possible that B & B¥*

- agree and cause the machine to think that (A + B)* was correct too soon,

This probability can be lessened by increasing the time lag. Whether or

not this would cause the operation to bebtoo slow must be evaluated.
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Another method which was an outgrowth of the above idea and provides a
carry completion signal, as well as checking for error, was conceived by

M. Marshall is as follows:

A B
—
+ AN carryin
carry out
3
R
e rj)
|
¥ 1
n way and gate
Fig, 3

The butput of the adder is A % B ¥ Cj,. If this output is\put into on
¥ with C;, we obtain (A % B ¥ Cj,) ¥ Cj, = A ¥ B, thus if this is com-
‘pared with A 3% B the results should ma-tf.;,h. However, (A ¥ B ¥ C; )
¥ Gy, takes 2 delays to be formed and ’s-o this does not compare with
| A ¥ B until the carry has had time to change the output. This means that

‘until all carries have settled out, there is at least one stage of the adder
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which is not in agreement. This system is not subject to the possibility
that successive stages may operate somewhat slower than others and
thereby cause error due to a cumulative efféct as the previous scheme
was., However, the slow operation of an A caxi cause the machine to
think that the answér was correct and thereby cause error. It might be
. noted that the checking device in this scheme is somewhat simpler than
.the add_er and thereby reduce the hardware requirements somewhat. Also,
this method is faster than previous methods by a small amount due to the
fact that it does not coﬁsider the propégati"on‘ of zero and one c;rries but
merely one carries, nor doeé it have to wait for subtraction to be completed.
A fourth method which combines in a §vay thé first two methods ’of

J. Pomerene is as follows:

[y

j— o 2

[ 1o |

e + 1 T + ‘
carry out l ' o .carry out | '

: -(A t+ B)
A+B .
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A is added to B and -A is added to -B. Since A + B is the complement
of -(A + B) the carries of zero will occur as carries of‘ one in the com- |
plementary adder. Thus, putting the carries of one from each adder into
an or circuit will give a signal at each input of the 48 way and circuit when
all carries have been completed. Comparison of the outputs of the two adders
gii}:as checking. This method takes the time to propagate both zero and one
-carries, i.e. an average of 6.7 carries, but has the advantage that both
adds start at the same time 80 there is no initial delay. Further checking
is ébsolute in the sense that the speed at which either device operates does
not enter the picture and the machine will not think that it has the correct
answer until b§th adds are finished.

This method may also be of value in checking multiply, and this will
. be discussed in the section on rﬁultiplic'ation.

Subtraction

Subtraction and addition are completely symmetric and all remarks

of the above are appropriate,

Multiplication
/

There are numerous methods by which the multiplication speed can be
increased. One is to have a built-in multiplication table and numerous
addei’-’é. This seems to take too much hardware and the method to be

described here is a way to speed up the multiply without necessitating
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excessive hardware. The method is well known but will be describéd
here for completenesé. Also, an analysis of the number of necessary
steps will be madé. Thé method depends on doing three things., First,
mereiy shift the multiplicand at each appearance of a zero in the multi-
plier, Second, for numbers like 7, 15, 31, etc. (i.e. any atring of ones)
in the multiplier instead of multiplying'by seven etc., we multiply by
eight etc., and subtract one times the multiplicand. That is, instead of
adding at each one in a string of one>s. we subtract one times the multi-
plicand at the beginning of the string and skip over until we find a zero
and add in the mu*;igplicand at that place. Third, instead of propagating
fhe carries at eacl;x stage, the carries should be saved and added into the
next succeeding stage until at the end they are added into the total and |
allowed to continue until the carry complete symbol is received. This is
a rough description of the method. A precise description follows with a
derivation of the nufnb’er of steps required. Since it is possible to both
add and subtract from the partial product and thus a sequence of n ones in

v,

the multiplier, such as 2 -1+ 1) + 2 . +2 (i+ n)ig equivalent

N additions can in this way be replaced by one
* addition and one subtraction,

The sensing of two multiplier digits at a time and an indicator to tell

if an add or subtract has just been performed,will determine the procedure,
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The following table gives the rules.

8 B4 1
add just performed 0 0 Shift right

0 1 Add aﬁd sﬁiff right.

1 0 Shift right

1 1 Subtract and shift right

subtract just ' 0 0 ~ Add and shift right
performed

0 1 Sl;ift’ right

1. o0 Subtract and shift right

1 1 Shift right

‘The number of additions which will be required can be seen as
follows. Suppose that one has an n bit word. Consider the_ digits three
at a time looking at the middle dibg'it. No add will be performed in the
following cases: 000, 001, 100, 10l,and 111, Adds will usually bé per;
formed in thé cases 010, 011, and 110. The end digits must .be handled
 separately since there is 1/2 a chax;xce that an add be made‘ at the beginning
aﬁd end. Thus, the expected number of adds required is almost 3/8
| l(n -2)+1/2+1/2=3/8n+ 1/4. However, looking at fhe cases 010, 011,
and 110 we have counted too many adds since the cases .. ;ixx11011, |
XXX... ...%xxx1101011 xxx .xxx110101011 xxx...,etc. require one less

" add than would be indicated by the above calculation. The length of each of
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the sequences is odd, so suppose they aré of length 2k + 1 k=2, 3, ...

n . Then the number of ways that one of these sequences can occur is

2 ‘ , R

n - 2k and the probability of a single occurrrence is 1 . Therefore,
. _ " 22k 4+ 1

the expected number of these types of sequences is

3] o
L2 . ‘,{ —(4) neven
2 n-2k s n -« 7 15/ n odd

kz222k+1 24 36 9.2n
Since for n large 1 is negligible, one can say the expected number of

n

adds is 3/8n - _rl_2+ 7/36 + 1/4=21/3n +4/9. Thus, if a method for fast
shifting is devis?:tl and a circuit which se#ses two digits at a time and makes
the add or subtract decision, it will be péssible by the use of two registgré
(one continuing the number being addgd or subtracted and the other receiving
the shifted quantity) to reduce the multiply time for an n digit quant_ity to the
time necessary for 1/3 n+ 4/9 adds. Further, if the ca.rﬁe-s are saved
at each stage, the time will be reduced since only in the last add will it be
necessary to assimilate the carries. Using the system for adding shown in
Fig. 4, it would be possible to add the éame number on e.ach‘ side and check
the carries and the add at each stagei, and thus provide a check at each step
in the process. The circuitry nece'ssa.ry for this type of muitiplica.tion has

been considered by Mr. Pomerene and it looks reasonably simple as com-

pared to other methods of fast multiplication.
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Division

If the procese of division is exami_ned c-lo-sely_, it ie,found that
division is not the -opposite of muit_:iplication in the eenee of | succeseiv’e
subtractions instead of successive' e.dditione. Inetead; division is a highiy
mechanized itera.five procedure i. e., each succeeding stage depends upon
the previous step rather than being inde-pendent of it as ie the caee in |
multiply. The process is (given a divisor, d, and a dividend D) to form
successive quotient digits of the type: |

dq + 1 ZD

. dqz + rp

1

etc.
The qj at each step is chosen such that |ri| = ‘ri - ‘1| and

| | * el o

0 £ rj<ryi. }i.e., if the remainder ch'a.n'gee sign choose a q; one less
than the trial qj. Ordinarily, the qi chosen is one digit and if we are using
- a radix R, 0 £q; <R, Obviously, one would like to be able to choose a qg

of one or more digits such that ri reduces toa minimum value after each
‘ step. A method ha.s been mvented such that if the reetnction |ri| ’ri - ]I
T Tio1
is removed it is possible to predict a qi by exa.mming ri .1 8o that the rj

- is minimized. This method will predict a possible string of digits composed

. of all 0's or all (R-1)'s, It is therefore of limited use for any radix except

- R = 2, It can be shown that if R = 2 tha.t the expected number of digits in ea.ch
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q; approaches 8/3 digits rai;her than the usual 1 digit. The method
depends upon always ha{ring.the first digit of the divisor a 1. This is
precisely the c~ondition pfe sent when performing no:ma.liz,ed floating
point division. Ordinary fixed point division or unnorm#lized floating.
point; di‘;iaion can be accomplished by pre-divide left shift of the divisor
and dividend,and pc;stQ divide right shift of the divisor and remainder.

The two's complement of the divisor is added to the divider;d or
_partial remé.inder if in is a true value. The true value of the div'iéor is
added to the partial remainder if the pértia.l remainder is a complement
value, |

If the partial remainder is true, the next quotient digits can be | K 3
determined from this partial remainder tb be the one represented by the
carr& out of the high order position and all succeeding zeros,  If the partial.
remainder is complement,the next quotient digits can be determined from
the partial remainder *;o be all of the ~'1eading ones except the last which
‘must be inverted to a zero.

It will be noted the 'refore lthaf each true (cor’nplleme‘nt) partial
remainder has a leading one (zero)i after the predicted quotient digits are
removed. Therefore, the next cy;cle will always produce at least one
quotient digit. The probability of producing one or more quotient digits

is:
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No. of Digits Probability
1 : 1/4
2 | 5/16
3 13/64

4 ' 29/256

The probability of developing one more digit can be gotten from the
last probé.bility by doubling the numerator and adding three and by multi-
plying the denominator by four. The proba.’bility c;f develoéing all quotient
digits in one stageis l- ?5: i Pj. For example, if we é.ssume a four digit
divisor, an eight digit div;dend, and wish to develop a four digit quotient

we have the following probabilities:

No. . of Digits Probability
1 - 1/4
2 | 5/16
3 ” 13/64
4 15/64

Now, if we evaluate these probabilities to get the expected number

. n
of digits at each stage, the formula is E, = 2 k Py and we get the
k=1 -
following table: ' ‘ : N
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n E,
1 1 = 1,000
2 E; + 22-1 = 1.750
3 E, + 23.1 = 2,187
. _ 24 ' ,
4 E3+ 24.1 = 2,421
=6
10 Ejp +21l.1 = 2,662
—c 222
8/3 = 2,667

- Therefore, with respect to any divisor length over 10, we can
expect to develop 8/ 3 quotient digits per additions. For a 48 bit divisor
length, we can expect an average of 18 additions to develop a 48 bit
qﬁotient.

This method is certainly the simplest to conceive and construct as
it is never necessary to_genérat_e quotient digits. Instead the appropriaﬁe
high order bits of the partial rémainder a.ré the quotient. |

A modification of this method in which the three high order digits

" of the divisor and dividend are compared after each stage and the divisor

is entered as double, the same, or one-half its value (rather than always the

same) will reduce the probability of deve:loping only one quotient digit from

1/4 to 1/8 and distribute this 1/8 over the probabilities for developing more
than one quotient digit, This will raise the average expected number of -
quotient digits to about three, but this method will require more hardware

not only to do the comparisons but in developing the quotient digits them-

selves,
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Obviously, this modification can be extended to comparing more
digits and introducing other multiples of the divisor as trial but the gain
appears to be slight for the increased complexity of the system.

A Discussion of Speed

The basic add time can be said to be composed of three parts.

First, the time lag from the time the signal gates the registers, which
contain the t;;vo numbers, to the time sufficient voltage is on the logical
circuit to make it function. Second, the time for addition to take pla(‘.‘e». |
Third, the time for the register containing the answer to be set after the
addition is finished. The first a:nd third of these times are fixed, but the
second varies according to the number of carries, The present data flow
model which is six stages long can be used to estimate approximately the
average add time for a 48 bit word since its. longest carry of six stages is
about the average number of carries for a 48 .bit word. (This is an approximate
e's.ti;mate since the two fixed times use a higher percent of the tifne for adds in
the short adds than they do for the longer ones. However, this should be good
to 10 milli microseconds one way or the other.)

The present model, using the circuit shown in Fig. 2 not using drift
transistors, will perform an add which requires that a carry be propag;.ted
six stagesi in 180 milli microseconds, With drift transistors, we should
hope to cut this time in half, thus giving us an average fixed point add time

of less than . 1 microsecond. Hence the floating point add speed will largely
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be determined by the shifting speed and the speed' of the various logical
circuits used in determining the amount of shift.

Since shifting can be carried on in parallel with addition by the
use of two registers, the multiplication speed is a function 6£ the shift
speedv or the add speed. If the shift time is greater than the add time,
then the time to multiply will be roughly 16 shift times. If the add time
is greater than the shift time, the time will be 16 add times. If the add |
time is much greater than the shift time (as it is hoped), then by saving |
carries and shifting during time logical add is formed, the time will be
16 logical aﬁd times plus one carry assimﬁlation»thne. The logical add
tixhe requires thef first and third fixed times meni{ioned before;_ bui: the
second time is always a minimum and based on evidence from the dgta
flow model the sum of the two fixed ﬁmes plus a minimum add time should
be about half the average add time, Thus if shifting is fast enough we can
expect a multiply time of about 1 microsecond.

In d;lvision, the picture is not quite so bright. Based on methods
so f?,r proposed, division 'shoixld require aﬁproxhnéte}y 20‘ add times to
develop the quotient and proper remainder with each add requiring a carry
assimulation, Further shifting tﬁne cannof be cione in parallel with the
add time, since one does not know how far to ghift until the remainder
appears. Thus using the method of the last se;:tion afxd expg’gted speeds,

it would seem that one would be provided with a divide speed of about
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3.0 micréseconds. Several more complex methods for improving this
speed have been considered, but so far the additional comple:iity does
not seem to be justified in the light of the small gain in speed that these

methods provide.




