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W The optimum word len:,tC f o r  a computer w i t i  a -:iven speed and memory 

size depertds upor: t h e  tj-pe af prablenis tire computes is requirelc tc; solve, T h 8 ,  

operatiofis. Now given a a e t  of instr~rction~:t o  Le carried cnut ard H precision p that 

re jcired to give the precision p. Howeve;i*, t h i s  result wotdd w t  t a  v e r y  useful since 

problems which w e d  t'iae same se-;ue-iceOS i~*?stx;xction.s,5.&differad i c  the initial data, 

Thus, one might attempt %odetermine a bound for the! error asgaming that the initial 

da ta  is subject t o  ceertai:i ccmditiou. A 
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It would seem that matrix invereiorr is at least aE; rezuz.$ive aft: t3r.e a v e n , e  
'rrrrul 

problem and probably more aoe In general, it l e  possible a lso  for the given operations 

to be as detrimental to  precision aB any. A @to the frequency of gqch operatiom, it 

might be remarked tkat if a matrix i a  ill-conditioned precision ie lost rapidly. T:.'+-us, 
In 


i t  would 8eem fair to say that matrix ae?avereion demands at leaof a s  much word len.-;tiy 

as  a large class of pleoblems. 

If the size of a matrix is n ry; 3 t!:en accordin;; to (1) an approximate iyveme 

can be found if  n < e 152
a /4where s i s  the word length, a d  for  the time required we 

iravet q-n 3 , Thus, given two macl:ineg of speede a 1 and a2 f c e  a d i x t d  time T, h e  

ratio of the ardterg of matrices that can.be inverted i;z time 3: i s  nq, - /q J / 3  
e 
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the problem. Z'or mncle problems this i,ives a much I?,i$:ez- power- than 2.)  Thus i f  

two machines have m e r s r y  sizes rr.1 and r-2retlpectively, w e  Xava 

the! above and given the ratio of %peed8find a mackdne whicu w% bc we11 bavanced at 

t l x  new speed, If this were  done ase;.;lrrzingthat a 701 is well  ba$a.Ged and that the 

-new sr&achine1024 t i x e s  faster than t-ze "XI, we obtain a word lenjtb of 48 Ldts a.rd 
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 Since the word length 4a in most caaea a great deal 1 m p r  that the 

precision desired, one might coneider the possibility of procease8 which successively 

approximate the solution, That is a procees which is short at  each stage and thus 

gives little error and, B O  if enough stages were used the prlecision might be almost 

aa large a8 the word length. Thus, the relation of speed to woz7d ltb.tgf;lrshoidd be 

diucussed. EXWt").B1pXX 

If an addition schema were used which delayed larag enoaq& for all  carries 

to be performed in the longest possible case,then addition time wodd be more or less 

the carries have stopped and thus tile add time will depend oalnly upon the avera:-;e niirnxw 

Since  i t  requires only a small iumiher of b i t s  for  rather l a ~ , ; escale factors, 1 believe 

that a rather large f i p r e  should Se w e d  as &he additional ~l~sfttmtrld not b e  exceseive:, 

in no way compensates for  the waste resultin:; from shiftia:; in lar Qr steps wher., 

other bahjes are w e d .  The only advantage seen in using a base otkax than 21 w01~1dhe 

the reduced number of slsifts required 3efore doing a floatitq; pt. a:id, due to the 1zi;ker 

probability that the exponent would the same.  
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* One factor which i a  wel l  worth coneidcring is using very rhort  word 

length with the poeeibility of automatic or relatively easy multiple precision. 

c 1) Numerical Inverting of Matrices of Hich Order e 


and H. Goldstine. Bal, A . M . &  Nov. 1947, Val. 

Y 





