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hd The optimum word len; th for a computer wit: a ziven speed and memory
size depends upor the type of proklems the computer is recguirec to solve, Tius,

for a general purpose computer word length: determinatior becomnes difiicult because
it is hard to predict waat type of prorlem tire machine will be expected to solve,

This is further complicated by the fact that the knowledze of comnputational errors

is sletchy for largze classes of problems. The problem of matrix Jiaversion has veen

N—
.

stuniiecxiwi(mf)}/ and will bé used as a guide in what follows.

g Given a prol:lem there exists a precision p less than which the result is
useless {or at least not very valuable), Eaclh problen: reguires a ;iven set of
operations 01. OZ' .« o e On and eaca operation is carried out witnhra irequency iy,
20 v o £n‘ Tie maximum or average loss of precision {Lj, Lz#L,) for each

W OPeration can be determined, however this may ve a function of the data, There is
also, roughly speakiny, a factor R which is the measure of the -ecursiveness of the
problem, that is, the number of times parts of the data are subjecieéed to tae various
operations, Now given a set of instructiona to be carried out ard & precision p that
is reaquired, and the initial data it is presusnably possible to deterrine the word lensth
rejuired to zive the precision p. However, this result would act te very useful since
it would apply to mexrely tie particular initial data, and would not:even apply to

problems which used the same sejuence of iastructions, but differad ir the initial data,

Thus, one might attempt to determine a bound for the error asswrring that the initial

data ic smgpiem subject to certain cornditions,
ebessssscsstag: This is essentially what was done in {1) and lackia; results in other
types of problems) I will make an out-of-the-hat comparison ol other problems with
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matrix inversion and then discuss the relation of speed to word le:ta,



i

It would seem that matrix inversion is at least as recursive as the avera e
problem and probakly more so, In general, it is possible also for the given operations
to be as detrimental to precision as any. As to the frequency of such operatiouns, it
mizht be remarked that if a matrix is ill-conditioned precision is lbst rapidly, Thus,
it would seem fair to say that matrix ;:iwersion demands at least as much word len;th
as a large class of problems.

If the size of a matrix is n » n then according to (1) an approximate inverse
can be found ifn <« . 1528 4 where s is the word length, and for t&e time required we

have Eﬁm n 3. Thus, given two maclines of speeds a; and a, for a fixed time T, tue
1/3

ratio of the orders of matrices that can be inverted in time T is n = /’51
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So word length is related to gpeed by/ﬂ“\; = 2 2 or letting a/a, =r
a z//

we have logy r = 3/4 (8; - 85)
or s msy + 4/3 log, 1.

From the point of view of inemory, the amount ¢f memory reguired is pro-

Orilie + e, . . . .

portionate to the sguare of the ether matrix, (This essentially states the dimension of
the problem. I'or some problems this gives a much higher power than 2,) Thus if

two machines have memory sizes m; and m, respectively, we Lavae

(r}l/:’»snl , B = my 1/.‘2 ra) = (rj2/3,
' wz T @y ;}{E
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On this basis one merely finds a machine which is well baﬁ.l}/anced considering
thhe above and given the ratio of speeds find a machine whicn wili be well balfanced at
the new speed, If this were done assuming that a 701 is well ballauced and that the

ww new machine 1024 times faster than tie 701, we obtain a word lenzth of 48 Lits and

a memory of 200,000 words.
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Since the word length is in most cases a great deal longer than the
precision desired, one might consider the possibility of processes iwhich successively
approximate the solution. That is a process which is shost at eac’s stage and thus
gives little error and, so if enough stages were used the precision might be almost
as large as the word length, Thus, the relation of speed to word leagth should be
discussed, EXXXNIIXISXN |
If an addition scheme were used which delayed long enaupgh for all carries
to be performed in the longest possible case,then addition time would be more or less
linear with word length. However, current tihinking is that the machine will proceed after
the carries have stopped and thus the add time will depend only upon the average numoer

of carriessandc Thus, the time goes up only as a function of ln, 8, Multiplication,
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if looked upon as a sequence of s adds, would then go up as s  log:-8, however, again
"““s

more sophisticated methods reduce this to someti:ing 11keQar s) . ) On t.ae basis of
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this, it seems urlikely that apyuroximaiion methcds look veryv cod, for in jeneral,
. . i ‘ L 7
they require muci more time, M g«’ﬁm /\ /] 7 ’; Lo
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In a {loatin; point macline, the length of the exporent neéds to e considewved,
Since it reguires only a small number of Lits for rather lar e scale factors, I believe
that a rather large fizure should be used as the additional cost would not be excessive,
With respect to the bhase, it would seerr that a base 2 is the hesft, ‘dv the zain in Dite
in no way compensates for the waste resulting from shifting in lar ;f‘er steps when
other hbases are used. The only advantape seen in using a base other than 2 would be
the reduced number of shifts vequired before doing a floating pt. a:dd, due to the hiLer

probability that the exponent would be the same.
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One factor which is well worth considering is using very chort word

length with the possibility of automatic or relatively easy multiple precision.

(1) Numerical Inverting of Matrices of High Order - ./, VonNeumann

and H. Goldstine. Bal, A, M.S. Nov. 1947, Vol. 53, No. 11





