
Project 7000 

FILE MEMORANDUM 
\ 

SUBJECT: SIGMA Performance compared to other camputera. 
\ 

1. Introduction: 

In diaarring the last SIGMA Timing Sknulatox memo (November 7 ,  
1958) with various people, I rsrlifes that there i# some confurrion a. 
to what 8 rsimulated oompsrimm of internal cumputing spcdr of two 
different machinee really is. Aa: a result perbpd it would be worth 
while to draw a cornparisan in detail for the purpose d rhuwtng how 
difficult i t  is to cumpare camputera with different organiziatbna in 
general, y e t  how ofmple it is to compare them on specific jobs. The 
TLmfng SkslLLator cod& does no more than thisr, it jus t  workre mat a 
larger eample afjobsr for more varbtims of asmxmpti 

XI. General Limitations on Computer Speed 

)[sl machines of the yon Ntumann stored program type, the execution 
of a typical indexed, data fetching inartruction hsi the fdluw%ngr~tapo 
which murt be done in sequcnw; (single addrtsa imtmcticma aaaume$).

M 


1. 8dVaXbCe f n S t N C t i U n  C Q W l t e r  
2. send fetch request to fnskvctfon memory 
3. inBtruction memory reader out 
4. decode instruction 
5. perform index addition, if required
6 .  send fetch requtat to data memory 
7. data memory roadrr out 
8. perform arithmetic operation. 

Each of these steps take8 t h e ,  however. Odythe laat  ftam repre-
oents ttuaefritrlwork. The other stepa although they are necsorary 
may be considered as ttparasitic”operations. 

There are ementially two w a p  of rpeeding up a computer: (1) build 
it out of faster components, and ( 2 )  make its orlifanizat;fwrmere effi-
cient. The latter is our effort to reduce the n w b e r  of hgicgl levalo 
in the arithmetic operations and to cut down the percentage of t h e  
spent on the parasitic operatione. 



8 
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Since the above steps must be done in rrcquence, getting 100% useful 
time would seem to be imposaible. However by averlapping the 
starting of instructions with the erarecution of earlier one%ft is theore-
tically posoible to overlap all the parasitic operations 80 that they are 
done in "no t h e " .  

The 704 and 709 are examples of machines where f i r s  above steps are 
done sequentially with no overlap. (Actually, there is lronact overlap - -

wIII.III.-c

the instruction counter is advanced as part of the previous instruction, ) 

The 7090 i s  an example of increaeing machine performmca by using 
faster components with no change in arganieation. 

€ARC and STRETCH both um fasttr components and loverh-d organi-
zation to achieve hcreasad performaace. Roughly OptBLkfng,  STRSTCH 
has about four tfrnecr a8 much overlap a8 LARC. 

Making aimplc C O m p a r i 6 0 ~ ~ 8batween machines with overlap i s  d i f € i d t ,  
however one can still learn much by looking at maxir#um. and average 
ratea for similar operations. 

b w  

El. Memory S p e d  Limitations 

It has: been often said, llSpecifythe memory, and you opscify tbe machine. 
Of course this i g  an over-simplificationof the situation, but it is ,till true 
that if one krzowac the memory opsed and thr degree of overlapping to be 
attempted, many of the other details of the machine are alas Bpecified. 

In Table I, there are Usted maximum ratsa at which fxtstructiuns and data 
may be furnished to variaus computers. These, eapccially the instzuction 
rate, lhft4he ultimate performance of tho machima on short operatima. 
Having separate data and inrstructioa rnemoriee in LARC dou'lslas the effac-
tivs rate of the memories. STRXTCH gains another factor of 4 by having 
2 instructions per ward with 2 memory boxes for inetructions, and 4 memory 
boxes for data. 

If the rates at which instructions or data can be fetched are lower that the 
rate at which the instructions can be executed in the arithmetic unit, thm 
the machine would be atrictly memory limited. Fortunately none of the ara-
chines listud in Table 1are in this catagory. 

The column "old STRETCH" is included to-compareour estimates of a year 
or two ago with present reaJitiee. 
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Table 1: 	 Memory cycle time8 and maximum paasibli, Data Rater and 

hstruction Rate8 for vaxrioue Machines, including the effect 

af Overlap. 


I
I 

704 7090 LARC f SIGMA 'old STRETCH 

Instr. Memory cycle t i m e  12. uaecl 2.4 ure 4. uacc 2 . 2 - e ~  0 . 6  uOec 

Data Memory cycle time 12. 2 .4 4. . 2.2  2 . 0  

1. 5. 6.  	 160. 

Maadm- Data Rate 1. 5. 6.  143.6 48. 
(times 794) 

I 

fndexing Arithmetic Speed Lknitationo. 

In stqumtiaf. machines such as the 704, one often.rpeaksof the indexing 
t h e  being mburidd">inthe hatructicm, giving the impreaaion that no 
t h e  i8  required for it. Actually &e t h e  sftuatdan $6 that one dwayrr 

, 

8pends t?da time whether f t  i 8  uwd or not. IndexJi3;rgis much more truly 
burlad tn an overlapped design even though one is more cortzscc=fousaf the 
time it teskeo. 

E 
Table II lirrb the indexing rates for the above rnacb4ps. For the 104 and 
7090 the w e  listed is the "1 cycle'?'time. Their qctual indexing t h e  i# 
abut 1/4 ofthis, (See Section VI.) 

I 

t 
t 

Table II: 	 Indexing Timsshaoa Spareds for varioue Machines. 

704 17090 

LAU T h e  for non-indexed 12 usee 2.4 UB 3 usec 
QPd. 

LSU Time for  indexed ope. 12. 2.4 3 usec O e 8  0 , 2  
IAU Time for index modi- 4 uecc f. 6 0.3 

f*d[ opa. I 
IAU Speed for non-indexed 1 .  5 .  

QpS. 
U W  Speed for indexed ope. 1. \ 5.  4. 15. 60, 
IAU Speed for index modi- 1. 5. 6. 15. 80. 

fyhg OPS, (All t h e 8  

704) 


, 



. 
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V. Arithmetic Unit Speed Limitationls 

A s  was mentioned above, the arithmetic unit represents the real uaeful 
work of the computer. Instruction s e t s  vary considerably in complexity 
from one machine to another. 

Machines which are aimed at mientific problems may best be rated in 
t e r m s  of their basic floating point arithmetic times, One may argue! 
justtly that this is a very narrow view point on which to compare complete 
systems, but recall that many people u ~ eonly the floating multiply apeeds 
to make the comparison. 

Table ID lists the arithmetic timae and rates for the common floating point 
operations. 

Table IU. Floating Arithmetic Times and Speeds for various Machinea, 

I 704 7090 i LARG 

Time for Load 24.usec 
I 
I 4 . 8  u8ec 1

f 
4, usee 0 .4  u s e c  0 . 2  u#ec 

Store II I 
Time for Add 1 84. f 16.8 I 4. 1.0 0 .  6 


Time for Mpy. 204. 146.8 8. 2 .4 I. 2
I 

7.5 1 . 8  

3-,lAve. 5 usecl 18.45 ueec 6, 2-5 1.44 uaec 0.64 

120. 
Speed I 

5-

Add Speed 3 .  I 5* 21. 84. 140, 

Mpy Speed 1. 5. f 25.5 05. 140. 

Load, Store 1. I 6. 60 

I1 I-I 
I 

Div. Speed 1. 5. 7.7 
! 29. 120. 

A v ~ .6-6-3-1 5.  14. 8 64. 1 
Speed 
 I 
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If one studies the above tables, the reason why it is hard to quote a simple 
apeed ratio for the computers become8 obvious. For exaxnple, SIGMA 
ranges from 15 to 85 times the 704 depending on the quantity compared. 
(This comparison difficulty does not exist for the 7090 which has a simple 
5 times performance an everything. ) 

Clearly the only way to really compare the macklkes ir on the basio of the 
time each takes to do a given job. To avoid diszussions of dLfferent op. 
codes, I /O comparisons, etc.  , I have chosen a familiar old problem, the 
inner loop of a matrix inversion program. (Load, Mpy, Add, Store,  TM). 
This program is a short loop But heavy on arithmetic. It g h t s  a good indi-
cation of performance both on instruction fetching and arithmetic. 

The graphs at the end give the detailed t iming  charts on this problem for 
each of the cornputera being discussed, 

Notice that I have purposely avoided memory conflicts in the STRETCH 
chart@, so they represent the ideal best case. 

II 

Table IV lists blorne memory data concerning the performant:e as repre-
sented on t h e  charts. (The timea listed for the 704 and 7090 art the -actual 
times spent on each of the jobs not the times l i s t e d  before. ) 

Table IV. Performance Data frorn the timing charts for the various compu-
ters on the Matrix Inversion Problem. (Refer to the timing charts 
on back for details, 1 

1 704 

Initial Start-up time 20 usec 
Arithmetic Time 248. 
per cycle 

Indexing T h e  20 
per cycle 

Branch Time 50. 
per cycle 

Total Cycle T h e  360. 

Initial Start-up 1. 
Speed 

Arithmetic Speed 1. 
Indexing Speed 1 .  
Branch Speed 1. 
Total cycle Speed 1. 
(All t h e e  704) 
Note; "Total cycle Speed" re] 

1 
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VU. Diecussion of bnprtance of Overlap 

A good feeling can be had of the relative importance of two factors, in-
creased circuit speed and improved organization, by comparing the follow-
ing three machines against the 704: 

(a) 	 7090 
(b) 	 LARC - - a hypothetical LARC built of STRETCH circuita 

and memories 
( c )  	 SIGMA 

Assuming that LARC is faster than LARC by the ratio of their memory 

cycles, ( 2 .  2 usec to 4 usec)  one can construct Table V: 


Table V: Cornpartson of Speeds of 7090, SIGMA, and LARC 1 (LARC with 

STRETC?I circuits and memories) in terms of 704 speed. 


7090 LARC1 SIGMA Ratio: Sigma/ LARC3t -
Fundamental Machine Speeds (including effect of overlap): 

Max. Instruction Rate 5 .  1 0 . 9  43.6 4.00

XAU Speed for indexed 5 7.3 15.0 2.05 


ops.

AU Speed (6-6-3-1ave.) 5, 2 6 . 9  64. 1 	 2. 38 

I 

Performance on Matr ix  Inversion Problem: 

Start-up Speed 5 4 * 0  3.5 0.8%

LAU Speed 5 2.4 4. 8 2. 00 

AW Speed 5 22.5 5 9 . 0  2. 62 

Branching Speed 5 11.5 19.2 1.67 

Total 	Job Speed 5 23.5 50.0 2.13 

W e  now have three different machine organization at1 built from the same ' 
circuit elementre. (Note: Mr. E. W. Coffin has examined a rrpeeded up 
T U N S A C  under the same aesurnptfone in a M e m o  dated November f 8 ,  195$ 
and found it to be about 11 times 704 Speed on this problem. ) 

I 

The 7090 is not overlapped, so the factor of 5 represents circuit speed in-
crease only. The LARC 1 has a factor of 2 overlap (instruction prepaxation 
and execution). SIGMA has a factor of 8 overlap (these two plus 4 from 
memory box overlap. ) 
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The picture is complicated somewhat by the fact that the 7090 floating 
arithmetic is disproportionately slow for the reat of its capability, 8 0  

LARCI picks up a factor of 4. 7 in total job speed for only a iactor of 2 
in overlap. I 

The factor of 4 in overlap between SIGMA and L A R d  nets SIGMA a factor 
of 2. 13 increase in speed. Thisa i a  not bad in view d the fact their arithmel 
tic speeds differ only by a ratio of 2.62.  

Overlap by its nature has certain limitations which prevent one from achievr 
ing its full factor of speed increase. For Data ,  the memory conflicts which 
occur when the data references to 4 boxes occur at random rut the average 
peak data rate to 4Qy0 of its value with no conflicts. (For two boxes the 
average is 7570 of the maximum, } Fortunately, thia is not as serious a b  it 
Bounds since every instruction doesn't require data fetcher, and the avexagq 
t h e is still less than the average arithmetic time (1. 37 U ~ compared toC 

1.44 usec for SIGMA. ) The Look-Ahead smooths aut the data references 
Ln t ime 80 that the average rate is the one which counts. Also the arithnae-
t i c  unit i s  rarely busy more than 7570 of the time. I 
For instructions there are two types  of conflicts, memory conflicts and the I 

loss of one or the ather half of the two instruction word on a branch. The 
worst cam! is a series of branches always staying in one memory box which 
completely destroys the factor of 4 overlap. I 

j 
Fortunately, instructions are rarely of this type.  The computer will  usually 
take the next instruction iri order and branch only rarely. The average rata 
differs considerably from problem to problem, but a value between SOQJe and 
80% of the theoretical maximum is typical. 

1 
1 

This can still be serious because every instruction must have an instruetian 
fetch and there is only limited Look-Ahead action on instructions. Time de? 
lays on instruction fetches tend to add directly to the problem time much mere 
than data fetches do. Another penalty of overlap is the increased time re= 
quired on inftial start-up. This is apparent in the values listed for "Start-up 
Speed" in Table V .  

kn spite of these difficulties, overlapping clearly pays off in the performance 
of SIGMA. It does cost in increased hardware and rnqchirre complexity, but 
this will have to be evaluated eeparately. 

Discussion of "old STRETCH'' vs. present SIGNA 

Perhaps the most disturbing part of the comparisons in Table8 I thru IV are 
those between SIGMA and the "old STRETCH'' as p i c w e d  in the hand-drawn 
t h i n g  charts of a year or two ago. W h a t  are the reason$ f o p  this factor of 
2 OT 3 reduction in performance? The following seem to be the main cau6~es: 
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I 

The fundamental transistor circuit speeds are dower by 
at least a factor of 2 than those originally postu 

The memories arc all slower - - partjcularly the index registers. 
Another example, the read-out time of the! 2 usec memory is 
presently 1. 4 usec instead of 0.8 usec. 

1 

The ear ly  ari thmetic apeed estimates were unrctalistic even w i b  
the proposed circuit speeds. The "1. 8 uaec divide''is particu-
l a r l y  hard to explain. 

i 

The "old STRETCH1'estimates were r e d l y  baaed, perhaps un-' 
consciously, on much simpler designhs than the present ones. 
Nothing resembling the intricaciea of the Interrupt system hard-
ware, the VFL arithmetic, nor the present I-Box interlocks wire 
ever considered in giving the "0.2 usec indexind time''. 

The fact that the overall performance has dropped only by a factor of 3 in 
view of these difficulties is greatly to the credit of the engineers. 

I 

I 

*I 
Clearly it does no good to rail against over-optomistic early e8thates nor ' 

k, complain about present troubles. The honor and prestigue of the company 
is at stake  in the performance of STRETCH. W e  must hold the fine every-
where and wherever possible push it higher. 

I 

W. C. Kolaky
HCK:jcj Product Planning Representative 

Project 7000 
cc: 	Dr, W. Buchholz 


Mr, D. W ,  Sweeney 

Mr. E. Bloch 

Mr. R. E, Merwin  
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