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III. THE PDP-11 FAMILY
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This part could stand alonsz as a book on the evolution of the PDP-11
comﬁuter structure, although it does rely on the conceptual framework of
Chapter 1, and the ISPS language description given in appendix 00. The 11
has evolved quite differently from the other computers in this book, and as
such provides an independent and interesting story. The factors that have
created the machines are clearly market and technology based; they have
gengrated a2 large number of implementations (ten) over a relatively short
(eight-year) lifetime. Because there are multiple implementations spanning
a performance range at the saﬁe points in time, the PDP-11 provides
problems.and insight which did not occur in the evoiutions of the
traditional mini (8 Family); thé best cost/performance machines (18-bit),
and the high performance machines (the DECsystem 10). The 11 designs cover
a range of 500:1 in system price ($500 to $250,000) and 500:1 in memory

size (4 Kwords to 2 Mwords).

The part is divided into six sections.

-

1. Introduction.

The first chapter (00), published when the 11 was announced, introduces

the architecture, gives its goals, and predicts how it might evolve.

BETTETE
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The family notion is quite strong, although not specific about members.
o.{u,» whate M{,« ?"“"‘W

Chapter 00, What-Have- rr‘flez»bearned vFrxom PDP-1‘{, might be read next in

order to get the broadest overview, and best immediate critique of the

11 evolution.
2. Conceptual Basis.

This section contains two papers that form some of the conceptual basis
for the models. Strecker, Chapter 00, describes the cache memory
mechanism for building high performance models (specifically the
. 11/70). Levy describes the intercommunication problem among physical

components and how busses carry out this task.

3. Implementations.

Of the four implementation chapters, three are on specific
implementations (LSI-11, CMU-11 and 11/60) and the fourth (Chapter 00)
is a study of all models. This latter chapter provides comparative

data on the various implementations, $egether—with-how-the-designs—fit-a

eeneeptual-model..
4. Evaluation.

Chapter 00 evaluates the 11 as a machine for executing FORTRAN What fikp

W
-1 PDP- 12{ éhaptcr 00,discusses aspects of the PDP-11

P
igws
evolution in terms of the iase&s introduced in Chapter 1. ‘

sy s e s VR
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This paper, by the architect of VAX-11, discusses the new architecture

and its first implementation, the VAX-11/780.

6. The- multiprocessor research computers of—6erpregie=Melton-University,
o ok W—M Uminmrtidny one dircussed

Three multiprocessoraé C.mmp (Chapter 00)%) Cm* (Chapter 00)"an

7 (Chapter 00 @ 16-processor multiprocessor

<<omputérmodules based on LSI-11

e—

momputer for high reliability. ,
AMMM MW puggAR)

; INTRODUCTION

- A NEW ARCHITECTURE FOR MINTCOMPUTERS--THE DEC PDP-11

It is somewhat anticlimactic to discuss this original PDP-11 description
here because Chapter 0.0 explicitly discusses Jylhat Me Have Xearned from the
PDP-1:1G?. The purpose of the chapter was originally threefold: to give the
PMS and ISP architecture of the PDP-11 as it was first proposed, to
describe the first (11/20) implementation, and to show possible extensions.
This was attempted at a time when the whole fM architecture had not

been werked—oub—or—even fully considered.

The computer class definitions (given in 1970) of micro, mini and midi have

stood the rest of time for they correspond quite closely to those of ~rauwr3 wn
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Chapter 1.

The major reasons {elaborated upcn in Chapter 00) for the disparity between

- the predicted and actual evolution are:

1. The notion of designing with improved technology, especially for a
family, was not understood in 1970. This understanding came later and

\

was put forth in a paper in 1972 (Bell, Chen, Rege).

2. The Unibus proved unacceptable for intercommunications at the very high
and low end designs. Although this chapter posits a multiprocessor and
such A :
multiple Unibusses for high end designs, bhis—exact structure did not
evolve as a standard. Levy's chapter elaborates on the bus evolution.

»

3. The address space for both physical and virtual memory was too small.

4, The particular data-type extensions were not predicted. While floating
point arithmetic was discussed, the character string and decimal
operations were not described. These data types evolved in response to

market need and COBOL -- factors which did not exist in 1970.

We have made a-major change in the chapter by removing the original ISP
description and replacing it with a correct and complete (by adding memory

management and floating point) ISPS description given in Appendix 0 of the

book.

!
i
i
|
!
1
.
i
{
f
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CACHE MEMORIESFFOR PDP-11 FAMILY COMPUTERS

Chapter 00 by Strecker is included for four reasons: it is a clear
exposition of the cache memory structure and its design parameters; the
cache is the basis of a fast PDP-8 [Bell et al, 1974], the 11/60 (Chapter
00) the 11/70 (page 00), and the KL10 (Chapter 00); the design methodology
is well done--it is good engineering; and finally, the paper is
well—written-fin fact, it received the award for the Best Paper at the
Third Computer Architecture Conference. We also publish it simply to serve
as an encoﬁragement and an example for:- those who should understand and

describe their work -- such well-written and relevant papers are only too

rare.

The cache design process is implicit in the way in ﬁhich the'work is
carried out to determine the structure parameters. The relevant
sensitivity plots (runs) are made to determine the effect of each parametér
on the design. In the 11/60, Mudge (Chapter 00) uses Strecker's program

31 | Foodwmote A - m————————
traces and methodology. [Note that it is easy to collect statistics abou

PDP-11 program behavior since the trace bit in the PS word, permits the 11

to interpret itself on a singleiinstrucfigz_giiii;f—bne of the important

parameters to understand is the time between changes of context because all

real time and multiprogrammed systems have many context switches. To the
best of our knowledge this study is unique. Ehe~?98p8~oaehe-designmx,
(Ghap%efwee)vshow3wthefeffect—ef~segmenting-the»eache~for-instructions—andﬁ_

data+—
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A cache design for a PDP-8 [Bell et al, 1974] is summarized on page 00.

The 8 study shows the effect cf separating instructions and data whereas

sdwong
the 11Adoes not. Strecker gives the performance evaluation in terms of

cache miss ratios whereas the reader is probably interested in performance
it

or speed-up. These two measures, sed:Eé§: Cachespeeafﬁare related (Lee,

1969) in the following way (assuming an infinitely fast processor):

P = total no. of memory accesses by the processor, Pc
m = no. of memory accesses that are missed by the

cache and how to be referred to Mp

t.c = cycle time of cache memory, Mc
t.p s cycle time of primary memory, Mp
R = t.p/t.c (ratio of memory speeds), where R is

- typically 3 to 10
|
the relative execution speeds are:

t(no cache)

PR

t(to cache)

p + mR
speedup = pR/(p + mR) = R/(1 + (m/p) R) = 2 = miss ratio = m/p
therefore

; " speedup = R/(1 + aR) = 1/(a + 1/R)

y A
1L
X
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note that if a = 0 (100% hit), the speedup is R; while
if a

1 (100% miss), the speedup is R/(1 4 R), i.e.,
the speedup is less than 1 (i.e., time to

reference both memories)

IMPLEMENTATIONS

\

A MINICOMPUTER-COMPATIBLE MICROCOMPUTER SYSTEM: THE DEC LSI-11

Although the paper is a descriptive narrative abopt the design at each of
the chip, board, and backplane levels, it lacks insight that the designers
at Western Digital or DEC (Duane Dickhut, Lloyd Dickman, Rich Olsen, or
Mike Titelbaum) might have provided. It was written from the viewpoint of
a knowledgeable user. An account of the chip-level design is available
(Soha and Pohlman, 1974). The design was done at Western Digital by
Roberté, Soha, and Pohlman as a relatively general purpose micrpprcgrammed
computer that could be used to emulate many computers. When DEC started
working with the designers to effect interpretation of the 11 ISP, the
design took on more of the 11 structure. Two design levels are described
in the paper: the 3 chip microprogrammed computer as it is used to
interpret the 11 ISP, and the particular PMS-level components as they are
integrated into a backplane to form a hardware system. Sebern points out
the microprogramming tradeoff that took place between the chip and module
levels to carry out functions normally in hardware: the time clock, the
console, refreshing dynamic random access MOS ﬁemory, and power fail

control.
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The subtleties and uniqueness of the module structure are not described,

" nor are the design alternatives. For example, a bounded design that {is
typicai of one board microcomputers was considered, though not described.
However, a lower-cost, one-board system, like the VT78, (page 00) has /li' IRt
evolved and is shown idzggéz:ggégii;) The RXT-11 is an integrated systenm ﬁL{f’l ,
containing an LSI-11 chip set, 32 Kwords of memory, connectors for six EIA |
interfacés, and a controller for two floppy disk drives. One-hundred and
seveﬁiy-five i.c.'s were used -- to implement the same functionality using

standard LSI-11 modules, 375 i.c.'s would have been used.

The initial module—leve} design for the LSI-11 was predicated on a
quad-sized form factor with a conventional backplane. The modules are

) (Fg. L5T-1/%)
shown on page 00. Since there were not special ICs beyond the 3 chip
pfbcessor, options ténded to. be relatively large and often occupied a full
quad module. For options that were greater than a quad size, an ingenious
packaging scheme was devised.. It provided interconnection points on the
extra half of the module (a double sized module) which was not used as the
LSI-11 Bus (requires a double sized module). This permitted multiple
board, complex options, e.g., a disk controllér, to be packaged aé a single

option with no interconnection between the boards except via the sgcond

half of the quad board. As DEC began to build special ICs to interface to

the bus, the option sizes decreased to occupy a double module. This system N
NGy
is now known as the LSI-11/2. A backplane system with modules is shown in ' Ul(iﬁ’
~.. P
Fig. LSI-11/2.;.The options available for the two systems have evolved as LQI
Mgl o — ——_
shown in Table LSI-11 Options. ’ The effect of a lower cost LSI-11 system is /f’;fi
. b
\
to provide additional applications as we discuss in Chapter 1. T'“
o> 1)
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Table of LSI-11 Options and Extensions (1978) for LSI—11/é

Basic
Processor + 4 Kw
sexial
+ @end line

Processor
Real time clock
Power controller/

sequences

emories

' Kw RAM

I} Kw core

16 Kw RAM

4 Kw PROM

I Kw PROM; 256 RAM

32 Kw RAM

Interfaces

Parallel (16 line)
4 line asynchronous

Asynchronous (serial)

Instrument (IEEE-488) '
' . ‘ /E{/\\,Q d"\LX':\,cer).’g,-;.;{:J

LSI-11

quad

quad

double

double
quad
quad
double

double

‘quad

double
Of(u&cc
J

double

double

Ctu 7

SI-

double

double

double
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Direet Memory Access quad
Foundation (general quad
purpose)
Fancy RT clock ' ) i. quad
Analog-to-digital _ quad
Digital-to-analog | quad
Floppy interface double

|
|
} Hard disk interface (RKO5) 4 quads
|
}

gl A (RLO1) 2 quads

— t

Backplanes val-l_in;rinter‘ Ldoublé)

4y x 8 for quads

2 x4 ' <.
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USING LSI PROCESSOR BIT-SLICES TQ BUILD A PDP-11--A CASE STUDY IN

ROCO ER _DES

This paper by the designers of CMU-11 appears both in the module part and
in this part on PDP-11 implementations. The Intel 3000 bit slice, sherein

oak%ed-asMicrUcUmpubep-4£or—ﬁiepoprogfammedwaﬂooeeeeni..is used to
v

interpret @ PDP-11 ISP. The purpose of the design was to test the
assertion that t;; bit-slice based arithmetic unit with register memory and
microprogrammed control would simplify the design and construction of
processors.l The 11 was selected as a target problem in order to avoid the
temptation of changing the problem (a real ISP) to fit the building blocks
(the Intel 3000 processor). Indeed, the authors observed awkwardnesses
that ultimately resulted in lé&gr (than desired) performance. In
retrospect, the Intel 3000 has not become the standard bit-slice
architecture that the AMD 2900 series has; perhaps it suffered from being
one of the earliest. Detailed comparisons including a breakdown of the
various parts of the processor design are given and compared with the

LSI-11 and 11/40 designs in terms of performance and cost (IC count and

number of control bits in the microprogrammed controller).

A key part of the investigation was the evaluation of the
computer-aided-design tools. The Stanford University Drawing System (SUDS)
and the SAGE logic simulator were the major components. SAGE was
predicated on being able to detect all the design and timing flaws prior to
construction of a design. The authors claim thét 95% of the errors were

detected in this manner. The simulated-time/real-time ratio (g) did

10°/1
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constrain the design process, e.g., the number of different runs used to

find worst-case conditions.

DESIGN DECISIONS FOR THE PDP-11/60 MID-RANGE MINICOMPUTER

Unlike the reports from an architect's or reporter's viewpoint this chapter
is a direct account of the design from the close proximity of the project.
A mid-range machine is an inherently difficult design for the reasons of
the designer éharaeteristics we presented in Chapter 00, page 00. dGMt=
wheleands ;As neither the lowest cost ner highest performance PDP-11, it
has to be the right balance of features, price, and performance against

criteria that are usually extremely vague.

Four interesting aspects of computer engineering are shown in the 11/60:
the cache to reduce Unibus traffic; trace-driven design of floating-point
arithmetic processors; providing writeable control store; and increasing

the reliability, availability and maintainability.

IWhereas the Unibus was previously thought to be inadequate for high
performance systems, by using a cache most processor references do not use
the Unibus and so leave it free for i/o traffic. This gives high
performance without the attendant cosfgf’ The cache work is based on
Strecker's (Chapter 00). The study leading to determining the block size
is given. The block size can only conveniently be one since fetching

multiple words would tie up the Unibus with additional traffic.‘

#UNng dahl's constants, page 00, the reader might compute the bus
h (for i/o traffic) and the address space needs for this speed
proceSsor given the cache and compare these needs with the Unibus. [CM:

wiféhould o this for all models in "What We've Learned" Chapter]
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The use of trace data to design the floating- point aritnmetic is described
together with the resulting design. Note that the 11/60 performs roughly
at 11/70 speeds but at lower cost. The implementation of the two can be

compared in the following table.

Table - Implementation of 11/60 and 11/70 (count of printed circuit

boards) .
11/60 11/70
Base Pc T4 8 [CM: check 11/70 sys. manual]
Floating point 4 . it
Cache 1 . 4
Memory management 1 2
Total 10 18

Microprogramming is used to provide both increased user-level capability
and increased reliability, availability and maintainability. The Farge

‘ wovel .
writeable control store option is described together with its,use for data

storage_aad.xaninus—app&éoebéans. This option has been recently used for

emulating the PDP-8 at the 0S/8 operating system level.

A general discussion of microprogramming is also given, especially with

respect to memory technology advances (see also Chapter jl, page 00). Other

ing Amdahl's constants, page 00, the reader might compute the bus
(for i/o traffic) and the address space needs for this speed
r given the cache and compare these needs with the Unibus. [CM:
d do this for all models in nWhat We've Learned" Chapter]

115 //A; e Mo f
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semiconductor technology improvements are described together with how they
affect price and performance. It is interesting to note that the simple

concept of tri-state logic* had such a great effect on the design.

Impact of Implementation Design Tradeoffs on Performance: The PDP-11, A

Case Study

This chapter presents a mest comprehensive comparison of the eight
processor implementations used in the ten PDP-11 models. The work was
carried out to investigate various design styles for a given pr'oblem)*-‘:he
interpretation of the PDP-11 ISP. The tables alone give more insight into
bbocessor implementations ﬁﬁan is available frombany single source we know.

The usefulness of the data also comes from having an outside_observer

examine the machines and share his insight.
The tables include:

1. a set of instruction frequencies, by Strecker, for a set of ten
different applications. The reader should note the frequencies do not
reflect all uses, e.g., there are no floating point instructions,.nor

has operating system code been analyzed.

2. implementation cost (modules, ICs, control store widths) and

performance (micro- and macro-instruection times) for each model; and

3. a canonical data path for all 11 implementations,_againét which each

¥Ability to interconnect a number of subsystems together through a

TR s
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processor is compared.

With this background data, a Ggib—downdrﬁgdel is built which explains the
performance (macro-instruction time) of the various implementations in

terms of the micro-instruction execution, and primary memory cycle time.

Since these two parameters do not fully explain (model) performance, a &eb
proach 1s alse wseol

of bottom-up faetors-must—be—intredueedw These factors include various

design techniques and the degree of processor overlap. We believe that

this analysis of a constrained problem should provide useful insight to

both computer and general-digital-systems designers.

EVALUATION

TURNING COUSINS INTO SISTERS: THE ROLE OF SOFTWARE IN SMOOTHING HARDWARE

DIFFERENCES

‘arobablj
Since'FORTRAN is guite-possibly the most often executed language for phe
PDP-11 and the one we intended that it execute, it is important to observe
the 11 architecture as seen by the language processor--its user. The first
FORTRAN compiler and object (run) time system are described together with
the evolutionary extensions to improve performance. The FORTRAN IV-PLUS
compiler is only briefly discussed since its improvements, largely due to

compiler optimization technology, are less relevant to the 11 architecture.

The chapter title overstates the compatibility problem since the five

S
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variations of the 11 ISP for floating point arithmetic are made to be
compatible by essentially providing five separate object (run) time systems i
and a single compiler'.fhis tr-ansparency is provided quite easily using a

S concept appears to be a very simple

concept called threaded cod%4

e e —

—

unterpretef for the PDP-11--and/ might not be called an interpreter by many.

\ /
With threaded code, one 1-woyﬁ instruction requiring two memory cycle times

is \executed each time a higé level operation code is to be interpreted,

otherw1se the processor mé carrying out the de51red op code. When a simple

/'

intege( expression llk¢ I =1+ 1, which occupies 2 memory words and

requlres 3 memory cycles to execute, is transformed into a threaded code

x .
version phe progqﬁm still only occupies 2 words, but instead requires 5 !
\ \ / ‘ ‘

memory cicles to execute (nearly a factor of 2). For more complex
\

operatlon? requ1r1ng longer execution times, like floating point

arithmetld/'the overhead turns out to be quite low and the space

utilizati is quite good. It is also possible to move LflClently between

1 \ |
threaded a;% directly executed code, although this is not done. Jim Bell (/Q/Q |
discovered ghe technique; it has been used extensively for other compilers P
becausg of its low time and space overhead. The ability to carry out. the

interpretation\so elegantly was not part of the original PDP-11 design, but

rather was a congequence of the generality of the 11's addreséing modes.

The first version of the FORTRAN machine constructed was a simple stack
machine. As such, the execution times turned’out to be quite long. 1In the
second vefsion, by recognizing the special high-frequency-of-use cases,
e.g., A=0, A=A + 1, and by having better conventions for three-address

operations (to and from the stack), speedups of 1.3 and 2.0 for floating
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point and integers, were obtained.

It is interesting to compare the virtual machine described with the FORTRAN
IV-PLUS machine which uses the floating.point processors (on the 11/34,
11/45, 11/55, 11/60, and 11/70). If the FORTRAN machine described in the
paper is implemented in microccde and made to operate at FPP speeds, the
resulting machines turn out to operate at roughly the same speed and
programs occupy roughly the same program space.

TUE PPl AETER TMREE DESI\ON GCEWERATIONS
YHAT HAVE WE-EBARNED _FROM_THE-PDP=1%+2

This chapter is a substantia;ly revised version of a paper called "What
Have We Learned From the PDP-11?" written for the CMU Computer Science 10th
" ‘Anniversary, September 1975. This paper was written to critique the
original expository paper on the PDP-11 (Chapter OO) and to compare the
actual with the predicted evolution; The four critical issues of
technology, bus bandwidth (and PMS structure), address space and data-type

evolutions are examined.

The first part of the chapter discusses how the technology is used as a
basis for the evolution (something we did not understand when the machines
were originally planned). The role of semiconductor memories is especially
eritical.. The next section describes the evolution from the point of view
of the various development projects and people: Some early (historical)
design documeﬁts are introduced to further aid in understanding the design

process.
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The. Unibus evolution is given and the case is made for its optimality. The

Unibus has had greater longevity and use than any of the other DEC b

us |
and compares favorably with the IBM I/0 Channel Bus as a universaf/;;;j:;;;\\ )
5 e
Gv of interconnection. \‘-\)< >/

We try to provide a set of evolutionary cost-performance metrics so the 11 |

can be compared with the other machines (18-, 12- and 36-bit) in the book
(Chapter 00, 01, and 02). Also, here we go into the unique (within DEC)

problem of designing a range of machines.

Although an ISP evaluation is given, it is quite weak. By comparison,
Chapter 00 by Brender, gives a more useful evaluation of the architecture
for FORTRAN execution. A comblete section is given on the addressing

extension, beyond the 11/45 and 11/70 extensions, which required a major

perturbation: VAX-11.

The final section, addressed to the research community, describes some
general problems encountered in structure design and engineering, together

with how solving them might be useful in subsequent designs.

VAX-11/780: A VIRTUAL ADDRESS EXTENSION TO THE DEC PDP-11 FAMILY

Tha Uaptin
i1uun*H~ﬁﬁ7~b§-ﬁill.$h:£ﬁkea1,provides a clean, somevwhat terse, yet

comprehensive description of the VAX-11 architeeture. It is among the best

papers on a specific architecture that we know. Since the VAX part of the t

architecture is so complete in terms of data-types, operators, addressing

DU TS————

g
|
§
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and memory management, it can also serve as a textbock model and base, case

study for architecture in general. Goals, constraints and various design
choices are given. The first model, VAX-11/780, is also briefly described.

Wt
VAX-11 is the extension to~?DP-11 P to provide a large, 32-bit virtual

address for each user process. When—operating—with—32=bit addresses, ¢all

o2 :

G o The

architecture includes a(BDB—44-mode(iéompatibilitiﬁ for PDP-11 programs

written for the RSX-11/M program environment to run unchanged. In this

way, PDP-11 programs can be moved among VAX and PDP-11 computers, depending

on the user's address size, computational and generality needs.

=FHE* MULTIPROCESSOR RESEARCH COMPUTERS OFwGCARNEGIE=MELLON..UNIVERSITY-AND
BEG'S~PULSAR

Three computers, which use the 11 as a basis, were Built at Carnegie-Mellon
University to carry out research in computer structures and operating
systems for multiprocessors. A fourth multiprocessor based on the 16

LSI-11s, called the DEC PULSAR is also discussed.

The first computer, C.mmp, is a 16 processor (11/40's and 11/20's) syétem
with 2.5 million words of shared primary memory. It was built to
investigate the programming (and resulting performance) questions

associated with having a large number of processors.

The chapter on the second computer, Cm*, is located physically in the
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Modules Part, as the modules that form Cm* are LSI-11's. Om¥* was based on
the premise that ultimately, the smallest modular unit, i.e., integrated
circuit, used to build digital systems would Be a computer. With this
premise, we need to understand how to interconnect computers physicélly,

how to assign parts of the application program to the various computers,

and how to program the complete structure.

The third computer, C.vmp, was designed to investigate how a production
microcomputer, the LSI-11, could be used to build a triplicating, voting

high availébility computer.

The goals of the first two are performance while the third has reliability

as its goal.

We believe that technology will force the evolution of computing structures

to converge to three styles of multiprocessor computers: (1) C.mmp-style,
for high performance, incremental performance and availability; (2) loosely
coupled computers like Cm*¥ to handle specialized processing, e.g., front

end, file, and signal processing; and (3) C.vmp-style for high availability matrabedl

\V\g
b“\ Dbased~on- increased maintenance dosts.

The technology-force argument is based on history, near term technology,

and resulting price extrapolations:

1. MOS technology is increasing in both speed and density faster than the

technology, e.g., ECL, from which high performance machines are built.
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2. The price per chip of the single-MOS-chip processors decreases at a .

substantially greater rate than for the low-volume high-performance,
special designs. Chips in both designs have high design costs, but the

special design enjoys a much lower volume.

3. Relative to all other costs of a system, the processor cost in a low

end system is essentially zero.

4, Standards in the semiconductor industry tend to form more quickly for
high volume products. For example, in the 8-bit microcomputer market,
one type supplies about 50% of the market and three types supply over

90%.

5. A 16-bit processor-cn-a-chip, with both an address space matching its
performance and appropriate data-types, has been announced. Such a

commodity will form the basis for nearly all future computer designs.

DEC's PULSAR, described below, is a good example of one of the more
straightforward applications of this technology. As a result of these
factors, the two classe; of machines (MOS-processor-on-a-chip-based and
low-volunme, high-performance-processor-based) have rapidly diverging costs
per operation per chip.' Furthermore, large scale applications have been
slow to form since problem complexity increases more rapidly than program
size. Therefore, most subsequent computers will be based on standard, high
volume parts. For high performance machines,‘since processing power is

available at essentially zero cost from processor-on-a-chip-based
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processors, large scale computing will come from arrays of processors, just
as we build arrays of 64 Kbit ICs to form memory subsystems.

3&~4&~4:(§Z)
waM? C.mmp--A Multi-Mini-Processor

C.mmp was motivated by the need for more computing power to solve speech
recognition/signal processing problems and to understand the multiprocessor
software problem. Until C.mmp, only one large, tightly coupled
multiprocessor had been built--the Bell Labofatory's Safeguard Computer

(BSTJ issue?).

'Thé introductory section déscribes the economic and technical factors
influencing multiprocessor feasibility and argﬁes for the timeliness of the
research. Various problems to be researched are given togethier with a
discussion of particular design aspects. For example, since C.mmp is
predicated on a common operating system there are two sources of
degradation: memory Qontention and lock contention. The machine's
theo;etical performance as a function of memory-processor interference is
based on Strecker's (1971) work. In practice, because the memory was not
built with low-order address interleaving, memory interference was greater

than expected. This problem was solved by moving program segments.

As the number of memory modules and processors becomes very large, the

theoretical performance (as measured by the number of accesses to the

memory by the processors) approaches the memory bandwidth

(m/memory-cycle-time) x 1/e.[ref.?] Thus, with infinite processors, there

'
S

i,
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is not a maximum limit on performance, provided all processors are not

contending for the same memory.

Although there is a discussion outlining the design direction of the

operating system, Hydra, later descriptions should be read [Wulf et al,
o) Yt POP- 1Y
1975]. Since the ills small addressAnecessitated frequent map changes,

11/40s with writeable control stores were used to implement the operating
whw A

systems calls te change the segment base registers.

= —— .—‘/

There are three basic approaches to the effective application of

multiprocessors:

1. System-level workload decomposition. If a workload contains a lot of
inherently independent activities, e.g., compilation, editing, file

processing, and numerical computation, it will naturally decompose.

2. Program decomposition by a programmer. Intimate knowledge of the

application is required for this time-consuming approach.

3. Program decomposition by the compiler. This is the ideal approach.
However, results to date have been disappointing [Ref. Illiac IV

FORTRAN compiler projects].

C.mmp was predicated on the first two approaches. Since the original
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paper, ALGOL 68, a language with facilities for expressing parallelism in

programs, has been implemented. It has assisted greatly with program

decomposition. ng:gggziitéi;;>

As can be seen in the péper,'a model of the lock problem influenced the

number of critical sections in the scheduler. Since the paper, the
operating system Hydra has been designed and implemented. An extensive

description is given in [Wulf et al, 1975].

Two experiments analyzing the performance of C.mmp and Hydra have been
reported. The first, by Re;;the [1977j, used a hardware monitor to measure
the degradation due to the locking mechanism which is invoked when shared
data is accessed. The second, by Oleinick [1977], analyzed
user-program-level synchronization. We summarize the results of both

below.

The contention for shared resources in a multiprocessor system occurs at
several levels. At the lowest level)processors contend at theAcross—point
switch level for memory. This memory interference is discussed in the
chapter. On a higher level there is contention for shared data in the
operating system kernel. At higher levels, processes contend for i/o-
devices and for soféware processes, e.g., for memory management. The
followin'/E;;IEN\\ints to models on experimental data at these different

levels in C.mmp.

Contention Level Reference

7
Aot
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user-program

[Oleinick, 1977]

[Fuller and Oleinick, 1976]

phym*he and Fuller, 1977]

Hydra Kernel objects [Marath e

e

cross-point switch Chapter XX

[Fuller, 1976]
Mav
Ranathe's data show that the shared data of Hydra is organized into enough
separate objects that a very small dgggé&ifn (less than 1%) results from
™\,
contention for these objects.( Table LOCK i$\reproduced from his paper. He
also built a queueing model which projected that the contention level would

be about 5% in a 48 processor system.

leinick uses a root finding algorithm to study various implementations of

CM: elaborate after studying his thesis chapter.]

|

C'fn.——? Multi-Microprocessors: An Overview and Working Example

The Cm* work, sponsored by NSF and ARPA, is an extension of earlier

al
NSF-sponsored research [Bell,e:%e. 1973) on register-transfer-level
modules. As LSI and VLSI enable construction of the processor-on-a-chip,

it is apparent that low-level, register-transfer modules are passe' for the

construction of all but low-volume computers. Although the research is
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predicated on structures employing a hundred or so processors, this chapter

describes the culmination of the first (ten-processor) phase.

The authors motivate their work by appealing to the diseconomy-of-scale , ?
_ qﬁnzt-eéulronxuﬂtEEFJ”V'
i ] s . ‘M M .
arguments which we advanced at the beginning of this section (page OOZG To .
provide additional context for their research, computer modules (Cm¥*),
multiprocessors (C.mmp) and computer networks are described in terms of
performance and problem suitability. The chapter gives a description of
the modules structure, together with their associated limitations and
potential research problems.

bk AL U S

The final, most important, part of the chapter evaluates the performance of o

Cn* for five different problems.
C.vmp: The Architecture and Implementation of a Fault Tolerant

2 ' Mult ocessor

C.vmp is a triplicated, voting multiprocessor designed to understand the . . }
difficulty (or ease) oflusing standard, off-the-shelf LSI-11S to provide

greatly increased reliability. There is concern for increased reliability

because systems are becoming more complex, are used for more critical

applications, and because maintenance costs for all systems are increasing.

Because the designers themselves carry out and analyze the work, this

chapter provides first-hand insight into high reliability designs and the

design process--especialiy its evaluation. The system has operated for

sevefal months and the first phase of work is complete.

s s L o ——
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Several design goals are initially predicated and the work is carried out

agairst the goals.

The goai of software and hardware transparency turned out to be easier to
attain than expected, because of an idiosyncrasy of fhe floppy disk
controller. Because the controller effects a word-at-a~time bus transfer
frop a one-sector buffer, voting can be carried out at a very low level.
It is unclear how the system would have been designed without this type of

ok pavy whe o
controller; as a minimum, some form ofAsoftware transparency goal would wet

med
have been wiedabed and a significant controller modification would have

beén necessary.

Evowm +he oliscwssion of
A number of models are given by which the design is evaluated. Jarious
component reliabilities are-—used—and- the reader should get a-great—deai—eof~ SO €
insight into the factors contributing to reliability. It should be noted
Custom = LST - ohtgr
that a speciad-hatdware voter is needed to get a sufficiently low cost for

a marketable C.vmp. While the intent of C.vmp is not a product, it does

provide much of the insight for such a product.




Y Tnoed *Q“ St

¥ ¢
Pkﬁgr; H Performance Range mP System SXﬁﬁk
lppCRlald MR P EARTGT towpuden  for tnrestigal Hox Uﬁo“(\
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- The breadboard system has—the—ganexalaéaaeeéena%tty—Uf the 11/70,
including multiple interrupt levels and 22-bit phys1cal addressing.
It does not, however- implement I&D space or supervisor mode, nor

does it-make—p*ei?séga—%er—attaehéng Floating Point processors.

The processors communicate with each other (P-Boards), the Unibus

Interface (UBI) and a Common Cong;g;#ﬁgg;te&-(ce+-v1a a high-
bandwidth, synchronous bus. Thts—bns—csaié—ach;eue&a_bandu;d:h
oﬁ_g_' 33 nﬂgaﬁt[‘ rdls ~ ol ~YoValaleVae BN 1§ BEE - Yo WoX A% Wo ¥ ST CTL _-—-—--nn

i (,@,hA sa,—o-(‘—rrt— : —— 2 ov Yetvany it Mla
The C€ contains a large (8K word), direct mapping, shared cache
with a 2-word block size, interfacing to the '11/70 memory bus.with
2 _or more-econtrollers providing block interleaving:- Analysis shows™
this to be-necessary—teo preventsthe memory subsystem from becomlng
a severely limiting bottleneck, in spite of the large reduction in Hon 1
bandwidth demand provided by the cache. Im additien,-the C& Fphes ot
provides all the mapping functions for both Unlbus and processor
accesses to memory. The Unibus map reglsters (a la 11/70) and the proess map
%P registers for each processor are held in a single menelithie—
bipotar—chip—array- L (020

o~

The UBI provides att the Unibus control functions normatiy—exercised—
by-the-CRU_in conventional PDP-11 -unipreeessor-systems.. “Ftinter-—
_faces-the Unibus to the P-bus to communicate with—the-€€—for—data—
“transfer—and-console—functions,—and-to—the P»Beafds~fer~ferward1ng
interruptions.__The Interrupt-bDireetor-mechanism in the UBI i
capable-of-overlapping-the- handllng of- dlfferent-prrority~ieveLs

on the -Unibus side;but-theforwarding-of-veetors—to processers—
over—the—P=bus is not overtapped. Interrupts will be fielded by

the first enabled processor naach&ng»%hewServrce—Braneh—enu¥—£e%ehT
w1th preferentlal treatment for &u¥'processor in WAIT state. ==

)

The P Boarqx contalnStwofalcroprocessor chip sets with modified
microcode and_sgm__s pport logic to provide the extendedfunctionality——




S
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meeded. The-twe-chip-sets—act-as-independent processors—with
functionally independent—adapters—to-the-P-bus. Internal contention
for the adapter is eliminated by running the two processors out of
phase to each other. Such contention as does exist is resolved by
the mechanism for arbitration of the P-bus itself.
. veetr,

‘The PULSAR has an ASCII console interfacing via a KMC-11, with Qb;

modified microcode,—to-the Unibus. In addition, there—exists-a

debug panel w%th displays for every stage of the pipeline.
AR v. S

Finally, 11/70 style Massbus-Adapters are also proviﬁé&li

OPERATION )

v /
¥ V1 LANAL Y A i

The heart—of—the PULSAR System is a—eeseuree pipeline,in-whieha- ol b

> 2 +» OAS- e ———— - - . b
girven=transactionsie—alleecated—every-—resource in the pipeline—at\

specific intervals bearing a fixed relation to each other. -TPhis \ Gty

implies—that—if—aparticular transaction does not-usea-specific \
resource, there is an interval of time when that resource will be |\

idle-because no other transaction is allowed-to-use it. \ ath s

This permits a single, simple arbitration mechanism, rather than
separate (complex) ones for each resource. That single-point-of-
afbitrationwisuforuthewpsbusmAddresS/Funstionmiinesm,

o g Xand -
Once thede are assigned to a transaction, the successive intervals
of time are assigned to the following resources in order:

1) The mapping array.

2) The address translation logic.

3) The cache.

Q [E :‘\/LL - » .

4) The (validation logic.

5) The data lines of the P-bus.
©f course, the memory subsystem itsedf, which is not a part of
this resource pipeline, has an independent arbitration mechanism.

Interfacing between these independent mechanisms is by means of
queues.

There are some operations which require more than one access to the
same resource in the pipeline. These operations are gffectlvely
handled as two transactions. Examples of such operations are
Memory Writes and Internal I/O Page (say KT register) accesses.

A memory write may need a second access to the cache for update,




while the Internal I/O Page may need another access to the map
array. _

There are other operations in which the timing does not permit
the use of a particular resource in the specific interval that
is allocated to that transaction. This happens, for instance,
when a Read operation results in a cache miss. The data is not
available in time. 1In this case too a second transaction takes
place, initiated when backing store data becomes available.

A ) tewhed
In the case of interruptions, the é%}aoes not participate, and
direct communication is established between the UBI and an
appropriate Pc, with the currently chosen interrupt handling
algorithm. Consideration wi i “to0 a change;—after—the
breadboard -is—running;—that would take—into—acecount-software
priority levels. i

In that case, it is anticipated that/fﬁe information regarding
the software priority levels will be’/centralized in the CC.

In such a system a FORCE INTERRUPT éssage (which costs only the
recognition hardware) suffices for all interprocessor communication.

The common cache has been proved to be more effective in both cost
and in performance (provided the mpicroprocessors' access time
requirements are met) than a set of individual processor caches
would be. It also eliminates tgé common stale data problem.

However, since the bandwidth of/the pipeline is constrained by its
slowest resource, the cache, the cache cycle has been separated

into read - compare and compafe - update cycles which are mutually
exclusive during a single pags of a transaction through the pipeline.
Careful design was needed tg eliminate the stale-data-like problems
this could cause, without resorting to cache invalidation.

1f, however, P-bus bandwidth ever does become a problem, it would
be possible to alleviate/ this with small on-board caches-for Pc's

that cached Read Only data.
/

Console operations are effected by the UBI interrogating or changing
a save area for each processor, physically held in the Mapping
Array, in response to ASCII console messages over the unibus.

Each processor places all appropriate status in the save area on

| every HALT, and restores from the save area prior to acting upon

. every CONTINUE or START.

SOFTWARE CONTENTION

Fig 2 shows the\ effective performance oﬁ the system, with and
without the effects of software contention.




Preliminary measurements on\ the 11/70 Program Development System
suggest that average executive occupancy is about 5%. Accordingly,
we plan to run the system with a single global lock on the executive,
as the degradation expected is small. -

However, executive occupancy levels of 30% have been measured over
periods of a few minutes. We have therefore designed a hierarchical
multiple lock system with a lock of locks, which is set for very
brief periods of time. But an implementation will await the collec-
tion of data on the average time E&sﬁt under each of the several
different potential "sublocks." \

COST COMPARISON o

c(,(.r, Pn‘((l’."“

Cost projections indicate that a multiprocessor will have an increase
in parts count over aﬂ~equ1valent performance unlprocessoroﬁ;é*eL- L
Ha rowge . Tho—tostE—pthodd *I**- a « pproad

This w1ll range from about 20% for a 2 Pc mpP, down_ia_clnse_to 0%

at the top of the range. It is to be noted that the 20% premuim

can be reduced -to—less—than—30% if provision is not made for
expansibility over the entire range. . Further, the premuim is based
on parts count only and excludes cons;deratlons of cost benefits

due to volume. /
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Marathe, M. and Fuller, S. H. A Study of Multiprocessor Contention for
Shared Data in C.mmp, Proceedings 1977 ACM SIGMETRICS Conferences, pp.

255-262.
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PDP-11 GLUE

This part could stand alone as a book on the evolution of the PDP-11
computer structure, although it does rely on the conceptual framework of
Chapter 1, and the ISPS language description given in appendix 00. The 11
has evolved quite differently from the other computers in this book, and as
such provides an independent and interesting story. The factors that have
created the machines are clearly market and technology based; they have
generated a large number of implementations (ten) over a relatively short
(eight-year) lifetime. Because there are multiple implementations spanning
a performance range at the same points in time, the PDP-11 provides
problems and insight which did not occur in the evolutions of the
traditional mini (8 Family); the best cost/performance machines (18-bit),
and the high performance machines (the DECsystem 10). The 11 designs cover
a range of 500:1 in system price ($500 to $250,000) and 500:1 in memory

size (4 Kwords to 2 Mwords).

The part is divided into six sections.

1. Introduction.

The first chapter (00), published when the 11 was announced, introduces

the architecture, gives its goals, and predicts how it might evolve.
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The family notion is quite strong, although not specific about members.
Chapter 00, The PDP-11 After Three Design Generations, might be read
next in order to get the broadest overview, and best immediate critique

of the 11 evolution.

2. Conceptual Basis.

This section contains two papers that form some of the conceptual basis
for the models. Strecker, Chapter 00, describes the cache memory
mechanism for building high performance models (specifically the
11/70). Levy describes the intercommunication problem among physical

components and how busses carry out this task.

3. Implementations.

Of the four implementation chapters, three are on specific
implementations (LSI-11, CMU-11 and 11/60) and the fourth (Chapter 00)

is a study of all models. This latter chapter provides comparative

data on the various implementations.

4, Evaluation.

Chapter 00 evaluates the 11 as a machine for executing FORTRAN. The
PDP-11 After Three Design Generations, Chapter 00, discusses aspects of

the PDP-11 evolution in terms of the views introduced in Chapter 1.




G. Bell -- PDP-11 Glue Page 3
last edit 2/16/78 latest edit 3/2/78

5. VAX-11.

This paper, by the architect of VAX-11, discusses the new architecture

and its first implementation, the VAX-11/780.

6. Multiprocessor research computers.

Three multiprocessors built at Carnegie-Mellon University are
discussed: C.mmp (Chapter 00) a 16-processor multiprocessor, Cm¥
(Chapter 00) a set of computer modules based on LSI-11, and C.vmp
(Chapter 00) a triplicated, voting multiprocessor computer for high

Jasid A o/ DEC

reliability. A fourth multiprocessor, PULSAR, is also discussed.

INTRODUCTION

A NEW ARCHITECTURE FOR MINICOMPUTERS--THE DEC PDP-11

It is somewhat anticlimactic to discuss this original PDP-11 description
here because Chapter 00 explicitly discusses what we have learned from the
PDP-11. The purpose of the chapter was originally threefold: to give the
PMS and ISP architecture of the PDP-11 as it was first proposed, to
describe the first (11/20) implementation, and to show possible extensions.

This was attempted at a time when the whole family architecture had not

been fully considered.

The computer class definitions (given in 1970) of micro, mini and midi have
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stood the rest of time for they correspond quite closely to those of view 3

in Chapter 1.

The major reasons (elaborated upon in Chapter 00) for the disparity between

the predicted and actual evolution are:

1. The notion of designing with improved technology, especially for a
family, was not understood in 1970. This understanding came later and

was put forth in a paper in 1972 (Bell, Chen, Rege).

2. The Unibus proved unacceptable for intercommunications at the very high
and low end designs. Although this chapter posits a multiprocessor and
multiple Unibusses for high end designs, such a structure did not

evolve as a standard. Levy's chapter elaborates on the bus evolution.

3. The address space for both physical and virtual memory was too small.

4. The particular data-type extensions were not predicted. While floating
point arithmetic was discussed, the character string and decimal
operations were not described. These data types evolved in response to

market need and COBOL -- factors which did not exist in 1970.

We have made a major change in the chapter by removing the original ISP
description and replacing it with a correct and complete (by adding memory

management and floating point) ISPS description given in Appendix 0 of the

book.
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CACHE MEMORIES FOR PDP-11 FAMILY COMPUTERS

Chapter 00 by Strecker is included for four reasons: it is a clear
exposition of the cache memory structure and its design parameters; the
cache is the basis of a fast PDP-8 [Bell et al, 1974], the 11/60 (Chapter
00) the 11/70 (page 00), and the KL10 (Chapter 00); the design methodology
is well done--it is good engineering; and finally, the paper is
well-written--in fact, it received the award for the Best Paper at the
Third Computer Architecture Conference. We also publish it simply to serve
as an encouragement and an example for those who should understand and

describe their work -- such well-written and relevant papers are only too

rare.

The cache design process is implicit in the way in which the work is
carried out to determine the structure parameters. The relevant
sensitivity plots (runs) are made to determine the effect of each parameter
on the design. 1In the 11/60, Mudge (Chapter 00) uses Strecker's program
traces and methodology1. One of the important parameters to understand is
the time between changes of context because all real time and
multiprogrammed systems have many context switches. To the best of our

knowledge this study is unique.

A cache design for a PDP-8 [Bell et al, 1974] is summarized on page 00.

The 8 study shows the effect of separating instructions and data whereas

the 11 study does not. Strecker gives the performance evaluation in terms

of cache miss ratios whereas the reader is probably interested in

1Note that it is easy to collect statistics about PDP-11 program behavior
since the trace bit in the PS word, permits the 11 to interpret itself on a

single-instruction basis.
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performance or speed-up. These two measures, see Fig. Cachespeed, are
related (Lee, 1969) in the following way (assuming an infinitely fast

processor):

p = total no. of memory accesses by the processor, Pc
m = no. of memory accesses that are missed by the

cache and how to be referred to Mp

t.c = cycle time of cache memory, Mc
t.p = cycle time of primary memory, Mp
R = t.p/t.c (ratio of memory speeds), where R is

typically 3 to 10

the relative execution speeds are:

t(no cache) pR

t(to cache) p + mR

speedup = pR/(p + mR) = R/(1 + (m/p) R) = a = miss ratio = m/p

therefore

speedup = R/(1 + aR) = 1/(a + 1/R)

note that if a = 0 (100% hit), the speedup is R; while

if a 1 (100% miss), the speedup is R/(1 + R), i.e.,

the speedup is less than 1 (i.e., time to
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reference both memories)

IMPLEMENTATIONS

A MINTCOMPUTER-COMPATIBLE MICROCOMPUTER SYSTEM: THE DEC LSI-11

Although the paper is a descriptive narrative about the design at each of
the chip, board, and backplane levels, it lacks insight that the designers
at Western Digital or DEC (Duane Dickhut, Lloyd Dickman, Rich Olsen, or
Mike Titelbaum) might have provided. It was written from the viewpoint of
a knowledgeable user. An account of the chip-level design is available
(Soha and Pohlman, 1974). The design was done at Western Digital by
Roberts, Soha, and Pohlman as a relatively general purpose microprogrammed
computer that could be used to emulate many computers. When DEC started
working with the designers to effect interpretation of the 11 ISP, the
design took on more of the 11 structure. Two design levels are described
in the paper: the 3 chip microprogrammed computer as it is used to
interpret the 11 ISP, and the particular PMS-level components as they are
integrated into a backplane to form a hardware system. Sebern points out
the microprogramming tradeoff that took place between the chip and module
levels to carry out functions normally in hardware: the time clock, the
console, refreshing dynamic random access MOS memory, and power fail

control.

The subtleties and uniqueness of the module structure are not described,

nor are the design alternatives. For example, a bounded design that is
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typical of one board microcomputers was considered, though not described.
However, a lower-cost, one-board system, like the VT78, (page 00) has
evolved and is shown in Fig. RXT-11. The RXT-11 is an integrated system
containing an LSI-11 chip set, 32 Kwords of memory, connectors for six EIA
interfaces, and a controller for two floppy disk drives. One-hundred and
seventy-five i.c.'s were used -- to implement the same functionality using

standard LSI-11 modules, 375 i.c.'s would have been used.

The initial module-level design for the LSI-11 was predicated on a
quad-sized form factor with a conventional backplane. The modules are
shown on page 00. Since there were not special ICs beyond the 3 chip
processor, options tended to be relatively large and often occupied a full
quad module. For options that were greater than a quad size, an ingenious
packaging scheme was devised. It provided interconnection points on the
extra half of the module (a double sized module) which was not used as the
LSI-11 Bus (requires a double sized module). This permitted multiple
board, complex options, e.g., a disk controller, to be packaged as a single
option with no interconnection between the boards except via the second
half of the quad board. As DEC began to build special ICs to interface to
the bus, the option sizes decreased to occupy a double module. This system
is now known as the LSI-11/2. A backplane system with modules is shown in
Fig. LSI-11/2. The options available for the two systems have evolved as
shown in Table LSI-11 Options. The effect of a lower cost LSI-11 system is

to provide additional applications as we discuss in Chapter 1.
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Table of LSI-11 Options and Extensions (1978) for LSI-11/2

Basic
Processor + 4 Kw
+ serial line

Processor

Real time clock
Power controller/

sequences

Memories
4 Kw RAM
4 Kw core
16 Kw RAM
4 Kw PROM
4 Kw PROM; 256 RAM

32 Kw RAM

Interfaces
Parallel (16 line)
Asynchronous (serial)
4 line asynchronous

1 line synchronous

LSI-11 LSI-11/2

quad

double

quad

double

double
quad
quad
double
double

quad double

double
double

quad double

quad
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Instrument (IEEE-488) double
Direct Memory Access quad
Foundation (general quad
purpose)
Fancy RT clock quad
Analog-to-digital quad
Digital-to-analog quad ‘
Floppy interface double
Hard disk interface (RKO05) 4 quads
Hard disk interface (RLO1) 2 quads
line printer double
Backplanes
4 x8 for quads
2 x4
2 x8

|
\
} 2 %92
7
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USING LSI PROCESSOR BIT-SLICES TO BUILD A PDP-11--A CASE STUDY IN

MICROCOMPUTER DESIGN

This paper by the designers of CMU-11 appears both in the module part and
in this part on PDP-11 implementations. The Intel 3000 bit slice, is used
to interpret the PDP-11 ISP. The purpose of the design was to test the
assertion that a bit-slice based arithmetic unit with register memory and
microprogrammed control would simplify the design and construction of
processors. The 11 was selected as a target problem in order to avoid the
temptation of changing the problem (a real ISP) to fit the building blocks
(the Intel 3000 processor). Indeed, the authors observed awkwardnesses
that ultimately resulted in lower (than desired) performance. In
retrospect, the Intel 3000 has not become the standard bit-slice
architecture that the AMD 2900 series has; perhaps it suffered from being
one of the earliest. Detailed comparisons including a breakdown of the
various parts of the processor design are given and compared with the
LSI-11 and 11/40 designs in terms of performance and cost (IC count and
number of control bits in the microprogrammed controller).

A key part of the investigation was the evaluation of the
computer-aided-design tools. The Stanford University Drawing System (SUDS)
and the SAGE logic simulator were the major components. SAGE was
predicated on being able to detect all the design and timing flaws prior to
construction of a design. The authors claim that 95% of the errors were

detected in this manner. The simulated-time/real-time ratio (106/1) did

constrain the design process, e.g., the number of different runs used to
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find worst-case conditions.

DESIGN DECISIONS FOR THE PDP-11/60 MID-RANGE MINICOMPUTER

Unlike the reports from an architect's or reporter's viewpoint this chapter
is a direct account of the design from the close proximity of the project.
A mid-range machine is an inherently difficult design for the reasons of
the designer characteristics we presented in Chapter 00, page 00. As
neither the lowest cost nor highest performance PDP-11, it has to be the

right balance of features, price, and performance against criteria that are

usually extremely vague.

Four interesting aspects of computer engineering are shown in the 11/60:
the cache to reduce Unibus traffic; trace-driven design of floating-point
arithmetic processors; providing writeable control store; and increasing

the reliability, availability and maintainability.

Whereas the Unibus was previously thought to be inadequate for high
performance systems, by using a cache most processor references do not use
the Unibus and so leave it free for i/o traffic. This gives high
performance without the attendant cost. The cache work is based on
Strecker's (Chapter 00). The study leading to determining the block size
is given. The block size can only conveniently be one since fetching

multiple words would tie up the Unibus with additional traffic.

The use of trace data to design the floating point arithmetic is described
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together with the resulting design. Note that the 11/60 performs roughly
at 11/70 speeds but at lower cost. The implementation of the two can be

compared in the following table.

Table - Implementation of 11/60 and 11/70 (count of printed circuit

boards) .
11/60 11/70
Base Pc it 8 FeM:—cheek—11/70.sys. manuall
Floating point y y
Cache 1 u
Memory management 1 2
Total 10 18

Microprogramming is used to provide both increased user-level capability
and increased reliability, availability and maintainability. The writeable
control store option is described together with its novel use for data
storage. This option has been recently used for emulating the PDP-8 at the

0S/8 operating system level.

]
A general discussion of microprogramming is also given, especially with
respect to memory technology advances (see also Chapter 2, page 00). Other

semiconductor technology improvements are described together with how they
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affect price and performance. It is interesting to note that the simple

concept of tri-state logic* had such a great effect on the design.

IMPACT OF IMPLEMENTATION DESIGN TRADEOFFS ON PERFORMANCE: THE PDP-11, A
CASE _STUDY

This chapter presents a comprehensive comparison of the eight processor
implementations used in the ten PDP-11 models. The work was carried out to
investigate various design styles for a given problem, namely the
interpretation of the PDP-11 ISP. The tables alone give more insight into
processor implementations than is available from any single source we know.
The usefulness of the data also comes from having an outside observer

examine the machines and share his insight.
The tables include:
|

1. a set of instruction frequencies, by Strecker, for a set of ten
different applications. The reader should note the frequencies do not

reflect all uses, e.g., there are no floating point instructions, nor

has operating system code been analyzed.

2. implementation cost (modules, ICs, control store widths) and

performance (micro- and macro-instruction times) for each model; and

3. a canonical data path for all 11 implementations, against which each

processor is compared.

¥\pility to interconnect a number of subsystems together through a wired-or
connection.
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With this background data, a top-down model is built which explains the
performance (macro-instruction time) of the various implementations in

terms of the micro-instruction execution, and primary memory cycle time.

Since these two parameters do not fully explain (model) performance, a
bottom-up approach is also used. These factors include various design
techniques and the degree of processor overlap. We believe that this

analysis of a constrained problem should provide useful insight to both

computer and general-digital-systems designers.

EVALUATION

TURNING COUSINS INTO SISTERS: THE ROLE OF SOFTWARE IN SMOOTHING HARDWARE
DIFFERENCES

Since FORTRAN is probably the most often executed language for the PDP-11
and the one we intended that it execute, it is important to observe the 11
architecture as seen by the language processor--its user. The first
FORTRAN compiler and object (run) time system are described together with
the evolutionary extensions to improve performance. The FORTRAN IV-PLUS
compiler is only briefly discussed since its improvements, largely due to

compiler optimization technology, are less relevant to the 11 architecture.

The chapter title overstates the compatibility problem since the five

variations of the 11 ISP for floating point arithmetic are made to be

compatible by essentially providing five separate object (run) time systems
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and a single compiler. This transparency is provided quite easily using a

concept called threaded code discussed in the chapter.

The first version of the FORTRAN machine constructed was a simple stack
machine. As such, the execution times turned out to be quite long. In the
second version, by recognizing the special high-frequency-of-use cases,
e.g., A=0, A=A + 1, and by having better conventions for three-address
operations (to and from the stack), speedups of 1.3 and 2.0 for floating

point and integers, were obtained.

It is interesting to compare the virtual machine described with the FORTRAN
IV-PLUS machine which uses the floating point processors (on the 11/34,
11/45, 11/55, 11/60, and 11/70). If the FORTRAN machine described in the
paper is implemented in microcode and made to operate at FPP speeds, the
resulting machines turn out to operate at roughly the same speed and

programs occupy roughly the same program space.

THE PDP-11 AFTER THREE DESIGN GENERATIONS

This chapter is a substantially revised version of a paper called "What
Have We Learned From the PDP-11?" written for the CMU Computer Science 10th
Anniversary, September 1975. This paper was written to critique the
original expository paper on the PDP-11 (Chapter 00) and to compare the
actual with the predicted evolution. The four critical issues of

technology, bus bandwidth (and PMS structure), address space and data-type

evolutions are examined.
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The first part of the chapter discusses how the technology is used as a
basis for the evolution (something we did not understand when the machines
were originally planned). The role of semiconductor memories is especially
critical. The next section describes the evolution from the point of view
of the various development projects and people. Some early (historical)
design documents are introduced to further aid in understanding the design

process.

The Unibus evolution is given and the case is made for its optimality. The
Unibus has had greater longevity and use than any of the other DEC busses
and compares favorably with the IBM I/0 Channel Bus as a universal standard

for interconnection.

We try to provide a set of evolutionary cost-performance metrics so the 11
can be compared with the other machines (18-, 12- and 36-bit) in the book
(Chapter 00, 01, and 02). Also, here we go into the unique (within DEC)

problem of designing a range of machines.

Although an ISP evaluation is given, it is quite weak. By comparison,
Chapter 00 by Brender, gives a more useful evaluation of the architecture
for FORTRAN execution. A complete section is given on the addressing

extension, beyond the 11/45 and 11/70 extensions, which required a major

perturbation: VAX-11.

The final section, addressed to the research community, describes some

general problems encountered in structure design and engineering, together
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with how solving them might be useful in subsequent designs.

VAX-11/780: A VIRTUAL ADDRESS EXTENSION TO THE DEC PDP-11 FAMILY

This chapter provides a clean, somewhat terse, yet comprehensive
description of the VAX-11 architecture. It is among the best papers on a
specific architecture that we know. Since the VAX part of the architecture
is so complete in terms of data-types, operators, addressing and memory
management, it can also serve as a textbook model and base, case study for
architecture in general. Goals, constraints and various design choices are

given. The first model, VAX-11/780, is also briefly described.

VAX-11 is the extension to the PDP-11 to provide a large, 32-bit virtual

address for each user process. The architecture includes a compatibility
whith RROAMD

mode £er PDP-11 programs written for the RSX-11/M program environment to

run unchanged. In this way, PDP-11 programs can be moved among VAX and

PDP-11 computers, depending on the user's address size, computational and

generality needs.

MULTIPROCESSOR RESEARCH COMPUTERS

Three computers, which use the 11 as a basis, were built at Carnegie-Mellon
University to carry out research in computer structures and operating
systems for multiprocessors. A fourth multiprocessor based on the 16

LSI-11s, called the DEC PULSAR is also discussed.
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The first computer, C.mmp, is a 16 processor (11/40's and 11/20's) system
with 2.5 million words of shared primary memory. It was built to
investigate the programming (and resulting performance) questions

associated with having a large number of processors.

The chapter on the second computer, Cm*, is located physically in the
Modules Part, as the modules that form Cm* are LSI-11's. Cm* was based on
the premise that ultimately, the smallest modular unit, i.e., integrated
circuit, used to build digital systems would be a computer. With this
premise, we need to understand how to interconnect computers physically,
how to assign parts of the application program to the various computers,

and how to program the complete structure.

The third computer, C.vmp, was designed to investigate how a production
microcomputer, the LSI-11, could be used to build a triplicating, voting

high availability computer.

The goals of the first two are performance while the third has reliability

as its goal.

We believe that technology will force the evolution of computing structures
to converge to three styles of multiprocessor computers: (1) C.mmp-style,
for high performance, incremental performance and availability; (2) loosely
coupled computers like Cm* to handle specialized processing, e.g., front

end, file, and signal processing; and (3) C.vmp-style for high availability

motivated by increasing maintenance costs.
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The technology-force argument is based on history, near term technology,

and resulting price extrapolations:

1. MOS technology is increasing in both speed and density faster than the

technology, e.g., ECL, from which high performance machines are built.

2. The price per chip of the single-MOS-chip processors decreases at a
substantially greater rate than for the low-volume high-performance,
special designs. Chips in both designs have high design costs, but the

special design enjoys a much lower volume.

3. Relative to all other costs of a system, the processor cost in a low

end system is essentially zero.

4., Standards in the semiconductor industry tend to form more quickly for

high volume products. For example, in the 8-bit microcomputer market,

one type supplies about 50% of the market and three types supply over

90%.

5. A 16-bit processor-on-a-chip, with both an address space matching its
performance and appropriate data-types, has been announced. Such a

commodity will form the basis for nearly all future computer designs.

DEC's PULSAR, described below, is a good example of one of the more
straightforward applications of this technology. As a result of these

factors, the two classes of machines (MOS-processor-on-a-chip-based and
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low-volume, high-performance-processor-based) have rapidly diverging costs
per operation per chip. Furthermore, large scale applications have been
slow to form since problem complexity increases more rapidly than program
size. Therefore, most subsequent computers will be based on standard, high
volume parts. For high performance machines, since processing power is
available at essentially zero cost from processor-on-a-chip-based
processors, large scale computing will come from arrays of processors, just

as we build arrays of 64 Kbit ICs to form memory subsystems.

The multiprocessor research projects at CMU have emphasized synthesis and
measurement. Operating systems have been built for them and the executions
of user programs have been carefully analyzed. All the multiprocessor
interferences, overheads, and synchronization problems have been faced; the
resultant performance helps to put their actual costs in perspective.
Figure HARPY looks at one of the applications, the HARPY speech recognition
program, in detail. Here the performance of C.mmp and Cm* is compared with

three uniprocessors (KA-10, KL-10, and 11/40).

C.mmp--A MULTI-MINI-PROCESSOR

C.mmp was motivated by the need for more computing power to solve speech
recognition/signal processing problems and to understand the multiprocessor
software problem. Until C.mmp, only one large, tightly coupled

multiprocessor had been built--the Bell Laboratory's Safeguard Computer

(BSTJ issue?).
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The introductory section describes the economic and techniecal factors
influencing multiprocessor feasibility and argues for the timeliness of the
research. Various problems to be researched are given together with a
discussion of particular design aspects. For example, since C.mmp is
predicated on a common operating system there are two sources of
degradation: memory contention and lock contention. The machine's
theoretical performance as a function of memory-processor interference is
based on Strecker's (1971) work. In practice, because the memory was not
built with low-order address interleaving, memory interference was greater

than expected. This problem was solved by moving program segments.

As the number of memory modules and processors becomes very large, the
theoretical performance (as measured by the number of accesses to the
memory by the processors) approaches the memory bandwidth

2 Boskatt oanol St 4 1976
(m/memory-cycle-time) x 1/¢.[mefs?] Thus, with infinite processors, there

is not a maximum limit on performance, provided all processors are not

contending for the same memory.

Although there is a discussion outlining the design direction of the
operating system, Hydra, later descriptions should be read [Wulf et al,
1975]. Since the small address of the PDP-11 necessitated frequent map
changes, 11/40s with writeable control stores were used to implement the

operating systems calls which change the segment base registers.

The C.mmp which was actually built is shown in Fig. PMSC .mmp .
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There are three basic approaches to the effective application of

multiprocessors:

1. System-level workload decomposition. If a workload contains a lot of
inherently independent activities, e.g., compilation, editing, file

processing, and numerical computation, it will naturally decompose.

2. Program decomposition by a programmer. Intimate knowledge of the

application is required for this time-consuming approach.

3. Program decomposition by the compiler. This is the ideal approach.

However, results to date have been disappointing [Ref. Illiac IV

FORTRAN compiler projects].

C.mmp was predicated on the first two approaches. Since the original
paper, ALGOL 68, a language with facilities for expressing parallelism in
programs, has been implemented. It has assisted greatly with program

decomposition. Seemiigiiremiy

As can be seen in the paper, a model of the lock problem influenced the
number of critical sections in the scheduler. Since the paper, the

operating system Hydra has been designed and implemented. An extensive

description is given in [Wulf et al, 1975].

Two experiments analyzing the performance of C.mmp and Hydra have been
omd Fulley

reported. The first, by Marathe[[1977], used a hardware monitor to measure
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the degradation due to the locking mechanism which is invoked when shared

data is accessed. The second, by Oleinick [1978], analyzed
user-program-level synchronization. We summarize the results of both

below.

The contention for shared resources in a multiprocessor system occurs at

several levels. At the lowest level, processors contend at the cross-point

switch level for memory. This memory interference is discussed in the

chapter. On a higher level there is contention for shared data in the

operating system kernel. At higher levels, processes contend for i/o

devices and for software processes, e.g., for memory management. “Fhe-
Contvess

following tablelpoints to models on experimental data at these different

levels in C.mmp.

Contention Level Reference
user-program [Oleinick, 19@2]

[Fuller and Oleinick, 1976]

Hydra Kernel objects [Marathe and Fuller, 1977]
cross-point switch Chapter XX (C.MMP “f"“”"“")
[Fuller, 1976] N

Tokle Contreds ceq onpinsnsrndol ‘
mw%w b The Commp Agitom

Marathe's data show that the shared data of Hydra is organized into enough

separate objects that a very small degration (less than 1%) results from




G. Bell -- PDP-11 Glue Page 25

last edit 2/16/78 S latest edit 3/2/78

ra Mavavhe awsl Fullea

contention for these objects. Table LOCK is reproduced from kis paper. He

also built a queueing model which projected that the contention level would

be about 5% in a 48 processor system.

Oleinick [1978] has used C.mmp to conduct an experimental, as opposed to
theoretical, study of implementation of parallel algorithms on a
voorsinoley 5
multiprocessor. He studiesA?n extension of the bisection method for
nabava. |
finding the roots of an equation. AAdecomposition of the binary search for
a root into n parallel processes is to evaluate the function simultaneously

at n points.

Under ideal conditions, all processes would finish the function evaluation
(required at each step) at the same time, and then some brief bookkeeping
would take place to determine the next subinterval for the n processes to
work on. Figure gdeal shows this case. However, because the time to
evaluate the function is data dependent, some processes complete before
others. Moreover, if the bookkeeping task is time consuming relative to

the time to evaluate the function, the speedup ratio will suffer.

Oleinick systematically studies each source of fluctuation in performance.

The dominant one is the mechanism used for process synchronization.‘ Figure 914}'QL

co“ . 3 . 3
JhJ;compares the speedup obtained with the four different synchronization

primitives. These are as follows:

PMO

PM1

-
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- the processor continues to execute a short sequence of

ctions which repeatedly test the lock.

Clearly the impact of process synchronization is a function of the ratio of
‘ . ) Lockvange

synchronization time to function evaluation time. Figure d=5 gives the

ranges over which each lock should be used without dominating execution

time.

LTI-MICROPROCESSORS: AN OVERVIEW AND WORKING EXAMPLE

The Cm* work, sponsored by NSF and ARPA, is an extension of earlier
NSF-sponsored research [Bell, et al. 1973] on register-transfer-level
modules. As LSI and VLSI enable construction of the processor-on-a-chip,
it is apparent that low-level, register-transfer modules are passe' for the
construction of all but low-volume computers. Although the research is
predicated on structures employing a hundred or so processors, this chapter

describes the culmination of the first (ten-processor) phase.

The authors motivate their work by appealing to the diseconomy-of-scale
arguments which we advanced at the beginning of this section (page 00) and
elaborate upon in Part IV. To provide additional context for their
research, computer modules (Cm¥), multiprocessors (C.mmp) and computer
networks are described in terms of performance and problem suitability.
The chapter gives a description of the modules structure, together with

their associated limitations and potential research problems.
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The grouping of processor and memory into modules and the hierarchy of bus
structures - LSI-11 bus, Map bus, and Intercluster bus - are radical

departures from more conventional computer systems.

The final, most important, part of the chapter evaluates the performance of

Cm¥* for five different problems.

A 50-Computer-Module Cm*¥ is now under construction and is planned to be
operational by the end of 1978 for evaluation in 1979. The extension of
Cm* is known as Cm*¥/50 and is shown in Fig. Cm¥/50. It will be used to
test the CMU ideas on parallel programming methods, fault tolerance,

modularity, and the extensibility of the Cm* structure.

C.vmp: THE ARCHITECTURE AND TMPLEMENTATION OF A FAULT TOLERANT

MULTTPROCESSOR

C.vmp is a triplicated, voting multiprocessor designed to understand the
difficulty (or ease) of using standard, off-the-shelf LSI-11s to provide
greatly increased reliability. There is concern for increased reliability
because systems are becoming more complex, are used for more critical
applications, and because maintenance costs for all systems are increasing.
Because the designers themselves carry out and analyze the work, this
chapter provides first-hand insight into high reliability designs and the
design process--especially its evaluation. The system has operated for

several months and the first phase of work is complete.
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Several design goals are initially predicated and the work is carried out

against the goals.

The goal of software and hardware transparency turned out to be easier to
attain than expected, because of an idiosyncrasy of the floppy disk
controller. Because the controller effects a word-at-a-time bus transfer
from a one-sector buffer, voting can be carried out at a very low level.

It is unclear how the system would have been designed without this type of
controller; at a minimum, some part of the software transparency goal would

not have been met and a significant controller modification would have been

necessary.

A number of models are given by which the design is evaluated. From the
discussion of component reliabilities the reader should get some insight
into the factors contributing to reliability. It should be noted that a
custom-LSI-designed voter is needed to get a sufficiently low cost for a
marketable C.vmp. While the intent of C.vmp is not a product, it does

provide much of the insight for such a product.

A PERFORMANCE RANGE mP SYSTEM

PULSAR: A PERFORMANCE RANGE mP SYSTEM

PULSAR is a 16 LSI-11 multiprocessor computer for investigating the
cost-effectiveness of multiple microprocessors. It covers a performance

range of approximately 1 LSI-11 to better than an 11/70 for simple

instructions.
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PULSAR
The breadboard system (Fig. ¥), is based on the 11/70 structure, including

multiple interrupt levels and 22-bit physical addressing. It does not
implement I&D space or supervisor mode, nor does it have Floating Point

processors.

The processors communicate with each other (P-Boards), the Unibus Interface

(UBI) and a Common Cache and Control via a high-bandwidth, synchronous bus.

The Common Cache and Control contains a large (8K word), direct mapping,
shared cache with a 2-word block size, interfacing to the 2- or Y-way
interleaved 11/70 memory bus. This prevents the memory subsystem from
becoming a bottleneck, in spite of the large reduction in bandwidth demand
provided by the cache. The control provides all the mapping functions for
both Unibus and processor accesses to memory. The Unibus map registers (a
la 11/70) and the process map registers for each processor are held in a

single bipolar memory.

The UBI provides the Unibus control functions of a conventional PDP-11.
Interrupts will be fielded by the first enabled processor with preferential

treatment for any processor in WAIT state.

Each P-Board contains two independent microprocessor chip sets with

modified microcode. Internal contention for the adapter is eliminated by
running the two processors out of phase to each other. Such contention as

does exist is resolved by the mechanism for arbitration of the P-bus

itself. The PULSAR has an ASCII console interfacing via a KMC-11
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communications controller, with modified microcode. 1In addition, a debug

panel has displays for every stage of the P-bus and controller pipeline.

Console operations are effected by the UBI interrogating or changing a save

area for each processor, physically held in the Mapping Array, in response

to ASCII console messages over the unibus. Each processor places all

appropriate status in the save area on every HALT, and restores from the ‘

save area prior to acting upon every CONTINUE or START.
OPERATION

The PULSAR System is pipeline oriented with specific time slots for each
processor. This permits a single, simple arbitration mechanism, rather

than separate (complex) ones for each resource.

Once the pipeline is assigned to a transaction, the successive intervals of

} time are assigned to the following resources in order:

1. The mapping array.

2. The address translation logic.

3. The cache.

4. The address validation logic.
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5. The data lines of the P-bus.

The memory subsystem, which is not a part of this resource pipeline, has an
independent arbitration mechanism. Interfacing between these independent

mechanisms is by means of queues.

There are some operations which require more than one access to the same

resource in the pipeline. These operations are effectively handled as two

transactions. Examples of such operations are Memory Writes and Internal
.www

I/0 Page (say % register) accesses. A memory write may need a second

access to the cache for update, while the Internal I/0 Page may need

another access to the map array.

There are other operations in which the timing does not permit the use of a
particular resource in the specific interval that is allocated to that
transaction. This happens, for instance, when a Read operation results in
a cache miss. The data is not available in time. 1In this case too a

second transaction takes place, initiated when backing store data becomes

available.

COST COMPARISON

Cost projections indicate that a multiprocessor will have an increase in

parts count over each possible equivalent performance uniprocessor in the

range.
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This will range from a 20% increase for a 2 Pc mP, approaching 0% at the
top of the range. It is to be noted that the 20% premium can be reduced if
provision is not made for expansibility over the entire range. Clearly a
separate 1 Pc structure can be cost-effective (since this is the LSI-11).
The premium is based on parts count only and excludes considerations of
cost benefits due to production learning, common spares and manuals, lower

engineering costs, etc.
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Marathe, M. and Fuller, S. H. A Study of Multiprocessor Contention for
Shared Data in C.mmp, Proceedings 1977 ACM SIGMETRICS Conferences, pp.

255-262.

Wulf, W. [and others] The Hydra Operating System, Fifth ACM SIGOPS

Symposium on Operating Systems Principles (Nov. 1975).
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This part could stand alone as a book on the evolution of the PDP-11
computer structure, although it does rely on the conceptual framework of
Chapter 1, and the ISPS language description given in appendix 00. The 11
has evolved quite differently from the other computers in this book, and as
such provides an independent and interesting story. The factors that have
created the machines are clearly market and technology baseﬁ;ﬁthey have
generated a large number of implementations (ten) over a relatively short
(eight-year) lifetime. Because there are multiple implementations spanning
a performance range at the same points in time, the PDP-11 provides
problems and insight which did not occur in the evolutions of the
traditional mini (8 Family); the best cost/performance machines (18-bit),
and the high performance machines (the DECsystem 10). The 11 designs cover
a range of 500:1 in system price ($500 to $250,000) and 500:1 in memory

size (4 Kwords to 2 Mwords).
The part is divided into six sections.

1. Introduction.

The first chapter (00), published when the 11 was announced, introduces

the architecture, gives its goals, and predicts how it might evolve.
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‘ Chapter 00, What Have We Learned From PDP-11, might be read next in

’ The family notion is quite strong, although not specific about members.
' order to get the broadest overview, and best immediate critique of the
|

11 evolution.
2. Conceptual Basis.

This section contains two papers that form some of the conceptual basis
for the models. Strecker, Chapter 00, describes the cache memory

. mechanism for building high performance models (specifically the
11/70). Levy describes the intercommunication problem among physical

components and how busses carry out this task.

} 3. Implementations.

Of the four implementation chapters, three are on specific
implementations (LSI-11, CMU-11 and 11/60) and the fourth (Chapter 00)
is a study of all models. This latter chapter provides comparative

' data on the various implementations together with how the designs fit a

conceptual model.

4, Evaluation.

Chapter 00 evaluates the 11 as a machine for executing FORTRAN. What

We Have Learned From PDP-11, Chapter 00 discusses aspects of the PDP-11

evolution in terms of the models introduced in Chapter 1.
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5. VAX-11.

This paper, by the architect of VAX-11, discusses the new architecture

and its first implementation, the VAX-11/780.
6. The multiprocessor research computers of Carnegie-Mellon University.

Three multiprocessors: C.mmp (Chapter 00), Cm* (Chapter 00) and C.vmp
(Chapter 00) give examples of a 16-processor multiprocessor, a set of
computer modules based on LSI-11 and a triplicated, voting
multiprocessor computer for high reliability.

TNTRopvcTION

A NEW ARCHITECTURE FOR MINICOMPUTERS--THE DEC PDP-11

It is somewhat anticlimactic to discuss this original PDP-11 description
here because Chapter 00 explicitly discusses "What We Have Learned from the
PDP-11". The purpose of the chapter was originally threefold: to give the
PMS and ISP architecture of the PDP-11 as it was first proposed, to
describe the first (11/20) implementation, and to show possible extensions.
This was attempted at a time when the whole family architecture had not

been worked out or even fully considered.

The computer class definitions (given in 1970) of micro, mini and midi have

stood the rest of time for they correspond quite closely to those of

Chapter 1.
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The major reasons (elaborated upon in Chapter 00) for the disparity between

the predicted and actual evolution are:

1. The notion of designing with improved technology, especially for a
family, was not understood in 1970. This understanding came later and
was put forth in a paper in 1972 (Bell, Chen, Rege).

2. The Unibus proved unacceptable for\mgég\communications at the very high
and low end designs. Although this chapter posits a multiprocessor and
multiple Unibusses for high end designs, this exact structure did not
evolve as a standard. Levy's chapter elaborates on the bus evolution.

(f lb' ﬁh‘/‘/\ér"‘é and UV }U-(/l B A H‘.(’Jl'a/

3. The-physical-memeny address space was too small.
N

4, The particular data-type extensions were not predicted. While floating
point arithmetic was discussed, the character string and decimal
operations were not described. These data types evolved in response to

market need and COBOL -- factors which did not exist in 1970.

We have made a major change in the chapter by removing the original ISP
description and replacing it with a correct and complete (by adding memory

management and floating point) ISPS description given in Appendix 0 of the

book.

CACHE MEMORIES FOR PDP-11 FAMILY COMPUTERS
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Chapter 00 by Strecker is included for four reasons: it is a clear
' exposition of the cache memory structure and its design parameters; the

cache is the basis of a fast PDP-8 [Bell et al, 19741, the 11/60 (Chapter

00) the 11/70 (page 00), and the KL10 (Chapter 00); the design methodology
is well done--it is good engineering; and finally, the paper is
well-written--in fact, it received the award for the Best Paper at the
Third Computer Architecture Conference. We also publish it simply to serve

as an encouragement and an example for those who should understand and

describe their work -- such well-written and relevant papers are only too

‘ rare.

The cache design process is implicit in the way in which the work is
carried out to determine the structure parameters. The relevant

sensitivity plots (runs) are made to determine the effect of each parameter

traces and methodology. Note that it is easy to collect statistiecs about
PDP-11 program behavior since the trace bit in the PS word, permits the 11

to interpret itself on a single-instruction basis. One of the important

real time and multiprogrammed systems have many context switches. To the
best of our knowledge this study is unique. The PDP-8 cache design

(Chapter 00) shows the effect of segmenting the cache for instructions and

data.

UV\(7O?f ou ,
A cache design for a PDP-8 [Bell et al, 19747 is summarized in-the->

~—intrcducttcn‘t6'PE?f*TTT“‘TW6”a1Tfé?ences—é#mnpihe~ll_ngrk are of interest-r—
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The 8 study shows the effect of separating instructions and data whereas

A\
‘ the 11 does not.® The seeond—difference is that Strecker gives the
Ao (Q;, A

performance evaluation in terms of cache miss ratios whereas the 8&—date—are—

fyuiuv’f»/ .0 £ W g wis L 02 &

g pe .up?faétor. These two psp£epéaaee.measures, see Fig.
Cachespeed, are related (Lee, 1969) in the following way (assuming an

infinitely fast processor):

p = total no. of memory accesses by the processor, Pc

m = no. of memory accesses that are missed by the
. cache and how to be referred to Mp

tsc = cycle time of cache memory, Mc

t.p = cycle time of primary memory, Mp

R = t.p/t.c (ratio of memory speeds), where R is

typically 3 to 10
the relative execution speeds are:

t(no cache) = pR

. t(to cache)

speedup = pR/(p + mR) = R/(1 + (m/p) R) = a = miss ratio = m/p

p + mR

therefore

speedup = R/(1 + aR) = 1/(a + 1/R)
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note that if a

0 (100% hit), the speedup is R; while

if a

1 (100% miss), the speedup is R/(1 + R), i.e.,
the speedup is less than 1 (i.e., time to
reference both memories)

IMPLEMENTATIONS

A MINTCOMPUTER-COMPATIBLE MICROCOMPUTER SYSTEM: THE DEC LSI-11

Although the paper is a descriptive narrative about the design at each of
the chip, board, and backplane levels, it lacks insight that the designers
at Western Digital or DEC (Duane Dickhut, Lloyd Dickman, Rich Olsen, or
Mike Titelbaum) might have provided. It was written from the viewpoint of
a knowledgeable user. An account of the chip-level design is available
(Soha and Pohlman, 1974). The design was done at Western Digital by
Roberts, Soha, and Pohlman as a relatively general purpose microprogrammed
computer that could be used to emulate many computers. When DEC started
working with the designers to effect interpretation of the 11 ISP, the
design took on more of the 11 structure. Two design levels are described
in the paper: the 3 chip microprogrammed computer as it is used to
interpret the 11 ISP, and the particular PMS-level components as they are
integrated into a backplane to form a hardware system. Sebern points out
the microprogramming tradeoff that took place between the chip and module
levels to carry out functions normally in hardware: the time clock, the

console, refreshing dynamic random access MOS memory, and power fail

control. e e
dosign RNt _ \:::r-.rr Do vel
R b Nz, and IS 0 K vdate shvche A
e \Y‘ TR L 1 N\t - ) )/
M des voee e < -‘i'— ,L,v,h‘: o~ € ¢~ — m_ »g-_: i L ﬁ(l
\ N </
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The subtleties and uniqueness of the module structure are not described,
nor are the design alternatives. For example, a bounded design that is
typical of one board microcomputers was considered, though not described.
However, a lower-cost, one-board system, like the VT78, (page 00) has
evolved and is shown in Fig. RXT-11. The RXT-11 is an integrated system
containing an LSI-11 chip set, 32 Kwords of memory, connectors for six EIA
interfaces, and a controller for two floppy disk drives. One-hundred and
seventy-five i.c.'s were used -- to implement the same functionality using

standard LSI-11 modules, 375 i.c.'s would have been used. —f&B+—Not——

announ .

The initial module-level design for the LSI-11 was predicated on a
quad-sized form factor with a conventional backplane. The modules are
shown on page 00. Since there were not special ICs beyond the 3 chip
processor, options tended to be relatively large and often occupied a full
quad module. For options that were greater than a quad size, an ingenious
packaging scheme was devised. It provided interconnection points on the
extra half of the module (a double sized module) which was not used as the
LSI-11 Bus (requires a double sized module). This permitted multiple
board, complex options, e.g., a disk controller, to be packaged as a single
option with no interconnection between the boards except via the second
half of the quad board. As DEC began to build special ICs to interface to
the bus, the option sizes decreased to occupy a double module. This system
is now known as the LSI-11/2. A backplane system with modules is shown in

Fig. LSI-11/2. The options available for the two systems have evolved as

shown in Table LSI-11 Options.
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(The effect of a lower cost LSI-11 system is to provide additional
\

\
) applications as we discuss in Chapter 1, -page—06+

USING LSTI PROCESSOR BIT-SLICES TO BUILD A PDP-11--A CASE STUDY IN

MICROCOMPUTER DESIGN

This paper by the designers of CMU-11 appears both in the module part and
in this part on PDP-11 implementations. The Intel 3000 bit slice, herein
called a Microcomputer (for Microprogrammed Processor), is used to
interpret a PDP-11 ISP. The purpose of the design was to test the
assertion that the bit-slice based arithmetic unit with register memory and
microprogrammed control would simplify the design and construction of
processors. The 11 was selected as a target problem in order to avoid the
temptation of changing the problem (a real ISP) to fit the building blocks
(the Intel 3000 processor). Indeed, the authors observed awkwardnesses
that ultimately resulted in lower (than desired) performance. In
retrospect, the Intel 3000 has not become the standard bit-slice
architecture that the AMD 2900 series has; perhaps it suffered from being
one of the earliest. Detailed comparisons including a breakdown of the
various parts of the processor design are given and compared with the
LSI-11 and 11/40 designs in terms of performance and cost (IC count and

number of control bits in the microprogrammed controller).
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A key part of the investigation was the evaluation of the
computer-aided-design tools. The Stanford University Drawing System (SUDS)
and the SAGE logic simulator were the major components. SAGE was
predicated on being able to detect all the design and timing flaws prior to
construction of a design. The authors claim that 95% of the errors were
detected in this manner. The simulated-time/real-time ratio (106/1) did
constrain the design process, e.g., the number of different runs used to

find worst-case conditions.

DESIGN DECISIONS FOR THE PDP-11/60 MID-RANGE MINICOMPUTER

Unlike the reports from an architect's or reporter's viewpoint this chapter
is a direct account of the design from the close proximity of the project.
A mid-range machine is an inherently difficult design for the reasons of
the designer characteristics we presented in Chapter 00, page 00. [CM:
unclear]. As neither the lowest cost nor highest performance PDP-11, it
has to be the right balance of features, price, and performance against

criteria that are usually extremely vague.

Four interesting aspects of computer engineering are shown in the 11/60:
the cache to reduce Unibus traffic; trace-driven design of floating-point

arithmetic processors; providing writeable control store; and increasing

the reliability, availability and maintainability.

Whereas the Unibus was previously thought to be inadequate for high

performance systems, by using a cache most processor references do not use
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the Unibus and so leave it free for i/o traffic. This gives high

performance without the attendant cost¥. The cache work is based on
Strecker's (Chapter 00). The study leading to determining the block size
is given. The block size can only conveniently be one since fetching

multiple words would tie up the Unibus with additional traffic.

The use of trace data to design the floating point arithmetic is described
together with the resulting design. Note that the 11/60 performs roughly
at 11/70 speeds but at lower cost. The implementation of the two can be

compared in the following table.

Table - Implementation of 11/60 and 11/70 (count of printed circuit

boards). ‘
11/60 11/70

Base Pc 5 8 [CM: check 11/70 sys. manual]

Floating point y i}

Cache 1 I

Memory management 1 2

Total 10 18

Microprogramming is used to provide both increased user-level capability

and increased reliability, availability and maintainability. The large

#Jsing Amdahl's constants, page 00, the reader might compute t?e bus
bandwidth (for i/o traffic) and the address space needs for this speed
processor given the cache and compare these needs with the Unibus. [CM:
We should do this for all models in "What We've Learned" Chapter]

TR
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writeable control store option is described together with its use for data
storage and various applications. This option has been recently used for

emulating the PDP-8 at the 0S/8 operating system level.

A general discussion of microprogramming is also given, especially with
respect to memory technology advances (see also Chapter 1, page 00). Other
semiconductor technology improvements are described together with how they
affect price and performance. It is interesting to note that the simple

concept of tri-state logic* had such a great effect on the design.

Impact of Implementation Design Tradeoffs on Performance: The PDP-11, A

Case Study

This chapter presents a most comprehensive comparison of the eight
processor implementations used in the ten PDP-11 models. The work was
carried out to investigate various design styles for a given problem--the
interpretation of the PDP-11 ISP. The tables alone give more insight into
processor implementations than is available from any single source we know.
The usefulness of the data also comes from having an outside observer

examine the machines and share his insight.

The tables include:

1. a set of instruction frequencies, by Strecker, for a set of ten
different applications. The reader should note the frequencies do not

reflect all uses, e.g., there are no floating point instructions, nor

#Apility to interconnect a number of subsystems together through a wired-or
connection.
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has operating system code been analyzed.

2. implementation cost (modules, ICs, control store widths) and

performance (micro- and macro-instruction times) for each model; and

3. a canonical data path for all 11 implementations, against which each

processor is compared.

With this background data, a "top-down" model is built which explains the
performance (macro-instruction time) of the various implementations in

terms of the micro-instruction execution, and primary memory cycle time.

Since these two parameters do not fully explain (model) performance, a set
of bottom-up factors must be introduced. These factors include various
design techniques and the degree of processor overlap. We believe that
this analysis of a constrained problem should provide useful insight to

both computer and general-digital-systems designers.

EVALUATION

TURNING COUSINS INTO SISTERS: THE ROLE OF SOFTWARE IN SMOOTHING HARDWARE

DIFFERENCES

Since FORTRAN is quite possibly the most often executed language for the
PDP-11 and the one we intended that it execute, it is important to observe

the 11 architecture as seen by the language processor--its user. The first
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FORTRAN compiler and object (run) time system are described together with
the evolutionary extensions to improve performance. The FORTRAN IV-PLUS
compiler is only briefly discussed since its improvements, largely due to

compiler optimization technology, are less relevant to the 11 architecture.

The chapter title overstates the compatibility problem since the five
variations of the 11 ISP for floating point arithmetic are made to be
compatible by essentially providing five separate object (run) time systems
and a single compiler. This transparency is provided quite easily using a
concept called threaded code. This concept appears to be a very simple
interpreter for the PDP-11--and might not be called an interpreter by many.
With threaded code, one 1-word instruction requiring two memory cycle times
is executed each time a high level operation code is to be interpreted,
otherwise the processor is carrying out the desired op code. When a simple
integer expression like I = I + 1, which occupies 2 memory words and
requires 3 memory cycles to execute, is transformed into a threaded code
version the program still only occupies 2 words, but instead requires 5
memory cycles to execute (nearly a factor of 2). For more complex
operations requiring longer execution times, like floating point
arithmetic, the overhead turns out to be quite low and the space
utilization is quite good. It is also possible to move efficiently between
threaded and directly executed code, although this is not done. Jim Bell
discovered the technique; it has been used extensively for other compilers
because of its low time and space overhead. The ability to carry out the
interpretation so elegantly was not part of the original PDP-11 design, but

rather was a consequence of the generality of the 11's addressing modes.
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The first version of the FORTRAN machine constructed was a simple stack

machine. As such, the execution times turned out to be quite long. In the
second version, by recognizing the special high-frequency-of-use cases,
e.g., A=0, A=A+ 1, and by having better conventions for three-address
operations (to and from the stack), speedups of 1.3 and 2.0 for floating

point and integers, were obtained.

It is interesting to compare the virtual machine described with the FORTRAN
IV-PLUS machine which uses the floating point processors (on the 11/34,
11/45, 11/55, 11/60, and 11/70). If the FORTRAN machine described in the
paper is implemented in microcode and made to operate at FPP speeds, the
resulting machines turn out to operate at roughly the same speed and

programs occupy roughly the same program space.
WHAT HAVE WE LEARNED FROM THE PDP-11%

This chapter is a substantially revised version® of a papeg\written for the
CMU Computer Science 10th Anniversary, September 1975. This paper was
written to critique the original expository paper on the PDP-11 (Chapter
00) and to compare the actual with the predicted evolution. The four
oritical issues of technology, bus bandwidth (and PMS structure), address

space and data-type evolutions are examined.

The first part of the chapter discusses how the technology is used as a
pbasis for the evolution (something we did not understand when the machines
were originally planned). The role of semiconductor memories is especially

¥Thepaper—is—50%-longer. The Introductary overview has been deleted (and
is now placed in Chapter 2) and ths sectiéns on the 11/45 and 11/70 have
been greatly expanded to include the urbations due to the memory
address and protection extensions. A tailed evolutionary model of the
cost, and performance characteristic een added. More historical
facts are introduced, particularly they
extensions. Finally the basis (negd) for the
discussed. /

X/11 extension is

[_Mmu/
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critical. The next section describes the evolution from the point of view
of the various development projects and people. Some early (historical)
design documents are introduced to further aid in understanding the design

process.

The Unibus evolution is given and the case is made for its optimality. The
Unibus has had greater longevity and use than any of the other DEC busses
and compares favorably with the IBM I/0 Channel Bus as a universal standrad

of interconnection.

We try to provide a set of evolutionary cost-performance metrics so the 11
can be compared with the other machines (18-, 12- and 36-bit) in the book

(Chapter 00, 01, and 02). Also, here we go into the unique (within DEC)

problem of designing a range of machines.

Although an ISP evaluation is given, it is quite weak. By comparison,
Chapter 00 by Brender, gives a more useful evaluation of the architecture
for FORTRAN execution. A complete section is given on the addressing

extension, beyond the 11/45 and 11/70 extensions, which required a major

perturbation: VAX-11.

The final section, addressed to the research community, describes some
general problems encountered in structure design and engineering, together

with how solving them might be useful in subsequent designs.

VAX-11/780: A VIRTUAL ADDRESS EXTENSION TO THE DEC PDP-11 FAMILY
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[Sectdon/oN Strefkeéx's paper towgo

THE MULTIPROCESSOR RESEARCH COMPUTERS OF CARNEGIE-MELLON UNIVERSITY
AND DECe PLLLSA (&
Three computers, which use the 11 as a basis, were built at Carnegie-Mellon
University to carry out research in computer structures and operating j[‘,e
)8 {

X

A Lo . hoased
systems for multiprocessors. vy foun b Mt proere ey Ced e

i . . 0 A - J
fi WLSA K e ﬁt"‘_’w-vm—f‘k“\‘" cno diSans aed
g {
0

J
The first computer, C.mmp, is a 16 processor (11/40's and 11/20's) system

with 2.5 million words of shared primary memory. It was built to
investigate the programming (and resulting performance) questions

associated with having a large number of processors.

The chapter on the second computer, Cm¥*, is located physically in the
Modules Part, as the modules that form Cm* are LSI-11's. Cm* was based on
the premise that ultimately, the smallest modular unit, i.e., integrated
circuit, used to build digital systems would be a computer. With this
premise, we need to understand how to interconnect computers physically,
how to assign parts of the application program to the various computers,

and how to program the complete structure.

The third computer, C.vmp, was designed to investigate how a production

microcomputer, the LSI-11, could be used to build a triplicating, voting

high availability computer.
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The goals of the first two are performance while the third has reliability

as its goal.

We believe that technology will force the evolution of computing structures
to converge to three styles of multiprocessor computers: (1) C.mmp-style,
for high performance, incremental performance and availability; (2) loosely
coupled computers like Cm* to handle specialized processing, e.g., front
end, file, and signal processing; and (3) C.vmp-style for high availability

based on increased maintenance costs.

The technology-force argument is based on history, near term technology,

and resulting price extrapolations:

1. MOS technology is increasing in both speed and density faster than the

technology, e.g., ECL, from which high performance machines are built.

2. The price per chip of the single-MOS-chip processors decreases at a
substantially greater rate than for the low-volume high-performance,
special designs. Chips in both designs have high design costs, but the

special design enjoys a much lower volume.

3. Relative to all other costs of a system, the processor cost in a low

end system is essentially zero.

4. Standards in the semiconductor industry tend to form more quickly for

high volume products. For example, in the 8-bit microcomputer market,
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one type supplies about 50% of the market and three types supply over
90%0

5. A 16-bit processor-on-a-chip, with both an address space matching its
performance and appropriate data-types, has been announced. Such a

commodity will form the basis for nearly all future computer designs.

P'H%ﬁfu—» PDECS '\7L LSA h,_ )= i‘ b lelon w O O ve R 0yl
P é‘? s ‘f* Yo voe sha <’x, §’fﬂuﬂ\u& ﬂdnxhccdl«)‘.c c,) a{la teo 1l({
As a result of these factors, the two classes of machines

(MOS-processor-on-a-chip-based and low-volume,
high-performance-processor-based) have rapidly diverging costs per
operation per chip. Furthermore, large scale applications have been slow
to form since problem complexity increases more rapidly than program size.
Therefore, most subsequent computers will be based on standard, high volume
parts. For high performance machines, since processing power is available
at essentially zero cost from processor-on-a-chip-based processors, large
scale computing will come from arrays of processors, just as we build

arrays of 64 Kbit ICs to form memory subsystems. e iﬂf—*‘

C.mmp--A Multi-Mini-Pr ssor

C.mmp was motivated by the need for more computing power to solve speech
recognition/signal processing problems and to understand the multiprocessor
software problem. Until C.mmp, only one large, tightly coupled

multiprocessor had been built--the Bell Laboratory's Safeguard Computer

(BSTJ issue?).
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The introductory section describes the economic and technical factors
influencing multiprocessor feasibility and argues for the timeliness of the
research. Various problems to be researched are given together with a
discussion of particular design aspects. For example, since C.mmp is
predicated on a common operating system there are two sources of
degradation: memory contention and lock contention. The machine's
theoretical performance as a function of memory-processor interference is
based on Strecker's (1971) work. In practice, because the memory was not
built with low-order address interleaving, memory interference was greater

than expected. This problem was solved by moving program segments.

As the number of memory modules and processors becomes very large, the
theoretical performance (as measured by the number of accesses to the
memory by the processors) approaches the memory bandwidth
(m/memory-cycle-time) x 1/e;f;éf.?] Thus, with infinite processors, there

is not a maximum limit on performance, provided all processors are not

contending for the same memory.

Although there is a discussion outlining the design direction of the
operating system, Hydra, later descriptions should be read [Wulf et al,
1975]. Since the 11's small address necessitated frequent map changes,
11/40s with writeable control stores were used to implement the operating

systems calls to change the segment base registers.

The C.mmp which was actually built is shown in Fig. PMSC.mmp.
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There are three basic approaches to the effective application of

multiprocessors:

1. System-level workload decomposition. If a workload contains a lot of
inherently independent activities, e.g., compilation, editing, file

processing, and numerical computation, it will naturally decompose.

2. Program decomposition by a programmer. Intimate knowledge of the

application is required for this time-consuming approach.

3. Program decomposition by the compiler. This is the ideal approach.
However, results to date have been disappointing [Ref. Illiac IV

FORTRAN compiler projects].

C.mmp was predicated on the first two approaches. Since the original
paper, ALGOL 68, a language with facilities for expressing parallelism in
programs, has been implemented. It has assisted greatly with program

decomposition. See Figure x.

As can be seen in the paper, a model of the lock problem influenced the
number of critical sections in the scheduler. Since the paper, the

operating system Hydra has been designed and implemented. An extensive

description is given in [Wulf et al, 1975].

Two experiments analyzing the performance of C.mmp and Hydra have been

reported. The first, by Ranathe [1977], used a hardware monitor to measure
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the degradation due to the locking mechanism which is invoked when shared
data is accessed. The second, by Oleinick [1977], analyzed
user-program-level synchronization. We summarize the results of both

below.

The contention for shared resources in a multiprocessor system occurs at
several levels. At the lowest level processors contend at the cross-point
switch level for memory. This memory interference is discussed in the
chapter. On a higher level there is contention for shared data in the
operating system kernel. At higher levels, processes contend for i/o
devices and for software processes, e.g., for memory management. The
following table points to models on experimental data at these different

levels in C.mmp.

‘ Contention Level Reference
user-program [Oleinick, 1977]

[Fuller and Oleinick, 1976]

Hydra Kernel objects [Marathe and Fuller, 1977]

cross-point switch Chapter XX

[Fuller, 19761

Ranathe's data show that the shared data of Hydra is organized into enough

separate objects that a very small degration (less than 1%) results from
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contention for these objects. Table LOCK is reproduced from his paper. He
also built a queueing model which projected that the contention level would

be about 5% in a 48 processor system.

Oleinick uses a root finding algorithm to study various implementations of

a single problem.

[CM: elaborate after studying his thesis chapter.]

Multi-Microprocessors: An Overview Worki Ex

The Cm* work, sponsored by NSF and ARPA, is an extension of earlier
NSF-sponsored research [Bell, etc. 1973] on register-transfer-level
modules. As LSI and VLSI enable construction of the processor-on-a-chip,
it is apparent that low-level, register-transfer modules are passe' for the
construction of all but low-volume computers. Although the research is
predicated on structures employing a hundred or so processors, this chapter

describes the culmination of the first (ten-processor) phase.

The authors motivate their work by appealing to the diseconomy-of-scale
arguments which we advanced at the beginning of this section (page 00). To
provide additional context for their research, computer modules (Cm¥),
multiprocessors (C.mmp) and computer networks are described in terms of
performance and problem suitability. The chapter gives a description of

the modules structure, together with their associated limitations and

potential research problems.
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The final, most important, part of the chapter evaluates the performance of

Cm* for five different problems.

C.vmp: The Architecture and Implementation of a Fault Tolerant

Multiprocessor

C.vmp is a triplicated, voting multiprocessor designed to understand the
difficulty (or ease) of using standard, off-the-shelf LSI-11s to provide
greatly increased reliability. There is concern for increased reliability
because systems are becoming more complex, are used for more critical
applications, and because maintenance costs for all systems are increasing.
Because the designers themselves carry out and analyze the work, this
chapter provides first-hand insight into high reliability designs and the
design process--especially its evaluation. The system has operated for

several months and the first phase of work is complete.

Several design goals are initially predicated and the work is carried out

against the goals.

The goal of software and hardware transparency turned out to be easier to
attain than expected, because of an idiosyncrasy of the floppy disk
controller. Because the controller effects a word-at-a-time bus transfer
from a one-sector buffer, voting can be carried out at a very low level.
It is unclear how the system would have been designed without this type of
controller; as a minimum, some form of software transparency goal would

have been violated and a significant controller modification would have
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been necessary.

A number of models are given by which the design is evaluated. Various
component reliabilities are used and the reader should get a great deal of
insight into the factors contributing to reliability. It should be noted
that a special hardware voter is needed to get a sufficiently low cost for
a marketable C.vmp. While the intent of C.vmp is not a product, it does

provide much of the insight for such a product.

9 . 0 b
PULSA T A )
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Marathe, M. and Fuller, S. H. A Study of Multiprocessor Contention for
Shared Data in C.mmp, Proceedings 1977 ACM SIGMETRICS Conferences, pp.

255-262.

Wulf, W. [and others] The Hydra Operating System, Fifth ACM SIGOPS

Symposium on Operating Systems Principles (Nov. 1975).

11 Glue Figures and Tables

Fig. Cachespeed - Structure of Pc, Mcache and Mp of cached computer.

Fig. LSI-11/2 - Photograph of double height modules forming LSI-11/2.

Fig. RXT11 - Bounded LSI-11.

Fig. PMSC.mmp - PMS diagram of C.mmp.

Table Lock - Measurement of the locking behavior in Hydra/C.mmp.
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Table of LSI-11 Options and Extensions (1978) for LSI-11/2

LSI-11 LSI-11/2 Additions
Basic
Processor + U4 Kw quad double
+ send line
Real time clock quad
Power controller/ double
sequences
Memories
4 Kw RAM double
4 Kw core quad
32 Kw RAM quad double
4 Kw PROM double
4 Kw PROM; 256 RAM double
Interfaces
Parallel (16 line) double
Asynchronous (serial) double
Instrument (IEEE-488) double
Direct Memory Access quad
Foundation (general quad
purpose)
Analog-to-digital quad
Digital-to-analog quad
Floppy interface double
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A New Architecture for Minicomputers--The DEC PDP-11

It is somewhat anticlimactic to discuss this original PDP-11 description I
here because Chapter 00 explicitly discusses "What We Have Learned from the |
PDP-11". The purpose of the chapter was originally threefold: to give the
PMS and ISP architecture of the PDP-11 as it was first proposed to describe
the first (11/20) implementation at a time when the whole architecture had
not been worked out or even fully considered; and to show possible
extensions.

Ve o

o>

The reader might note that the computer class definitionékof micro, mini

and midi correspond quite closely to those of Chapter 1.

Although we comment on the disparity between the predicted and actual

evolution in Chapter 00, some of the important reasons are:

|
l 1. The notion of designing with improved technology especially for a
' family was not understood then. The understanding for one of us

(Bell), was put forth in a paper in 1972 (Bell, Chen, Rege) .

2. The Unibus bandwidth proved unacceptable for all communications at the
very high and low end designs. Whereas, this chapter posits a

multiprocessor, and multiple Unibusses, this precise stfircture did not

evolve. The bandwidth has subsequently been shown to be adequate for
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all but the largest configurations when a cache is attached to the
processor as in the 11/60 (see Chapter 00). Note the effect of a 90%

) w0 “om mae
cache/%lt rate to reduce the number of access to My :?% tﬁzoﬁ%ibus by a

factor of ten!
3. The memory address space was too small.

4., The particular data-type extensions weren't predicted. While floating
point data was discussed, the character string and decimal operations
weren't described. These data types evolved in response to market need

hwDEC
(and COBOL) which didn't exist,at the time the machine was designed.

A
We have made a major change in the chapter by removing the original ISP

description and replacing it with a correct and complete (memory management

\
and floating point) ISPS description that was used when the 11 was
evaluated as a Computer Family Architecture (CFA) standard by the U. S.

Defense Department.

Cache Memories for - Famil omputers

Chapter 00 by Strecker is included for three reasons: it is a clear
exposition of the cache memory structure and its design parameters;/siaee—
the cache is the basis of the fast PDP-8 (Chapter 00), the 11/60 (Chapter
Oo)jéﬁh the 11/70 (page 00), and the KL10 (Chapter 00); the design
methodology is well done--it is "good engineering"; and finally the paper

is "well-written"--in fact, it received the award for the Best Paper at the
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Third Computer Architecture Conference at which it was presented. Thus,
since a relevant paper that provides a clear exposition, while illustrating
good engineering and being well-written, is so rare we also publish it
simply to serve as an encouragement and an example for those who should

expose, understand and describe their work.

The design process is implicit in the way the work is carried out to
determine the structure parameters. It should be noted that it was easy to
collect data statistiecs about the program's behavior since the trace bit, T
permits the 11 to interpret itself on a one at a time basis. The relevant
parameters are varied and sensitivity plots (runs) are made to determine

the effect of each parameter on the design. In the 11/60, Mudgfralso uses

" "*DuNoQUSMA v
- the same methodology((Chapter 00) One of the important parametergé the
 lat i ar?

time between changes of contexg is , mporbandand to the best of

8 S*“Aﬁ
our knowledge4is beth unique and

tiprogrammed system;‘féﬁéPDP—S cache design (Chapter 00) shows the

effect of segmenting the cache for instructions and data. The PDP-8
chapter discusses the performance for a particular design, and the
per formance numbers are in terms of a speed-up factor. Strecker gives the

performance evaluation in terms of cache miss ratios. /Pérfbrmance measures, g

are related (Lee, 1969) in the following way (assuming an infinitely fast

processor) :

total no. of memory accesses by the processor, Pc

S
//M/ =

no. of memory accesses that are missed by the
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cache and how to be referred to Mp

t.c = cycle time of cache memory, Mc
t“F ~top~ = cycle time of primary memory, Mp
R = t.p/t.c (ratio of memory speeds), where R is

typically 3 to 10

the relative execution speeds are:

t(no cache) PR

t(to cache) p + mR

speedup = pR/(p + mR) = R/(1 + (m/p) R) = a = miss ratio = m/p

therefore

speedup = R/(1 + aR) = 1/(a + 1/R)

note that if a = 0 (100% hit), the speedup is R; while

if a = 1 (100% miss), the speedup is R/(1 + R), i.e.,

the speedugs less than 1
TMPLEMEN TATIONS

Q\Pﬁi‘ A Minicomputer-Compatible Microcomputer System: The DEC LSI-11

This first chapter of the implementation section was written from the

knowledgeable user viewpoint. Al though the paper is a descriptive

of the design from the chips, boards and backplane levels, it

narrative
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lacks seme insight frem—ene—eof the designers at Western Digital or DEC
S hount o vondesd .
(Lloyd Dickman, Rich Olsen, or Mike Titelbaum). An account of the

chip-level design is available (Soha and Pohlman, 1974). The design was

done at Western Digital/d}vf*/ﬁ/ot‘/a(tﬁ.qn by Robert;ﬁaﬁd Pohlman as a
relatively general purpose micr'oprogr'amMcomputer' that could be used to
emulate many computers. When DEC started working with them for use in the
interpretation of the 11 ISP, the design took on more of the 11 structure.
Two design levels are described in the paper: the 3 chip microprogrammed
eomputer' as it is used to interpret the 11 ISP; and the particular PMS
module level camponents as they are integrated into a backplane to form a

Hoa microgram v Hoat doele place
hardware system. Sebern points out aa——mtergstmg tradeof‘f‘ between the

< 8 Levels oan Do Sveerva

v — '
carry out functlons bh%—ae&mally deﬁe—ﬂbh\r'dwar g; the time clock,

the console, refreshing dynamic random access MOS memory, and power fail

control. .?The subtleties and uniqueness of the module structure are not
Hol ars c’,L. {‘ufn 3] y\(ﬂhvﬂ)_

descr'lbed,fThe 1n1t1al module level design was predicated on a quad-31zed

Suoe oxamgdL,
form f‘actor' and plugged into a conventlonal backplane )fhe al ternative, ,
e . —U' __-..__,.‘:‘” e meny woe2 COINPp A2 rr:) 4‘51'
more bounded desmnxf that -are typical of other mlcr'occmputer‘s‘, is not
A LQrwee
described. Hg.we.u.er_mm-ul-é—be—noted—tha-t -Ln—epéep—to-g-e-t more—reduced
owva lop'\ﬂcc ( {;LIL 00) ’

cost —sueh—a systen llke the VT78/,, has evolved and will eventually be

marketed. Th)as structure is shown in Fig. KXT11. ,The modules are shown on

page 00. Since there were not special ICs beyond the 3 chip processor,
options tended to be relatively large and often occupied a full quad
module. For options that were greater than a quad size, an ingenious
packaging scheme was used for providing interconnection points on the extra

a doalfe siz ,,: modale ) ((chvﬂlmﬂ a Awohls Sized mpw)
half of the module which was not used as the LSI-11 Bus. This permitted




PDP-11 Glue 12/7/77 Page 6
G. Bell Print date 12/7/77

multiple board, complex options (e.g., a disk controller) to be packaged as

a single option with ninnterconnection between the boards except the

[

second half of th;:bbard. As DEc began to build special ICs to interface

to the bus, the option sizes began to decrease to occupy a double module.
This system is now known as the LSI-11/2. A backplane system with modules
is shown in Fig. LSI-11/2. The options available for the two systems have

evolved as shown in Table LSI-11 Options.

Table LSI-11 Options

[Teicher to supplyl]

<

/
>4yl

[
The effect of lower cost LSI-11 modulesand—backplane—aveailability is to

provide additional applications as we discuss in Chapter 1, page 00.

sin rocessor Bit-Slices to Build =-11== ase Study in

Microcomputer Design

This paper by the designers of CMU-11 appears both in the module part and
in this part on PDP-11 implementations. The Intel 3000 bit slice, herein
called a Microcomputer (for Microprogrammed Processor)gﬁz, is used to
interpret a PDP-11 ISP. The purpose of the design was to test the
assertion that the bit-slice based arithmetic unit with register memory and
microprogrammed control would simplify the design;gf and construction of
processors. The 11 was selected as a target problem in order to avoid the
temptation of changing the problem (11 processor) to fit the building

blocks (the Intel 3000 processor). As such, the authors observed the




>,
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awkwardness that ultimately resulted in lower (than desired) performance.

Hoot S
In retrospect, the Intel 3000 has not become the standard (new-the AMD 2900 panTLa:/B
e . S

-sepies) bit-slice architecture{ but perhaps suffers from being one of thenrku;ﬂw—‘/
earliest. Detailed comparisons including a breakdown of the various parts
of the processor design are given and compared with the LSI-11 and 11/40

designs in terms of performance and cost (IC count and number of control

bits in the microprogrammed controller).

A key part of the investigation was to evaluate the computer aided design
tools. The Stanford University Drawing System (SUDS) and the SAGE logic
simulator were the key components. SAGE was predicated on being able to
detect all the design and timing flaws prior to construction: The authors
claim that 95% of the errors were detected by the simulation--and all
errors were ultimately detectable once the simulation data or machine

description was changed.

Design decisions for the PDP-11/60 Mid-Range Minicomputer

Unlike the reports from an architect's or reporter's viewpoint this chapter
is a direct account of the design from the close proximity of the project.
Because it is a mid-range machine, the 11/60 is a difficult design for the

reasons of the designer characteristics, Chapter 00, page 00. The design

I Halls
Jv\;c,i 2 ¢ 1 =

is neither the lowest cost nor performs the most, but has to be the right

balance of features, price, and performance against criteria that are

usually extremely vague.
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Four interesting aspects of computer engineering are shown in the 11/60:
the cache to reduce Unibus bandwidth; tracefdrive“design of floating-point
arithmetic; providing writeable control store; and increasing the
reliability, availability and maintainability.IFWhereas the Unibus had
previously thought to be inadequate for high performance, the cache is used
to unload the i/o traffic and provide high performance without the
attendant cosg;. The work is based on Strecker's(Chapter 0@. The study
leading to determining the block size is given. The block size can only
conveniently be one since additional traffic is generated by fetching

bff*.-:L LkTh(“ 4‘(&&/ WJJ‘
multiple words and—thereby- tying up the Unibus fer additional traffic.

The use of trace data to design the floating point arithmetic is described

together with the resulting design. It_shou;d—be-gpte% that the 11/60

performs roughly at 11/70 speeds.dh lowin covk ee Jla i»w*ipmlxgiluﬂ

Microprogramming is used to provide both increased user-level capabi%ity ,
#Ability to interconnect a nunber of subsystems together through a wired-or *

connection.

6',’ r’{ 5 ';L', (4] CoNn :U.." f €Y‘ Ao v Y{\' {nll@i‘/: ( ’/}z'z"' ‘
ool 1 '.zpf»..,m-?/ b WO and \\ /720
(/A% - 11/60 11/7_Q

Base Pc X X
Floating point X

Cache X X
Memory management 0 X

Total X X ‘

M }

|
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and increased reliability, availability and maintainability. The large
writeable control store option is described together with its use for data
storage and various applications. This option has been recently used for

emulating the PDP-8 with 0S/8 operating systems.

#)bility to interconnect a number of subs stems together thro:gh\? wired:gr
connection. \
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A general discussion of microprogramming is also given, especially with
respect to memory technology advances (see also Chapter 1, page 00). Other
semiconductor technology improvements are described together with how they
effect price and performance. It is interesting to note that the simple

concept of tri-state logic* had such a great effect on the design.

S —————————
e e——————

’ EVALUATION

urnin, ousins int isters: h ole of Software in Smoothin ardware

Differences

Since FORTRAN is quite possibly the most often executed language for the
PDP-11 and the one we intended that it execute, it is important to observe
the 11 architecture as seen by the language processor--its user. The first
FORTRAN campiler and (runi object%‘ time system are described together with
the evolutionary extensions {evetutien) to improve performance. The
FORTRAN IV+ compiler is only briefly discussed since its improvements are
largely a matter of compiler optimization technology and are less relevant

to the 11 architecture.

The chapter title overstates the problem since the five variations of the

11 ISP for floating point arithmetic are made to be compatible by providing

what amounts to five separate object (run) time systems and a single

A A " \
18 oY relach Caa Al “’Y"‘.\‘\A‘“q

compiler. This transparency -eemes—about—because a é'oncept called threaded
v Ol"(‘ltk o 3’{’-‘ W) 'h‘ ot

code is—used—to—prov-ide—vhat—is a very simple interpreter for the

PDP-11--and might not be called an interpreter by many. With threaded

code, one 1-word instruction requiring two memory cycle times is executed

-~ L-gl Qtvﬂ < .
per—transfer—ofTontrol each time the next' operation code is to be
#yUsing Amdahl's constraints; page 00, the reader might compute the bus

bandwidth ( for i/o tr‘%f‘f‘ic) and the address space needs for this speed
processor given the cache and compare they!peeds with the Unibus.
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s FAan wise The pwwste )

inter'pr'etedJ Egj}a simple integer expression like A = A + 1, which
occupies 2 memory words and requires 3 memory cycles to execute, is
transformed into a threaded code versionz the program still only occupies 2
words, but insteac;l requires 5 memory cycles to execute (nearly a factor of
2). For Iyltoo;-é-e('r(-)V‘é;‘;efr'at:ions requiring longer execution times, like floating
point arithmetic, the overhead turns out to be quite low and the space
utilization is quite good. Jim Bell discovered this technique and it has
been used extensively for other compilers because the time and spaf@
overhead is so low. The ability to carry out the interpretation so

elegantly was not part of the original design, but rather turned out to be

possible based on the generality in the 11's indexing modes.

The first version of the FORTRAN machine constructed was a simple stack
machine. As such, the execution times turned out to be quite long. By
hiah wer 4"\!';"\"4' ) be
recognizing the special cases (e.g., A = 0, A = A + 1, ete.) and fxaving
better conventions for three-address operations to and from the stack,
speedups of 1.3 and 2.0 for floating point and integers, respectively, were

obtained when a more complex machine was constructed for the second

version.

Since this paper is really on the construction of an extension to the 11 to
execute FORTRAN, it is interesting to compare it with the FORTRAN IV+

machine which uses the floating point processor (11/45, 11/55, 11/60,

A oprialds ot reuplle programs occupy ushly
11/70) ._ The two, turn ouﬁw he samé speed and have the same
a D T

progt‘am\sf)W, the FORTRAN machine described in the
/ ii—— —

paper is microprogrammed s mede 10 opoli ot FEP spueds,

2
*Usi Andahl's constraints, page 00, the rgader might compyte the bus
biyﬁgidth (fi/o traffic) and the addressg space eds for this yd/
priocessor given the cathe and compare the’ needs th the nibu§
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et

This chapter is a substantially revised version* of a paper written for the

MU Computer Science 10th Anniversary, September 1975.

This paper was written to critique the original expository paper on the
PDP-11 (Chapter 00) and to compare the actual with the predicted evolution.
The four critical issues of technology, bus bandwidth (and PMS structure),
address space and data-type evolutions are examined. z?The first part of the
chapter discusses how the technology is used as a basis for the evolution
(something we did not understand when the machines were originally
planned). The role of semiconductor memories is especially critical. The
next section describes the evolution from the point of view of the varioﬁs

) ” ~G3 esiGn
development projects and people. Some early\historicav dodbments are
A

QJ(" A
~ introduced to further attempt—an understanding O£ the design process.
\
\

The main section consists of; evaluating4 the Unibus, examining the _ .
" distussing Mo orgaw gaterned 1SSute (e burme
cost-performance evolution, the ISP and asking why multiprocessors haven't

A} U - ,‘ .,0
evolved. (s « u““\f-"‘ﬂ""*‘*.‘“‘ > 00 o o Comimlp foscvibes Hh dechunis
P‘m%‘“ s 6Seoe o) wid 122 pre (0 V72> LA ‘

A

The Unibus evolution is given and the case is made for its optimality. The
Unibus has had greater longevity and use than any of the other DEC busses
and compares favorably with the IBM I/0 Channel Bus as a universal standrad

of interconnection.

We try to provide a set of evolutionary cost-performance metrics so the 11
#The paper is 50% longer. The introductary overview has been deleted (and
is now placed in Chapter 1) and the sections on the 11/45 and 11/70 have

been greatly expanded to include the perturbations due to the memory
address and protection extensions. A detailed evolutionary model of the

cost, and performance characteristics has been added. More historical

facts are introduced, particularly as they effect the design of the
extensions. Finally the basis (need) for the VAX/11 extension is

discussed.

R
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can be compared with the other machines (18-, 12- and 36-bit) in the book
(Chapter 00, 01, and 02). Also, here we go into the unique problem the 11

has of designing a range of machines.

Although an ISP evaluation is given, it is quite weak. By comparison,
Chapter 00 by Brender, gives a useful evaluation of the architecture for

FORTRAN execution.

\ A complete section is given on the addressing extension beyond the 11/45

VAX/11 extensions.

+D H o NesepNce [« v minmu n\L |

and 11/70 extensions which required a major perturbation in the form of the
The final sectionAdescr'ibes some general problems encountered in structure

design and engineering, together with how solving them might be useful in

¢
o e L2 b e OLe & Tov .

subsequent designs. < Thio e ank

#The paper is 50% longer. The intpdductary overview has been deleted (and
is now placed in Chapter 1) and e sections on the 11/45 and 11/70 have
been greatly expanded to inclu the perturbati yns due to the memory
address and protection extensions. A detail evolutionary model of the

cost, and performance c;a?ﬁteristics has béen added. More historical

facts are introduced, particularly as the effect the design of the

extensions. Finally tHe basis (need) for the VAX/11 extension is
discussed.
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EKISTICS is interdisciplinary and deals with questions of human
settlements as a unified whole. This perspective is part of a
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- Trouts: with the Toliowlng features,
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- Tneuts or From Tnput to ground
- 3. Jumper 8trTp ofovided o allow commoning of
one sTde of ai|l Taouts, S¢rip mounts on sarew terminals,
- ‘. Frequency rangei 4763 Wz
_ 5. NomTna! Tnout voltase for logle "i": 120 volts
6. Indlvidual Inout Tndlcators on AC slde of Tsolatlon,
b -~ ?. Nominal Input loadinatl 12 ma
_‘ 8. Response tIme (turnewon or turneoff): |ess than 1/2 oyeole
9. Induts protected acalnat overveltaae transTents by Mov's,
- 1. 1seated DC tnout
R thTs module provides slxteen bits of optlcallvelsolated DOC
= Ynnuf. There T3 an ootTonal Interrupt capabl|lty,
" L. 16 Tnouts ger modules 2 wires per Tnout,
2. 1soiatlon to 1500 volts OC or peak AC between
- Tneuts or from Tnout te eround,
> 3. Jumpef 8trTp provided $0 allow commoning of one side of
ol Tmouts, Strlp mounts on screw terminals,
"“ ‘4. Response tTme (turneon or turn=off): 2,3 msec nomlnal
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C.var! The Architecture and Isrlementation of a Fault Tolerant Multirrocessor
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This part —standing—alone as a book on the PDP-11

computer structure evolution, although it relies héhékiy'on the conceptual

framework of Chapter 1, and the ISPS language description given in appendix

00. The 11 has evolved quite differently than the other computers in this
wn (bp('ﬂ((_'{‘{r cond

book, and as such provides an\interesting story. The factors that have

created the machines are clearly market and technology based, generating a

large number (ten) of different implementations over its relatively short
3 camnro—

seven year lifetime. Thus;—+the—fact—+thet—there is an expanding range of

erruar
machines we—move—atong—in time provides problems and insight in addition to

t
the traditional mini (8 Family); the best cos/performance (18-bit), and the
A

high performance less than $500K (the DECsystem 10). The 11 designs cover
a range of a factor of 500 in system price ($500 to $250,000) and 500 in

memory size (4 Kwords to 2 Mwords).
This part is divided into five sections consisting of:

1. Introduction.

[/ L }ﬁ (0¢

This chapter published when the 11 was announced introduces the
I 2
UuA

architecture, gives fafidhs goals for—it, and predicts how it might

evolve. The family notion is quite strong, although not specific.

JUAKKmat%ve$y3 Chapter 00, What Have We Learned From PDP-11, mey nv&ﬁf’

-preferabty be read next in order to get the broadest overview, and best

immediate critique of Chapter—66-= W 1 ewelutios
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2. Conceptual Basis.

This section contains two papers, that combined with Chapter 00, form
some of the conceptual basis fer—besis for the models. Strecker,
Chapter 00, describes the cache memory mechanism as—abasis for
building high performance models (specifically the 11/70). Levy
describes the intercommunication problem among physical components and

how busses carry out this task.

3. Implementations.

a stud v) O

|
|
Of the four chapters, three are on specific implementations (LSI-11,
CMU-11 and 11/60) and the fourth (Chapter 00) is om all models. This

A

latter chapter provides details of the various implementations together

with how the designs fit a conceptual model. —This is—especiallty useful
+o—undeprstand—the performance—

4, Evaluation. Chapter 00 evaluates the 11 as a machine for executing
FORTRAN. What We Have Learned From PDP-11, Chapter 00 discusses all

aspects of the evolution in terms of the introductory Chapter (00).

5. The multiprocessor research computers of Carnegie-Mellon University.
Three multiprocessors: C.mmp (Chapter 00), Cm* (Chapter 00) and C.vmp
(Chapter 00) give examples of a 16-processor multiprocessor, a set of

modules based on LSI-11 and a triplicated, voting multiprocessor

computer for high reliability.
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A NEW ARCHITECTURE FOR COMPUTERS--THE DEC PDP-11

It is somewhat anticlimactic to discuss this original PDP-11 description
here because Chapter 00 explicitly discusses "What We Have Learned from the
PDP-11". The purpose of the chapter was originally threefold: to give the
PMS and ISP architecture of the PDP-11 as it was first proposed to describe
the first (11/20) implementation at a time when the whole architecture had
not been worked out or even fully considered; and to show possible

extensions.

The reader might note that the computer class definitions (given in 1970)

of micro, mini and midi correspond quite closely to those of Chapter 1.

Although we comment on the disparity between the predicted and actual

evolution in Chapter 00, some of the important reasons are:

1. The notion of designing with improved technology especially for a
2
family was not understood then. T%ﬁ understanding fer—enre—of—us——

_(Bell), was put forth in a paper in 1972 (Bell, Chen, Rege).

The Unibus bandwidth proved unacceptable for all communications at the

n

very high and low end designs. Whereas, this chapter posits a
multiprocessor, and multiple Unibusses, this precise structure did not
/' A
4% @ //JZV‘MLJ( /
evolve(. The bandwidth has subsequently been shown to be adequate for

all but the largest configurations when a cache is attached to the
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processor as in the 11/60 (see Chapter 00). Note the effect of a 90%
cache hit rate is to reduce the number of access to primary memory via

the Unibus by a factor of ten!

W

The memory address space was too small.

4., The particular data-type extensions weren't predicted. While floating
point data was discussed, the character string and decimal operations
weren't described. These data types evolved in response to market need
(and COBOL) which didn't exist for DEC at the time the machine was

designed.

We have made a major change in the chapter by removing the original ISP
description and replacing it with a correct and complete (memory management
and floating point) ISPS description that was used when the 11 was
evaluated as a Computer Family Architecture (CFA) standard by the U. S.

Defense Department.

CACHE MEMORIES FOR PDP-11 FAMILY COMPUTERS

Chapter 00 by Strecker is included for four reasons: it is a clear
exposition of the cache memory structure and its design parameters; the
cache is the basis of the fast PDP-8 (Chapter 00), the 11/60 (Chapter 00)
the 11/70 (page 00), and the KL10 (Chapter 00); the design methodology is
well done--it is "good engineering"; and finally the paper is

nwell-written"--in fact, it received the award for the Best Paper at the
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Third Computer Architecture Conference at which it was presented. Thus,
since a relevant paper that provides a clear exposition, while illustrating
good engineering and being well-written, is so rare we also publish it

simply to serve as an encouragement and an example for those who should

U@KBPERf\understand and describe their work.

The design process is implicit in the way the work is carried out to
determine the structure parameters. It should be noted that it was easy to
collect data statistics about the program's behavior since the trace bit, ?/

permits the 11 to interpret itself on a one at a time basis. The relevant

~—parameters are—varied—and sensitivity plots (runs) are made to determine

the effect of each parameter on the design. In the 11/60, Mudge (Chapfer

~f:"'u|,/ Ak ¥ 1(’

I

00) alse uses the _same-methedotogy—and Strecker' s‘*races One of the

-

jmportant parameters to understand is the time between changes of context.
To the best of our knowledge this study is unique;becausé all real time and
multiprogrammed systems have many context switches. The PDP-8 cache design
(Chapter 00) shows the effect of segmenting the cache for instructions and
data. The PDP-8 chapter discusses the performance for a particular design,
and the performance numbers are in terms of a speed-up factor. Strecker
gives the performance evaluation in terms of cache miss ratios. The

performance measures, see Fig. Cachespeed, are related (Lee, 1969) in the

following way (assuming an infinitely fast processor) :

total no. of memory accesses by the processor, Pc

o
"

m = no. of memory accesses that are missed by the

cache and how to be referred to Mp

e Huwn wrsltafondy L g
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t.c = cycle time of cache memory, Mc
t.p = cycle time of primary memory, Mp
R = t.p/t.c (ratio of memory speeds), where R is

typically 3 to 10

the relative execution speeds are:

t(no cache)

PR

t(to cache)

p + mR

speedup = pR/(p + mR) = R/(1 + (m/p) R) = a = miss ratio = m/p

therefore

speedup = R/(1 + aR) = 1/(a + 1/R)

note that if a

0 (100% hit), the speedup is R; while

if a

1 (100% miss), the speedup is R/(1 + R), i.e.,
» ,L{,‘ o il | /_,’:’,

\)
)2

the speedup is less than 1
m

IMPLEMENTATIONS

A MINICOMPUTER-COMPATIBLE MICROCOMPUTER SYSTEM: THE DEC LSI-11

This first chapter of the implementation section was written from the

knowledgeable user viewpoint. Although the paper is a descriptive
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narrative of the design frem the chips, boards and backplane levels, it

[

lacks insight that the designers at Western Digital or DEC (Lloyd Dickman, /Dusw.c |

Rich Olsen, or Mike Titelbaum) might have provided. An account of the
chip-level design is available (Soha and Pohlman, 1974). The design was
done at Western Digital by Roberts, Soha, and Pohlman as a relatively
general purpose microprogrammed computer that could be used to emulate many
computers. When DEC started working with them for use in the
interpretation of the 11 ISP, the design took on more of the 11 structure.
Two design levels are described in the paper: the 3 chip microprogrammed
computer as it is used to interpret the 11 ISP; and the particular PMS
module level components as they are integrated into a backplane to form a
hardware system. Sebern points out the microprogramming tradeoff that took
place between the chip and module levels to carry out normally hardware
functions: +the time clock, the console, refreshing dynamic random access

MOS memory, and power fail control.

The subtleties and uniqueness of the module structure are not described,
nor are the design alternatives. For example, the alternative, bounded
design that is typical of one board microcomputers was considered, though
not described. A lower cost one board system, like the VT78, (page 00) has
evolved and will—eventually be-marketed-—This—strueture is shown in Fig.
KXT11. The initial module level design was predicated on a quad-sized form
factor and plugged into a conventional backplane. The modules are shown on
page 00. Since there were not special ICs beyond the 3 chip processor,
options tended to be relatively large and often occupied a full quad

module. For options that were greater than a quad size, an ingenious

——
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packaging scheme was used for providing interconnection points on the extra
half of the module (a double sized module) which was not used as the LSI-11
Bus (requires a double sized module). This permitted multiple board,
complex options (e.g., a disk controller) to be packaged as a single option
with no interconnection between the boards except the second half of the
quad board. As DEC began to build special ICs to interface to the bus, the
option sizes began to decrease to occupy a double module. This system is
now known as the LSI-11/2. A backplane system with modules is shown in
Fig. LSI-11/2. The options available for the two systems have evolved as

shown in Table LSI-11 Options.

Table LSI-11 Options

[Teicher to supplyl]

The effect of a lower cost LSI-11 system is to provide additional

applications as we discuss in Chapter 1, page 00.

USING LSI PROCESSOR BIT-SLICES TO BUILD A PDP-11--A CASE STUDY IN

MICROCOMPUTER DESIGN

This paper by the designers of CMU-11 appears both in the module part and
in this part on PDP-11 implementations. The Intel 3000 bit slice, herein
called a Microcomputer (for Microprogrammed Processor), is used *to
interpret a PDP-11 ISP. The purpose of the design was to test the
assertion that the bit-slice based arithmetic unit with register memory and

microprogrammed control would simplify the design and construction of




PDP-11 Glue 12/15/77 Page 9
G. Bell print date 12/15/77

processors. The 11 was selected as a target problem in order to avoid the
temptation of changing the problem (11 processor) to fit the building
blocks (the Intel 3000 processor). As such, the authors observed the
awkwardness that ultimately resulted in lower (than desired) performance.
In retrospect, the Intel 3000 has not become the standard bit-slice
architecture that the AMD 2900 series has, but perhaps suffers from being
one of the earliest. Dgtailed comparisons including a breakdown of the
various parts of the processor design are given and compared with the
LSI-11 and 11/40 designs in terms of performance and cost (IC count and

number of control bits in the microprogrammed controller).

A key part of the investigation was to evaluate the computer aided design
tools. The Stanford University Drawing System (SUDS) and the SAGE logic
simulator were the key components. SAGE was predicated on being able to
detect all the design and timing flaws prior to construction’ The authors
claim that 95% of the errors were detected by the simulation--and all
errors were ultimately detectable once the simulation data or machine

description was changed.

DESIGN DECISIONS FOR THE PDP-11/60 MID-RANGE MINICOMPUTER

Unlike the reports from an architect's or reporter's viewpoint this chapter
is a direct account of the design from the close proximity of the project.
Because it is a mid-range machine, the 11/60 is a difficult design for the
reasons of the designer characteristics, Chapter 00, page 00. The design

is neither the lowest cost nor performs the highest of the 11s, but has to
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be the right balance of features, price, and performance against criteria

that are usually extremely vague.

Four interesting aspects of computer engineering are shown in the 11/60:
the cache to reduce Unibus bandwidth; trace driven design of floating-point
arithmetic; providing writeable control store; and increasing the

reliability, availability and maintainability.

Whereas the Unibus had previously thought to be inadequate for high
performance, the cache is used to unload the i/o traffic and provide high
performance without the attendant cost*. The work is based on Strecker's
(Chapter 00). The study leading to determining the block size is given.
The block size can only conveniently be one since additional traffic is
generated by fetching multiple words which would tie up the Unibus with

additional traffic.

The use of trace data to design the floating point arithmetic is described
together with the resulting design. Note that the 11/60 performs roughly
at 11/70 speeds with lower cost. The implementation of the two can be

compared in the following table.

Table - Implementation of 11/60 and 11/70.

11/60 11/70

Base Pc X p.4
#Jsing Amdahl's constants, page 00, the reader might compute the bus

bandwidth (for i/o traffic) and the address space needs for this speed
processor given the cache and compare these needs with the Unibus.
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Floating point b ¢ X
Cache X X
Memory management 0 X
Total X .

Microprogramming is used to provide both increased user-level capability
and increased reliability, availability and maintainability. The large
writeable control store option is described together with its use for data
storage and various applications. This option has been recently used for

emulating the PDP-8 with 0S/8 operating systems.

A general discussion of microprogramming is also given, especially with
respect to memory technology advances (see also Chapter 1, page 00). Other
semiconductor technology improvements are described together with how they
effect price and performance. It is interesting to note that the simple

concept of tri-state logic* had such a great effect on the design.

mpact of Implementation Design Tradeoffs on Performance: he -11, A

Case Study

This chapter presents a most comprehensive comparison of the eight PDP-11
processor implementations. The work was carried out to investigate various
design styles for a given problem--the interpretation of the PDP-11 ISP.

Aside from any conclusions the tables give more insight into processor
%#)bility to interconnect a number of subsystems together through a wired-or

connection.
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implementations than is available from any single source we know. The
usefulness of the data also comes from having an outside observer examine

the machines and provide insight.

The tables include:

1 A/set of instruction use frequencies, by Strecker, for an operating

~

L

system. ;?%he reader should note the frequencies do not reflect general
purpose use, e.g., there are no arithmetic and floating point

instructi07ij

2. /{;plemenfa*jon cost (modules, ICs, control store widths) and
performance (micro- and macro-instruction times);%«r coech rmodad / 'j
‘) S / 0’[/»»
3. /k/canonical data path is—pesited for all 11 implementations, and each

processor is presented and compared with it.

With this background data, a "top-down" model is built which explains the
performance (macro-instruction time) of the various implementations in

terms of the micro-instruction execution, and primary memory cycle time.

Since these two parameters don't fully explain (model) performance, a set
of bottom-up factors must be introduced. These factors include various
design techniques and the degree of processor overlap. We believe the fact
that the problem is constrained should provide useful insight to both

computer and general digital systems design.
Ty : ‘ —through a wired-or
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TURNING COUSINS INTO SISTERS: THE ROLE OF SOFTWARE IN SMOOTHING HARDWAR

DIFFERENCES

Since FORTRAN is quite possibly the most often executed language for the
PDP-11 and the one we intended that it execute, it is important to observe
the 11 architecture as seen by the language processor--its user. The first
FORTRAN compiler and object (run) time system are described together with
the evolutionary extensions to improve performance. The FORTRAN IV+
compiler is only briefly discussed since its improvements are largely a
matter of compiler optimization technology and are less relevant to the 11

architecture.

The chapter title overstates the problem since the five variations of the
11 ISP for floating point arithmetic are made to be compatible by providing
what amounts to five separate object (run) time systems and a single
compiler. This transparency is provided quite easily using a concept
called threaded code. This concept appears to be a very simple interpreter
for the PDP-11--and might not be called an interpreter by many. With
threaded code, one 1-word instruction requiring ftwo memory cycle times is
executed each time the next high level operation code is to be interpreted,
otherwise the processor is carrying out the desired op code. When a simple
integer expression like A = A + 1, which occupies 2 memory words and
requires 3 memory cycles to execute, is transformed into a threaded code

version the program still only occupies 2 words, but instead requires 5
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memory cycles to execute (nearly a factor of 2). For more complex
operations requiring longer execution times, like floating point
arithmetic, the overhead turns out to be quite low and the space
utilization is quite good:j Jim Bell discovered this technique and it has
been used extensively féf.other compilers because the time and space
overhead is so low. The ability to carry out the interpretation so

elegantly was not part of the original design, but rather turned out to be

possible based on the generality in the 11's indexing modes.

The first version of the FORTRAN machine constructed was a simple stack
machine. As such, the execution times turned out to be quite long. By
recognizing the special high use frequency cases (e.g., A=0, A=A+ 1,
etc.) and by having better conventions for three-address operations to and
from the stack, speedups of 1.3 and 2.0 for floating point and integers,

respectively, were obtained when a more complex machine was constructed for

the second version.

Since this paper is really on the construction of an extension to the 11 to
execute FORTRAN, it is interesting to compare it with the FORTRAN IV+
machine which uses the floating point processor (11/45, 11/55, 11/60,
11/70). If the FORTRAN machine described in the paper is microprogrammed
and made to operate at FPP speeds, the two machines turn out to operate at

roughly the same speed and programs oOcCupy roughly the same program space.

WHAT HAVE WE LEARNED FROM THE PDP-117?
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This chapter is a substantially revised version* of a paper written for the
CMU Computer Science 10th Anniversary, September 1975. This paper was
written to critique the original expository paper on the PDP-11 (Chapter
00) and to compare the actual with the predicted evolution. The four
eritical issues of technology, bus bandwidth (and PMS structure), address

space and data-type evolutions are examined.

The first part of the chapter discusses how the technology is used as a
basis for the evolution (something we did not understand when the machines
were originally planned). The role of semiconductor memories is especially
&//// critical, The next section describes the evolution from the point of view
of the various development projects and people. Some early (historical)
design documents are introduced to further aid in understanding the design

process.

The main section consists of: evaluating the Unibus, examining the
cost-performance evolution, the ISP and discussing the organizational
issues behind why multiprocessors haven't evolved. As a comparison,
Chapter 00 on C.mmp describes the technical problems associated with

multiprocessors.

The Unibus evolution is given and the case is made for its optimality. The
Unibus has had greater longevity and use than any of the other DEC busses

and compares favorably with the IBM I/0 Channel Bus as a universal standrad

of interconnection.

%#The paper is 50% longer. The introductary overview has been deleted (and
is now placed in Chapter 1) and the sections on the 11/45 and 11/70 have
been greatly expanded to include the perturbations due to the memory
address and protection extensions. A detailed evolutionary model of the
cost, and performance characteristics has been added. More historical
facts are introduced, particularly as they effect the design of the
extensions. Finally the basis (need) for the VAX/11 extension is

discussed.

e ——“
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We try to provide a set of evolutionary cost-performance metrics so the 11
can be compared with the other machines (18-, 12- and 36-bit) in the book
(Chapter 00, 01, and 02). Also, here we go into the unique problem the 11

has of designing a range of machines.

Although an ISP evaluation is given, it is quite weak. By comparison,
Chapter 00 by Brender, gives aAuseful evaluation of the architecture for
FORTRAN execution. A complete section is given on the addressing extension

beyond the 11/45 and 11/70 extensions which required a major perturbation

in the form of the VAX/11 extensions.

The final section to the research community describes some general problems
encountered in structure design and engineering, together with how solving
them might be useful in subsequent designs. (This part has been expanded

too.)

RO R

THE RESEARCH COMPUTERS OF CARNEGIE-MELLON UNIVERSITY

These three multiprocessor computers which use the 11 as a basis were built
at Carnegie-Mellon University to carry out various computer structures,

operating system and application program computer engineering and computer

science research.

The first computer, C.mmp, is a 16 processor (model 11/40's) system with 1
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million words of shared primary memory. It was built to investigate the
programming (and resulting performance) questions associated with having a

large number of processors.

The second computer, Cm*, is also discussed in the Modules Part as the

modules that form Cm* are LSI-11 computers. Cm* evolution was based on the
premise that ultimately, the smallest modular unit (i.e., ultimately all

ICs) that would be used to build digital systems is the computer. With

this premise, it is important to understand how to interconnect ;hem<,aufunzaau

physically, how to assign parts of the problem to the various computers and

how to program thew, c«vtiﬁ\ :4p¢,@U/ﬁ,

&ﬁ% C.vmp, for voting multiprocessor, was designed to investigate how a
production microcomputer, the LSI-11, can be used to build a triplicating,

voting high availability computer.

The goals of the first two are performance while the third uses multiple
computers for redundancy and reliability. To this end, Fig. Perf shows the

effect of using multiprocessors to execute various algorithms (More to come

here!).

We believe that technology will force the evolution of computing structures
to be along all three lines of multiprocessor computers: C.mmp-4ffor high |
performance, incremental performance and availability; less tightly coupled
computerﬁjj%&ffyfor more ad hoc structures to handle specialized processing

(e.g., front end, file, signal processing); and C.vmp--for high
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availability based on increased maintenance costs.

The technology force argument is based on history, near term technology and

resulting price extrapolations. |+t . © 2 Follows:

1. The MOS technology is increasing in both speed and density faster than
the technology (e.g., ECL) from which high performance machines is

formed;

2. The price per chip of the MOS one chip processors decreases at a
substantially greater rate than low volume special designs due to the

much higher volumes and very high design costs (for both designs);

3. For all intents and purposes, the processor cost of the low end is 0
relative to all other costs of the system! The resulting performance
(in operations) per chip and cost per operation per chip are rapidly
diverging from the high performance semiconductor technology4;g§6h

A
conventional high performance machines are formed.

4. Standards (in the semiconductor industry) for high volume products tend

%
to form more quickly. For example, in the @8—bit microcomputer market,

1-type¥ supplies about 50% of the market and 3-types supply over 90% of

the market.

5. A 16-bit processor (-on-a-chip) with an acceptable (for the

performance) address space and appropriate data-types is eminent.

,(' F \‘|/,! {'ﬂ,f :"w ({.‘/ all [1 {‘L'\,,q ({cf'jbo.

&
UUC(‘ C r()v;w<ﬁi.l 2 n )

xy¢~‘hu
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These factors produc{ibetter (in terms of price and price/performance)
computers at the low cost market end at a diverging rate compared with
large scale computers. Furthermore, large scale applications have been
slow to form since problems complexity increases more rapidly than program
size. Therefore, most subsequent computers will be based on standard, high
volume parts. For high performance machines, since processing power is
available at 0 cost from a processor-on-a-chip based processors, large
scale computing will come from arrays of processors, just as we build

arrays of 16K bit ICs to form memory.

C.mmp--A Multi-Mini-Processor

C.mmp was motivated by the need for more computing power to solve speech
recognition/signal processing problems and to understand the mul tiprocessor
software problem. Until C.mmp, only one large, tightly coupled
multiprocessor had been built--the Bell Laboratory's Safeguard Computer

,(BSTJ issue?).

The introductory section describes the economic and technical factors
influencing multiprocessor feasibility and argues that it's important to
embark on the research because of the timeliness. Various problems to be
researched are given together with a discussion of particular design
aspects. For example, since C.mmp is predicated on a common operating
system there is degredation both due to memory contention when all the

processors use the same memory block and since there are common

synchronizing locks for parts of the software, degredation may occur when a
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processor must idle and wait to enter common critical sections. The
machine's theoretical performance due to memory processor interference is
computed based on Strecker's (1971) work. In practice, memory interence
was a problem resulting in poorer than expected performance because the
memory was not built with low order address interleaving. This problem had
to be solved by moving program segments of the memory. It should be noted

that when the number of memory modules and processors become very large,

the performance (as measured by the number of accesses to the memory by the -~

(S
processors) approaches the memory bandwidth (m/memory-cycle-time) x “/e.
Thus, there is not a maximum limit on performance with infinite processors

provided they are all not contending to access the same memory.

Although there is a discussion outlining the design direction of the
operating system, Hydra, later descriptions should be read (list the

references?? here). Since the 11's small address impaired use, 11/40s with
microprogrammed writeable control stores were used to implement operating

systems calls involving changing the segment base registers.

One of the most pleasant surprises of C.mmp was the ALGOL 68 implementation
because it enables parallel programs to be specified. The result (see page
00) in terms of performance are quite encouraging! There are three basic

approaches to effectively applying multiprocesors:

1. having lots of independent work to do through multiprogrammed,

timeshared and multiple independent computers;

-1
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2. having the compiler for a conventional language (e.g., FORTRAN) detect

and compile statements that can be executed in parallel;

3. introducing new primitives into the programming language (e.g., ALGOL
68) so that algorithms for parallel execution are specified by the

programmer .

Although C.mmp was only predicated on type 1 use, the ALGOL 68
Pa:oﬂld—

implementation on C.mmp aakeé;L;pe—%—aee—poesibée—#eee—ﬂé P o r,'Ewmr,
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Multi-Microprocessors: An Overview and Working Example

Cm* is a system of high level modules, constructed of LSI-11 computers,
which can be interconnected to form large computer structures. The Cm¥
work sponsored by NSF and ARPA are an extension of NSF sponsored research ,ﬂ,/.v
(Bell, etc. 1973) on register transfer modules. As LSI and (ULSI enable

construction of the processor-on-a-chip, it is apparent that low level n
s EUL//

register transfer modules are passe' for the construction of low volume ,spouxf\%pJ
Q (wr(_g,c\nrh"' ) ¢ »“ l\' i eolelis (Q,(,-()n}( n‘*t L cnd et &

computers. Evenyene~&s—us&ag~an&~oontr1but1ng_£o—£he standard&\ Although

the research is predicated on structures employing a hundred or so (L“C“-hu’

processors, this chapter describes the culmination of the first ten

processor phase.

A motivation of Om* is based on a diseconomy of scale for large computer
( {e 670(64 ©o°)
introductions during 1975-1977. Computer modules (Cm*), multiprocessors

(C.mmp) and computer networks are described in terms of performance and
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problem suitability to provide additional context for the research. The

chapter gives a description of the modules structure, together with their

associated and potential problems (research).

The final, most important part of the chapter evaluates the performance of

Cm* for five different problems.

C.vmp: The Architecture and Implementation of a Fault Tolerant

Multiprocessor

C.vmp is a triplicated, voting multiprocessor designed to understand the
difficulty (or ease) of using standard, off-the-shelf LSI-11s to provide
greatly increased reliability. There is concern for increased reliability
because systems are more complex, are used for more critical applications,
and basic maintenance cost for all systems are increasing. Because the
designers carry out and analyze the work, this chapter provides a great
deal of insight into high reliability designs and design
process--especially its evaluation. The system has operated for several

months and the first phase of work is complete.

Several design goals are initially predicated and the work is carried out
against the goals. Two of the more interesting goals include using
off-the-shelf hardware and software with no modifications to the

components.

The goal of software and hardware transparency turned out to be easier

« o £ rd\)d GKD
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because of an idiosyncrasy of the floppy controller. This controller
operates on a word-at-a-time transfer from a one-sector buffer after a
sector is transferred--thus voting is carried out at a very low level
(i.e., as bus transfers are made). It is unclear how the system would have
been designed without this type of controller, but as a minimum, some form
of software transparency goal would have been violated together with a

significant controller modification.

A number of models are given by which the design is evaluated. Various
component reliabilities are used and the reader should get a great deal of
insight into the factors contributing to reliability. It should be noted
that a special hardware voter is needed in order to build a marketable
C.vmp. While the intent of C.vmp is not a product, it does provide much of

the insight for such a product. ‘
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Turning Wi\g‘;\iﬁ Cousins into Sisters: The Role ofSoftware in Smo&w}»ins Hardware Differences
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cowlol
This part eem stand alone as a book on the(PDP-11 computer structure

25-BlanAnAr~ ot g

dloea R
evolution, although it relies on the conceptual framework of Chapter 1, and
the ISPS language description given in appendix 00. The 11 has evolved
‘CVMV\
quite differently £han the other computers in this book, and as such

provides an independent and interesting story. The factors that have

oy bone giraaxes
created the machines are clearly market and technology based; generating a
(o oy
large number ££em) of Si-fferent implementations/over its relatively short
%‘& . . AL /V\AAM e ,WI&—(‘};»V,LMW /.'waw‘YJL 700/7@%%:“ Wf"
&sev-en—year\) lifetime. Because ther‘q{ is—an—expanding—range—of-machines

PR TR 7 VUV f‘;»,mww) e POP-/1 whieh A ot ECCtrn MMM?/
veesumr+émﬁ(provides problems and insight in—aédé%éon—tczthe traditional
v hamsn
mini (8 Family); the best cost/performancel(18—bit), and the high
MAM«\;‘\‘J,A
performance lees—than-$500% (the DECsystem 10). The 11 designs cover a
soo%l

range of a—faotor of-500 in system price ($500 to $250,000) and 500:]in
memory size (4 Kwords to 2 Mwords).

The QL
This part is divided into fiwve sections, ecnsisting—of:

1. Introduction.

The
This first chapter (00)’published when the 11 was announced)introduces

the architecture, gives its goals, and predicts how it might evolve.
adrpuwk Y rian

The family notion is quite strong, although not specifr%. Chapter 00,

What Have We Learned From PDP-11, might be read next in order to get
G
the broadest overview, and best immediate critique of the 11 evolution.
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2. Conceptual Basis.

This section contains two papersé}that eembéﬂed—*dth-ﬁhap%emueﬂ,.fbrm
some of the conceptual basis for the models. Strecker, Chapter 00,
describes the cache memory mechanism for building high performance
models (specifically the 11/70). Levy describes the intercommunication

problem among physical components and how busses carry out this task.

3. Implementations.

weplevn @ wiasdoon
Of the fourkchapters, three are on specific implementations (LSI-11,

CMU-11 and 11/60) and the fourth (Chapter 00) is a study of all models.
coraparatint Oloda. o
This latter chapter provides details—of the various implementations

o

Lamt
4., Evaluation. /&hapter 00 evaluates the 11 as a machine for executing

FORTRAN. What We Have Learned From PDP-11, Chapter 00 discusses -sds

poe-) edals uetucad i Chapien 1,
aspects of thekevolution in terms of the iméweductory thepter—( 86—
5. \/PW;;:‘”\ S MMMW“U& :a\:/f\x—n) i caranes Vht W da CAaRL AL ol
(PP ,;kwc Fmp i AALOw, VAY-11"[/780.

!
l
I
\
\
\
together with how the designs fit a conceptual model.
l
l
}
\
\

6. The multiprocessor research computers of Carnegie-Mellon University.
7
4 “'Three multiprocessors: C.mmp (Chapter 00), Cm¥* (Chapter 00) and C.vmp
bt /},H
Jﬂ”j (Chapter 00) give examples of a 16-processor multiprocessor, a set of cﬂ“‘f“““«—

modules based on LSI—11)and a triplicated, voting multiprocessor

computer for high reliability.

A NEW ARCHITECTURE FOR MINICOMPUTERS--THE DEC PDP-11




of micro, mini and mid:(%orrespond quite closely to those of Chapter 1.

The waajor veasons(elaborass upsn in Chaapiey oo for
Al though-we.comment.on the disparity between the predicted and actual
evolution in.-Chapter-004—-seme~of-the-imporbant-peasons-are:

1. The notion of designing with improved technology,especially for a
w 1970 - coma Lot awal

family,was not understood them. This understanding(was put forth in a

’ ’ PDP-11 Glue 12/15/77 Page 3 -
S G. Bell print date 12/16/77
It is somewhat anticlimactic to discuss this original PDP-11 description
here because Chapter 00 explicitly discusses "What We Have Learned from the
PDP-11". The purpose of the chapter was originally threefold: to give the
PMS and ISP architecture of the PDP-11 as it was flrst proposedjto describe
L ;
the first (11/20) 1mplementatlo;3;t a time when *he whole archlfecture had “\
no* beeﬁrworked out or evéh"fully conSJderedi and to show pOSSlble
»_./—\-_—\—M """" e ——————— E—
extensions. Hw won -‘Vm’”\/"""(”
i 1%e computer class definitions (given in 1970)
paper in 1972 (Bell, Chen, Rege).
mealts
2. The Unibus bandwidth- proved unacceptable for all communications at the
Ao tbhnugh
very high and low end designs. WhereaS7 th1s chapter posits a. O i
multiprocessory and mu1+1ple Unlbussesom——th-:-s—-ppee-l-eefs*r'ucture did not
Yoy chapiin Llatd~odenr A s

evolve as a standard:J(EEEABandwidfh has subsequently been shown to be

5’>adequate for all but the largest configurations when a cache is

olibede ‘
Ak ;f p attached to the processor as in the 11/60 (see Chapter 00). Note the
g Vﬂw\ 1
A 4
Ndd effect of a 90% cache hit rate is to reduce the number of access to

A H,,L,

primary memory via the Unibus by a factor of ten!
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3 TheApemory address space was too small.

rart
4. The particular data-type extensions werewk predicted. While floating
Wﬁﬁk ¢
point d&%a(was discussed, the character string and decimal operations
net

were®y described. These data types evolved in response to market need
— Lactors which olidd ot exi's+ ia VAT0,
§and COBOLZ which didn't exist for DEC at the time the machine was

designed.

We have made a major change in the chapter by removing the original ISP
o X :_/{,-m-,?)
description and replacing it with a correct and complete (ﬁemory management
qiven in Appendix & ‘ef eme beo k.
and floating point) ISPS descriptionkbhat was used -when-the-11-was
evaluated as—a Computer-Family Architecture—{(CFA) standard by-the-U.—S.

/ Defense Department .

CACHE MEMORIES FOR PDP-11 FAMILY COMPUTERS

Chapter 00 by Strecker is included for four reasons: it is a clear
exposition of the cache memory structure and its design parameters; the

& [8elt era! ,1974D
cache is the basis of the fast PDP-8 (Ghepter—00Y, the 11/60 (Chapter 00)
the 11/70 (page 00), and the KL10 (Chapter 00); the design methodology is
well done--it is d%ood engineeringéz and finally‘the paper is
éﬁell—writtenéz-in fact, it received the award for the Best Paper at the
Third Computer Architecture Conference,ab—wh%eh—&b—w&e—p&eeeﬁbed.»aThus,
since a relevant paper that provides a clear exposition, while illustrating
good,engineering-andvbeingﬂwe;l—yai%%enyhisﬂssnnane hk also publish it

simply to serve as an encouragement and an example for those who should
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anol veleveint
understand and describe their worke—— Suth well-wyiHen) papers ave enly
4’09 veve .

cacke S il
Theldesign process is implicit in the way(the work is carried out to

< . —
determine the structEﬁf—gizggggggi;j:;;:;;:;I;:;;:;;;ed.that it «SL easy to \\\\\\
POP-1) S

whe P
collect data statistics about the program&g behav1or since the trace bi -

ML(- inabrunchasna,
fzz7perm1ts the 11 to interpret itself on a eme—at—a—time basis.

relevant sensitivity plots (runs)/ are made to determine the effect of each
parameter on the design. In the/11/60, Mudge (Chapter 00) uses Strecker's

program traces and methodology. Y One of the important parameters to

understand is the time between changes of contex;[’-;;>the best of our

knowledge this study is unique. i 4‘———___;__~;~_;——_—;’ﬂ41B;cause
e —

(all real time and multiprogrammed systems have many context switches The
W

PDP-8 cache design (Chapter 00) shows the effect of segmenting the cache

for instructions and data. Qe_m-a_a&u.p:mu_ﬂm_pmmamg_ﬁm‘_

_faebews A Strecker gives the performance evaluation in terms of cache miss
P Iy Y

TR o & ador @Al ann Yeannn of o APLEH gy Koikbn
?hﬁzperformance measures, see Fig. Cachespeed, are related (Lee,

ratiosk

1969) in the following way (assuming an infinitely fast processor):

= total no. of memory accesses by the processor, Pc
= no. of memory accesses that are missed by the
cache and how to be referred to Mp

= cycle time of cache memory, Mec

= cycle time of primary memory, Mp

= t.p/t.c (ratio of memory speeds), where R is

typically 3 to 10

b o P)P-8 )}u Bolt—et- ol /74 ]

A AL i, bl Ntk vo Panl 1T, (e, ¥
""V\A’WAM * W p{p // '.
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the relative execution speeds are:

t(no cache)

PR

t(to cache) = p + mR

speedup = pR/(p + mR) = R/(1 + (m/p) R) = a = miss ratio = m/p

therefore

speedup = R/(1 + aR) = 1/(a + 1/R)

note that if a = 0 (100% hit), the speedup is R; while

if a

1 (100% miss), the speedup is R/(1 + R), i.e.,
the speedup is less than 1 (i.e., time to

reference both memories)

IMPLEMENTATIONS

A MINICOMPUTER-COMPATIBLE MICROCOMPUTER SYSTEM: THE DEC LSI-11

was written from the 4»~UAVPGQ~*

knowledgeable user, wiewpaint. Although the paper~is a descriptive
oA esmcdn oA ——

narrative about the design aﬁ(the chips, boards)and backplane leveis,

lacks insight that the designers at Western Digital or DEC (Duane Dickhut,
1e

Lloyd Dickman, Rich Olsen, or Mike Titelbaum) might have provided.K An

account of the chip-level design is available (Soha and Pohlman, 1974) .
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The design was done at Western Digital by Roberts, Soha, and Pohlman as a

relatively general purpose microprogrammed computer that could be used to

maéu ;zfo%@e/p

emulate many computers. When DEC started working with Sthem—fen—tse—in=bire-
interpretation of the 11 ISP, the design took on more of the 11 structure.
Two design levels are described in the paper: the 3 chip microprogrammed
computer as it is used to interpret the 11 ISP?)and the particular PMS-
—modmEe level components as they are integrated into a backplane to form a
hardware system. Sebern points out the microprogramming tradeoff that took

WW v
place between the chip and module levels to carry outAnormally[hardware:

' . o PDP-11 Glue 12/15/77 Page 7 “////
I
!
7
|
|
|

funetiomas the time clock, the console, refreshing dynamic random access

MOS memory, and power fall control.

32A¢u&u$4;f

RXT-1\, e RXT ] o o “ a«‘m % LSI—-/I
- LSI-1/ M-loo

\
|
175 Mf ““—"‘C“‘,,,,“W,,.m W oncin o
37s:f: s he subtleties and unlquehesé;gf ;:g+module structure are not desc:;bed 3

nor are the design alternatives. For example,-&he—a}%ernative‘ bounded

one board microcomputers was considered, though

Ao o a
not described. JXlower cost one~woard system, like the VT78, (page 00) has

f fov var LT~ 1)
. IThe initial module-level design‘yas

\

\

\

l

’ evolved and is shown in Fig.

‘ predicated on a quad-sized form factor and—ptugged—inte a conventional

} backplane. The modules are shown on page 00. Since there were not special
ICs beyond the 3 chip processor, options tended to be relatively large and

often occupied a full quad module. For options that were greater than a

daaseol » TH onv.o‘.&.ﬂL
quad size, an ingenious packaging scheme was used—for—preiding.

interconnection points on the extra half of the module (a double sized
module) which was not used as the LSI-11 Bus (requires a double sized
module). This permitted multiple board, complex options){e.g., a disk

controllerd to be packaged as a single option with no interconnection
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Via
between the boards except,the second half of the quad board. As DEC began

to build special ICs to interface to the bus, the option sizes begern—to
decrease{to occupy a double module. This system is now known as the
LSI-11/2. A backplane system with modules is shown in Fig. LSI-11/2. The
options available for the two systems have evolved as shown in Table LSI-11

Options.

Table LSI-11 Options

[Teicher to supplyl]

The effect of a lower cost LSI-11 system is to provide additional

applications as we discuss in Chapter 1, page 00.

S ST PROCESSOR BIT- ES TO B A PDP-11--A CASE S I

MICROCOMPUTER DESIGN

This paper by the designers of CMU-11 appears both in the module part and
in this part on PDP-11 implementations. The Intel 3000 bit slice, herein
called a Microcomputer (for Microprogrammed Processor), is used to
interpret a PDP-11 ISP. The purpose of the design was to test the
assertion that the bit-slice based arithmetic unit with register memory and
microprogrammed control would simplify the design and construction of
processors. The 11 was selected as a target problem in order to avoid the
a aal TSP
temptation of changing the problem (+~processor) to fit the building
blocks (the Intel 3000 processor). és=ewed, the authors observed *mEe"

awkwardnesgfthat ultimately resulted in lower (than desired) performance.
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In retrospect, the Intel 3000 has not become the standard bit-slice
N g
architecture that the AMD 2900 series has,; buf perhapsksuffer.(from being
one of the earliest. Detailed comparisons including a breakdown of the
various parts of the processor design are given and compared with the
LSI-11 and 11/40 designs in terms of performance and cost (IC count and
number of control bits in the microprogrammed controller).
M won ‘
A key part of the investigation was to[evaluatelthe computer-aided-design
tools. The Stanford University Drawing System (SUDS) and the SAGE logic
mol\oy
simulator were the”E%Q components. SAGE was predicated on being able to
- ok o oleigr

detect all the design and timing flaws prior to constructionﬁ The authors

W *WiS manner.

claim that 95% of the errors were detected by-the-simulation-—and-all-

errors_were ultimately detectable once-the-simulation-data-or-machine

The f—mnsu&. anmanlates( — Ve [Aeat- e

M

description was-changed-.- ) ft?"”'ﬂ"“"’ o

Aetio (10°/1)  ouial comsiranan] #f Rt SHEN SR
. SR CALL CEmAAONS .

DESIGN DECISIONS FOR THE PDP-11/60 MID-RANGE MINICOMPUTER

Unlike the reports from an architect's or reporter's viewpoint)this chapter

is a direct account of the de31gn from the close proximity of the project.

- raange waochined 1S onms \nherem¥ly Aifficwlt designg Mfor%\e

;!:iiU5ﬂ-JJhiHi-a-IiiLiHHﬁELJn3GbHJ¥ip-hhﬂ-11J5Q-JéLJLditf‘touﬁ%—diiﬂiﬂi_ﬁeh—ﬁhe

veasons wt presensed in [em: unctead]
Leasems of the designer char'acter*istics‘ Chapter 00, page 00.( i

W W?DP-“ 3 ¥

ﬁs neither the lowest cost nor ; has to

be the right balance of features, price, and performance against criteria

that are usually extremely vague.

Four interesting aspects of computer engineering are shown in the 11/60:

1
l
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+vatdic
the cache to reduce Unibus Dbendwidth; trace-driven design of floating-point

o tealdnA
ar‘ithmetic{'providing writeable control store; and increasing the

reliability, availability and maintainability.

W) Y
Whereas the Unibus had previously thought to be inadeqyate for high . Unadan
15y uadng n Cacht WAk me"‘_";w
performancejy *he~Tathe—is—used—to—untoad-the i/0 traffic, cnd-previde—high
N eashe.

Twn ?wukperf‘or'mance without the attendant cost*. The work is based on Strecker's

(Chapter 00). The study leading to determining the block size is given.
The block size can only conveniently be one since agisisiioneaimspmppimmias
gemerateds=by fetching multiple words wiisede would tie up the Unibus with

additional traffic.

The use of trace data to design the floating point arithmetic is described

together with the resulting design. Note that the 11/60 performs roughly
e R

at 11/70 speeds with lower cost. The implementation of the two can be

compared in the following table.
Table - Implementation of 11/60 and 11/70( cewnt 03 lMA»;te.oL it Asp-ond)

11/60 11/70

g [om: thatk 170 Sep Mamnt)

Base Pc b

Floating point l-f» 4

Cache 4
|

Memory management Z

YO %

#Using Amdahl's constants, page 00, the reader might compute the bus

. : i e q
bandwidth (for i/o traffic) and the address space needs for tlcus spee .
processor given the cache and compare these needs with ttle Unibus. | & we sholst
o Han fon. ol aaddn s "Whot LR RO ! ChoptinT] ,
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Microprogramming is used to provide both increased user-level capability
and increased reliability, availability and maintainability. The large
writeable control store option is described together with its use for data
storage and various applications. This option has been recently used for

ak Hhe
emulating the PDP-8 witir 0S/8 operating system;.ﬁzAN@( -

A
A general discussion of microprogramming is also given, especially with
respect to memory technology advances (see also Chapter 1, page 00). Other
semiconductor technology improvements are described together with how they
affect price and performance. It is interesting to note that the simple

concept of tri-state logic* had such a great effect on the design.

mpact of Implementation Design Tradeoffs on Performance: he =11

Case Study

This chapter presents a most comprehensive comparison of the eight PPt
wArol wa the e PDP-I|
processor implementationﬁé The work was carried out to investigate various

design styles for a given problem--the interpretation of the PDP-11 ISP.
| -
Wﬁe tableskgive more insight into processor

implementations than is available from any single source we know. The

usefulness of the data also comes from having an outside observer examine
9V

the machines and~peev+de insight.

The tables include:

#pbility to interconnect a number of subsystems together through a wired-or
connection.
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_ _ a sk of Ve
1. a set of mstructlop wese frequencies, by Strecker, for zameperabimgs

duifertne oppllations
sys+em. The reader should note the frequencies do not reflect genenad oll

wAL2
purpese—use , e.g., there are no anisbemesie—and floating point

instructionsg | we Aon MW cosle MMW

2. implementation cost (modules, ICs, control store widths) and
performance (micro- and macro-instruction times) for each model; and

. whach

3. a canonical data path for all 11 implementations, amd each processor is

| preserr®®t=and compared . iy

|
With this background data, a "top-down" model is built which explains the
performance (macro-instruction time) of the various implementations in

terms of the micro-instruction execution, and primary memory cycle time.

Since these two parameters dem*t fully eaap&aén-”model{ performance, a set

of bottom-up factors must be introduced. These factors include various ,
vhak aan
design techniques and the degree of processor overlap. We believe thre=faes

|
olo net W)
Hhaad-bite problem is=eomwsbradwed should provide useful insight to both ‘
|

computer and general-digital-systems designex's .,
EVALUATION

TURNING COUSINS INTO SISTERS: THE ROLE OF SOFTWARE I M ING HARDWAR

FFE

*¥Ab iﬁt-mmmmmﬁm‘&ﬁmm’mm

-~connection—




i R o N A~ 2 e o o e o

PDP-11 Glue 12/15/77 Page 13 v
G. Bell print date 12/16/77

Since FORTRAN is quite possibly the most often executed language for the
PDP-11 and the one we intended that it execute, it is important to observe
the 11 architecture as seen by the language processor--its user. The first
FORTRAN compiler and object (run) time system are described together with
the evolutionary extensions to improve performance. The FORTRAN IV&-pPLuUS

compiler is only briefly discussed since its improvements ewe- largely e e YO

aatter—ef compiler optimization technology ame are less relevant to the 11
architecture.
T
mvwr) 9/"""{" (J K
The chapter title overstates theAProblem since the five variations of the
codonAnti

11 ISP for floating point arithmetic are made to be compatible by/providing
dihebeemounie=be five separate object (run) time systems and a single
compiler. This transparency is provided quite easily using a concept
called threaded code. This concept appears to be a very simple interpreter
for the PDP-11--and might not be called an interpreter by many. With
threaded code, one 1-word instruction requiring two memory cycle times is
executed each time bhefzzut high level operation code is to be interpreted,
otherwise the processor is carrying out the desired op code. When a simple
integer expression like‘} =,§ + 1, which occupies 2 memory words and
requires 3 memory cycles to execute, is transformed into a threaded code
version the program still only occupies 2 words, but instead requires 5

memory cycles to execute (nearly a factor of 2). For more complex

operations requiring longer execution times, like floating point

arithmetic, the overhead turns out to be quite low and the space

alse
utilization is quite good. ITIOUZh=hob—used) It 1sApos51b1§ to move Lok AONL o

efficiently between threaded and directly executed code,L Jim Bell
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discovered bkise technique',and it has been used extensively for other

‘ ok i+s low
compilers because the” time and space overhead e=se—+ew. The ability to

carry out the interpretation so elegantly was not part of the original 990-])
- wan A CoOmAlgpinit of ot
design, but rather bsuwered=out=to~be-possible—based—en the generality dn the

11's i.n.d.ex-i-ng!modes.

The first version of the FORTRAN machine constructed was a simple stack

Tin Hat s cona(

machine. As such, the execution times turned out to be quite long. By

ouse

W)b’] recognizing the special high-ause frequency- cases,{e.g., A=0, A=A+ 1,

%and by having better conventions for three-address operat:‘ons(to and
from the sta09, speedups of 1.3 and 2.0 for floating point and integers,

M were obt.ained.mmu&*mﬁsm%

Lxooubte—EoRTRAN, It is interesting to compare [i#& with the FORTRAN IVf—PLu5
(,,‘*N“/%qn,

machine which uses the floating point processomﬁ1/ﬂ5, 11/55, 11/60, o,

11/70). If the FORTRAN machine described in the paper is(W

vesulting
and made to operate at FPP speeds, the bwe,\machines turn out to operate at

roughly the same speed and programs occupy roughly the same program space.

WHAT HAVE WE LEARNED FROM THE PDP-117

This chapter is a substantially revised version* of a paper written for the
CMU Computer Science 10th Anniversary, September 1975. This paper was
written to critique the original expository paper on the PDP-11 (Chapter

#The paper is 50% longer. The introductary overview has been deleted (and
is now placed in Chapter 1) and the sections on the 11/45 and 11/70 have
been greatly expanded to include the perturbations due to the memory
address and protection extensions. A detailed evolutionary model of the
cost, and performance characteristics has been added. More historical
facts are introduced, particularly as they effect the design of the
extensions. Finally the basis (need) for the VAX/11 extension is
discussed.

L e e
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00) and to compare the actual with the predicted evolution. The four
critical issues of technology, bus bandwidth (and PMS structure), address

space and data-type evolutions are examined.

The first part of the chapter discusses how the technology is used as a
basis for the evolution (something we did not understand when the machines
were originally planned). The role of semiconductor memories is especially
critical. The next section describes the evolution from the point of view
of the various development projects and people. Some early (historical)
design documents are introduced to further aid in understanding the design

process.

The main section\corsists of:/ evaluating the Unibus, examining the

cost-performance oludjon,/the ISP and discussing the organizational
issues behind why tippodessors haven't evolved. As a comparison,
he technical problems associated with

Chapter 00 on C.mpp d€scribes

multiprocessors.

The Unibus evolution is given and the case is made for its optimality. The
Unibus has had greater longevity and use than any of the other DEC busses

and compares favorably with the IBM I/O Channel Bus as a universal standrad

of interconnection.

We try to provide a set of evolutionary cost-performance metrics so the 11

can be compared with the other machines (18-, 12- and 36-bit) in the book

(warann DE CY
(Chapter 00, 01, and 02). Also, here we go into the unique[problem thelt

e paper is 50% longer. The introductary overvie § been deleted (and
is now placed in Chapter 1) and the sections o he 11/45 and 11/70 have
been greatly eXpa to include the perturbations due to the memory
address and protection extensions A detailed evolutionary model of the
cost, and performance cha added. More historical
facts are introdueed, particularly as they effect ™t design of the
extensions inally the basis (need) for the VAX/11 extenston-is

discusséd.
L
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ka8 of designing a range of machines.

Although an ISP evaluation is given, it is quite weak. By comparison,
Chapter 00 by Brender, gives a more useful evaluation of the architecture
for FORTRAN execution. A complete section is given on the addressing

|
; extensionybeyond the 11/45 and 11/70 extensions,which required a major
|
\

|

) \

perturbation’ ia—tieform—of the VAX/H—extensions. VAX-II. ‘

* spmpl \
| The final section’ko the research communitypdescribes some general problems

encountered in structure design and engineering, together with how solving
them might be useful in subsequent designs. <Phis part has—beemexpanded
too—

A VIRTUAL ADDRESS EXTENSION To THE DEC PDP-1\ Fp\nua(
o SHaclaents papen Yo 40 M—l

MULTTRROCESSOR™

VAX-1[1%0

‘ M-.)\_~r\'\7f&r)¢_cssar2 ‘
| THE[FESEARCH COMPUTERS OF CARNEGIE-MELLON UNIVERSITY
|

Qhese'fhree mu&%ipreeesﬁep-computers)which use the 11 as a basi§>were built
ve seavih

at Carnegie-Mellon University to carry out various computer structures, Ao

operating system5ané—apptTUation—program—cUmputer—Engtneerfng—and—eompu%eﬁh
' 28N
M“'Qo\s
The first computer, C.mmp, is a 16 processor (mosed 11/“0'5& system with # 2:5
million words of shared primary memory. It was built to investigate the

programming (and resulting performance) questions associated with having a

large number of processors.
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chopiin ol b Lrcatast phaghs cotl
The Jsecond computer, Cm¥, éa-&eo—di-aeussed-‘\in the Modules Par't) as the

[
modules that form @M¥ are LSI-11‘s_oem-pu-t-ena. Cm* quodumidem was based on the

premise that ultimately, the smallest modular UNit fbtwemdidddmadedyp—nil ,:}e.) l%*\ng
. . m#u“
UM ZC3) Meph el used to build digital systems #e=—bhe computer. With

) et e

this premise, wbhebsmimportens to understand how to interconnect computers
. ) opplicaiion Progrom,
physically, how to assign parts of the pmebdem to the various computers) and

¥ ol M)
1 C.vmp, fokewobting multiprosessen.,, was designed to investigate how a

production microcomputer, the LSI-11, eem-be used to build a triplicating,

voting high availability computer.

Ao

The goals of the first two are performance while the third vsesmiudbipde
o LES ﬂ.‘-’—

W r’eliability[. To--this-endy-Figr-Perf shows the
JPO—— b I | : ] i) v a—
erET—

|
\
|
\
\
|
\
l
\
\
how to program the complete structure.
\
\
\
:

We believe that technology will force the evolution of computing structures
-style

convevae o Ayt
to three mes of multiprocessor computer's:(l)c.mmp[, for high

. i 4k ‘°°|‘.¢‘ai
performance, incremental performance and ava11ab1l1ty;(t)l coupled

computers like Cm¥ OO Romadhoo=stnuebunesst o handle specialized
&)

)
processing)“e.g., front end, f‘ile,"signal pr'ocessing); and C.vmp” for high

availability based on increased maintenance costs.

near term technology, and "

)

The technology=-force argument is based on history,

resulting price extrapolations’ andmfioibamnkss
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1. Pf& MOS technology is increasing in both speed and density faster than

the technology)ée.g., ECL¥, from which high-performance machines is own2 W'.

/

JUTM%I‘,” -M05 -
2. The price per chip of the MQS—eﬁe chip processors decreases at a
Baph - parjoananit , ipube
substantially greater rate than/\low-volume[specml designs, due—to—the- a‘fo
e Aok W Aonre Xaf/\ 06?4/3’% w.vto

M /“Lm“d”w“f“’-w.

v O
Systtm,

3——For-all_intents—am—purpesesy. .the processor cost tow endlls @ cotantintly x;«:
y P «elative to all other costs of bh-eusystem}, Tire—resutting—perrormance

conventlo errormance

4. Standards ;in the semiconductor industr‘y'tsgfor' high volume products) tend |

to form more quickly? For example, in the 8-bit microcomputer market, o=e
2%type supplies about 50% of the market and 3etypes supply over 90%, o&

“theTarices

both an adduan Lpocl roAthainy s
5. A 16-bit pr‘ocessorﬁ-on—a—chip{ withleaw
e been pommesneasl. .
per formanc e Feaddnass=space and appropriate data-types, Fs—eminont Such
(_OvuPK“V
a commodity will form the basis for nearly all f‘utur'ekdesigns.

Furthermore, large scale applications have been

8 d_,_‘___;_____*.....w o—xj “"_‘;\h s é%}*«u«u‘._

ke oveswlt of vhaee W) HM‘" C ) )
O~ on- gy’ ol Low-—vbuant - ‘?'l f ~| .
. ('Iclz‘ ; M.PWW P&\.CJ\A-P
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slow to form since problem@ complexity increases more rapidly than program
size. Therefore, most subsequent computers will be based on standard, high
volume parts. For .high performance machines, since processing power is
available at q(cost from @ processor-on-a-chip~based processors, large

scale computing will come from arrays of processors, just as we build
b4

arrays of 18K bit ICs to form memor'yA»w(»@\?/v"‘"‘"° .

C.mmp--A Multi-Mini-Processor

C.mmp was motivated by the need for more computing power to solve speech
recognition/signal processing problems and to understand the multiprocessor

software problem. Until C.mmp, only one large, tightly coupled

(BSTJ issue?).

The introductory section describes the economic and technical factors

|
multiprocessor had been built--the Bell Laboratory's Safeguard Computer
influencing multiprocessor feasibility and argues that it's important fo o ‘

of +ha wedianch ‘

embark on. the—researcir-beeause-of the *imeliness/. Various problems to be

researched are given together with a discussion of particular design
aspects. For example, since C.mmp is predicated on a common operating

ave w0 Sowvies of ol Lsele combnionn
system there "m(degr'qdation‘_b&h-duo—bo memory contention wien=albltis.

DRECESSOLSwiftuwihomsatitmnenory=lositand=siTeetHereare=eennon
! s 2 ! ) for ﬁilﬂﬁi o W a

Mﬂﬂs. The

MRLA»M d
machine's theoretical performance d-ue—bo[\memory-pr'ocessor interference is

~eompubed based on Strecker's (1971) work. In practice, .....,-—m-"’
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m:e&u&mm because the
vy Unbiafonce wan 9"‘“""““”“‘?""""‘(

memory was not built with low-order address Jnterleavmg’LThls problem had ey

to~Pe solved by moving program segments of=brommencijt, dienShokilkiuboubobat
? AS that—when the number of memory modules and processors becomesvery large,
et ol
the,\per‘f'or'mance (as measured by the number of accesses to the memory by the

processors) approaches the memory bandwidth (m/memory-cycle-time) x 1/e. [”d‘"] .

Thus ,‘ther'e is not a maximum limit on per'f‘or'mamﬁ}&ith infinite processors

processors owe Qo .
provided Whey=—are alllnot contending t-e—aee-eoe- the same memory.

Although there is a discussion outlining the design direction of the
operating system, Hydra, later descriptions should be read WD“)“"‘ ‘.:." “_)..e'>
ML UAAAMALL. Ettprsnt vrop
IQ‘]SJ referenreste=pereds, Since the 11's small address .mpmad-ao{, 11/40s with

whe
RienePTOerenmed writeable control stores were used to implement"oper'ating

e
systems calls i i &the segment base registers.

One of fhe most pleasant surprises of C.mmp was the ALGOL 68 implementation

it enables parallel programs to be specified. The result (see page
terms of performance are quite encouraging! There are three basic

appYgaches to effectively applying multiprocesors:

ing lots of independent work to do through multiprogrammed,

timeshared and multiple independent computers;

2./ having tNe compiler for a conventional language (e.g., FORTRAN) detect

and compil&\ statements that can be executed in parallel;
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3. 1iptroducing new/primitives into the programming language (e.g., ALGOL
. algorithms for parallel execution are specified by the

Ciak ety ionmofmirpiri el U TS, - COMTEPUeHe Gl L 5] L COR PR Sy
eSO E O T T O T O T AP e somputermatnuebures . The Cm¥*
'S eontiin
work sponsored by NSF and ARPA a#¥e an extension of‘ANSF‘-sponsored research
- Lol
[Bell, ete. 1973} on r‘egister—tr‘ansf‘er'fmodules. As LSI and VLSI enable
construction of the processor-on-a-chip, it is apparent that low-level’

register~transfer modules are passe' for the construction of all but low=
4 volume computers. dcompretemindustryyi e Ty e ST BT, CONtrioure

Endeysersbandard=compuden, Although the research is predicated on

structures employing a hundred or so processors, this chapter describes the

culmination of the first (rvprocessor) phase

W%?mm%’f RAF m.u. w at +ie

W 4'\'1 1975-1077 Lsaa BM ¢ gomputer modules (Cm¥*),

multiprocessors (C.mmp) and computer networks are described in terms of

performance and problem suitability.gm

<p@eerch. The chapter gives a description of the modules structure,
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together with their associatedkand potential/\pr'oblems‘(-heaem-eh?.

The final, most important part of the chapter evaluates the performance of

Cm¥* for five different problems.

C.vmp: The Architecture and Implementation of a Fault Tolerant

Multiprocessor

C.vmp is a triplicated, voting multiprocessor designed to understand the
difficulty (or ease) of using standard, off-the-shelf LSI-11s to provide

greatly increased reliability. There is concern for increased reliability

because systems ar‘eAmor'e complex, are used for more critical applications,

Y WV S
and, pesse maintenance costs for all systems are increasing. Because the

A

designers)carry out and analyze the work, this chapter provides amghead £ivst -
and : o e

QRadeds insight into high reliability designs andkde31gn

process--especially its evaluation. The system has operated for several

months and the first phase of work is complete.

Several design goals are initially predicated and the work is carried out

against the goals. Pwo of *he more—interesting goals inelude using
QQEpONerts.

Qomm
The goal of software and hardware transparency turned out to be easier/than

8e
expected because of an idiosyncrasy of the floppyAcontr'oller-. s cCoarmag, “\Q
e lecks bus

controller operabes=6n 2 wor'd-at-a-time‘t.ransf‘er from a one-sector buf‘f‘er')
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cawn be

P SRRl a S L L L O memdlte® VOting ds. carried out at a very low
level WMM It is unclear how the system
would have been designed without this type of controller, bt as a minimum,

some form of software transparency goal would have been violated together a~ot
wibtr a significant controller modification veulsl hewe bat ~nacesany.

A number of models are given by which the design is evaluated. Various
component reliabilities are used and the reader should get a great deal of

insight into the factors contributing to reliability. It should be noted

toget o Avdircnsmilng low cost Lor
that a special hardware voter is needed in-bRder=ta.lililds- 2 marketable

C.vmp. While the intent of C.vmp is not a product, it does provide much of

the insight for such a product.
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1t is somewhat anticlimactic to discuss this original PDP-11 description

here because Chapter 00 explicitly discusses "What wé‘Have Learned from the
PDP-11". The purpose of the chapter was originally threefold: to give the
PMS and ISP architecture of the PDP-11 as it was'firgt proposedjto describe

Gomiyy™ :

the first (11/20) implementatifnjat a time when the wholejarchitecture had >

B G

SR, i

{Eéi;gsfgdyorked out or even fully considered} and to show possible

e e e e N e e et

. iy )
extensions. e won oMl ok o

4*&»4&uukx;ndghs—ae%e—#hax.TBe computer class definitions (given in 1970)

of micro, mini and midi<@orrespond quite closely to those of Chapter 1.

The w oov veq.sons(-¢|aboro.%0( wpen n Chaapiev oo for

flthough-we_comment..on the disparity between the predicted and actual

evolution in-Chapter-00—seme—of-the-imporbant-peasons-are:

1. The notion of designing with improved technology)especially for a
wiq0 conme Lot ama(
family,was not understood them. This undgrstandin%(was put forth in a

paper in 1972 (Bell, Chen, Rege).

meals
2. The Unibus bandwidth- proved unacceptable for all communications at the
A2k ,og k.
very high and low end designs. Whereasy this chapter posits a
3 . S Sev Lph enpl Oiargmg 5 s etk
multiprocessory and multiple UnibusseS@—%h%ﬁ—ﬁpeeisefshructure did not
Loamgls Chaplon L2M0oMn on the Aus welotion .

evolve as a standard.[ The bandwidth has subseduently been shown to be

f’adequate for all but the largest configurations when a cache is
attached to the processor as in the 11/60 (see Chapter 00). Note the
effect of a 90% cache hit rate is to reduce the number of access to

primary memory via the Unibus by a factor of ten!
L Pt N i

e
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