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To: «Gordon Bell Date: 9 September 1982

8

From: Demetrios Lignos K
Bill Demmer Dept: Low-End VAX Syst

Ext.: 247-2990

Loc/Mail Stop: TWO/B02

Subject: IMPROVING THE SCORPIO SYSTEMS PERFORMANCE

With Nautilus moving to a much higher performance (and cost) class
machine, the Scorpio systems will need to cover a much bigger hole
between the low-end VAX systems and (through the mid-range performance
space) the high-end VAX systems. Bob Willard, our Scorpio systems
architect, has prepared a proposal with a number of systems
implementation alternatives which (via multiprocessing and some other
hardware techniques) could cover the performance space.

I thought you might like to review our current thinking along these

lines. If you have any comments, please respond to me or Bob
directly. We would like to have your opinion.
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To: OBLIO::LIGNOS
Subj: Stretched Scorpio Systems
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To: Demetrios Lignos, Mike Titelbaum

cc: Dileep Bhandarkar, Frank Bomba, Bob Chen, Brian Hannon, Ann Katan,
Ken Mamayek, Ernie Preisig, Tom Sherman, Jim Stegeman, Bill Strecker

Date: 82-Aug-10 |
From: Bob Willard, SCORPIO Engineering, 247-2823, TWO/B02, OBLIO::WILLARD
|

Subj: Stretched Scorpio Systems

It has been pointed out that the throughput of the BI is finite. Recently,

a small company in a semi-foreign country (Texas, I think it was), expressed
their desire for some increased capacity. To pick that situation, since it

is typical of what we will hear from other bandwidth freaks, they have

the following:

CpU-1 ... CPU-N MEM-1 ... MEM-N BSA FID Other stuff

I I l I I I I
I I I I I I

- - + + + + - BI

The CPUs are all KDZs running VMSmp or SEAmp, and the MEMs are Scorpio
memories. The BSA is an interface to high-end disks; it might be a few
BUA-UDA pairs at FRS. The FID is a Fast Interface Device, such as a DR32.
The Other stuff represents the usual collection of sync/async comm.gear,
which is assumed to be low bandwidth.

The problem occurs when a long burst of data arrives from the FID, which
must be swallowed intact (that's what they are paying for). Assuming

2 MB/sec for 15 seconds, a Scorpio cannot bear enough memory to simply
buffer the burst. The BI bandwidth needed is 2 MB/sec for FID-to-MEM,
plus 2 MB/sec for MEM-to-BSA to dispose of the FID-sourced data, plus

2 MB/sec per CPU to keep WMS/SEA running, plus a minor contribution from
the Other stuff and some additional disk traffic stirred up by VMS/SEA.

With optimal (octaword) transfers only, and with no re-tries, and ignoring
the effects of Other stuff/NI/VMS disk_traffic, BI will nearly saturate
with 3 CPUs. When sSecond-order effects are considered, including longword

writes from the CPU and interrupt traffic, we are pinched.

It is tempting to believe that using Hi/Lo BI priorities, instead of the
preferred round-robin scheme, will solve this problem. This is a dangerous
fallacy. Presumably, one would make the FID and the BSA run at Hi-pri, and
make the CPUs run at Lo-pri (I am ignoring the Other stuff). Hi/Lo priority
schemes help for short bursts (where large memory buffers totally solve the
problem), but for long bursts the CPU(s) must be involved to manage thg
FID-MEM and MEM-BSA transfers (something must do the QIOs). Round-robin

is required to make it work, although the Other stuff and the attached CPUs
could be given Lo-pri in this particular application.
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Possible solutions to this problem:

1. El Cheapo: when the system senses that a burst is happening, turn off

the unnecessary stuff for a while. Sensing is usually not difficult:
in most cases, these data acquisition bursts are pre-scheduled or
initiated by a program; in other cases, the FID may give a

"warning shot" to announce that data is coming (in droves); finally,
the first QIO completion interrupt from the FID is sufficient warning
that a burst has just started. Turning off the Other stuff is easy:
don't issue any more QIOs for a while; the more radical step, of
cancelling outstanding QIOs, will usually not be needed but could be
done. More important, the primary processor can tell the attached
processors to pause (execute a null process) for a while: running

a null process, on a cached CPU, drops its memory access rate from

2 MB/sec to zero; a rather dramatic difference.

The E1 Cheapo solution sounds a bit hokey. However, it is simple
to implement in many common applications, and it does not require
any new hardware.

2. El Expensivo: call it the KDZ-11/23B or something. Subsequent to
the KDZ, it will be possible to build a KDZ which has at least as
much power as the KDZ, and uses less BI bandwidth. Although this
is all futures, let me count the ways:

a. Bigger and better cache: going from 8 KB to 16 or 32 KB will
do little, based on 780 measurements. Replacing the
current direct mapped structure with a set-associative
architecture would probably do more. The 780 is two-way
set-associative; four-way would do more. The biggest step
in reducing the BI bandwidth would be a write-back cache,
as in Nautilus.

b. Bigger TB: the 780 TB (2x64) causes threshing in WMS,
and Scorpio (2x32) is even smaller. While the story with
Seaboard is unknown, going to a 2x256 TB would clearly help
WMS run faster which, indirectly, means less BI bandwidth
needed for the same function.

c. WCS: currently, Scorpio has no Writeable Control Store
option. Since we have on-board II (for the NI), we have
a home for WCS. While WCS is not a panacea, it can be of
great help for special applications, such as some of the
bandwidth freaks desire.

d. On-board ROM: like WCS, but intended as a home for macro-
instead of micro-code.

There are several other things that could be done to augment the
KDZ's successor, but none of these are really relevant to the current

time frame.
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Having disposed of the available solution (1), and the unattainable (for now)
solution (2), let us consider what can be done with a little more hardware.

A%l of thes? solutions are based on loosely-coupled multi-processor structures,
since the tightly-coupled solutions (all CPUs and all memory of the same BI)
will all leave BI as the bottleneck, albeit a rather wide bottleneck.

All gf these solutions will be discussed in terms of a front-end data
| acquisition system, coupled to a back-end data crunching system. In some
| cases, this could be generalized to N front-ends coupled to M back-ends using
(more of) the same hardware; however, the most prevalent case will be a single
front-end and a single back-end.

3. Shared disks: WMS supports, and Seaboard may support, shared
disk structures, such as:

+ + + + - BI
R I
Back-end CPU(s) MEM(s) BSA Other-stuff

System: / ||| :
/ + —+ |+ Local Disk
/ 1|
RS232 Shared Shared
(SLU) Disk-A Disk-B
N
\ + —+ |+ Local Disk
Front-end \\ |||

| System: CPU(s) MEM(s) BSA FID—— real-time I/0
[ I

+ + t + - BI

The reason for two shared disks is to permit the front-end system to
manage FID-to-disk on one disk, while the back-end system does data
reduction on the other shared disk (typically based on the data
received by the front-end system during the last burst). Depending
on the FID traffic (burst-length and inter-burst time), one shared
disk may suffice.

The reason for the RS232 link between the front-end and the back-end
is to synchronize disk-sharing between the two coupled systems. This
could also be done via the NI ports.

This is a common structure for on-line applications (such as airline
reservation systems), but not for real-time systems. Disadvantages
of this structure in real-time systems include:

a. The high cost of BSA-class disks, and the high space-cost of |
the footprint.

b. The environmental restrictions of disks —— temperature,
humidity, dirt and chemicals, and vibration. Winchester
technology helps, but does not entirely solve the problem.

c. Time lag in the data stream, as seen by the back-end system. o
This can be solved in some cases (under VMS, at least), by
letting the back-end read the shared disk while the front-end
is writing to it, but synchronization problems are tough.
The time to swap disks (0.1-1.0 seconds) will eliminate this

approach for some applications.
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4. NI/DECnet: WMS supports, and Seaboard will also support:

+ + + —+ - BI

I T
Back—-end CPU(s) MEM(s) BNA Other-stuff

System: |
e

I
B

Front-end |
System: CPU(s) MEM(s) BNA FID—— real-time I/0

I
+ ¥ : + - BI

Xcvr Xcvr - NI

The KDZ's on-board NI port could be used in some cases, but in cases
where heavy traffic is anticipated betwe2n the front-end and the
back-end, the BNA is a better match.

The NI/DECnet approach has a number of advantages, including:
a. The capability to connect N front-ends to M back-ends.

b. Reasonably large area coverage.

c. Low—cost, low-throughput alternative: the on-board NI port.

d. Easy support and debug for Seaboard.

Since the hardware and the software will exist, this structure is
appealing until the real-time parameters are included:

a. To a user who feels constrained by the 10+ MB/sec BI, adding
a 100 KB/sec link between the front-end and the back-end will
not be perceived as credible. NI/DECnet throughput is a severe
bottleneck in these cases.

b. The message transit times for NI are large and, of importance
to real-time folks, non-deterministic. 5

NI is terrific in its own space, but as a high-capacity link between
a front-end and a back-end, it will rarely suffice. Not the answer
for high-end systems which exceed the bandwidth of a single BI.




. VAX clusters: VMS supports, and Seaboard may support:

: + + + - BI
(T
Back-end CPU(s) MEM(s) BCA Other-stuff
System: |
Star
——Coupler——-
I
Front-end |

System: CPU(s) MEM(s) BCA FID-——— real-time I/0
[ I

- + + —+ - BI

This structure is very similar to that for NI/DECnet, except that
the throughput offered at the port driver level is roughly 2 MB/sec,
instead of the 100 KB/sec offered by NI/DECnet. A mono-CPU (or,
perhaps, a 2-CPU) front-end could swallow 2 MB/sec from the FID,
copy the FID-data to local BSA-disk, and copy the FID-data stream
to the back-end over CI without swamping the BI.

As long as the user will accept a message-oriented interface between
the front-end and the back-end, CI is a strong contender. Further,
it (like NI) supports multiple front-ends connected to multiple
back-ends. Since HSCs may be connected to CI, high-end disk needs
may also be satisfied via the BCAs. CI is redundant and, therefore,
rather reliable: a genuine plus.

6. DR32: VMS supports, and Seaboard may support:

+ + + + - BI
[ . I
Back-end CPU(s) MEM(s) DR32 Other-stuff

System: |
I
I
Front-end |
System: CPU(s) MEM(s) DR32 FID--—- real-time I/0
[ I B
+ + + + - BI

This structure is very similar to that for CI, except that the DR32
is point-to-point and non-redundant. The DR32 interconnect is
slightly faster than CI.

The DR32 is very appealing in cases where the FID is, itgelf, a DR32:
it is far easier to manage and program two identical devices, than
to cope with two different devices.




7. The BI-BI repeater:

+ t + + - BI
1 I
Back-end CPU(s) MEM(s) | Other-stuff
System: |
BI-BI
Repeater
Front-end |
SystTm: CPU(s) MEM(s) | FID-——- real-time I/O
I
+ + + —+ - BI

The repeater must understand, via something akin to mapping registers,
the configuration of both BIs. When a transaction is addressed to

the repeater, it must be remapped into a transaction onto the other
BI.

Physically, this could be a single double-height card, which is
connected to a top BI and a bottom BI, or it could be a pair of
cards with an interconnecting cable.

Since the BI node address field is not extensible, I suspect that

any such repeater will be a kludge, offering only long debug time
and long access times. Yuck. Sorry I mentioned it.

8. A CPU with two BIs:

+ + + + - BI
[ |
Back-end | MEM(s) | Other-stuff
System: | |
Dual-BI Dual-BI
CPU CPU
Front-end | |
System: | MEM(s) | FID--—- real-time I/0
I I B
+ + + + - BI

The CPUs must understand, via something akin to mapping registers,
the configuration of both BIs. When a read/write is directed to
physical memory or to I/O space, the CPU (in its port controller
or equivalent) must steer the read/write to the correct BI.

Physically, this could be a single double-height card, which is
connected to a top BI and a bottom BI, or it could be a pair of
cards with an interconnecting cable.

Functionally, this can be done. Minor surgery may be necessary
to the BI architectural documents, but there is no apparent impact
on existing designs to allow two BIs on a CPU.

This effort goes wildly beyond the current scope of the present
Scorpio project; however, I can't think of anything we are do%ng
today which precludes a dual-BI CPU, and I don't think there is
anything we should be doing differently to retain this possibility

for the future.
T




9. Shared multi-port memory: on the 780, WMS supports:

+ + + — - BI
[ |
Back-end CPU(s) MEM(s) | Other-stuff
System: |
Shared
Memory
Front-end |
System: CPU(s) MEM(s) | FID-——- real-time I/0
I I

+ + + + - BI

WS support for shared memory includes: common event flags (an
inter-process interrupt mechanism), mailboxes (an inter-process
message delivery mechanism), and global sections (an inter-process
shared database).

Shared memory is clearly the fastest interconnect between a front-end
and a back-end system, both in throughput (10+ MB/sec) and transit
time (pleasantly close to zero).

Shared memory may also be used recursively, such as:
Front-end data acquisition system

|
Shared memory #1

l
Middle data reduction system

I
Shared memory #2

I
Back-end data storage system

In addition to memory, any shared memory system must support
inter-system interrupt and inter-system cache invalidates.

Shared memory must also respond rationally when one system is running,
and another system executes self-test.

For high-end real-time Scorpio applications, when the ban@width of
a single BI system is exceeded, shared multi-port memory is the
fastest and most flexible interconnect between a front-end and a

back-end.




Shared multi-port memory could be implemented as:

a. A double-height Eurocard, which is connected to a top BI
and a bottom BI. This does restrict the multi-port memory
to two ports; however, of the >100 MA780s shipped, only
three customers have used more than two ports.

Based on 256 Kb chips, a 2 MB memory should easily fit on
a double-height Eurocard, including all the additional
control logic for port contention, inter-system cache
invalidates, and inter-system interrupt.

This is the minimum cost approach.
b. For each system, one Host Interface Port (HIP) and one

Memory Interface Port (MIP) gives access to up to 28 MB
of shared memory:

+ t + - BI + + + - BI
[ I ,
CPU(s) MEM(s) HIP CPU(s) MEM(s) HIP
I I
MIP MEM(s) MIP
I l

+— + —+ —- BI

The MEMs which constitute shared memory are identical to

the MEMs which are local memory. One of the lessons learned
(one hopes) from the MA780 is that memory technology advances
in local memory should be easily translated into equivalent
upgrades to shared memory.

It should be easy to fit either HIP or MIP onto a Eurocard,

and the I/0 pinning is generous (perhaps a MIP could connect
to two HIPs). The MIP must be capable of generating the

BI clock (optional), and the usual self-test issues must be

addressed.

This arrangement allows up to a dozen systems to share the
same memory.

This is not a low-cost configuration, but in the high-end
Scorpio business, the capability is far more important than

the cost.




Given current budget/manpower/etc. constraints, the addition of new Scorpio
sub-projects is irrational. However, we should ensure that none of the
techniques for stretching Scorpio systems listed above is precluded by our
current focus on the low end of the business. There is a need for high-end
capabilities in the Scorpio space, and most of the structures defined in
this memo will be requested/demanded in the future.

To summarize what must be done in the present to make the future possible,
structure-by-structure:

1. El Cheapo (a/k/a program around it) is the current strategy. This
requires nothing new from the Scorpio team, and it is up to the
product line folks to point out this approach to customers.

2. El Expensivo (super-KDZ) is compatible with our current direction.
If and when the super-KDZ exists, it replaces the standard KDZ.
@§\§hould, perhaps, re-examine the BI architecture to ensure that
the hooks are there for write-back caches; all else is fine.

3. Shared disks should not represent anything new for Scorpio. As long
as VMS supports them through the BSA, we have no new work. If the
product lines also want Seaboard to support shared disks, it is just
one more Seaboard enhancement.

4. NI/DECnet support for the on-board NI is in the works, and Nautilus
is planning for the BNA. No new work for us.

5. VAX clusters are supported under WMS. All we need is the BCA, which
takes time and money. No architectural impact, however, aside from
the BCA-unique effort. There is a need to get support (documentation)
for the port-driver interface, to achieve high throughput. It would
be nice if the Nautilus troops would do a BCA, instead of a NCA, to
avoid redundant engineering effort.

6. DR32 does offer a potential opportunity: if the parallel I/O port on
the multi-function module could become DR32 compatible, this module
could solve three problems for the price of one design: the TVG
fast parallel port to foreign devices, the LDP DR32 port, and the
Primitive Interconnect. In any event, the DR32 does not require any
new architectural issues at the system level.

7. The BI-BI repeater is felt to be a kludge, and I hope that nobody
suggests it seriously. Any arguments?

8. A CPU with two BIs does not seem to be in conflict with the BI
architecture. The one architectural problem, of steering CPU
transactions to the right BI, would seem to be an isolated problem
in the architecture of that dual-BI CPU. Not trivial, but solvable.

9. Shared multi-port memory does present some architectural issues,
which should be addressed now. It appears that the issues are the
same for either of the two proposed structures: inter-system interrupt,
inter-system cache invalidates, contention, test/self-test, and

booting/sizing memory.

Since the detailed memory architecture for Scorpio is not complete,
this is the opporture time to architect shared memory as well.




Summary (think of it as a reward for reading the rest of this memo):

1. Scorpio is, in many applications, THE high-end VAX. With all due
respect to Venus and Nautilus, and the 780, remember that:

a. Scorpio is the high-end VAX in Class C environements
without disk.

b. Scorpio is the high-end VAX in Class B environments
with disk.

c. Scorpio is the high-end Seaboard VAX.

2. There are many possible ways to stretch the performance limits of
Scorpio, most of which will be desired in the future.

3. We seem to be on track for all of these future extensions, except
for shared multi-port memory.

4. We should exert the effort now to facilitate shared memory in our
architecture.
Cheers, Bob

MAIL>
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To: SSPO Members Date: 3 November 19827
From: QOmur Tasar jﬂa@
CC: SSPO Alternates Dept: Low End VAX Systems Dev
Distribution Ext.: 229-6119

Loc/Mail Stop: LTN1-2/F15

Subject: SSPO MINUTES—27 OCTOBER 1982

Attendees: Demetrios Lignos, Doug Hanzlik, Kevin Reilly, Duane Dickhut, Mike
Titelbaum, Bill Schmidt, Tom Sherman, Herb Jacobs, Ken Meissner,
Dave Hurlbut, Qmur Tasar, Bill Johnson, Kaj Larsen, Bob Willard

Absent: Carl Blatchley

A. ADMINISTRATIVE ISSUES

The next SSPO meeting will be on 10 November 1982 from 3:00 to 5:00 p.m.

in the Engineering Conference Room in Salem (SV). The meeting has been
moved from 2:00 to 3:00 because of a conflict Ken Meissner has.

B. AGENDA

1. Preparations for the Program Review (Omur Tasar)

The next major program review has been scheduled for 30 November
1982. Qmur distributed a tentative agenda for comments. She said
that the review is intended to show our readiness for exiting
Phase 1. The phase exit review meeting will be separately conducted

by Tom Sherman.

It was decided that the dry run for the program review will happen
on 24 November 1982 at the regularly scheduled SSPO meeting but the
meeting will start at 1:00 instead of 2:00. Only Herb Jacobs will
be on vacation that day and will send his overheads to Qmur before

the meeting.

2. VMS Schedule Alternatives for Scorpio (Herb Jacobs)

Herb reported that they generated four alternatives for WS to
support Scorpio. Briefly:

1. WMS support as desired by V3B schedule requires the Scorpio CPU
to boot at the end of January 84. At this time, the console
load device, processor and system disk should work; MP, BI
adatpers, decimal and floating point functionalities are not
necessary. In this scenario, Scorpio would need to be
announced in April 84 along with 3B release.




Omur Tasar -2- 3 November 1982

Although this is the no risk alternative to WS, it is very
unlikely to happen because Scorpio in the January 84 timeframe
will be debugging second pass V11 chips and they probably will
not have enough functionality working to boot VMS.

2. VMS 3B latent support is the second alternative. This
alternative requires that Scorpio boots before WMS is released
to SDC, that is, before March 84 timeframe. If the "boot
software" needs to change after 3B is released, Scorpio has to
wait for the next release.

For this alternative or the first alternative to work, the
Scorpio system configuration has to be frozen by January 83.
These are major system configuration definitions such as LESI
being on Unibus or BI or console load device being RX50 or
TUS8. VMS will have dedicated resources on Scorpio in May 83
timeframe.

There was an extensive discussion on VMS support for peripheral
devices. Herb explained that NI, BSA for example can be
supported as drivers in latent support but for booting off of
one of these devices they had to be in a major release. Herb
was skeptical of NI being in the 3B release as a boot device.

This alternative would allow Scorpio FRS in February 85 with
V3B support.

3. Remaster WMS for Scorpio was the third alternative to meet the
February 85 schedule. But this is an undesireable solution
since earlier versions of 3B would potentially not run Scorpio.

For this, Scorpio has to boot before 1 July 1984. It was
agreed that we would fall back to this alternative only if
Alternative 2 was not achieved.

4. Alternative 4 was Scorpio being supported by the next release of
WS which is Version 4. But from the WMS standpoint, it is
unrealistic to schedule another release in less than 18 months.
This brings V4 release to October 85 which is too late for the
current Scorpio schedule.

It was agreed unanimously to go with Alternative 2, but give Alter-
native 1 a chance just in case the V11 first pass chips come out
with enough functionality. Engineering agreed to freeze system
configuration by the end of January 83. This involves making or not
making a commitment for native BI adapters to be available at system

FRS time.

A suggestion was made to look into debugging some of the critical
WMS boot code on the CPU microcode simulator. Herb will work with
Dick Sites to understand if reasonable work can be accomplished on
the simulator prior to having hardware available.
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C.

MAJOR PROGRAM HIGHLIGHTS

l.

2.

System Hardware Development (Mike Titelbaum)

A handshake agreement has been reached with Motorola for the
development of the BI clock driver. The specifications have been
agreed to and Motorola started the design. Tentative date for the
contract to be signed with Motorola is the end of November.

'me.BIIC spec has been updated and distributed for review. The chip
logic de51g|:1 is 99% complete. The circuit design is 75% complete,
the layout is 55% complete. BI spec has been updated; it will be
available for review on 8 Novemeber 1982.

The BUA breadboard plan is being accelerated 3 months from 7/83 to
4/83 to be used with the test system debug.

Mike has a need for at least one microcode and one system hardware
design engineer.

CPU Development (Bill Johnson)

Bill said they closed on the toy clock getting out of the M-Chip.
The toy clock functionality will be realized on the module. The
module real estate is getting scarce. The DC-to-DC converter may
have to go.

The DC412 which is one of the TAT020's on the CPU module is being
designed. It is mostly entered into SUDS, some DECSIM modeling has
started.

Microcode development has achieved a significant milestone. The
first compatability mode instruction has worked.

The chip development team worked on debugging CHAS last week. In
the next two weeks, they are expecting the bugs to be fixed. They
are working on detailed plans for Q2. Weekly milestones are being
set.

Wwork has started on the engineering tester. Mike suggested that
tester functionality and CPU debug and verification plans be
reviewed with Ann Katan and Dave Wells to understand the overlap if

there is any between the CPU engineering tester and the system
tester.

Discussion of NI and booting of off NI revealed that there is

a potential resource issue of getting the NI boot code and macro code
developed for Scorpio. Mike said Bob is working the technical
issues to get agreement between the HL, WMS, Distributed Systems,

and Seaboard teams. Once a technical solution is bought into, the
implementation issues will be worked.

Bill said much closer work is underway with Manufacturing and
that this interface is going smoothly.

The F-Chip resources are being searched for. Lackey and Walker are
on the F-Chip. The plan is still to get the F-Chip out by Q4 FY85.
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3. Memory Development (Dave Hurlbut)

The memory functional spec has been updated. The updated project
plan is out for review and approval. The memory funding issue for
FY'83 has been resolved by the Scorpio program's $200K contribution.

Memory is still planning for on-board self test, it will be
@mplemented on one of the gate arrays. Bill and Mike suggested that
if self test implementation becomes a gate count or schedule issue,
it could be dropped later on since some self test can be
accomplished from the CPU.

4. Power and Packaging Development (Bill Schmidt)

Bill announced that Scorpio macro-packaging will be managed by John
Edfors. Charlie Barker who was responsible for that task has moved to
work on the LCN program.

5. Manufacturing Status (Ken Meissner)

Ken is working on the plan for the dedicated resources in
Manufacturing for the Scorpio program. When such resource needs are
defined, they will go to Metzger and Thorpe to see if these
resources can be found from Metzger's organization. The
manufacturing plan is being worked on; it will be out on

15 November 1982. The plan will have first pass estimates of
transfer costs. Ken will present the manufacturing plan at the next

SSPO meeting.

6. ‘TAT020 Status (Omur Tasar)

A very productive meeting took place in Houston between TI and DEC on
the CAD process and how it could be optimized for our needs. We
defined a flow with TI that will allow for submitting placement
information to TI partially or totally. TI has been requested to
give DEC access to their layout tools over Remote Job Entry (RJE)
terminals. This request will be discussed at the high level
management meeting between TI and DEC on 28 October 1982.
Nevertheless, work is in progress to set up the RJE facility in LTN.
TI reported very encouraging news on upgrading the TAT020
performance.

The 10K material resulted in 30% performance improvement over the
current samples. TI decided to standardize the 10K material. All
our chips including the test case (WOMBAT) will be done in 10K.

Development contract negotiations are in progress. The goal is to
have a contract signed by the end of the calender year.

D. AGENDA FOR THE NEXT SSPO MEETING

- Review of the Manufacturing Plan (Ken Meissner)

See you on 10 November 1982 in the Engineering Conference Room, Salem
(sv) .

OT:clc
Attachment
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Carl Blatchley
Duane Dickhut
Ron Given

Doug Hanzlik
Herb Jacobs
Kaj Larsen
Demetrios Lignos
Ken Meissner
Kevin Reilly
Bill Schmidt
Tom Sherman
Qmur Tasar
Mike Titelbaum
Bob Willard

Clark D'Elia
John Forde
Ted Gent

Dave Hurlbut
Bill Johnson
Jim McWilliams
Nelson Velez

Peter Barck
Gordon Bell

Joel Berman
Dileep Bhandarkar
Corinne Chumsae
Larry Coppenrath
Bill Demmer

Bud Dill

Ian Evans

Dan Haley

Brian Hannon
Marv Horovitz
Peter Jessel
Ann Katan

Bob Kugler
George Plowman
Ernie Preisig
cSharon Sambursky
Linda Sarles
Chris Shatara
Bill Strecker
Lou Tancredi
Steve Teicher

MLO1-3/U6
HLO1-1/511
MLO21-2/E64
TWO/A02
ZKO1-1/D42
HLO2-1/E10
LTN1-2/F15
SVO
LTN1-2/F15
LTN1-2/F15
LTN1-2/F15
LTN1-2/F15
LTN1-2/F15
LTN1-2/F15

ZK01-1/D42
MLO3-6/E94
TWO/A02
MLO21-4/E10
HLO1-1/S11
SVO
LTN1-2/F15

SSPO MEMBERS

223-3764
225-4941
223-6139
247-2515
264-8451
225-5409
229-6116
261-3215
229-6072
229-6118
229-6117
229-6119
229-6120
229-6139

Alternates

264-8615
223-3516
247-2531
223-5349
225-4961
261-3239
229-6137

For Information Only

LTN1-2/F15
MLO12-1/A51
TWO/A02
LTN1-2/H07
LTN1-2/F15
ZS0
LTN1-2/G09
SVO
HLO2-1/A10
MLO21-2/E64
LTN1-2/F15
SVO
LTN1-2/H04
LTN1-2/F15
SVO

SVO
LTN1-2/F20
SVO
HLO2-1/C10
LJO
LTN1-2/H07
APO-2/C4
HLO2-2/N07

CACHE: : BLATCHLEY
CHIPS: : DICKHUT

SUPER: :HANZLIK
STAR: : JACOBS
OBLIO: : LARSEN
OBLIO: :LIGNOS
OBLIO: :MEISSNER
OBLIO::REILLY
OBLIO: : SCHMIDT
OBLIO: : SHERMAN
OBLIO: : TASAR
OBLIO: : TITELBAUM
OBLIO: :WILLARD

DELPHI: :DELIA
CACHE: : FORDE
SUPER: :GENT

ZEUS: :HURLBUT
CHIPS: : JOHNSON
OBLIO: :MCWILLIAMS
OBLIO: :VELEZ

Please contact Cindy Cue, Ext. 229-6115, for changes to this list.
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TO! see "TO" DISTRIRUTION DATE? FRI 135 JaN 1982 2112

FROM: BILL DEMMER
DEFT?: 32 BIT SYSTEMS
EXT: 247-2112
LOC/MAIL STOF: TW/D19

SUBJECT? THE LOW-END VAX STRATEGY AND THE EI

There still arrears Lo be considerable comfusion surrounding the
direction of the Low-end 32 Bit Stratesw and the BI Bus.
Thereforers I will trwe to reconstruct the thinking behind the
chandges we are postulasting.

The tor half of Figure I shows the Scoreio configuration based
uran bthe BI as defined during the rast wears s well as
indicasting the set of new technolodgies being emeloved. This
design had the sttribute of meeting the original Scorsrio design
goal of beimng utilized in both Board and Sustem arrlications.

However: the risks zssocisted with the new technolodies courled
Wwith the hisgh develorment cost of a3ll new adarters suddgested a
re-~axanination of the desidgn areroach. BGiven this imrortance of
the Sustems market we decided to focus on it first and found that
we could structure s swstems design that meets slmost 211 of our
goals as can be seen in the bottom half of Figure I. The V11
chir set is the onlwy new technologwe recuired to suerort this
arerroach. Having the BRI available will slso helr the Tech OEM
interfazee needs but is not recuired to have an asccertable Swstem
wroduet.  Since the BI is no longer slanned to be used as 3
memory bus we are investidgating the rossibilite of simelifwing
its design and increasing its bandwidth. I am horeful that we
carn then use the BI for the Roard Market in 2 manner that gilives
Oigital 2 leasdershir bus eroduct. It will also serve as the
interface bus on the Nautilus wielding a common interfasce for
these two sestems for customer I/70 and obvisting the meed for
further DR ture sroducts. The BI can also be used within swstem
structures as the need for its bandwidbth or other functionality
attributes arises.

T address the EBoard Market with & competitive product where 211
the functionalitw srovided by the full VAX imstruction set is not
reauireds it is believed that a relative high rerforming single
chir courled with microcode and software can be obtained from an
outside supeplier in a3 ressonable timeframe (2 wears?), Howevers
to et s tor semiconductor sueslier interested we anticirate thow
Wwill imsist on being able to market the ohir on the osen market.
This arens U a new set of orrortunities and 2 new set of
sronlems. The latter has several formss but the ome I fear the
most iz the emerdence of rludg comratible sustems hardware which
might erode our total Sustems nusiness bw 2 significant amount
(20%7?), Howevers» this can sossibnly be offset bw the orrorbunity
of setting the world’s 32 Rit Microprocessor standard around this
YAX subsets which in turn could brosden the entire market for (S1=)4¢
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TO: see "TO" DISTRIBUTION DATE: MON 11 JAN 1982 3:05 FPM EST
FROM: DEMETRIOS LIGNOS
DEFT: LOW END VAX SYS DEV
EXT: 247-29%90
LOC/MAIL STOF: TW/ROZ

SUBJECT: DECISION TO DECOUFLE THE EI BUS FROM THE FIRST

Subdect: Decision to Decourle the BI Fus From the First Scoreio
Sustem FCS

We have decided to modifw our I/0 bus s=lans for the Low-End 32-Eit
Seorrio VAX Sustem. Our new stratedgwe calls for a Unibus based Scorsio
swstem to be our first entre into the market rlace, The BI efforts as
currently defined, will continue but not with the origimal intent of
waeing the BIIC chir in our first sroducts Furthermores we will look
at orrortunities to imrrove its functionality and rerformance while at
the same time tre to simelifw the design and lower the cost,. In
addition to the BIIC slanning modificstions, the associsted new BRI
interconnect micro-sackadging (l.¢.» Euro-moduler new cormmectors
hackranely ete,) will not be recuired at FCS., It would be desirables
fmowevers to find 8 waw to continue the mew rackadging rrodect as an
advanced develorment effort.

The basic ressons for making the BI delsw decision at this timesy are
as follows?

1. Reduce the FY 83 develorment cost imrpact on the Endineering
develorment bDuddget.

2 Mimimize the technical risks associated with the BIIC and the new
micro-gackaging from imeacting our FRS dates (time-to-market )
issue). )

. 99 Better understanding of the *new bus® rerformance and functional r\
needs for the late 80%s and 90’s. The sresent thinking is the tP
RI» 28 rresently defineds maw not be the risht bus architecture
for our next dgenersation sroducts. ig

(

The Scorrio Sustem Develorment Grous is sroceeding with our
develorment =lanm modifications to incorrorate this strategic chande.
Flesse modife wour slans to reflect the changes as well, Over the
mext two to three months (end of March time frame), we will rpublish a
Mmew BI (or modified BI) slan with revised availsbility dates for chis

develosment sctivities.

7

T will be herepwe to answer anyg questions zou might have on the RI
igsues (me extension is 247-2990).
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TO: WARD MACKENZIE DATE: WED 16 DEC 1981 103159 EILT
FROM? LARRY WADE

ced see "CC® DISTRIBUTION DEFT: TECH. OEM MARKETING

EXT: 223-3689
LOC/MAIL STOF?! PR3-1/M12

SUBJECT: SCORFIO AND RI

I do not believe that s UNIBUS version of SCORFPIO is 8 visble rroduct

for TOEM. I strondgly believe that our original concerts and gosls for
thg BI were correct and that we must fidure out how to imerlement the
original dozals as auickly as rossible, I don’t think we should bother
coming out with 3 UNIBUS SCORFIO.

COMMENTS ON THE EI

1. SFFED - I have heard that some in Endgineering believe that the RI
serformance is overkill, It is not overkill for our markets and
comeretition,s I believe that SEL is doing s VLI version on their machine
and I believe thew will do a R6MB/SEC imrelementation. The INTEL
Facketbus is rumored to have s 12mb/sec rate., LOTs of our OEMs ask

us for access to the backelane bus of the 750 and the 780 because

thew have devices which reeuire hisgh sreed. If the EI is delaved and
re-srecified to 2 slower sreedy I believe we are making 3 stratedic

error for TVG,

2. STANDARDS

There zre lots of comeanies rushing their busses., The beautw of the
BT im this domain was that it brouwsht order out of chaos in the
imternal DEC world. As far as I can tell the last three wears of
interconnects stratedy seems to have slirred into z bad mess. ¥
worceive that the NI stratedgws is losing momentums CI is still
ridiculously exrensive (and not totallw funded) and we are still
inventing new interconnects (IIs LESI» LNID). I believe that comranies
which can srovide leadershir and stabilitwe are going to walk awsw

with 2 lot of the business.

Z, MULTIFROCESSOR SUFFORT

T have z concern that DEC is larsing into such & rigid model that

we can no longer kees ur with technolosz. When srodects run into
trouble we alwaws fall back to our 1970 mono-grocessor mocdels 5
while the world advances into more sorhisticated multi-comruter
architectures, I believe that the goal of making the BI concertuslle
reslace the O and UBUS as "standards® is the right goal, and for the
rerlacement to be viable over the mext 1019 wearss we must have

multisgrocessor susrort,

4, HIGH END VS LOW END

1 zssume that there are multirle =roblems causing Bill aﬁd_
Gordon to srorose drorring the EIs or delawing and redefining
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I NTEROTFTFTITCE MEMORANDUM
TO: Gordon Bell e DATE: 30 NOV 1981
Larry Portner ‘-"‘ FROM: Patrick Buffet
Jack Smith DEPT: Technical External

Resources
EXT: 223-2453
LOC: ML1-5/M83

CC: Pete Connell
Mitch Federman
Don Feinberg
Lloyd Fugate
Sam Fuller
Don Gaubatz
Mike Gutman
Paul Kotch
Jack MacKeen
Don Metzger
Dave Schanin
Herb Shanzer
Joe Tiano
George Tranos
Mike Weinstein
Pat White
Maurice Wilkes

SUBJ: ii BUS RELEASE: PUBLICITY AND STANDARDS. UPDATE.
REF: My memo of 8.11.81 ’

The ii is still important to our ability to use industry chips,
this is why I'm writing this memo. Since the referred memo, Dave
has received feedback from the vendors and accordingly changed
slightly his spec.

The new version 2.1 of the spec will be reviewed internally to
DEC in December; Dave drives that.

Dave will also reconfirm the agreement in principle, he had
obtained within DEC to release the spec to the vendors as being

"final".

At this point, it seems to be our consensus that on IEEE
standards group looking into the ii could have a negative effect.
It could lead toward an only incrementally better version which
is not the one we want. ‘



Obtaining a de facto industry standard is a matter of publicity,
then commitment to the principle. Pete Connell in our Public
Relations Department is investigating a "P.R." package that would
include exposure in the trade press. As Dave and I discuss with
more people, we will update you within 2 months.

By the way, does anyone volunteer to:
1) Drive the ii P.R. effort?

2) Fund the ii P.R. effort?

r
So far the ii is a monument built to the "bootleg" engineering
process. Are we keeping the tradition?
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TO: GORDON BELL

CC: MITCH FEDERMAN
DON FEINBERG
LLOYD FUGATE
SAM FULLER
MIKE GUTMAN
PAUL KOTCH
JACK MACKEEN
DON METZGER

™ LARRY PORTNER
DAVE SCHNIN
HERB SHANZER
JOE TIANO
GEORGE TRANOS
MIKE WEINSTEIN
PAT WHITE
MAURICE WILKES

INTEROFFICE MEMORANDUM

DATE:
FROM:
DEPT:

EXT:

11 AUG 81
PATRICK BUFFET

77

TECHNICAL EXTERNAL

RESOURCES
3-2453

LOC/MAIL STOP: ML3-2/E41

SUBJECT: RELEASE OF THE ii SPECIFICATION, YOUR NOTE ON HERB'S

MEMO OF 7.22.81

You want to improve the mileage we get out of the
release of the ii specification, by obtaining
publicity and driving the industry with a standard.

Publicity:

Mitch Federman in LSI Purchasing will be the person
releasing the specification externally. Mitch works
with our public relations to get visibility in the
The form he suggests is a first page
article in Electronic News with picture and

trade press.

interview.
statement.

€

The rest of the press would be
This will announce the ii to a broad
audience, at no cost to us, but with little depth

unless we follow up in a technical article

el sewhere.

given a



The i1EEE/ACM publications have a lead time to press
of 6 to 18 months, which we do not control. They
also require a fully written document, ready for
print. We do not seem to have volunteers to write a
lengthy article yet. This can be alleviated somehow
by granting an exclusive interview to an editor of a
commercial magazine (Electronics...). He will write
an article in his trade magazine under his name.

The more material we supply the more we control the
actual rendition. 1I'll be glad to orchestrate this
approach if we go for it.

If we are ready to invest in a presentation,
conferences will give us exposure. The one I know
well (ISSCC) is really about chips for which silicon
exists, it is premature for the ii - < WESCON will

be with us in a few weeks, we already missed it.
Lloyd can you do something? (CompCom, NCC, Electro ?)

Standards

We have a person on the iEEE "Microprocessor
Standards Committee™ (Don Feinberg). The ii fits to
a tee the concept of the "micro bus" which was
debated a few years ago by group P 596. The group
was then disbanded because there was no reality to
their discussions! Now when the ii is giving
credence to the approach we could ask for the
regrouping of P 596. Pat White notes that there is
a risk to do so immediately: the iEEE group could
modify our proposal if someone else has an
equivalent approach that we do not suspect yet. (a
la F.P.A.). By understanding the reactions of the
vendors to the ii release we will be able to know
the kind of support we have and strategize. I made a
note to discuss the standardization issue in a
meeting in early November.

CTi
The CTi is basically a superset of the ii. We could
possibly have it in mind when dealing with the

publicity and the standardization for the ii.
Mike Weinstein what do you think?

attachment
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INTEROFFICE MEMO

DATE: 22-JUL-81

K}

?bﬁfXL LARRY PORTNER FROM: HERB SHANZER

L hngK?” MIKE GUTMAN _ DEPT: 16 B ROGRAM OFFICE
-\ EXT: 223-515

: MAIL STOP: -2/E60

SUBJECT: RELEASE OF THE II SPECIFICATION

| As you may know, David Schanin in the 16 Bit Advanced Development
| Group has been working on the II Specification. The II Specification
is being created to give Digital a common LSI interconnect for the de-

| sign of custom LSI, as well as to optimize the utilization of commodi-
| ty LSI in our systems. For this reason, it is important to acquire
the commodity LSI vendors' inputs to the II. Prior to releasing the

N a final version internally, he is planning to ask the commodity LSI ven-
. dors to review the II Specification for their inputs relative to in-
terfacing their LSI to the II. The legal people (Les Grodberg), LSI
purchasing (Mitch Federman), and myself have no objections to releas-

ing the specification for review, and Dave will be rechecking with the

uCPG Product Line (LLoyd Fugate and Jack MacKeen) who have had no ob-
jections in the past. Since the II was used as the interface on the
Ethernet chip RFP, there is already precedent for releasing the spec.

o Mivy,

I know that Dave has already discussed this issue with you, Gor-
don, so unless someone raises additional objections by the end of

July, Dave will be relesing the II Specification for veFdor review,
M
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TO: EBILL DEMMER DATE: SUN & DEC 1981 8:51 FM EST
FROM: GORDON RELL

ced see "CC* DISTRIRUTION DEFT: ENG STAFF

EXT: 223-2236
LOC/7MATL STOF: ML12-1/A51

SUBJECT: BI AND NAUTILUS: REVIEW AT THE OFERATIONS COMMITTEE

It is gratifuwing to hear that there is an altermative to the

BI. This sure adsrees with my gut feel, given it has taken so
long, I hore the comnsensus is wse Unibus until we can be
comeatible with an internationsl stendard. Motorola’s UME

seens Lo meet everw comnstrainti costs bandwidths chir
availability and Euroformfactor. When caen we make this decision
and save our monew?

We seem to be dgetting nowhere on looking at a2 trade-off of
srocessor sroduct cost versus earlier time to market with
Nautilus, In order that we not lose 3 critical month (I'm dgone
From 12/20 to 17100y I would like to det this issue scheduled
with Kern and the Orerations Committee for earlws Jan., Ken would
like to meet with =ows [Dony Steves Bob and I on thic., Would wou
»lease arrange the meeting and rresentation?

BEoth of these items are too big to be made bw the current
wrocesses which o nowhere near the Grour Vice Fresidents or
Urerations Committee, Thew are bhigy $50 to $100 million dollar
engineering exrenser items and far more when wou look at the
revenue and other cost imeacts. We must insist that others
review the wisdom of our direction and recommendations.

"CC" DISTRIBUTIONG

SAM FULLER GVFC: DON MCINNIS
KEN OLSEN JACK SMITH RILL STRECKER
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TO: BILL DEMMER DATE: TUE 8 DEC 1981 2114 \FM/EST
FROM: KEN OLSEN
ced XGORDON BELL DEFT: ADMINISTRATION
EDWARDN A. SCHWARTZ EXTS  223-2301

LOC/MAIL STOF: ML10-2/A50
SUBJECT? NEW EI RBUS FOR FUTURE VAX FRODUCTS

I understand the new EBI BUS for future VAX machines recuires a
sidnificant investment measured in terms of millions of dollars
arnd will recuire zadditional rrocessesy a3 well as delawing the
time to market of our machines.

We have a3 wolicw that investments in sroduct or ecuirment that
come to several million dollars have to be reviewed bw the Board
of Directors,

Before the decision is made on our new BUS structures will wou
let me krnow the cost imrlications of it and the eroduct

costy savingsy and other benefits, We will slan to bring it to
the Board of Directors in Januard.

KHDOiml
KO1367.82
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SYSTEM 1
(CURRENT
DESIGN CENTER)

BI AND UNIBUS

AZTEC DISK (SINGLE
AND DUAL)

RX50 CONSOLE LOAD DEV

2 MB MEMORY (MIN)

PEDESTAL PACKAGING

NO OF USERS: 2

CENTRAL SUPPLY

LA200 TERM

VMS COMPATIBLE

IN ADDITION:

SYSTEM 11

(SINGLE AZTEC)

BI ONLY

SINGLE AZTEC DRIVE
RX50 CONSOLE LOAD DEV
2 MB MEMORY (MIN)
PEDESTAL PACKAGING

NO OF USERS: 2
CENTRAL SUPPLY

LA200 TERMINAL

VMS COMPATIBLE

OF THE FOLLOWING COMPONENTS:

SCORPIO CPU MODULE
MEMORY (2MB)
UNIBUS (9 SLOT)

BI (6 SLOT)

SYSTEM ITI1
5 1/4" STORAGE)

BI ONLY
5 1/4" DISK FIXED
5 1/4" TAPE STREAMER
RX50 CONSOLE LOAD DEV
2MB MEMORY (MIN)
PEDESTAL PACKAGING

- NO OF USERS: 2
CENTRAL SUPPLY
LA200 TERMINAL

VMS COMPATIBLE

OUR PLANS INCLUDE THE DEVELOPMENT OF AN OEM BOX COMPRISED

POWER SUPPLY
RX50
RACK MOUNT




ELECTRONICS
PACKAGING

POWER

AZTEC I

5 174" DISK (FIXED)
5 1/4" STREAMER
RX50

TERMINAL

MFG ASSY & TEST

TOTAL COST

COMMENTS:

SYSTEM 1

3,665
430

1,200

2,000

SYSTEM I1  SYSTEM III  QEM BOX
3,150 3,300 3,475
360 360 350
900 630 950
2,000 --- ---
--- 1,400 ---
--- 442 .
250 250 250
800 800 ---
_25 215 2D
$7,735 $7,457 $5,300

- ALL SYSTEMS EXCLUDE COMM OPTIONS:

DMF32
BI COMM
BI MFA

- SYSTEM A COST IS FOR A SINGLE AZTEC OPTION.

$1,028

800
650

INCLUDES DISTRIBUTION PANEL



PROJECTED DEVELOPMENT COSTS (FY’83) AND SCHEDULE

SYSTEM 1 SYSTEM 11 SYSTEM 11
DEVELOPMENT SCHEDULE Q3 FY'85 Q3 FY'85 Q3 FY'85
DEVELOPMENT COST $8.2M $8.2M+ $8.2M+

COMMENTS::

THE DEVELOPMENT SCHEDULE FOR ALL THREE ALTERNATIVES DOES NOT ALTER,
SINCE THE CRITICAL PATH IS STILL THE V-11 CHIPS AND CPU MODULE
AVAILABILITY IN Q1 FY'85.

THE CONTINUATION OF THE BUA DEVELOPMENT (EVEN ON BI ONLY SYSTEMS) IS
NEEDED FOR THE OEM BOX CONFIGURATIONS.

A BI ONLY SYSTEM APPROACH, PUTS EMPHASIS ON THE DEVELOPMENT OF BI
OPTIONS (PRESENTLY NOT FULLY FUNDED AND NOT ON CRITICAL PATH).

NON-AZTEC SYSTEMS PRESENT ADDITIONAL RISKS TO THE SCORPIO PROGRAM
DUE TO VENDOR DEPENDENCY. AND NEW SOFTWARE DEVELOPMENT REQUIREMENTS

(VMS SUPPORT FOR 5 1/4" PRODUCTS).
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SYSTEMS ISSUES ASSOCIATED WITH THE ALTERNATIVES

SYSTEM I: CURRENT DESIGN CENTER

ADVANTAGES :

- PROVIDES FOR BOTH SINGLE AND DUAL AZTEC CONFIGURATIONS (84 MBs
MAXIMUM STORAGE) .

- ALLOWS FOR EXPANDABILITY TO AZTEC II CAPACITY AND PERFORMANCE (300
MBs MAXIMUM STORAGE).

- PEDESTAL SYSTEM INCLUDES BOTH BI AND UB BACKPANELS. ALLOWS FOR USE
OF UNIBUS OPTIONS.

- THE SYSTEM CAN ACCOMMODATE UP TO 18 USERS (16 USERS WITH BI COMM OR
DMF32 AND TWO SERIAL LINES).

- DESK-HIGH (28”) BY 20” WIDE AND 24“ DEEP PORTABLE ENCLOSURE (FOR
OFFICE COMPATABILITY). (FITS UNDER SOME U.S. DESKS BUT MEETS THE
DESK HEIGHT IN EUROPE.)

DISADVANTAGES:

~  HIGH TRANSFER COST (AS PRESENTLY CONFIGURED AND DEFINED).

~  LARGEST OFFICE COMPATIBLE PHYSICAL SIZE SYSTEM PACKAGE (AMONG THE
THREE ALTERNATIVES).

- 20 AMP LINE CARD REQUIRING DEDICATED OUTLET AND POWER LINE.

D. LieNOS
30 JuLy 82
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SYSTEM II: SINGLE AZTEC BI ONLY SYSTEM

ADVANTAGES:

- LOWER TRANSFER COST THAN SYSTEM 1.

- SMALL PACKAGE: 24" (HIGH) X 14" (WIDE) X 24" (DEEP)

DISADVANTAGES:

- BASIC SYSTEM EXPANDABILITY IS LIMITED. NO UNIBUS EXPANSION FOR
ENTRY LEVEL SYSTEM.

- IF UNIBUS EXPANSION IS DESIRED, THEN TWO ALTERNATIVES EXIST:

A. DESIGN ANOTHER SMALL CABINET WITH UNIBUS SLOTS INSTEAD OF BI
(PHYSICALLY BOLTED AGAINST THE SYSTEM CABINET).

B. USING THE OEM BOX, PROVIDE FOR UNIBUS OPTIONS.

- STORAGE EXPANSION IS LIMITED TO THE AZTEC II. [IF ADDITIONAL STORAGE
IS DESIRED, THE ABOVE ALTERNATIVES ARE VALID IN THIS CASE ALSO.

- DIGITAL DOES NOT KNOW HOW TO MARKET A SYSTEM WITH A SINGLE SPINDLE
(F+R) DISK. THE MAJORITY OF OUR CUSTOMERS (ESTIMATED AT 80%) WILL
REQUIRE A SECOND AZTEC (FOR MULTI-USER APPLICATIONS)-

- REQUIRES FIRM COMMITMENTS AND DELIVERY SCHEDULES FOR ADDITONAL BI
OPTIONS.
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SYSTEM III: 5 1/4” DISK AND STREAMER, BI ONLY SYSTEM

ADVANTAGES :

- LOWEST TRANSFER COST (OF THE THREE ALTERNATIVES).
- SMALLEST AND QUIETEST PACKAGE: 24" (HIGH) X 13" (WIDE) X 24" (DEEP)

- ALLOWS FOR STORAGE EXPANSION VIA THE EVOLUTION OF 5 1/4" STORAGE
PRODUCT TECHNOLOGY.

- DUE TO SEPARATE SPINDLES, MULTI-USER ENVIRONMENT IS NOT IMPACTED (AS
WITH SYSTEM II).

- ANY 5 1/4” FORM FACTOR DEVICE CAN FIT IN THE SPACES PROVIDED.

- 15 AMP STANDARD LINE CORD SYSTEM.

DISADVANTAGES:

~  LIMITED ALTERNATIVES FOR UNIBUS EXPANSION (SAME AS FOR SYSTEM B).

- MAJOR RISK TO THE PROGRAM, THE BUYOUT EFFORT OF TWO 5 1/4" PRODUCTS.
DIGITAL HAS NOT BOUGHT A STREAMER BEFORE.

~  NEW VMS SOFTWARE DRIVERS NEED TO BE DEVELOPED TO SUPPORT THE 5 1/4"
SOTRAGE PRODUCTS.

- THERE ARE NO COST DIFFERENCES BETWEEN A SINGLE AZTEC (F+R) SUBSYSTEM
AND A 5 1/4” DISK AND STREAMER SUBSYSTEM.

- REQUIRES FIRM COMMITMENTS AND DELIVERY SCHEDULES FOR ADDITIONAL BI
OPTIONS.
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SCORPIO SYSTEMS BUILT CONFIGURED WITH OEM BOX

ADVANTAGES :

ALLOWS MAXIMUM EXPANDABILITY BOTH IN AN OFFICE ENVIRONMENT
(ACOUSTICAL CAB) OR IN THE COMPUTER ROOM ENVIRONMENT (STANDARD CAB).

- MAXIMUM FLEXIBILITY FOR BI AND UNIBUS OPTIONS.
- RACK-MOUNT ELECTRONICS PACKAGING (STANDARD RACK)-.

- AT LEAST 32 USERS.

DISADVANTAGES:

- LARGE CABINET (FOOTPRINT AND HEIGHT) FOR OFFICE ENVIRONMENT.

- LACK OF PORTABILITY.

- REQUIRES ADJACENT CABINETS FOR LARGE STORAGE CAPACITY AND HIGH
PERFORMANCE PRODUCTS.
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SUMMARY/CONCLUSIONS

HOW THE MARKET WILL RESPOND TO BI ONLY SYSTEMS, WITHOUT EASY UNIBUS
OPTIONS EXPANDABILITY.

THE ALLEGED COST ADVANTAGE OF THE 5 1/4" PRODUCTS AGAINST THE AZTEC
IS NOT REAL.

PACKAGING OUR SMALL BI ONLY SYSTEMS FOR UNIBUS EXPANDABILITY IS
EXPENSIVE.

CONCENTRATING ON BI ONLY SYSTEMS WILL INCREASE THE DEVELOPMENT COSTS
FOR FY‘83 SINCE THE BI OPTIONS ARE NOT FUNDED OR COMMITTED PRODUCTS

AT THIS TIME.

MARKETING A SINGLE SPINDLE SYSTEM IS A FIRST FOR DIGITAL. NOT SURE
AT THIS TIME HOW OUR CUSTOMERS WILL RECEIVE SUCH A PRODUCT

(SYSTEM 1I).
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SUMMARY TRANSFER COSTS

| | | | BI | | | |
| | | ADD | ONLY | | | |
| | BASE | SECOND | (SINGLE | UNIBUS | ACOUSTICAL | STANDARD |
| | cosT | AZTEC | AZTEC) | EXPANSION | CAB I CAB |
| | | l | | l I
| | | ! |//////|/////V////|
| SYSTEM I | 8,745 | 10,245 | 8,100 | | | ///I
[ [ | | | %| /| /)
[ | | |/ | |/ I |
| | | 9,935 | | 9,435 | | |
| sysTem 11 | 7,735 | (NO BI | | (NO DISK I//// I//// |
I | | EXPANSION) | //I EXPANSION) | ///I |
| [ | | /l | /1 /u
| | I// I// | 1/ I/ |
. | I | | 9,157 I I |
| SYSTEM III | 7,457 Ij;;;;// I | (NO DISK I///// | |
I I | ///I | EXPANSION) | I ///|
| | I I | | | |
[ | M// |/ |// | | |
| | I I I | 6,350 | 6,150 |
| OEM BOX | 5,300 I////// I//// | | (NO PERI- | (NO PERI- |
| | | ///l ///l | PHERALS) | PHERALS)

I | | | /1 /I [ [
NOTES:

= OEM BOX CABINET INCLUDES POWER CONTROL BOX, I/O DISTRIBUTION PANEL AND
MANUFACTURING ASSEMBLY AND TEST COSTS.

- NO COMMUNICATION MULTIPLEXERS INCLUDED IN THE ABOVE NUMBERS.

D. Lignos
30 July 82
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LEGEND/NOTES

INITIAL OFFERING
FOLLOW-ON OFFERING (NEW DISKS, NATIVE BI,

ETC.)

ALL SYSTEMS 2 MB MEMORY EXCEPT DUAL RAXY AND RAXX/TA81 WHICH ARE 4 MB.

$ =

40" CABS

DUAL RAXY OR
RAXX/TA81

DUAL RA60 OR

TRANSFER COST

+3 BI COMM

600 + MB (4MB)
$15.9/20.2K

600 + MB (4MB)

®— +3 DMF32
RA81/TUS81 400 + MB 400 + MB
$16.9/21.0K
PEDESTAL
SYSTEM I + BI COMM ® NOTE:
DUAL AZTEC II 75/MB 150MB/150MB
$10.4K THIS SPACE CAN BE CONVERED WITH A DUAL AZTEC OEM
PACKAGE CONFIGURATION. SUCH A SYSTEM
SYSTEM I ®_* BI COMM ® + AZTEC II + BI COMM%& CONFIGURATION THEN ALLOWS FOR MORE STORAGE AND
SINGLE 75MB/75MB $8.8K 150MB/150MB MORE USERS (COMM DISTRIBUTION).
AZTEC II $8.0K $10.4K
SYSTEM I ® + DMF32
DUAL AZTEC 21MB/21MB 42MB/42MB
$9.8K $11.3K
SYSTEM I + DMF32 + AZTEC + DMF32
SINGLE 21MB/21MB $9.8K 42MB/42MB
AZTEC $8.7K $11.3K
| | | | | | | |
| 2 8 I 16 | | 32 $ of Active
0 10 20

30 Terminals




REC OMMENDATIONS

= STAY WITH THE CURRENT SINGLE AND DUAL AZTEC SYSTEM CONFIGURATION, BI
AND UNIBUS SYSTEM IMPLEMENTATION.

- DEVELOP THE SYSTEM HARDWARE COMPONENTS SUCH THAT:

- SHIP TO SYSTEM WITH ONE AZTEC ONLY (PROJECTED TRANSFER COST:
$8,745).

B SHIP THE SYSTEM WITH BI ONLY (PROJECTED TRANSFER COST:
$8,100)-

- DESIGN THE CAPABILITY FOR CUSTOMER INSTALLABLE SECOND AZTEC
IN THE FIELD (GOAL).

- ALLOW THE ABILITY TO INSTALL A SECOND 6 SLOT BI BACKPLANE
INSTEAD OF A UNIBUS BACKPLANE (FOR 12 BI SLOTS).

- WE RECOMMEND THAT SUB VMS PRODUCTS (MINI AND MICRO-VMS) SHOULD USE
5 1/4" STORAGE DEVICES.
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TO: GORDONHBELL DATE: 22 APRIL 83 .
‘ FROM: BILL DEMMER 13 (LA zzbﬂmﬂﬂAVL/

CC: DEMETRIOS LIGNOS DEPT: 32 BIT SYSTEMS
BILL JOHNSON EXT:  229-6065

. . LOC/MAIL STOP: LTNO1-2/HO09

ENG. NETWORK NODE: PHENIX

'
i

SUBJECT: YOUR MEMO ON THE BI PACKAGE OF APRIL 6, 1983

i

Gordon, we |believe we have stabilized the BI package and know of no
specific pgoblems with it. Attached is Demetrios's detailed
evaluation /of the strawhorse you presented and the rationale behind
why we arefwhere we are with the BI packaging effort.

My own mactolevel summary of the rationale behind the current BI
package would be as follows:
i
1. To achieve the band width and the number of nodes that we've
specified for the BI, the electrical characteristics require
a' denser connection to the backplane then we now have with
the green block.

2 While the basic module size is somewhat arbitrary, the design
is geared towards a multi module system that allows, in
general, individual options to be housed on a single module.
This suggests a module of the ball park size we are planning.

3s There appears to be an emerging standard OEM rack
configuration that our planned BI module size of 9.2 inches
seems to fit that our standard 10.4 inch quad module would
not fit. Given the change in connector and module thickness
we can find no penalty that Digital is paying to go with the
planned BI module. i.e The upside potential may be
significant with little or no downside risk associated with

size alone.

Because of my own concern over the wisdom of introducing a new
connector there has been a lot of pressure in the system for the past
several months to make sure the approach we are taking is technically
sound and production viable. We have instituted a review process
across the range of Digital expertise to maximize our probability of
success in the implementation effort.

If you would “like, upon your return, we could have an informal round .
table discussion about the BI package. Meanwhile, if you see any

fatal flaws with our plan please have Ken or Jack communicate with us

so that we may take the appropriate corrective action.
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| 1] INTEROFFICE MEMO

To: Gordon Bell Date: 21 April 1983 / e
From: Demetrios Lignos .-
CC: Bill Demmer Dept: Low-End VAX Systems Dey
Bill Johnson *  Ext.: 229-6116 ;

Loc/Mail Stop: LIN1-2/F15
ENET: OBLIO::LIGNOS

Subject: BI Physical Interconnect Strategy Definition
Ref: Your memo "A Reaffirmation of the BI Package," dated 6 April 1983

I would like to try to address the issues that you and Ken have raised
on our present BI Physical Interconnect strategy. We are now in the
process of finalizing the BI physical interconnect strategy and I have
attached, for your information (Attachment #1), the three step process
that I am using to publicize our decision throughout the corporation
at all levels before it is cast in concrete. The position we are now
at, in terms of the BI packaging design, has been evolving over two
years of advance development and product development activities. So
far, our impression (as a result of numerous presentations to a number
of connector experts in Engineering and Manufacturing) has been that
our approach is the right one from all aspects, based on what we are
trying to do with out next generation systems.

Before I proceed with the qualification of the above statements, I
would 1like to emphasize that the BI physical interconnect
recammendation is not and was never intended to be a "Green Block"
replacement across the board. I should also state, that the design we
have, does not preclude usage of the BI physical interconnect
camponents for other applications throughout our new product
development organizations.

A. Original Objectives of the BI Packaging Design

In general, our original BI system's development goals were as
follows:

1. The ability to easily configure and reconfigure systems for a
large variety of applications (i.e., applications such as
Office Environment , Workstation, etc.).

2. Custamer installability and maintainability.

3. Maximize the system performance, while at the same time,
minimize the physical size of the system box.

4. Develop cost competitive products.

~—————



D. Lignos Page 2 21 April 1983

To meet the above goals, we provided the following development
solutions:

1.

We decided that one major function per module is the simplest
way of creating a functional building block concept for our
systems. Thus far the KDZ11l CPU, Memory, BUA, BI LESI, BI MFA
and others are single module options. A couple of newer
options (i.e., BSA, BCA)smay be dual module options in their
initial implementations.

For ease of field installation, repairability and custamer
maintainability, we decided that no cables should come off the
BI modules. The problems with cables in the field have been
occasionally disastrous for us and we felt that the tech-
nologies of the future that we have available to us would
support our decision to eliminate them campletely. Such a
decision makes things easy for Manufacturing, Field Service
and custamer handling of our next generation products.

To facilitate ease in customer (and the field) insertion and
removal of a module, we decided on a ZIF connector. We
believe that a zero force insertion and removal of the module
from the back panel, will be significant for the product's
quality and a major contribution to a lengthy MIBF in the
field.

Although current and future custam LSI and VLSI technologies
support the choice of small modules for the next generation
products, the small modules also contribute to the overall
reliability, cost and ease of handling of our products. A
small module is easier to stock, carry, ship and cheaper to
buy than a large one. Because of the high component density
requirement of the technologies, the custamer may be paying
for unused real estate for a function that requires a lot less
physical space than the large size module provides.

I want to emphasize here that the major force behind our
decision to go with small modules, was purely technical. The
modern high density and performance camponents require high
density pin concentration in order to meet the very stringent
electrical characteristics (i.e., lead lengths between
components) that are required to meet the performance specs
(signal integrity) of the BI bus).

Another advantage of a small module is the general requirement
of lesser volume of air to cool it. The lesser power and
smaller air volume both contribute significantly to the use of
the .BI in the office environment application of Scorpio and
Microvax based products.

Further advantage of the smaller modules, with lots of
camponents and interconnect, is our ability to lay them out
using autamated tools. After a certain camponent density,
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our present CAD tools break down. We already know that we are
0.K., as a result of a successfully campleted experimental
case (VLS will solve these problems when it does become
available).

7. We have designed the BI physical packaging camponents with the
BI specs in mind. The present hardware is tuned perfectly to
the BI performance specs (more on that, later on).

8. So far the cost associat®d with the BI physical parts is very l
much in line with our original cost goals. We have written
quotes fram vendors that we have based our cost estimates on.
Although it is hard to do an "apples to apples" camparison, a
rough cost comparison between the "Green Block" and the BI
packaging implementations, is as follows:

BI Physical Interconnect: Cost/pin = 5 cents

2.5 cents

Green Block: Cost/pin

B. Highlights of our Current BI Physical Interconnect Strategy

There is a tremendous amount of paperwork and energy that has gone
into the BI I/O connector scheme. I will try to spare you a lot
of the details (available upon request) in order to give you the
highlights of our decision to use the Burndy design of a 300 pin
ZIF single piece connector, with 50 mil pin spacing but using 100
mil PWB technology.

1. Why can't we use the existing connector schemes?

I will try to explain that our decision to bring in a new
connector was not made capriciously. All the viable existing
connector schemes were investigated and for a number of valid
reasons they were not acceptable.

a. Electrical Characteristics: In order for the BI bus to
meet its performance specs, it is essential that the I/0
connector meets stringent RCL characteristics. Any other
existing solution (including some Burndy 300 pin connector
competitors) did not meet these requirements. For this
determination, we looked at the electrical performance
requirements that the next generation technology elec-
trical components will impose on the BI physical hardware.
(I have attached the camparative technical data between
the Burndy and Amp connector for your information;
Attachment #2.)

b. Pin Density (300 Pins vs. a Lesser Amount )

At first, not understanding the pin requirements, we used
Rent's rule to come up with an I/O pin density, which
would satisfy the number of gates that we estimated the BI
module would hold. Today, however, the 300 pin arrange-
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ment appears to still be valid and may even be on the low
side.

Even. though the BI bus occupies 120 individual pins (2
60-pin segments on the connector) the rest of the pins are
about enough (with a few spares) to:

- Connect the Unibus on the BUA module. (240 pins)

- Connect the LESI finterface on the BI LESI module.

- Provide intercommunication (via the back panel)
between multi-module BI options (one of the two BSA
modules requires 297 I/0 pins).

- Etc.

c. Custamer Installability:

If a customer can handle the module correctly, then
Manufacturing and the Field should have no problems at
all. The ZIF concept allows for easy, error free
(connector is keyed) insertion and removal of the module
in the field. The 2-piece versions (Amp, Terradyne, etc.)
require a 50 1lb. force to install. I should point out
here, that a longer or even larger size module could bend
under such force (especially applied by untrained hands),
thereby causing a possible intermittent problem due to a
hairline crack on the etch.

BI Connector Review Results and Recammendations

Following a detailed design review of the chosen BI connector
(conducted on February 17th), the recammendation was that the
connector design looked good and we should proceed. The
responsible design team acknowledged that an extensive test
and evaluation program would now be needed to thoroughly test
the new connector over the next year to 18 months. Such a
test plan is now being prepared and will be available over the
next month, for review and comments. (I have attached a copy
of the technical review results for your information;
Attachment #3.)

Following the completion of the detailed financial analysis
(driven by John Hittel fram the Nautilus Manufacturing group),
we set up a senior technical management review of the BI
physical interconnect strategy, but with emphasis on the new
BI connector justification. The review actually took place on
April 7th. The review team was camprised of:

Don Metzger
Camille Sahely

Dave Thorpe
Walt Hanstein




D. Lignos Page 5 21 April 1983

3.

Dick Best
Bill Demmer
Bill Mooney (Kanata Mfg.)

Dick Gonzales and Dick Clayton had been invited to attend but
were unable to make it. In any case, Bill Schmidt talked to
Dick Gonzales on the phone on Thursday morning (prior to the
meeting) and Dick indicated that he was supportive of the
connector design and oursdecision. Fram Dick's group, Bruce
Weaver (the CT mechanical engineer) is now very familiar with
the BI connector design. As a matter of fact, I understand he
is considering using a variation of that connector on the next
CT set of products.

The review cammittee unanimously approved our design approach.
They listened to the reasons and rationale of our new
connector design approach versus the Green Blocks and other
connector systems. Based on the technical reasons presented
(associated with the BI bus specs), the review committee
agreed that the new connector is necessary, as opposed to any
of the existing "standard" approaches.

Same of their comments/questions at the review were as
follows:

a. Have we looked at 50 ohm impedance for next generation
applications? (Present design at 75 ohms.)

b. What is involved if we had to change board thickness?
(Board thickness is now spec'ed at .093 + 10% mils.)

c. What is the longest board size before we can expect
contact reliability problems?

d. How do we ECO the backplane? (Several approaches exist,
but need to be documented.)

e. Have we looked at the EMI/RFI analysis of the back panel
(Multiple cables of various frequencies)?

In general, all the camments were favorable. The nevigw team
encouraged us to proceed with the design and bring it into
Digital as soon as possible. Their main advice was that ':we
cannot be too careful, when it comes to the extensive testing
and evaluation that is necessary to assure the reliability of
the connector."

(Detailed minutes of the above review will be available
shortly.)

why Can't we use the Existing "Standard" Module Form Factors?

(Dual, Quad, Hex)?

a. Use of Today's "Standard" Modules
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My first comment to your "Standard Quad" term, is that it
implies the usage of a Quad as we know it today (i.e.,
present physical size and "Green Block" connector scheme).
The same camment, by the way, is true in the case of the
other "standard" form factors.

I have already explained, I believe, the reasons why we

cannot use the "Green Block" connector system with BI bus

systems. Given that, the I/O connector must be different
for BI systems, the argument of using the existing module
form factors is reduced to mean only in terms of physical
dimensions (footprint). A quad size module (or any other
physical size module, for that matter) with a new ZIF
connector, is indeed a new module type and bears no
resemblance to the existing "standard" modules, other than
from the general physical dimensions point of view. The
BI board itself is a thicker board (.093"), due to the
many layers required to handle the larger BI power needs.

Our entire packaging scheme is based on the BI module form
factor that we have selected. Because the new connector
is modular (multiple 60-pin segments), another connector
size can be constructed with more than the five such
segments required for the BI modules (300 pins) to fit a
larger size module. Nautilus is using a 480 pin connector
(eight segments) for the extended hex form factors that
they have chosen (NMI interface and intermodule
camunications). But I want to emphasize that the
Nautilus module form factor is not a "standard" extended
hex. As a result of the new I/0 connector usage, Nautilus
will be introducing a new type module.

Possibility of Using the Current Quad Module Footprint

The question that cames to mind, in this case, is: "Is
there any benefit to using a Quad Std module (8.0"x10.4")
versus the BI module size (8.0"x9.2")?" Back, about 18
months ago, when we picked the BI module size (8.0"x9.2")
over the Quad module size (8.0"x10.4"), we did it for the
following reasons:

-  Minimum scrap off the standard size stock panel (board
fabrication).

- We were influenced by the Micros Group, who convinced
us via a business analysis, that a 9.2" dimension
would give us substantial flexibility to canpete in
the international OEM markets with our BI based board
products.

That Micros claim may not be of significance any longer,
but we do understand that recently the trend of module
dimensions in this country, is being influenced by the
9.2" European standard. A number of campanies (such as
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Mgtorola, Intel and others) appear to be moving in that
direction for their board products.

The significance of the BI module dimensions (8.0"x9.2")
to our program, however, is in the OEM system box design
area. The 9.2" dimension is instrumental in our ability
to contain the height of the Scorpio OEM box to 10.5
@nches. Due to the heavy congestion of system camponents
in the OEM box (i.e., Power Supply, a 9-slot Unibus and a
6-slot BI Logic Cage, etc.), an increase of 9.2" dimension
to 10.4" (to meet the present Quad footprint), would
require a total redesign of the OEM box package.

At this point, I see no real advantage of considering the
10.4" demension over the 9.2". We will, however, look a
little closer (with Manufacturing's help) to make sure
that we have not overlooked any one advant