SANDIA CORPORATION
SANDIA BASE, ALBUQUERQUE, N. M.

Via Registered Air Mail

November 6, 1959

Mr. Harlan E. Anderson

EJCC Publication Committee
Digital Equipment Corporation
Mayard, Massachusetts

Dear Mr. Anderson:

Enclosed are the required four copies of "Pattern Recognition and
Reading by Machine" by W. W. Bledsoe and I. Browning of Sandia
Corporation. This paper, as you know, will be presented at the
1959 Eastern Joint Computer Conference by Mr. Browning. I am
also enclosing a separate set of illustrations for reproduction
and a short biography of the speaker.

Mr. Browning will have with him two complete sets of 3t x 4 colored
slides. He will not use any other visual aids.

Sincerely yours,

}f/ewM

D. F. Rauber
Section 3423-1
Sandia Corporation

DFR:3423-1:hg

Enc.




PATTERN RECOGNITION AND READING BY MACHINE

W. W. Bledsoe and I. Browning
Sandia Corporation, Albuquerque, New Mexico

ABSTRACT

An essential part of data processing by machine is pattern
discrimination, characterization, and mensuration. A system to
accomplish these ends has been devised and is being used on an
IBM 704. To evaluate the discriminating capability of the
system, typewritten numerals, hand-block print, and handwritten
seript characters have been used as patterns of respectively

increasing complexity and individual variability.

All of these patterns were processed by using a family of
general-purpose programs based upon a central principle which
embodies Gestalt recognition. Original patterns are imaged on
a 10 x 15 photocell mosaic, reduced as a 150-bit binary coded
image (or number), and "learned'in a memory matrix. Successive
experiences are added to this memory matrix. New patterns are
recognized by measuring their similarities to the learned experi-
ences. Recognition is accomplished on a character by character

basis and also by contextual relationships.




Typical results are: 1) For typewritten numerals, 100 per-
cent recognition under all conditions tried; 2) for hand-block
print, 92 percent under certain conditions; for handwritten
script characters, 54 percent under certain conditions. Elabora-
tion of the logic to include contextual reading increased the
recognition of hand-block print to 100 percent and of handwritten

script characters to 98 percent.
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Figure Captions

The photomosaic and two of the randomly chosen photo-
cell pairs. The four digital groups to the right are
the four possible states of each photocell pair.

The system learning the letter I in a central position.
Only two of the 75 pairs are shown.

The system learning the letter I in another position.
Note that the memory experience shown in the previous
figure remains.

The system learning the letter I in a third position.
The check marks to the right show all possible combina-
tions of these two photocell pairs for the letter I.

Hand-block print as it appears on IBM cards. (Top --
A, C, E; Bottom -- N, M, H.)

Handwritten script characters as they appear on
IBM cards. (Top -- w, 1, o; Bottom -- s, r, e.)

The memory matrix with the characters B, G, and 5
learned. Note that two G's have been learned.

Comparative scores of hand-block letters.
Comparative scores of handwritten letters.

Comparisons of the percent recognized for hand-block
print read with different n-tuplings: n = 1 (hatched
bars) and n = 2 (solid bars). Note that when all five
alphabets are learned together, the percent for n = 2
improves. In other words, for n = 2, the ability to
read improves with additional learning in the memory
matrix.

Comparison of percentage recogniltion of hand-block
print with different n-tuples. Five alphabets
(labelled A, B, C, D, and E) are considered singly,

and then together.
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Fig. 10

Fig. 11

Table I

Table II

Table III

Scores made on handwritten script letters, showing
that for larger values of n, larger amounts of learn-
ing are useful.

Material of Fig. 8a presented in different form.

Arbitrary shapes which were taught to the system as

a basic distribution pattern for the subsequent
reading of alphanumeric handwritten characters.

Each shape was learned in the position shown and
also in several positions resulting from lateral dis-

placement.

Percentages of recognition for five different choices
of random n-tupling.

Handwritten letters read by context. Letters and
words incorrectly identified are underscored.

Table Captions

-- Typical experiments indicating experimental param-
eters and percentage of read-out for hand-block

print.

-- Typical experiments indicating experimental param-
eters and percentage of read-out for handwritten

script characters.

-- Scoring by context.
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INTRODUCTION

Many efforts have been made to discriminate, categorize,
and quantitate patterns, and to reduce them into a usable machine
language . The results have ordinarily been methods or devices
with a high degree of specificity. For example, some devices
require a special type font; others can read only one type font;

still others require magnetic ink.

We have an interest in decision-making cir-
cuits with the following qualities: (1) measurable high relia-
bility in decision making, (2) either a high or a low reliability
input, and (3) possibly low reliability components. The high
specificity of the devices and methods mentioned above was felt
to be a drawback fo€ our purposes. All of these approaches prove
upon inspection to center upon analysis of the specific charac-
teristics of patterns into parts, followed by a synthesis of the
whole from the parts. In these studies, pattern recognitien

of the whole, that is, Gestalt recognition, was chosen as a more
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fruitful avenue of approach and as a satisfactory problem for the

initial phases of the over-all study.

In addition, we chose to concentrate upon the recognition

of alphanumeric patterns, rather than upon other pattern types,

for the following reasons:

(D

(2)

(3)

Convenience. Results can be handled easily since it

is possible to use conventional print-out equipment.
Furthermore, we could exploit our own familiarity

with letters and words.

Background. Research on alphanumeric pattern recogni-

tion has been vigorously pursued, and we were therefore
able to make use of the relatively large literature on

the subject.

Usefulness. Success in our efforts would make availa-

ble a technique which society needs and can use im-
mediately, even though such a result would be only a

by-product of our over-all study.

Because typewritten numbers were recognized without error

in the cases congidered, the investigation quickly shifted to

hand-blocked print and finally handwritten script characters as
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displaying greater complexity and increasing individual vari-
ability. In this way the decision making powers of the system

were more fully challenged.

Since a numerical output is the inherent mode of expression
of a digital computer, our work was aimed at developing
a numerical score for each pattern examined. The basic method
employed to obtain these scores and to use them to identify each
pattern uniquely will be described in the following section.
Then various expansions and variations of the method will be
covered. Finally, a method of extending jidentification by con-

textual relationships will be described briefly.

It may be mentioned at this point that this system is

highly general -- that is:
(1) It handles all kinds of patterms with equal facility.

(2) Because it does not depend upon absolute pattern-
matching, it can identify a patternm which is not
exactly like, but only similar to, a pattern it has

previously learned.

(3) It does not depend significantly upon the location

of a pattern on the photomosaic for identification.
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(4) It is only partially dependent upon the orientation

and magnitude of a pattern for identificationm.

It would also be well to mention the two major disadvantages of

the system:

(1) When the learned patterns are quite variable, the

memory can be saturated, especially in certain cases.

(2) A very coarse mosaic, especially if it has inconstant
photocell performance, produces images of small
letters which do not contain enough information for
recognition. See, for example, the sixth character,
an e, in Fig. 2b. The large letters, however, do not

present this problem.

However, both of these disadvantages can be at least partially

overcome; the first, by various techniques to be described later;

the second, by using a mosaic with more photocells.
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BASIC METHOD

Of prime importance in this method is the way in
which pattern discrimination is provided. The best way to

describe the process is by example.

We start with a 10 x 15 photocell mosaic (this size being
chosen because of immediate availability), the elements of which
are related to one another as 75 randomly chosen, exclusive
pairs. Fig.la shows the mosaic and two such randomly chosen
pairs (11 12 and 21 22). Images, letters for example, projected
on the mosaic will produce characteristic patterns, examples of
which are shown in Figs. 2a and 2b as they appear on IBM cards.
For computer convenience, the light values of an image on the
mosaic are rendered in a binary system which treats dark as 1
and light as 0. When an image is on the mosaic, each pair of
photocells (the members of which are ordered for this purpose)
will represent the light values of the image as a two-bit number.

Each pair of photocells has therefore four possible states --

00, 01, 10, and 11.

In the memory matrix of the computer, a 36-bit computer
word is assigned to each state of each pair, giving four words

for each photocell pair or 300 computer words for the 75 pairs.
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Furthermore, each bit position in the 36-bit computer words is
assigned a pattern nomenclature. The sequence used in our experi-

ment was:

Position: 1234556730 95 00218 19 <. 3530

Homenclathee:: . 1 2 345678 8 -8 9s¢c'd € ... % 8%

This nomenclature sequence will hereafter be referred to as an

""alphabet."

In order to demonstrate how patterns are ''learned,” we will
use as an example the letter I, First, a letter I is projected
on the photocell mosaic (Fig. 1b). Its image on the mosaic pro-
duces one of the pair states (00, 10, 01, 11) for each of the
pairs, depending upon the amount of light falling on the pair.
Since all 75 pairs are involved, the resulting 75 states address
75 words in the memory matrix. For each word addressed, a binary
1 is entered in the nineteenth position, the position correspond-
ing to the letter being learned, I. Obviously, if the letter A
were being learned, a binary 1 would be entered in the eleventh
or A position, and so forth. The process described constitutes
the learning of a single letter I, but whole series of letter 1%,
differing in shape or position or both, can be learned. For

example, Figs. 1b, 1lc, and 1ld show the same I being learned in
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different positions, while Fig. 3 shows a case in which two G's

have been learned.

Since not all the letter I's will be in the same position
as the first, some different computer words will be addressed.
That is to say, there is a degree of individual character
variability. However, no letter I or combination of I's will
normally address the same 75 computer words as, say, a letter A

would. This is a key point: the very shape of a character, such

as the letter I,forbids certain states for certain pairs. The

existence of these forbidden states lies at the heart of

our method, for without them the logic would saturate. In

sum, different patterns have different forbidden states and

consequently score differently.

Now, suppose that we have taught the logic several alphabets,
proceeding for each character as for the letter 1 above. We can
then identify a specific unlearned character, an A for example.

A letter A is "read' by imaging it on the photomosaic. Its
image will address the 75 computer words in the memory matrix
that correspond to the active states of the 75 pairs. Identifi-
cation of the specific pattern in question is made by comparing
the unknown image with the previously learned characters. In

practice this is domne in the following way:
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(1) The binary 1's in position one (the position correspond-
ing to .) are added up for all of the 75 computer words
addressed by the unknown pattern. The score obtained
shows the similarity of the unknown pattern to the .

pattern.

(2) The same process is repeated for the other 35 positions,

with the result that 36 numerical scores are obtained.

(3) These scores are compared by the computer, and the
highest score wins. That is, the unknown pattern is
identified with the character occupying the position
scoring highest. If there is a tie for highest score,
the computer arbitrarily selects one of the highest
scores as the winner. Note that the highest score

possible is 75.

Fig. &4 shows an example of scoring for hand-block A and T.
Fig. 5 shows scoring for much more highly variable patterns,

namely, handwritten a and t.

It will be noted that if an image corresponding exactly to
the unknown image had been learned before by the matrix, a score
of 75 would be made at that position. Again, if by learning

several similar patterns (A's, for example), all of the pair
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states now being addressed had been learned, a second 75 would

be made. However, in most cases, an unlearned character will not
make a perfect score. The degree of similarity is measured by
comparing the magnitude of the various scores with a perfect

score of 75. Discrimination is defined as the difference between
the score of the correct character and the next highest score.

It can be seen that what actually happens in this process is that
the images, both those learned and those being read, are trans-
formed into a new space (the memory matrix) and are there compared

for identification.

LOCIC EXPANSION AND MANIPULATION

Our studies and experiments moved outwards from the basic
method to include a variety of modifications and variations.
An attempt is made below to evaluate each variation in terms of
its final effect. It should be noted that the combination of two
or more of the methods to be described results in substantial

increases in correct readings.

1. Different Photocell Groupings

In the examples cited, the photocells were grouped as exclu-

sive pairs. However, it is obviously possible to use
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n-tuples in which n has any value from 1 to 150. Let us begin
by comparing the system employing photocell pairing (n = 2) with
a system in which n = 1. 1In the latter case, each individual
photocell addresses only two computer words, since its possible
states are 0 and 1. The difference in the behavior of the sys-
tems is striking. If we re-examine Figs. 1lb, lc, and 1ld, we
note that in learning several images of the letter I, with n = 1,
every single photocell would exhibit the values 1 and O: this is
so because the position of the letter I changes. In other words,
unless the image on the mosaic is held within narrow limits, the

memory loses most of its discrimination value with n = 1.

We can say then, that position is very critical in the case
of n = 1, and that it has less importance for n = 2. A direct
consequence of this difference is found when the matrix is
taught more than one position or more than one example of a
pattern. The scores will improve ifn=2; for s = 1, they
will not improve and will probably deteriorate. Figs. 6 and 7
illustrate this characteristic with respect to five alphabets
learned separately and then in combination. Marked improvement
in the reading of this message, which was written in hand-block
print, was achieved when n = 2 rather than n = 1. For the five

alphabets learned separately, the average percent of recognition
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with n = 1 was 56.12 percent; for n = 2, 54.01 percent. But for
the same five alphabets learned together, the percentages are

46.42 for n = 1, and 67.63 for n = 2. (See also Figs. 8a and 8b.)

Remembering that n can equal any number from 1 to 150, we
can ask what effect is produced when higher n-tupling is used.
The problem of pattern recognition with a multichannelled system,
such as the one simulated for discussion here, has traditionally
been approached from one of the two extremes, that is, n = 1 or

n = 150. Consider the formula

s"x Sxc=1,
where
S = the number of operational states of the photocell. In
the case being considered S = 2, for the possible photo-

cell states are 0 and 1.
n = the parameter for n-tupling.
N = the number of photocells.

C = the number of categories of patterns learned and read

(36 in the previous examples).

L = the number of storage sites in the memory matrix.
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The factors held arbitrarily constant in our experiment were
n=2, N= 150, and C = 36. The traditional cases, as mentioned
before, have involved n = 1 and n = N = 150. But the former has
been shown to deteriorate or at least not to improve appreciably
with learning. The latter, on the other hand, requires a pro-
hibitively large memory matrix (36 x 2150, using the same values

as above), although its reading ability would be perfect if

enough learning experience could be provided.

Let us summarize concerning these two extreme conditions.
If n = 1, there are no forbidden combinations and therefore the
memory will saturate with the learning of successive characters
which vary in size, area, shape, or position. Such a logic has,
consequently, an extremely limited use. If n = 150, saturation
is impossible. But, even apart from thei%ossibility of having 2150
computer addresses available, images being read successfully

would be restricted to exactly those that had been learned before.

This logic, then, has even more severe limitations.

Cur method avoids these several disadvantages by
concerning itself with intermediate values of n, values which
provide the learning advantages of a large exponential matrix

but which retain a memory matrix more cemparable in size to the
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photomosaic matrix. For example, with n = 2, the formula for the

logic used gives:

22 x lgg x 36 = 10,800

The number of bits in the memory matrix for the simplest case of
a system not position sensitive, under these conditionms, is

therefore 10,800.

Let us introduce another quantity, M, which will be the
number of photocell n-tuples utilized in a given experiment.
While M will normally be given by N/n, larger M values can be
obtained by non-exclusive n-tupling of the photocells. We will

have more to say about the non-exclusive cases later.

In any event, it is obvious from the formula that a larger
memory matrix can be utilized if any of the variables are in-
creased. During the course of our experiments, we used the

following values:

B IR, W g W
30, 50, 75, 150, 128, 256, 512, 1024

=
i

10 and 36

o
Il
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The experimental data suggest that a greater amount of logic

produces better discrimination. The primary effect of varying
n is that as n increases, the percent of recognition increases
with increased learning (Figs. 7, 8a, and 8b). However, a balance
must be preserved among the various parameters in order to utilize
to best advantage a given amount of logic and to minimize com-

puting time.

2. Non-exclusive n-tupling

Some experiments were made in which non-exclusive n-tupling
was used for the photocells. The number of n-tuples (M) used
could in these cases have any value. Tables I and II shows that
non-exclusive pairing resulted in some improvement in the percent
of characters recognized. But this improvement was at the ex-
pense of more storage space and longer computing time. We feel
that a larger gain in percent recognized can be realized, for
the same amount of storage and same length of computing time, by
increasing the number of photocells (N) and continuing to use
exclusive n-tuples. In other words, we see no real advantages

in non-exclusive grouping.
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3. Positioning

A procedure for pre-positioning characters for learning and
reading by rotating an origin was attempted and found to be
profitable in special cases. This rotating-origin technique is
useful for digits and for print, but will not work with hand-
written script. That is to say, if a character or pattern is
separate and distinct, it can have an origin rotated with respect
to some reference. Handwriting (as contrasted with the separate
handwritten characters which we used) has continuity, and there
is no obvious origin from which to start. Some method for
separating handwriting into its components would be required

before the origin of such components could be rotated profitably.

For each character an origin is arbitrarily defined. The
character is then successively repositioned about this origin in
the following sequence of x, y values: 0,0; 1,0; 1.5 0.5 ~1,03
-1,-1; 0,-1; 1,-1; 2,0; etc. Scores are obtained for each value,
and the maximum score made by a character in any of the positions
is chosen as the identifying score. This program involved a
considerable amount of computer time, and is of interest mainly
in connection with the possibility of simulating conditions for

servoing' the ‘eyeball.” Such a feedback system appears

feasible, since effective score criteria were found.
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In a variation of the positioning program, the characters
were all relocated by the computer to the upper left hand corner
of the rectangle. This positioning, combined with the rotating-
origin program just described, gives the maximum probability of
reclaiming position-dependent data. This combination provides
the largest increases in effectiveness for the n = 1 cases, those
cases which we have seen are most sensitive to position. Typical
increases in percent recognized for hand-block print with these

techniques are:

Original Positioning Rotating origin
80 84 89
72 88 20

4. Distribution Processing

A method of processing the data obtained from the pattern
scores was tried which was based on the entire scoring pattern
rather than upon the maximum score only. The principle involved
becomes clear at once if Fig. 5 is re-examined. Note that the
sets of scores with respect to the previously learned letters are
quite different for a and t. These different values are apparently
consistent in their differences. For example, t scores high for

b, while a scores low for b, and so forth.
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The procedure is first to teach the memory matrix several
alphabets as a primary experience. Scores made by one or more
additional alphabets, constituting a secondary experience, are
then averaged to give a score distribution typical cf each
character. An unknown pattern is compared with the memory matrix
in the usual way to obtain its distribution of scores. This
distribution is then compared with the typical distributions and
the one most similar to it is chosen. For convenience, all of
the scores were normalized, so that the sum of the scores in
each distribution was one. Comparisons between two distribu-
tions were made in these experiments by summing the absolute
values of the differences of the corresponding scores. It might
well prove useful to emplcy a correlation technique in which a

sum is taken of the products of corresponding scores, but this

has not yet been tried.

As an example of results, in one case in which handwritten
script characters were being read (n = 5, 3 alphabets learned),

we found:

Undistributed 32.3% recognized
Distributed 45 % recognized

A final approach in this effort was to introduce ten arbi-

trary shapes for the primary experience (Fig. 9). After these
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were taught to the memory matrix, three alphabets were compared
with the matrix to obtain a ten-component distribution analogous
to the 36-component bar graph of Figs. 4 and 5. The three ten-
component distributions were averaged. New alphabets could then
be read by the distribution-comparison program. For handwritten
script the results of this program were:
Undistributed 32.3% recognized
Ten-Component Distribution 51 7% recognized
This program was novel in that it involved two steps of
disorder; that is, two arbitrary operations -- random pairing
and comparison with arbitrary configurations -- were performed
on patterns before attempting to read order out of them. It is
also important to note that by using only 10 shapes instead of

36, a considerable saving in computer time is realized.

5. Probability

The method of reading characters described previously uti-
lizes a memory matrix which is taught by a given set of experi-
ence patterns. Another method was tried in which the contents
of several such memory matrices were averaged to obtain a
"probability" matrix which was then used as the memory matrix in

the reading phase. The memory matrices used in the averaging

can be taught by different sets of experience patterns. An
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interesting (but not very successful) special case is one in
which each of the matrices being averaged is taught only one

alphabet of experience patterns.

In the few cases tried with this method, the percent of
handwritten characters recognized was increased as follows:
Original 28% recognized
Probability Matrix Used 52% recognized
Certain variations of this ‘probability'’ method will un-

doubtedly yield some increase in percent recognition.

5. Discrimination Criteria

The scores obtained for each pattern read by any of the
described methods lend themselves readily to the establishment
of discrimination criteria. That is, if the standard of minimum
margin is not met for a given image, a secondary program can be
evoked which utilizes one of the higher (and probably slower)
logic treatments for higher resolution and/or discrimination.
Such a program would give the computer a second, and ''more care-

ful look" at a pattern which was not clearly recognized on the

first trial.

6. Randommess

Since the elements of the photomosaic are related to each

other by randomly chosen n-tuples, it was decided to test the
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sensitivity of reading ability to changes in the particular
organization used. The random (actually pseudo-random) n-tuples
were generated by the following program. First a random permuta-
tion, k(1), k(2), ..., k(150) of the numbers 1, 2, 3, ..., 150
was generated. Then the elements of the mosaic El’ EZ’ s v

E150’ were related in this manner:

Ee1yr By’ o 0 Bk@?? Er@n? ot E(zn))? **°
Ey(150-m)7 *** * Ex(s50)’
The test was made by using five different randomly chosen permuta-
tions to read the same set of patterns. The results are shown
in Fig. 10. Although admittedly the sample was rather limited,
indications are that the percent recognized is fairly insensi-

tive to the variation, especially when the percent recognized is

high.

Ao Context

Another method to extend the basic technique deserves
special attention, for it produced the highest percentage of

correct readings. It is identification of letters by word con-

text, and it operates as follows:

1. Establish the length of an unknown word by counting the

number of characters betwezn spaces.
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2. Establish, by the techniques previously described, all
the scores for all of the letters constituting the

unknown word.

3. Using a vocabulary of words of the length in question,
add in their proper order the letter scores of each
word in the vocabulary to obtain a total score for each

word.
4. The highest score wins.

Table III illustrates the whole process. Words can be read by
context (see Fig. 11), or, since each word has a score, it would

be possible to establish a similar program to deal with phrase

context.

The word the in the message in Table III won against 100
other three-letter words even though it was badly misread letter
by letter. The results shown in the table were obtained using a
vocabulary of 677 most commonly used short words. Obviously a

larger vocabulary would result in decreased recognition.

Tables I and II summarize the results obtained for reading
hand-block print and handwritten script by the basic method and

by the various modifications described.
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DISCUSSION

The problem posed by this investigation was: Can a general
program be utilized to attenuate the information contained in a
higher-order matrix pattern, while at the same time retaining
enough of the essence of the information to categorize the
pattern. Our results clearly indicate that this is possible.
And although such a program will be useful at once for purposes
of character recognition as is required in general reading ma-

chines, it has a much broader import.

A general program of this sort -- as opposed to such speci-
fic logical programs as pattern matching or analytical character
differentiation -- will be useful as a basic tool in our investi-
gation of decision-making circuits. This method could be ex-
panded into such areas as phrase context, the automatic reading
of books as a service to language translation programs, etc.

It should perhaps be re-emphasized that the program identified
typewritten numbers without error in the cases considered.
Handwritten script was purposely introduced to challenge the

program by offering it patterns of high variability.
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CHOICE NUMBER

I I I\'A b 4 MEAN o
HANDWRITING:
2 31 % 27 % 32% 35% 35% 32% 3.0
o) 36 % 33% 33% 37% 36% 35% e 4
HAND BLOCK PRINT:
2 78.5% 78.2% 772% 77.8% 80.1% 78.4% | 1.0
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MESSAGE

THE COMPUTATION IS DONE BY THE USUAL MACHINE

FOR n =2 (1| ALPHABETS)

LETTERS

TKU GXMPYTYTTEN LU DEYT FY TTU UUEET MNQHTUU

CONTEXT

THE COMPUTATION IT DONE BY THE GREAT MACHINE

FOR n=5 (Il ALPHABETS)

LETTERS

TKE GVMSUTUTIVN 2U DVUM BY TKU USMAD MNCHTUE

CONTEXT

THE COMPUTATION IS DONE BY THE USUAL MACHINE



PROGRESS IN READING HAND BLOCK PRINT

n- TUPLING NO. ALPHABETS MANIPULATION PERCENT
EXCLUSIVE NON-EXCLUSIVE LEARNED READ
| ' NONE 39- 72
5 | NONE 28- 66
| 5 NONE 46
3 2 NONE 78
2. 5.0 2 PROBABILITY 77-84
8,949 3 DISTRIBUTION 80-84
2, 3.5 | NONE 80-85
235 4 ROTATING ORIGIN 88-92
3 | ROTATING ORIGIN 96
2,3,5 | CONTEXT 94-100
2,3,5 | CONTEXT-POSITIONING  98-100




PROGRESS IN READING HANDWRITING

n - TUPLING NO. ALPHABETS MANIPULATIONS PERCENT
EXCLUSIVE _ NON-EXCLUSIVE S a2
| | NONE 26.14
| 3 NONE 30.68
> | NONE 25.00
2 5 NONE 33.64
5 5 NONE 34.55
5 3 DISTRIBUTION 43,84
5 5 NONE 24.55
5 5 POSITIONING 53.15
5 1l NONE 50. 00
5 Il POSITIONING 58.56
5 ¥ ROTATING ORIGIN 60.00
5 1l CONTEXT— POSITIONING 94.32
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SCORING BY CO

NTEXT

T 30 35 42 46 44

45 39 43 46 45|39 48 37 40 40|43 42 46 42 43|43 48 38 40 3541 48 39 39 ‘39 36 36 39 43| 4|
H 25 37 40 40 40|45 47 37 45 38|35 48 32 37 33|46 43 .45 41 (48 47 31 31 34|37 44 31 31 47|33 33 30 33 37|4l
E 38 43 43 47 49|46 42 42 46 46|48 46 49 39 50)42 46 42 42 41 |41 44 42 50 4448 48 49 47 47|50 46 44 48 46|43
NOTE: WINNERS WERE T, K; U AND E TIED n=3 M=50 Cl=396 Mu=0
CORRECT WORD:
A = 4a9; A =47 2 =50; AA 2 =49+47+50 =146
OTHER WORDS:
a = 39;  =3l, & =50, are =39+ 31+50 =120
£ = 48; < =45, o =50; i =48+45+50 =143
A = 49; « =45, & =50; Ao =49+ 45450 =144
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SIMCOM - The Simulator Compiler

(Abstract)

SIMCOM is a specialized compiler used in preparing computer-
simulation programs. The input language consists of stylized "sentences"
which specify the configuration of the computer to be simulated, and
describe the bit-wise effect of each of the simulated computer's opera-
tions. Related sentences are grouped into "paragraphs'" to minimize coded
cross references in the simulation program. Because the compiler output
is a symbolic code it can be generated during a single pass through the
source program. This symbolic code is then processed by a conventional
two-pass assembly program. Automatic storage allocation, and a novel
form of subroutine add to the power of the system.

Thomas G. Sanborn

Member of the Technical Staff

Data Processing and Operations Dept.
Computation and Data Reduction Center
Space Technology Laboratories, Inc.




SIMCOM - The Simulator Compiler*

Thomas G. Sanborn
Space Technology laboratories, Inc.

November L4, 1959

In many present-day activities involving the use of digital computers,
the need often arises to run programs on a computer other than the one for
which they are written. For example, the computer on which a program is in-
tended to be run may exist only as a proposed design, or it may be in some
stage of construction, or it may simply be at a remote location. One solu-
tion to the problem posed by such a situation is to prepare a program for an
available computer which, in effect, transforms the available computer into
the unavailable computer. Such a transformation program is called a computer

simulation program, since it gives one computer the ability to simulate

another.

Because of the intricate logical relationships which prevail in com-
puters, the preparation of a simulation program is time consuming and fraught
with opportunity for error. Furthermore, changes in the specifications of
the computer being simulated may necessitate a major overhaul of the simula-
tion program. For these reasons a new programming language and its associated
compiler, SIMCOM (standing for Simulator gggpiler), are being developed to
assist in the preparation and modification of simulation programs which are

to be run on the IBM T09.

It must be clearly understood that SIMCOM is not, itself, a simulation
program. It is a generating program which accepts statements written in a
specialized simulation-oriented source language, and from these statements
generates instructions in SCAT language similar to those a human programmer

would write in preparing a simulation program.

* Presently being developed under a purchase order from Thompson Ramo
Wooldridge, Inc., in support of their contract to supply technical
direction to the Automatic Data Processing Facility, U. S. Army
Electronic Proving Ground, Fort Huachuca, Arizona.
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The fundamental unit of SIMCOM coding is the statement. FEach state-
ment is either a definition of a component of the simulated computer or a
description of some data manipulation or control function which occurs
during the execution of instructions within the simulated computer. These
two kinds of statements are known, respectively, as definition statements,
and procedural statements. Related statements are grouped into paragraphs.
SCAT coding, including SCAT-type remarks, may be intermixed with the para-

graphs should the SIMCOM language prove inadequate for describing some
involved procedure. The characters which may be used to write statements
include the upper-case Roman letters, the decimal digits, and certain spe-
cial characters. Combinations of alpha-numeric characters are called
symbols. The three uses of symbols are: 1) to represent components of
the simulated computer; 2) to identify locations within the simulation
program; and 3) to denote integers. Every symbol, unless it represents

an integer, must contain at least one alphabetic character, and no symbol

may be identical to a word of the basic SIMCOM vocabulary.

A simulation program written in the SIMCOM language consists of
three parts: the "Machine Definition;" the "Instruction Interpretation;"
and the "Panel Operation." These sections describe, respectively, the

static machine, the machine in operation, and the effect of operator inter-

vention.

The Machine Definition is given in six paragraphs labeled "REGISTERS)
"MEMORY," "INPUT," "OUTPUT," "KEYS," and "INDICATORS." Each definition state-
ment describes a machine component or cell, giving its name, bit structure,
and, if appropriate, its address or range of addresses. For coding conven-
ience, a register may be defined as being synonymous with part or all of
another register. Furthermore, registers can be defined which have no
counterpart in the real computer being simulated. No distinction is made by
SIMCOM between so=-called primary and secondary storage.

Figure 1 shows examples of some typical definitions selected from
several well-known computers. This figure also illustrates the basic re-
quirements of the form on which SIMCOM coding is to be written. Some users
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may wish to use a form on which each card column is marked since blank

positions are frequently essential in the language. Note that the first
line of each paragraph is indented to column 16 and that subsequent lines
begin in column 8. The compiler uses this convention to aid in disting-
guishing between SIMCOM statements and SCAT instructions which‘may be in-

cluded in the source code.

In all of the machine component definitions, the symbols used to
identify the various devices are quite arbitrary, the only limitations
being that they conform to the previously stated rules pertaining to sym-
bols, and that they do not conflict with the basic vocabulary. The most
common method of selecting symbols will undoubtedly be to adopt those used
by the machine manufacturer in his manual since these are usually highly

mnemonic.

The Instruction Interpretation and Panel Operation sections of the
simulation program are written in terms of procedural statements. A pro-

cedural statement consists of a primary operation together with one or

more operands called expressions, arranged to form a stylized sentence.
Each primary operation is denoted by one or more words from the basic
SIMCOM vocabulary. This vocabulary includes words for transferring, clear-
ing, complementing, testing, comparing, and shifting arrays of bits in the
various components of the simulated computer, plus words which control the

logical flow of the simulation program and the compilation process itself.

The expressions upon which the primary operation act consist of
symbols combined by means of secondary operations. These secondary opera-
tions include + (add), - (subtract), * (multiply), $ (indirect address),
and certain words of the basic vocabulary which denote logical arithmetic
and scaling. A symbol in an expression may have bit designators appended
to it if only part of the component identified by the symbol is to partici-

pate in the operation.

Figure 2 shows a few paragraphs of procedural statements. In the

figure the expressions are underscored for emphasis but, of course, this
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would not be the normal practice on a coding form. Note that the first
paragraph bears a location symbol. In many instances, however, cross refer-
ences between paragraphs are implicit in their relationship to one another.

Therefore, many paragraphs will need no location symbols attached to them.

The instruction interpretation section is the heart of the source
program. It will normally contain statements which describe the procurement
of instructions from the simulated computer's storage, followed by statements
which describe the effects of each instruction. The various instruction
interpretations can usually best be initiated by use of a "table look-up"
statement. Depending on the complexities of the instructions and the associa-
ted timing, each instruction description may require as little as one simple
statement or as many as several paragraphs including, perhaps, entries to
subroutines and additional table look-ups. Figure 2 illustrates a simple
example of this technique.

A "Table," as understood by SIMCOM, is an ordered set of paragraphs
of procedural statements, each paragraph being identified by an integer.
The table look-up operation provides a means for selecting one of these
paragraphs for execution, depending on the value of the argument expression.
If a paragraph in a table does not terminate with an explicit transfer of
control to some other point in the simulation program, then control returns
to the statement following the "LOOK UP ..." statement which invoked the

paragraph. Thus each paragraph in a table is like a closed subroutine.

The panel operation section of the simulation program includes an
interrogation of the status of each console key and a description, written
in SIMCOM statements, of the behavior of the simulated computer if the key
has been activated.

It is not uncommon for certain keys on computer consoles to be so
constructed that they are turned off as soon as the function which they per-
form has been initiated. The programmer's statements must include this
action, if appropriate. Furthermore, in some cases certain keys are inopera-
tive unless other keys or indicators are in a particular status. The program=-

mer must also provide this logic.
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One of the most interesting features of the system is the subroutine
library. Subroutines are stored in the library in the SIMCOM language,
except that the symbols denoting the subroutine parameters are replaced by
variable symbols of a special kind. At compilation time, as a subroutine
is called from the library, its special variable symbols are replaced by
the parameter symbols given in the library call statement, and its location
symbols are replaced by arbitrary unique symbols. The subroutine is then
inserted into the source code where the SIMCOM decoder and instruction
generator processes it in the same manner as any other set of SIMCOM state-

ments. This process is illustrated in Figure 3.

A given subroutine may be called from the library any number of times
during one compilation and, depending on the parameters listed in the library
call statement, each version may give rise to a different number of 709 in-
structions. Each version of a subroutine called from the library is a
"closed" routine which can be executed from any point in the simulation pro-

gram.

The output from SIMCOM is a translation into SCAT language of the
source program. This includes a direct expansion of the procedural state-
ments, plus certain pseudo operations for assigning storage and certain
utility routines whose necessity is only implied by the source language.
These include routines for loading the simulated computer, diagnostic out-
put routines, and, of fundamental importance, a routine which allocates the
simulated computer's storage to the various 709 storage media. This storage
management routine must partition oversize words, should such have been de-
fined, into the 36-bit words of the 709, and shuttle simulated computer stor-
age to and from 709 tape units if it exceeds the capacity of the 709 core
storage. The endowment of the compiler with the ability to generate effi-
cient storage management routines is, without doubt, the most challenging

problem facing the creators of SIMCOM.

Figure 4 is a schematic representation showing the allocation of the
generated program to the various parts of the 709. The heavily outlined

areas indicate the parts of the T09 used to represent the various registers

and storage of the simulated computer. The remainder of the 709 contains
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the generated simulation program and its associated utility routines. The
arrows indicate the communication paths between the various areas of the

T109.

Because the SIMCOM output is in SCAT language, the compiler need not
contain within itself an assembly program, nor does it have to be able to
process the SCAT instructions included in the input code other than to
recognize them as SCAT instructions. Most important, howevey is the fact
that generation from SIMCOM statements to SCAT instructions can be done
during a single pass through the source program. In addition to generating
SCAT language instructions, the compiler transforms each line of SIMCOM
coding into a SCAT-type remark (¥ in column 1) and inserts each paragraph
into the generated code immediately ahead of its SCAT language expansion.
Thus each paragraph serves as commentary to describe the function of the
generated SCAT instructions which follow.

The SIMCOM language is such that apparently minor modifications to
the input statements can completely alter the character of the generated
program. For example, a change in the definition of a register of the
simulated computer may cause SIMCOM to generate instructions to do multiple
precision arithmetic where single precision arithmetic was formerly sufficient,
or a change in word size in the simulated computer may cause SIMCOM to re-
organize completely the simulated computer's storage in the 709 core. Thus,
changes which could be made to a machine-like language (such as SCAT) simula-
tion program only by completely rewriting the program, can be incorporated
into a SIMCOM-written simulation program by a simple re-compilation.

The SIMCOM system will provide a means whereby users who are not
necessarily professional programmers may prepare simulation programs for
binary computers in a language not unlike that uéed by computer manufacturers
in their manuals. There seems to be no escaping the fact that the user will
need to be more than casually familiar with the computer to be simulated be-

fore he can write an adequate simulation program, even with SIMCOM.
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FIGURE |. SIMCOM CODING FORM SHOWING TYPICAL DEFINITION PARAGRAPHS.




LOCAT. TEXT
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LGP IC$ TOIR. IC+1| TP IC. L@ZBK UP IR(I-5) IN

2

PPER TABLE. | CL@CK 4 . EXECUTE LZ@P.

OPER TABLE.

0. IR(6-17) T@ IC. TURN RUN @FF.

. IR(6-I7) T@ IC.

| 2. IF QVFL@W IS Q5_N,TURN BVFLOW @FF.

IR(6-17) Tg 1IC.

5. EXECUTE GET. EXECUTE SUBTRA.

CL@SE.
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FIGURE 2. TYPICAL PROCEDURAL PARAGRAPHS SHOWING INSTRUCTION
PROCUREMENT AND INTERPRETATION TECHNIQUE. "EXPRESSIONS"
UNDERSCORED FOR EMPHASIS.




THE SUBROUTINE IS ORIGINALLY CODED AS

SUBR@UTINE ADD, A, C.
A+B T C. CL@SE.

THE LIBRARY MAINTENANCE ROUTINE WILL PLACE THE SUBROUTINE IN
THE LIBRARY IN THE FORM

ADD V, +B T@® V,. CL@SE.

AT A SUBSEQUENT COMPILATION, A STATEMENT OF THE FORM
LIBRARY ADD, P, Q.

WILL CAUSE THE SUBROUTINE TO BE INCORPORATED INTO THE PROGRAM AS

ADD P+ B T9 Q. CL@SE.

2994

FIGURE 3.
SAMPLE SUBROUTINE SHOWING GENERALIZED VARIABLE TECHNIQUE
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FIGURE 4. ALLOCATION OF ELEMENTS OF A
SIMCOM-PREPARED SIMULATION PROGRAM

TO 709 CORE AND TAPES
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AIR MAIL

Mr. Harlan E. Anderson

EJCC Publications Committee
Digital Equipment Corporation
Maynard, Massachusetts

Dear Mr. Anderson:

Enclosed are four (4) copies of the manuscript of my paper
"SIMCOM - The Simulator Compiler," together with the glossy prints
for use by the publisher, and the biographical sketch requested in
Mr. Felker's letter of September 2L.

In the oral presentation I will be using 35 mm glass slides
mounted in metal frames 2" x 2", and approximately 3/32" thick.

| Yours very truly,
SPACE TECHNOLOGY LABORATORIES, INC.
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Thomas G. Sanborn
Member of the Technical Staff
Computation and Data Reduction Center
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The System Organization of MOBIDIC B
By Stanley K. Chao
Data Processing “aboratory

Sylvania Hlectric Products, Inc.
Needham, 94, Massachusetis

SUMMARY

MOBIDIC B is an all transistorized, militarized couputer mounted in a
standard Army trailer. It is a general-purpose, parallel, binary, synciron-
ous, fixed point, and duplexed data processing system.

It contains two basic pfocessora, identical in characteristics and igter-
nally tied to the same system transfer bus. Doth processors share a common
set of input-output devices and each processor is capable of operating on an
independent program without interference. They are also capable of duplex
operations, allowing either processor to monitor and exert control over the
other.

In addition to the 8192-word high speed Core Memory in each processor,
there exists a 50 million-bit Hass Mewory., This memory is treated as an
input-output device, addressable by in-out instructions. 4 Data Retrieval

Unit is incorporated to facilitate data searcning from the Magnetic Tape and

the Mass Memory. The control comsole is also duplexed, contalning two independ-

ent and identical panels, one for each processors

LINIRODUCTION

There are a number of larée-scalo, general-purpose, mobile digital
computers being developed at Sylvanial. They are known as the MOBIDIC family

of computers, MOBIDIC C and D are identical in internal design of

MOBIDIC A2. They differ only in peripheral equipment.

| ,‘




MOB1DIC B is the secoﬁd member in the MOBIDIC family. It will be used
primarily in the fi;ld to meet the Army's data processing requirements, and
is to‘be installed in a standard 30 feet Army trailer,

As énbsequently shown, MOBIDIC B contains all the instructions utilized
in MOBIDIC A and also an additional 12 new instructions. To minimize equip-
ment, some of the instructions have been made subroutines which are initiated
automatically. |

MOBIDIC B is a duplexed data processing system. It contains two identical
central processors connected to a common system transfer bus, In addition,
each central processor has an individual Real Time System which provides direct
communication with external FIELDATA equipment. &rach of the two central pro-
cessors is gvgeneral-purpose computer. They can use any of the input-output
devices available and either processor can run separa.e programs without inter-
ference from the other. In addition, the two processors can operate together
and communicate with each other through an in-out device such as a magnetic
tape, Either processor can use the other's core memory through an inpute
output device, It is also possible for either processor to monitor and exert
control on the other through the direct connections between them.

SPECIAL REQUIRMENTS

There are 4 major requirements of a special nature imposed on this com-
puter. The first is that MOBIDIC B is to be a duplexed data processing system.
It contains two basic central processors, identical in characteristics, capable
of either simplex or duplex operation, The second requirement is that it
must be compatibel with other MOBIDIC computers. Compatibility is sought not
only through instruction type and word format, but also through the interchange
ability of input-output devices and the physical element-cards and packagese
Minimum equipment is another design criterion. This is achieved by having all

full-length registers simulated in the core memory and also by mechanizing some

of the infrequently used instructions throug automatic subroutines. Only two




full-length working registers are uscd within each processor. Data retrieval

capability is the fourth of the special requirememts. Data stored on either : |
the magnetic tape or the mass wemory must be retrieved at full device speed,

This continuous and speedy retrieval ability necessitated the incorporation

of a Data Retrieval Unit together with the addition of some special instruce

tions

INSTRUCTIONS AND WORD FORMAT

INSTRUCTIONS

There are 64 instructions in MOBIDIC B (Table 1), They are classified
into 3 categories, namely, Directly-Mechaniszed Instructions, Subroutine
Instructions, and 5.ecial Instructions. There are a votal of 40 Directly
Mechaniged Instructions. In most casecs, the execution time has a variation
of 2 s The instruction LGM, for exauple, may sometimes be exccuted in 36 ps
instead of the 38 ps shown in Table 1. The variation is due to the fact that
the system bus is time-shared by both processors. The system bus may or may
not be available to the processor which is executing the iistruction that
requires access to it at that articular instant, The times given in Table 1
are maximum,

There are 15 Subroutine Instructions. These instructions are performed
through subroutine programs, which must be stored in memory and executed auto-

matically. As such, all instructions used in the program to execute the Sub=-

routine Instruction must be of the Mechanized Type. .

Nine of the MOBIDIC B OP caies are unassigned. They are available to
perform ary special subroutine operation that may be required in a particular
application. Whenever one of these “special® instructions is decoded, operation
is automatically transferred ’to a unique location from which the program is

ro-ro.uted to the desired subroutines,

According to their. logical functions, the 64 instructions can be classified

as follows: 16 arithmetic operations, 17 sequencing and indexing, 10 input-




output; 12‘ editing and data handling; and 9 special purpose instructions,
WORD=FORMAT

The length of the MOBIDIC B word is 38 bits; the length used in other
MOBIDIC computers. The word format is illustrated in Figure 1. Numerical data
is represented by a fixed point; magnitude and sign conventions, Magnitude is
registered in bits 1 to 36. The binary point is understood to be placed
between bits 36 and 37. Bit 37 is used for sign of a number stored and bit 38
is used as a parity check bit, Alphanumeric data is represented in the same
manner as numeric data, except that the sign bit is eliminated and the 36 bits
are grouped into 6 alphanumeric characters. Since HMOBIDIC uses a weighted code,
_ alphanumeric data can be sorted without conversion to binary form by direct
use of the logic'al and arithmetic operations.

A standard instruction word is divided into 6 parts:

1) HMajor address (A): Bits 1 to 12 specify a memory address while
bits 13 to 15 specify which memory will be
used. Since many of the internal MOBIDIC B
registers are addressable, one of the eight
configurations for bits 13 to 15 represents
internal register addresses, The actual
register addresses in these cases are speci=
fied by bits 1 to 5.

2) Minor Address (B): Bits 16 through 27, the B bits, have several
uses, depending on the particular instruction
being performed. They may be loaded into
or added to the contents of an index register.
The B bits, either alone or in combination
witthay also be used to specify a second

address,




3) Index Register () ): 3its 28 to 30, & vits, are used primarily
for indexing. They specify which, if any,
of the Index Hegisters are to be used with
the instruction. For some instructions, ¥
is used as part of a second address.

4) OP Code: Bits 31 to 36 designate the instruction

to be performed.

5) Spare: Bit 37 is a spare,
6) Parity: Bit 38 is the parity bit,

The format for input-output instructions is identical to that of standard
instructions except for the assignments made to bits 16 to 30, the J and k
portions of an in-out instruction. The J bits, 16 to 21, are used to specify
the particular input-cut device addressed, Sixty-three input-output devices
maybe handled in this manner, The k bits, 22 to 30, are used to specify the

number of words or blocks to be processed,
OVERALL SYSTEM DLSCRIPTION

The block diagram of the MOBIDIC B system is given in Figure 2, In it
are shown: t;wo identical computers (processor 1 and processor 2), two In-Out
Converters, a Data Retrieval Unit, a Mass iemory Unit, two Leal Time oystems,
and a family of In~Out Devices., The two processors are fed by a commnon system
clock to facilitate system synchronization, They are connected to a comnon
system transfer bus and also share the same in-out system. The processors can
operate independently as separate computers or can communicate with each other
through magnetic tape, It is possible for either of the two processors Lo give
a tape instruction which will read from or write into the memory of the other
processor. It is also possible for one processor to monitor the other through

the signal lines connecting them directly. Furthermore it is possible for one




processor, to control and give commands to the other processor,

The In-Qut Converters serve as datassynchronizing format converters. They
are ca_pablo of handling all devices including the mass menory unit, The conver—
ters are ;;,saigzed to either of the two processors on a first-comoe=-first-serve
basis. Since the two processors are connected to a common gystem bus, it is
entirely possible_that both may want to get on the system bus at the same instant,
To avert this uncertainty, the System Bus Control circuit is used to continuous=
ly assign the system bus to the processors altemately. [ach is given a 2 pe
period to use it, Thezrefdre, a walting period of 2 p8 may be required at an
arbitrary time, The danger of both processors trying to get to the same con-
verter is also avoided by the same control circuit,

In addition to the standard family of MOBIDIC in-out devices, the HOBIDIC B
system includes a 50-million-bit memory which is also treated as an .neout
device. Data transfer to and from the mass memory will be handled by the co;x-
verter tihrough the in-out bus, The data in the mass memory is arranged in
blocks, separated by block start and block end marks. The block number on each
track is addressable. Doth the track and block addresses mist be loaded into
the Mass Memory Control Unit prior to giving the write or read instruction,
These addresses are sent ouwt from the processor through the converter, similar
to the manner by which the data is transferred.

The Data Retrieval Unit is designed to assist the open format search Pro=

gram. A retrieval program examines the specified fields to determine whether
or ot the search criteria are satisfied, Closed format search can be accom-
plished entirely by programming and does not require any auxiliary equipment.
The two LHeal Time Systems enable the processors to communicate with other
data processing equipment external to the :OBIDIC B system, Lach has a fixed

assignment to serve one definite processor and is not accessible to the other

Processor.

On the other hand, the balance of the entire input-output system does




not have a fixed assignment, Operating on a first come first serve basis, it

is entirely poss'i_hle for one processor to automatically monopolize the use of

. both converters , the Data Retrieval Unit and a complement of devices, hithout

a converter the other processor cannot reach any device even if it is available.
Under such a circumstance, the other processor would have no choice but to wait
for a converter to become available, In some special cases, the other processor
may have just received, through its own lical Time System, an urgent request
which requires data processing through the service of a converter., Upon re=-
ceiving such a request, it is possible for the other processor to shorten the

In-Qut operation of the [irst processor, making the converters available,
BRILF DL&3CHIPTION OF PHROCESSUR

Since minimum equipment is a major design requirement, most full length
registers nofma.l.ly existing in other {OBIDIC Computers are stored as locations
in the memory. These reserved memory locations arereferred to as simulated
registers, Simulated registers include the Accumulator, the (=-register, the
B-register, the Program Counter, the Program Counter Store, and seven .index
registers, They can be addresseci in exactly the same way as thelr counterparts
in other MOBIDIC computers. As shown in Figure 2, only two full-length physi-
cal registers are used in each MOBIDIC B processor, the Memory iegister (MR)
and the Control Register (CR). These registers and other essential parts in
the processor are described as follows:

Timer The tiner, contaiming three counters, receives pulses from the
gystem clocke The processor exscutes instructions by proceeding through a
sequence of events, Certain events, suchas memory operations, occur so {re=
quently that a separate counter TH is used to control these operations., The
execution of instructions require several memory operation. Counter TI indicates

which of the several memory operations is currently in progress. Finally, if




an inputeoutput .access to the ceatral processor is required, the instruction
execution must be interrupted and a new sequence of events mmst start. 4
third counter TB controls these inputeoutput processing operations.

Core Memory Each processor of the MOBIDIC B system is provided with two
4,096=word core memories with a read-write cycle of 8 us. It can be readily
expanded to 4 memories per processor when desired. 1t can be ultimately ex-
panded to 7 memories, totaling 28,384 words.

Memory Legister The MR is directly connected to the memory. It is e;
38-bit register and is used as the memory in-out register. The iR is also used
as an arithmetic register during execution of. the instructions.

gontrol Register The (R serves primarily as a 37-bit aritimetic register
corresponding to the accumulator in MOBIDIC. In addition, the first 15 bits
of CR are also used as the memory address register during initial access to
the highespeed memory,

Decoder Legister This is a 6=-bit register used to store the instruction
while it is being executed. Its output interprets the instruction stored and
energizes appropriate control lines to inltitate execution of the instruction
specified,

Control The control unit contains the logicael circuits to control all of
the detailed operations of the computers.

Special iddress Control The special address comtrol unit contalns the

decoders and control circuits to address the core memory locations wikch are

reserved for special registers of the processor and the Data Hetrieval Unit.

Among the registers specified by the gpecial address control unit are most of
the simulated registers, The contents of Lhese registers can be transferred
to the MR and then to the CR whenever 1t is requesteds -

T, Counter The T Counter is a T-stage counter used in both shifting and

multiplying operations.




System Clock ?he system clock provides standard p and t pulses spaced
one microsecond apart to the entire system. There is a separate clock for
each processor. This makes the processors identical. One system clock may
be used to control the entire system operation when the processors are work-
ing together depending upon which processor is in full control of the prograu.

System Bus Gontrol The system bus control circuits regulate and direct

‘the flow of traffic between the two In-Qut Converters, the Data Retrieval Unit,
and the two processors, These control circuits give either processor access :

to the system bus,
LNPUT-QUTPUT SYSTEM

A more detailed description of the various components in the In-Out system
will now be given. Heference should be made to Figure 2,

In~Qut Converter There are two In~Qut Converters in MOBIDIC B, They are
used as buffers between the input-output devices and the central processors.
They assemble data coming in from a device and put it into MOBIVIC word format
before transferring it to the central processor. Conversely when data is to
be sent out to the device from the central processor, the converters decompose
the standard MOBIDIC word and reassemble it into the proper format for the
particular device which is to receive it. In addition, con#ertcrs also have
the function of synchronizing the operation of the devices with that of the
central processor. In this way, the information transfer between the converter
and the device can take place quite independently from the operation of the
central processor. Internal computation is only interrupted during ac;ess to
tho memory .

Data transfers between converters and processor memories are handled on

a "bugy-bit" basis over the system bus. As soon as a converter is selected




the processor will transfer the entire In-Qut Instruction to the Converter.,

The processor sgbsequently goes on to execute the next instruction and exerts
not further control to the converter, The converter, taking upon itself to
execute the instruction it has just received, proceeds to communicate with the
device addressed and sends out or receives data from the device, When the
converter is ready to send in or to.receive another word from the processor,
it will signal the processor by raising a busy-bit, Detecting a busy bit,
the processor will interrupt its operation and take care of the converter,

Real-Time System There are two identical Real Time Systems. kLach system
consists of an input register, an output register and an input address register.
Each Real Time System is assigned to a processor which provides the cammunication
link between the two central processors of a single MOBIDIC B system between
two MOBIDIC B systems, between a MOBIDIC B and MOBIDIC A computer or with other
FIELDATA computers and communication equipment. In all cases except the last,
the Real Time Qutput Register in one Real Time System can be directly connected
to the Real Time Input Register of the other Real Time System, In the FIELDATA
application, a buffer unit may be required between the Real Time System and
the external equipment., For example, A Kineplex is required when the teletype
communication equipment is connected to MOBIDIC B.

Data Retrieval Unit The DRU is a special unit designed to assist the data
retrieval program from the storage files. It is connected to the system bus
as well as the In-Out bus. It will examine all the data being transferred from
the Magnetic Tape (or Mass Memory) to the converter, After extracting the
desired portion, the data is then sent to the core memory for further pro=-
cessing.

Mass Memory The Mass Memory is needed to provide an exceptionally large

data storage capability. It consists of 8 magnetically coated discs, giving




a total of 16 usable disc sides. There are 4,096 tracks on which the data
can be stored, Storing is done in a serial-serial manner which can be con-
tinuous from one track to the next. Track switching is done automatically.
There are two magnetically engraved clock tracks, one at 150 KC bit rate and
the other at 225 KC bit rate, The maximum random access time of the mass
menory is less than 0.5 seconds,

Magnetic Tapes A total of 8 magnetic tapes are currently provided in
MOBIDIC B, They could be either the commercial FR=300 type or the militarized
type. They have 8 channels which incorporate a parity error detection channel.
The nominal tape speed is 150 inches per second (reversible) with approximate
start and atop.time of 1.5 mss, The nominal character rate is 45 KC,

Flexowriter The Flexowriter is a special electric typewriter that operates
at a speed of 10 characters per second. 1t can be used on- or off-line or as
an output device for producing nard copy or punched paper tape,

Paper Tape iieader There are two phdtoelectric paper tape readers, one
being a 5=hole and the other an 8-hole reader. These input devices have a
nominal reading rate of 270 characters per second.

Paper Tago’ Punch The two Paper Tape Punches include a 5-hole punch and
an 8=hole punchj both are directly adaptable to the reader. Both types prepare

punched paper tape at a nominal character rate of 100 per second.
DUPLEXING CAPABILITIES

The two MOBIDIC B processors are tied to a common system bus and share a
common set of ineout equipment. It is beyond the scope of this paper to give
a detailed description of the entire duplexing capabilities existing in
MOBIDIC B. A separé'té technical paper is to be published treating this subject

in greater detail. EBriefly, there exists a seb of control lines connecting the




two processors directly. Through these lines the operating status of one
processor can be monitored by the other processor. Through these control lines
also, one processor can exert control and give command to the other processor
in a limited manner. In particular, one processor can prevent tﬁe other from
coming to a complete halt condition, thus kaeping the other processor in a
state of readiness to accept informatiom which may be transferred into it from
the first processor, Moreover, one processor can restart the other after
that processor has completed a program. In addition, one processor can give
an inputeoutput instruction which is to be executed by the other processor,

For example, one processor may give a write instruction to have information
contained by the othar processor written out onto a magnetic tape, That same
controlling processor can subseéuently give a read instruction to have the

same information read from the magnetic tope back into its own meucry for
immediate use, Thus one processor can effectively make use of the data stofed
in the other processor's memory. Conversely, one processor could give a set

of imstructions which wiil result in the transforuation of data from its memory
into the other processor, - For this type of cperation the programs in the

two processors must be coordinated. Some clrcuits are built into the X“OBIDIC B
gystem to direct such trafiic. between the processors and avold any uncertainty
ab tolﬁhe direction of inforxzation flow between them.

Full utilization of the "built-in" duplexing capabilities of #OBIDLIC B
should provide a phailénge to the imagination and foresight of programiers.
Many programs could be written to take advantages .f these duplexing facilitites.
For ex#mple, one processor could eater into = different program as a result
of the decisions made by the other processors 4lsoc, one processor could take

over the other's task ifiit discovered that the other processor was either

overloaded or incapacitated.



MARGLNAL CHAECK ~MD CONTROL CUNSOLE

An automatic marginel checking system is incorporated in {OBIDIC B. The
'checking circuit is so designed that the bias voltage in each row of every rack
in the computer is modified by & predetermined amount. while the bias voltage

of the row is maintained at this changed value, a siuple check program, which
is stored in the computer, will be run through once. The result of this program
can be ebserved, an error condition will be indicated by a pilot light on the
console., ALl rows are automatically tested in succession in such a manner.

It is possible to bypass some racks in the computer so that marginal voltages
are ot applied and checking is not performed on thems This 1s necessary to
enable one processor and some associated input-output equipment to be in cone
tinuous operation while the other jrocessor is undergo.ng test.

The control console for MOBIDIC is also duplexeds It consists of two in-
dependent and identical comsoles assembled side by side, [Lach console is pere
manently connected to cne processor and thus communicates only with its assigned
processor, For ease of opex:at.ion, each control console is divided into 6 hore
izonial areas. At the vary top of the consule is located the marginal check
voltage contral, Inmediately below this area is the control for the power to
the computer. The master clock selector is also located in this arca. The
diepiay régist.er is situated next in line, extending completely across the con-
sole. This .is a full length indicating light register which is used to display
the contents of any register or memory location selected by the operatore. The
area below holds thcf. controls for.the flip-flop and error detection. Directly
beneath are the comtrols for the insertion of manual instructions. Initiation
control for the computer such as start, halt, and single pulse, are lald out

in the bottom row on the control console.

Inasmuch as the control consoles are assigred to their respective processors
operation of one consale is entirely independent from the other., However, since

the two consoles are located side by side, the operator tcan easily observe the
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status of both processors, allowing conveniént control of both processors

during du lex operations.
CONCLUDLNG RIMARKS

Since there are only two physical working registers in each cental proces-
sor, connections from -the central processor to the in-out system are made only
through the Memory register. Traific coming in and out of the memory as well
as going to and from the in-out system {requently create logical problems.

Resolution of these logical problems result in a slight reduction of computa=

tion speed.

,

The internal d.lple;d.ng' features introduced in MOBIDIC B represent a new
approach in the design of a iarge scale, general purpose data processing systeds
There will undoubtedly be many areas where such an approach is highly desir-
able from the standpoint of reliability and economy. Full utilization of the
built-in du;;leqcing capabilities in {OBIDIC B will unquestionably challenge

the imagination and foresight of the users, programmers and engineers alike.
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TABLE I
MOBIDIC B INSTRUCTION REPERTOIRE

OP CODE ABER, TIME (ug) TYPE INSTR. DESCRIP
. DIKECT SUB SPECIAL

00 HLT 24 D HALT
oL " RPT - R REPEAT
02 LGM 38 D LOGICAL MULTIPLY
03 LGA 38 D LOGLCAL ADD
0k LGN 36 D LOGICAE NEGATION
05 SEN 28 D SENSE
06 SNS 28 D SENSE AND SET
o7 SR 28 D SENSE AND KESET
10 CLA 36 D CLEAR AND ADD
1 CAM 36 D CLEAR AiD ADD MAGHITUDE
12 ADD VN D ADD
13 ADM biy D ADD MAGNITUDE
1 CLS 36 D CLEAR AND SUBTRACT
15 CSH 36 D ' CLEAR AND SUBTRACT MAGNITUDE
16 SUB NN D SUBTRACT
17 SBM Ly D SUBTRACT MAGNITUDE
20 MY  88-7Th D MULTIPLY
2 MLR  88-786 D MULTIPLY AND BOUND
22 DVD - R DIVIDE
23 DVL - R DIVIDE LONG
24 ADB - R ADD BETA
25 SEB - R SUBTRACT BETA
26  BSPL - S MOB "B" SPECIAL




OF CODE  ABER,
27 BSPL
30 SHL
. 1 SLL
32 SHR
33 skl

- 34 cYs
35 CYL
36 SLA
»n NRM
40 TRU
41 TRL
L2 TRS
43 TeX
iy TIRP
L5 TR
46 RN
W7 IRC
50 STR
51 LOD
52 MOV
53 LDX
54 RPA
55 MSK

TABLE I

MOBIDIC B INSTRUCTION REPERTOIRE (Cont'd)

30-66 D
46=118 D
30-66 D
% R
30-66 D
” R
30-66 D
- R
28 D
3 R
1 R
I R
26 D
26 D
26 D
P R
34 D
36 D
36 D
" R
= R
p; R

SPECIAL

S

LiSTR._DESCRIPTION

MOBIDIC B SPECIAL
SilFT LEFT

SHIFT LEFT LONG
SulFT RIGHT

SHIFT RLIGHT LONG
CiCLE SHORT

CICLE LONG

SiilFT LEFT A REGISTER
NORMALIZE

TRANSFER UNCONDLITIUNAL
TRANSFER & LOAD PCS.
TRANSFER TO PCS.
TRANSF:R ON INDEX
TRALSFER ON POSITIVE
THALSFAR ON ZERO
TRANSFIR ON HNEGATIVE
COMPARE .
STURE

LOAD

HOVE

LUAD INDEX

REPLACE ADURESS

HASK



P ABBR, TIME (pus)
OP CODE ABER, .____.g_l‘ .

56
57
60

70
n
72
73
h
75
76
7

BSPL

TRY
BSFL
B3PL
BSFPL
BSPL
2SPL

SKP

BSP

RRV
ROK

WWA
WOK

RWD

TABLE I

MOBIDIC B LNSTRUCTION REPIRTOIRE (Cont'd)

30

8 8

- B MR - R - - R - SR - . - S - SR

DIRECT §§§§ SPECIAL
$
S
s
]
s
$
s

LNSTR. DESCRIPTION

MOBIDIC B SPECIAL
TRANSFER ON INDEX B
#08iDIC B SPECIAL
MOBIDIC B SPECIAL
1OBIDIC B SPECIAL
MOBIDIC B SPECIAL
#0BLDIC B SPECIAL
MOBLDIC B SPECIAL
SKIP

BACK SPACE

READ APLPHANUMERIC
READ REVERSE

READ OCTAL

SEARCH

WRLITE ALPHANUMIRIC
REWRLITE ALPHANUMERIC
WRITE OCTAL

REWIND



NUMERICAL DATA

ALPHANUMERIC DATA

IN-OUT INSTRUCTIONS

FIG. 1. MOBIDIC B WORD FORMAT
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FIGURE 3. MOBIDIC B PROCESSOR
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TENPERATURE 0¥ PENSATION FGR A CORE WEVORY
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Needham 9k, Massachusetts

ABSTRACT
ALY
For fixed installation, it is cften possible to control the temperature

of ferrite core remories within narrow limits. However, in a small mobile
computer designed to operate over world=wide conditions, this control is not
feasible because of the added weight, volume, and cost encountered, A menory
designed for such application has been temperature compensated by the use of
- temperature sensitive componsnts in the current sources t the x-y drivers and
in the power supplie: for the Z drivers;. In addition, core derived strobing has
provided peaking time compensation for the sense amplifiers as chanpes in
transistor characteristies delay or advance drive current. This compensation
permits operution of an 8192 word 38 hit transistorized memory ruming at an
8 microsecond cycle time in an ambient environment which nay vary hetween -30°¢
and £55°C,

INTRODUCTION

Moat computers use scme form of temperature control to maintain the operating
temperature of the ferrite cores within very cloge iimlts. This precaution is
required because of the sensitivity of the ferrite material to am:ient temperature
variations., When the envirommental temperature coes up, the coercive force.will
go dovn and the material then loses some of its squareness, consequently becoming

more disturb-sensitive asshown in Figure 1. Therefore, if the drive current is

~




neld constant while the temperature rises, the cores switch faster, giving

greater amplitude to the output, and the cores are more sensitive to disturbance

by the half-gselecting driverpulses. The reverse effect is observed as environmental
temperature is lowered. Below 0°C, the drive which has proven satisfactory at
#25°¢ will produce a ONE about half as great as previously observed at normal

roon temperature. Under this condition, there would not be an ocutput from a
conventional sense amplifier, Moreover, a fixed strobe would miss the peak
signal-to-noise time if the switching characteristics were changed by such an

amount.

TEVPERATURE CONTROL

The general solution to the ‘temperature provlem has been to control the
temperature within the memory enclosure within a few degrees Centrigrade.
W¥hile at first this apoears to be a simple solution to the problem, it has
proven unsatisfactory over a large temperature range. To maintain the
temperature at 95°C above the ambient (say at 65°Cc in a =30°C ambient) it
will. be required to install a rather large insulating oven complete with
blowers and high wattage heaters and provisions for creating turbulence for
proper mixing. When operating in conjunction with accurate thermostatic
equipment, it will suffer from the inherent disadvantages of all mechanical
components, The mliability from such components will result in degrees of
magnitude lower than that of the memory or the accompanying solid-state cir-
cuitry. Moreover, the cost of a good. air thermostat is comic{erably greater
than that of the few electrical components required to do the jobe

Temperature Compensating the Drive=Currents

Another alternative to control of the temperature of the memory cores

is control of the driw#curmn‘h amplitude. 1f the drive current is varied




with temperature so that half selected cores are not disturbed but the fully
selected cores are properly driven for full switching output, satisfactory
operation is obtained. From the memory cores of the type used in Sylvania's
MOBIDIC it was determined that drive-current compensation aimed solely at maintaining
constant switching time resulted in a considerably lower output signal amplitude

at the low end of the temperature range., Since the cores are less disturb-sensitive
at lower temperatures, it is feasible to compensate for constant output-vol tage~
amplitude, The constant amplitude compensation below 20°C minimizes sense
amplifier problems since no variation in strobe level is required, The overall
compensation curve, shown in Fig. 2, results in a constant core output below

209C and constant switching time above that temperature,

X~-Y Drive-Current Sources

The drive currents for the X-Y coordinates originate from high impedance
current sources, each source consisting of a power transistor connected in the
common hase configuration. The high impedance is required to maintain good
current regulation under varying load conditions. The circuit for the current
source 1s shown in Figure 3. Current is supplied to the emitter of the current-
source transistor by a source consisting of a reference voltage Vrer applied across
a variable resistance network, ’The resistance is partially variable to compensate
for initial differences in transistor parameters. The rererence voltage VREF
is common to all current sources in the X-Y circuitry,

Choi.ce of Compensation Pechnique

The output current may he varied with temperature by ocne of two methods,
Either the external emitter resistors may have a positive temperature coefficient,

or the Voltage reference may have a negative temperature coefficient. There are

no positive temperature coefficient resistors available with sufficient power




capability for the first method. Even if they were available they would not

be very practical to use because of drive current tolerances, The latter method
is considerably better since it employs only one temperature-sensitive network
per memory and uses readily available negative temperature coefficient elements,
Moreover, the cormon compensation 'aseures that all drivers vary equally, thus
minimizing drive current tolerance problems.

Voltage Reference Design

Thermistors (negative temperature coefficient resistors) have a relatively
low dissipation coefficient (watts/°C rise). It is, therefore, advisable to
maintain a negligible dissipation within them in order to have their resistance
remain a function of true ambient temperature without side effects from internal
heating. Consequently, the thermistor network is buffered by a power amplifier
with a unity woltage gain and a high input impedance, allowing the use of
current as low as 5 ma in the network.

The thermistor network and buifer amplifier are shown in Figure L. HNotice
that the Vppp is derived from the =20 volt supply as indicated in Figure 3.

This means +that variation in the =20 volt supply will not affect the current
source accuracy. Two thermistorsare nucessary to provide the proper compensation
characteristics over the entire temperature range. A censtant current of 5 ma
through the 1k precision resistor provides a constant drop of five volts. The
thermistor network with S ma through it will add a voltage drop of 1.0 volt at
4259, 2.2 volts at =30°C, and 0,52 volts at 455°C. The overall curve betwsen
tempera‘bufe end points is.nearly linear, (note that Figure 2 is on an expanded scale)

in great part due to the constant five volts superimposed on the temperature=-

sensitive woltage.
Resulis Follow Thé@iretical Curva

The oscillographs in Figure 5 were taken from an experimental system




consisting of transistor core drivers and a memory core, The drive current varies
through the desired pattern, although the compensation at this time was slightly
less than that shown in Fig, 2, Even 80, the ONE at -30°C is within 10% of the
ONE's at the other temperatures. A subsequent slight revision of the thermistor
network was made to increase drive at the iawer temperatures, resulting in a
higher output at the low end without affecting the drive at other temperatures.
The final compensation characteristic is as shown in Fig. 2.

Compensating the Z-Drive Current

The Z-drivers do not employ high impedance transistoriszed current sources
such as those used for the X-Y drivers, because of less stringent current tolerances,
The current for each Z winding is Jetermined by the power supply voltage across
a fixed resistance in series with the winding, as shown in Fig., 6. In order to
vary the current with temperature, either the resistance or the total veltage
across the resistance must be varied, The first method was impractical, because
_resistors with large positive temperature coefficients are not available. To
vary the whole supply-voltage with temperature is not practical due to complica=
tions in the power supply design. To overcome these problems, one end of the
current determining resistance Rl was connacted to a fixed close=tolerance power
supply (used elsewhere in the memory); and the emitter of the cutput transistor,
(Q3, Fig. 6), was returned to a temperature sensitive supply Vogype This supply
was designed to vary from £0.5 volts at £55 C to #£5.0 volts at =30 C. Because
the maximum voltage swings up to 5 volts, considerably less power is involved in
the temperature sensitive control than if the entire 20 volt supply were to vary

from =20 volts to =25 volts, and the percenta-e variation is less critical,

Temperature Sensitive Emitter Supply

Because the thermistor network used in the X-Y coordinate has a quasi-

linear--resistance-temperature .characteristic, an identical network was used




to derive the emitter supply for the Z-drivers as shown in the circuit of Fig. 7.
A stage of inversion with a voltage zain of 2 is interposed between the thermis-
tor network and the power amplifier in order to provide the proper phase and
amplitude to the variation. The output is clamped to :round on the low end by
the transistor and to #5 wvolts (£i.L plus diode drop) on the high end by a diode.
This clamping insures against overvoltages on the Z~driver transistors. When
none of the Z-drivers are in operation, 7.5 amps. are conducted to ground by the
output transistor (Q5 of Fige 7) of the Vppyp circuit. When Z-drivers are being
pulsed, the V'I‘EMP output conducts the difference between 7.5 amps and the average
Z=driver drain,

Compensation with Core-Derived Strobe

The compensation of the drive cwrrents still allows some variation in the

peaking time of the core output, even for perfect amplitude compensation. MNore-

- over, temperature affects the drive circuit delay. These effects can be observed

in Figure 5. The compensation for this variation is made completely and simply
by the use of a core-derived strobe pulse. The time-discriminating--strobe is

derived from a standard core receiving the same current as the selected cores in

the memory., That core is essentially wired to receive a full read and full write

from the x and y drivers selected to supply the rest of the memory. The output
of the core is therefore a standard OHE produced at the same time as all other
ONE's being read out. This output is then properly shaped and suitably delayed
to supply a strove pulse for the memery sense amplifiers. The block-schematic
in Figure 8 gives the outline of the method employede Experimental results in
a full memory show that variations in the sense amplifier output of 0.8 micro-

seconds may occur and are compensated by the core~derived strobing even when

ZER('s, are larger than ONE's (under virgin-checkerboard test).




CONCLUSION

The operational limits of the memory were extended by the combination of
core~derived strobing and temperature compensated drive currents, as shown in
Figure 9, which is a "shmoo" plot of temperature versus discrimination level
limits of the sense amplificrs, The smaller area with cross-hatching shows ‘
the 1imit with core derived strobe but without temperature compensationy the
larger encompassing area shows extansion of those limits by the temperature
compensation, With neither core-derived strobing nor temperature compensation,
the limite are reached at £10°C and ALS°C.

Because the ¥ONIDIC computer in which this memory is being used is intend-
ed for battlefield operations, provision is made for retention of the informat-
ion in the memory even after the computer is shut down. Conceivably the infor-
mation could be read into the memory at one temperature and later read out at
another. Tests performed on the cores showed no measureable difference between
ONE's read out at a civen temperature regardless of the core's temperature when

the information was stored in it, Thus retention of memory is possible even if

the machine is shut down and restarted in a new and widely different environment.




% OF FULL DRIVE

FIGURE 1. PERCENTAGE OF FULL DRIVE WHICH WILL DISTURB

STORED INFORMATION VS. CORE TEMPERATURE

64%

GD\

Mdied.

54% X

0 2 0 60 80 100

Temperature (°C)
Percentage of Full Drive Which Will Disturb Stored Information va. Core Temperature

120



Full Drive Current (ma)

FIGURE 2.

CORE CURRENT REQUIRED VS. TEMPERATURE

620 ' l
X | |
4 [
\
b ¥ Constant Output = 50 mv - + -
e T S s iy D e ek o
By Constant Switching Time = 1 .Qusec .
TG s - —t—
00—
460 ——
-40 -20 0 20 40 60 80

Temperature (OC)




-20V

31.6Q

5642

FIGURE 3. CURRENT SOURCE

61.99Q

10052

4700

3]

T earu . e BRI
To Other

300 ma x Sources

%
47uf
35v

REF




-20v FIGURE 4. TEMPERATURE COMPENSATED VOLTAGE REFERENCE (X-Y)

T | !

7.87Q

g

1 5k

o —

r———-———\
—0O—  -14V - sink >




oA s et N

L%

FIGURE 5. TEMPERATURE COMPENSATED OUTPUTS

~307C. +25°C. +55°C.
CORE £ | l’ B
HONE " T
Ou'puf L

Drive ~1 ' 7

Current

Input
Pulse




+4v O

FIGURE 6.

CIRCUIT FOR Z-DRIVER

J

o

T v

4700 uu f

12K

-20V

39002

/i

§ R1
ZSGZZS 640

72
WINDING

From Power

V Temp. Supoly



-15 V
:‘006

FIGURE 7

TEMPERATURE CONTROLLED VOLTAGE SOURCE

50V
:.5%&

v

st e

Syl 1308

o

o

-

-0V i

-4 .4

2N277

10Q
7 W 2Q
- 3% 200 Watt
O7
v
Temp




FIGURE 8. CORE-DERIVED STROBE SYSTEM




3
FIGURE 9. OPERATION SHMOO FOR SENSE AMPLIFIERS

m WITH CORE-DERIVED STROBE & NO COMPENSATION

w . “ & TEMPERATURE COMPENSATION

7
|

(7 ///// 7 %/
870555

L VAN X s

-40 -30 -20 -10 0 410 ‘20 +30 +40 +50 +60

Temperature (OC)




U. S. DEPARTMENT OF COMMERCE
NATIONAL BUREAU OF STANDARDS

ADDRESS REPLY TO IN YOUR REPLY

REFER TO FILE NoO.

NATIONAL BUREAU OF STANDARDS

WASHINGTON 25, D. C. November 12, 1959 12.4

Mr. Harlan E. Anderson, Chairman
1959 EJCC Publication Committee
Digital Equipment Corporation
Maynard, Massachusetts

Dear Sir:
Enclosed are four copies of the manuscript of the paper
"A Combined Analog-Digital Differential Analyzer" for inclusion in

the Proceedings of the 1959 Eastern Joint Computer Conference.

Standard 3-1/4"x 4" lantern slides will be used in the
presentation.

A biographical sketch is also enclosed.

If you wish any further information, I will be pleased to
furnish it.

Very truly yours,

Hnured 7 dhoranmnate

Harold K. Skramstad
Assistant Chief
Data Processing Systems Division

Enclosures.




A_COMBINED MALOG-BIQITAL nxmmr& ANALYZER

By :
Harold K. Skramstad
National Bureau of Stendards
Washington, D.C,

ABSTRACT

An analog-digital differential snalyzer has been designed
which combines the analog advantages of high speed md continuous
representation of variables with the digital capability of high
precision and dynamic ruigo. It is buqi on representing dependent
variables by two quantities, a digital mumber representing the
more significant part, and an electrical voltage representing the less
significant part. As in tho n-ct'roaicvmlo'g chputcr, time is the
independent variable,

The design of components ‘nquin.d to build a computer of this
combined type, such as integrators and multipliers, are given, and
examples of how the solution of a few elementary differentlal
equations would be carried out are presented.
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By
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Washington, D.C.

-
The electronic analog computer, although very useful in solving many
problems, and particularly useful in solving dynamic problems described by
differential equations, sufers from limitations of accuracy and dynamic
range. The digital differential analyzer, although capsble of providing
any required degree of accuracy or dynamic range, is slow in operation
and subiect to possible imstability of solution due to quantization and
the use of finite differemce calculus in integration. By combining analog
and digital uchal@u. it is pessible to combine the analog advantages
of high speed and continuous representation of variables with the diﬁ!ul ‘
capability of high accuracy and high dynamic range. ' ‘
Dependent variables im such a combined system are represented by two
quantities, a digitsl nusber, representing the more significant part, and an
electrical voltage representing the less significant part. As in the
electronic analog computer, the independent variable is always time. Let
us consider what form some of the required computer components, such as
integrators and multipliers, would take in such a3 ceablmd system.
Assume we wish to obtain the following:




t
vyt [t (M
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where x and y are functions of the time, and T is the "time constant® of
the integration. As in the digital differential analyzer, it is necessary
that the problem be scaled so that the maximum value of all dependent
variables will not exceed unity. Let each of the two dependent varisbles
x and y consist of a digital pert and an analog part, denoted by the sub-
scripts D and A, respectively. Thus, we have:

X®x +x

D (2)
e Yp + Ya (3)
t
Bl AR B +% f(x,,+xk)dt (4)

Let us assume time to be divided into discrete equal intervals of
duration At, and that the digital parts of x and y can change only at times
which are integral multiples of At. We may then write for the velue of y at
a t&lb t somewhere in the nth interval:

i

1 ~

Yovpt vt R[] )y st e (), {- (oot [+ [xgtf (9

) 4]
j=] ;

where ("D)i is the value of x, Mng the ith interval At. Figure 1 shows
a curve of. x a5 an arbitrary function of t. The area under this curve from
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t = 0 to any arbitrary t would equal y in equation (5). In this special
case, the first two terms on the right éf equation (5) (yw and yM) are
zere. The first term in the bracketed expression, represented by area 1,
is the integral of the digital part of x up to the time (n-1)at. The
second term in the bracket expression, represented by area 2, is the integral
of the digital part of x between (n-1)At and t. The third term, represented
by area 3, is the integral of the analog part of x from t = 0 to t.

Figure 2 is a block diagram of an integrator umit. It contains an
input digital register Xy a digital register R, two digital-to-analeg
converters, an analog integrator, s special resettable analog integrater,
an analog summer, and a comparator mi. The register s shown on the far
right of the figure is the input register of the next component to which
_ this unit might be connected in solving a problem. E is the analog reference
veltage supplied to the digital-te-snalog converters, and o is the digital
value of the reference voltage E, chosen for any given problem so as to
provide the desired compromise betwesn speed of solution and precision,
subject to the limitation that |dx/dt] . should not exceed o/At. The number
of digits tmufﬁ in the Xp and R registers will depend upon the minimum
value of a for ih!ch provision is to be made; the minimum value of ¢ will be
one in the lont' significant diglt of the Xp register.

At the beginning of each At period, the values Xy and R are sampled
and converted to analog voltages which are held constant during the peried,

unaffected by future changes in Xy or R which occur during the period.
The value of x is then algebraically added to the R register. The




voltage '1’ which represents thqt portion of the prior summation of

(x,)lbt which is of analog magnitude is given during the nth interval At by:
Vy = -BR (6)

The voltage '2' which provides integration of the current Xy value within
the nth interval At, and which is reset to zero at the end of this interval,
is given by: .
E t-(n-1)a
. o)y Ui

v
2 > | (7)

The voltage Vgs which represents the purely analog integration of the
continucusly varying analeg part of x, is given bys ' | '

-Ey * |
Vymeeth (& [ Bge (®)

o

These three voltages are added in the analog summer to give voltage V.
The analog part of the output of the integrator.is equal to:

By :
.z.ﬁ-ya.(vl-pvaﬁva) 45 (9)

If, at any time during & period At the voltage V at the output of the analoy
sunmer exceeds a predetermined upper threshold, this is sensed by the
comparator, and during the mext At interval, immediately followlng the
mm_«; of X, to Ry unity is subtracted from the R register md the number
“a 18 added to the input repister of the following umit (vp in Figure 2).
Conversely, if tha voltage V falls below a predetermined threshold, ualty is
added to the R register and the number o is subtracted fiel the input register
of the following unit. '
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The time constant T of this integrator unit is equal to i—*’- y B8 can
be seen from the following. Assume that from time O up to 2 time t during
the nth interval At, the comparator has initiated N subtractions of unit
from the R register, and the addition of Ng to the Yy register, The
contents of the R register at this time is:

n-1 |
R» E (xy), - ¥ (10)
i=]
and the value of ¥n is given by
YD g YQD + Na ' (ll)

Substi tuting equations (6), (7), (8) and (10) into (9) and solving for

Yat we obtain:

n-l

2 (xg), - Ha + %{ (xg) {t - (n-l)At} (12)
i=]
| t
* Yo * = j x,dt
0
Adding equations (11) and (12), we tim (12)
YRYpt 9" Yoo * Yo * Y E (xg)y 8¢ ¢ (xg)y {tetnerat] + f ’AJ

i=1

At
Equation (13) 1s seen to be identical to equation (3) if T = =2




Multiplier

Let us now investigate the form taken by & combined analog-digital
multiplier. Suppose we wish to obtain the product z * xy. Assuming, as
before, that each variable consists of a digital part and an analog part,

we haves
In ¥ Ey % Xg¥p * X,vp Xy, * By, (14)

where the subscripts D and A signify the digital and analog parts, respectively.
Assume, as before, that time is divided into equal intervals of durasion At,
and that the digital parts x, ond Yp can change only at times which are

integral multiples of At. Figure 23 is a block diagram of a multiplisr unit.

It has three digital registers for Xeo Yo and li, three digital-to-analog
converters,an uulog summer, an analog multiplier, snd a comparator unit. As
before, E is the analog reference voltage and ¢ is the digital value of

the reference voltage E, chosen for any given problem so as to provide the
desirved compromise between speed and accuracy, subject to the condition that
notther |SX] . nor ISEl . should excesd o/it.

At the beginning of each period At, the values of x,, y,, and R are
sampled and converted to veltages which are held constant during the periocd.
1¢, during the period, x, receives an increment (or decrement) o from another
unit, yp is added to (or subtracted from) Ry and if y, receives an increment
(or decrement) a from another unit, X, is added to (or subtracted from) R.

If both x, and v, change during At, the additions to R must either be done
serially, using the new Xp OF ¥ obtained after each addition to R, for the
next addition to R, or some other system must be used to obtain a true digital
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product Xp¥pe The quantity Xa¥p Will contain twice as many digits as Xy

oF Ypi the more significant half will be of digital magnitude, and appear

in 2, the input register of the following unit; and the less significant
half will be of analog magnitude, and vemain im the R register. The referance
voltage E is applied to the digital-to-analog converter connected to register
R, producing an output voltage V) = ER; the input voltage yAl/c is applied

to the converter comnected to the register %, producing an output ﬁlm'

v, =8 "o"a » ond the input voltage Ex,/u is applied to the converter

connected to ngistcryn producing an output voltage v3-...ﬂ, An snalog
multiplier is connected to the two analog imputs By,/c and Ex,/o . Its

output, attenuated by =, produces a voltage V‘-“A’Q. An analog summer
g
- . Ez
cmthwlmnvl.vz,V,.mv‘tomtnlmcvmlto-—f‘.

During the next At after the voltage V exceeds (or falls below)
predeternined threshold voltages, unity is subtzacted from (or added to) the
R register and the number o s added to (or subtractsd from) the input
register of the following unit (z, in Figure 4).

It should be noted that for small values of ¢ the analog multiplier
may be omitted, producing a maximum error of c«a. For values of a less than
the precision of the anslog compenents, say .00l or less, m. error is neg-
ligible.

If one of the factors to be multiplied is a constant, the equipment
required is simplified, since only one digitel register needs to be capable
of accepting increments, and the 2 register receives additions from only
one other register. If the factor is & purely digital number, one of the
digital-to-analeg converters and the analog sultiplier may be omitted.




ol
Summing
- Summing may mest easily be done by pemmitting sach integrator or
multiplier unit to lo«# digital increments and analog voltages from
several units. For example, in the Integrators of Figure 2, {f the *a
increments from a number of other units tnmuiu:arm:m,
stid 1f the sum of the increments put out by these units is No during any
period, the imtiuuamumllu. mmlqwmttfmm
other units would each be connected to an input susming resistor in the
analog integrater. , '

In the case of the multiplier unit, 1f the 2u increments from s musber
of other units are comnected to its x-register, and if the sum of the
increments put out by these units is Mo, y, would be susmed into the R
register N times, The analog outputs from the other units would be connected
toimuolnmlogwmmmufmmmlnlnm

to the multiplier.

Muammunofmsmmmmmhm
from following in detall how some simple differential equaticns would be
solved.

Lot us consider first the differential egquation

| 2= (13)

Figure 4 shows 2 block disgram of bhow 3 single integrator unit with

output fed'back lato its input mld solve this equation. The voltages

Vs Vo Yoo and ¥ are those defined in equation (6) to (9).




Differentiating equations (6) to (9), we obtain, since ;’1 =0

. G, (16)

= &
o

Vs
From the interconnections of Figure 4, the following expression must held:

-

Vyoge (17)

V will then be given by the following differential equationt

- 3 h
v+3-$v:--§-‘t2 (18)

Subject to the initial conditions that at t = 0, X, = X, and -V = EXon

a
the differential equation will have the following solution:
- o2 t
Bx, EBlx., +x.,) ﬁ :
Wilon en  Nie 4 (19)
a G
and x will be given by
4 %'t' t
""‘a'%"‘"w“‘m" (20)

Figure S shows in detai} the quantities that would appear in the
Xn and R registers, the voltages vl. Va, \'3, and ¥ as functions of the

time, using the following parameterss
E = 100 volts a= 0.1 At = 0.1 sec

oD = 0.5 Xoa = 0
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The threshold values on V for initisting decrements to the Xp register
and subtracting one from the R register are plus and minus 50 volts. In
this example, since o = 0.1, the precision obtained in selving this equation
should be 10 times that which would be obtained in solving this on a purely
analog computer with analog components of equivalent precision to those of
the combined system.

Another example of the operation of the proposed combined system is

the solution of the following simple differential equation:

g = x (21)
& = x' - (22)

Figure 6 shows a block diagram of how two integrator units would be
interconnected to solve these equations. The voltages 'l’ vz, va. Y are
those defined by equations (6) to (9), and cccur in the integrator containing
x3 the primed veltages are these which occur in the integrator containming x'.

X - -9

Differentiating equations (6) to (9), we have, since V, =V, = Os

Va4, (22)
A L (20

From the interconnections of Figure 6, the following expressions are seen

to holds Yt X
URRS Al _ (29)
ek (26)




«ll-

The quantities V and V' therefore will be given by the following differential

equations:
Ve % 4 %{ v (27)
RN 4
o 325 . 'g"t' v : (28):

Subject to the condition that st t = 0, X, ® X ny x',-x'w,v...gé.'

.
V' = ,_Q_A;, 3 these differential equations will have the following solutions

gy i £
Ve zxty+o(xigy #x%,) ”'%*E“mum) sin £ (29)

V'u-:-xb.%(xw'&xm)m%#%(l'OD*x'm)iln% (30)

and the quantities x and x* will be given by the following expressionss

xﬁxn--gV'—(xono-x“)utﬁv-(x'w-tx‘m)ﬁn; {21)

x'*x'9+§vc(u'w+a'°‘) m-g-%#(xwf&:o&) slnﬁ (32)

Figure 7 shows in detail the voltages which would appear as a function
of the time when solving the above oquation, using the following values of

the various parameters:
E s 100 volts a= 0.1 At = 0.1 sec

Xon « 0.9 %oa =0 "'OD =0 z'mto
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As in the previous example, the threshold values en V and ¥y* for
initiating positive or negative increments to the "1') or the x, register,
are plus and minus 50 volts, respectively. Figure 8 shows the results of
combining the digital and amalog portions. The broken curve is the digital
part only; tho smooth curve is the sum of the digital and amalog parts. As
in tho'ﬂm _‘oxnplo, the precision attained should be 10 times that which would
be obﬁmod solving these equations on an analog computer with analog compo-
nents of nquivtlmt precision to those used in the combined system.
Component Requirements

Now & few words on the characteristics needed in the hardware to realize
the above components. For a maximum speed-precision product to be obtained,
the value of At should be as small as possible censistent with hardware
limitations. The smaller At is made, however, the greater the bandwidth
roquired in the operational amplifiers, since the analog voltages must be
capsble of a full scale voltage excursion E during the time At. The
digital-to-analog converters should be capsble of holding their output
values constant during each peried of At and equal to its value at the begin-
ning of the period, and then rapidly changing to 1is new valve at the
beginning of thc next period. In the case of the integrator, the necessary
additions of X, to R, subtractions of +1 from Ry and incrementing the input
mum of following units, and in the case of the multiplier, the additions
of X and Yp to R, 'mhtrutiens of + 1 frem R, and incrementing the iaput
registers of following units must all be completed within the peried At. In
the integrator unit, the regsettable analog integrator might well consist of
two analog integrators with switching botween them so that each is used %o
integrate during alternate At pericds while the other is being reset.




Discussion and Conclusions
There are & number of problems assodated with this combined system
tlnthtnsotntboalmsnum. One of these, which this computer

has in common with both analog and digital differential amalyzers is that

of proper scaling so as tc‘ prevent overflowing of the digital registers or
saturation of the amalog integrators. Another is the cheice of the threshold
voltages for the compsrator units. It is possible ﬁn@ the best value for
both mu' and lower threshold voltages should be zere - requiring a positive
or negative digital iaw to be sent to the next unit each At, depending
upon the sign of the veiup V. The problem of scaling and cheice of
thresholds are interrelated, and it should be possible to exercise some
control over the overicading of analog integrators by proper cholce of the
thresheld voltages.

The nusber of digits to be carried in the digital registers depends,
of course, on the minisum value of ¢ for which provision is to be made. In
general, the R registers should contain cne more binary digit then the
other registers to prevent overflow under conditions where the large x, of
the same sign as R is added to R,

For any particular problem, the valve of & to be chosen depends upon
the particulsr compronise between precision and speed of solution desired.

As a simple illustration, consider integration of the function x = A sin @t, snd
assune At equals .00l second, o = JOOL, and A is 1. Since the maximum time

rats of change of this fumction A® should not exceed %E’ the highest
frequency representable at full-scale amplitude would be @ = %ﬁ = 1 radisn
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per second, and the precision (assuming an analeg resolution of .001) weuld
be one part in one millien. If we chose a' = ,1, the highest frequency
represantable at full scale amplitude would be 100 radians per second, and
the precision would be one part in ten thousand.

The combined anslog-digital differential analyzer of the type described
shows premise of overcoming some of the limitations of present designs of
differential analyzers which use purely asnaleg or purely digital techniques, ‘
and of providing a much grester precision-speed product than is possible with ;
sxisting digitsl differential anslyzers. If analog components of sufficlent i
bandwidth are availeble, the precision-speed product of this combined
system should be greater than that possible with a parallel digital differential
analyzer of equal length digital mum& and equal iteration rate, by a
factor dependent upon the resclution of t.lu analog cemponents - perhaps 2
factor of cne- thoussnd.

The greatest usefulness of the proposed system is be}ieved to be on
problems where the precision required is of the order of 10 to 100 times
greater than that obtainable by analeg methods, yet requires the real-time

\

speed of analog methods. In this case, integrators and multipliers of the

combined system would centain short digital registers and only moderate
requirements would be put on the speed of switching clrcuits and the bandwidth

of the analeg components.

" Werk is under way at the National Buresu of Standards to construct
bresdboards of two integrater and two multiplisr units, each capsble cf
receiving inputs from twe other units. The digital registers and digital-

to-analeg converters are being constructed from transisterized digital
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building block packages developed at NBS, and the analog compensnts from
comsercially available eponﬁml wide band amplifiers. These units are
planned to have 7 bit plus sign input registers, & bit plus sign " mituh,
an snalog reference veltage of 10 volts, and operate with 2 At of one
millisecond,
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A Universal Computer Capable of Executing an Arbltrary Number of Sub-
Programs Simultaneously.

John Holland

Introduction

=

This paper describes & universal computer capable of simultaneously

5> &

executing an arbitrary number of sub-programs, the number of such sub-

programs varying &s a function of time under prograir control or as directec

4

by input to the computer. Three features of the computer are:

r

1te isa;&dhwnﬂymﬂrmduﬁr

,}

e

2

(L) The structure of the
(or {terative) network so that,if it were constructed ,
efficient use could be made of the high element density
and "template' techniques now being considered in research

on microminiature elements.

(2) Sub-programs can be spatially organized and can act

A®

gimultaneously, thus facilitating the simulation or

direct control of "nighly-parallel” systems with many

)

points or parts interacting simultaneously (e.g. magneto-

nyqrody:wxd< problemeg Or pattern recognition).

(%) The computer's structure and behavior can, with simple

formulated in a way that provides a

generalizations, be
for theoretical study of automata with
changing structure (ef. the relation betweern Turing

machines and computable numbers ).

er preSrnLcd here 1s one example of a

The compu
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warest A-module., If = 0 in this number then the active module,

bl ¢!
after completing phase two, becomes ilnactive and its successor becomes
oy T4 . i 3 = T A v h e -3
active. If' y =1 then tne module at the nearest path termination,

rather than the successor, becomes active.

(4) The index operation 1TERATE SEGMENT. If yp = O in the
nearest A-module, execution of ITERATE SEGMENT (upon completicn of
phase two) reduces the number in the A-module Ly 1 and the active mouule
remalns active without causing its successor to Lecome active., If y = 1,
then execution of the order simply causes the successor to become active
and the active module inactive at the completion of phase one. This
operation provides & convenient means of building long paths in a given
direction since, if N is the number in the nearest A-module, the path-
building phase of the active module is iterated N times.

(5) SET REGISTERS causes the first 9 bits of the number in the
nearest A-module to be used to set all § auxiliary registers at the
nearest path termination, the jth register being set on if the jth bit
1s a one (see section 6). It is important that the SET REGISTER order
can give the operand module active status by setting the appropriate
auxiliary register. In this case the active module gives rise to two
active modules on the next time-step, its successor and the operand
module. By this means one sub-program can initiate activity in another.

(6) RECORD REGISTERS causes the state of the 9 auxiliary registers
at the nearest path termination to be recorded in the first 9 bits of the
nearest A-module (in the same order as used by the SET REGISTERS instruction).

(7) NO ORDER causes the execution phase to pass without the execution

of an order.
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(8) STOP causes tne active module to become inactive without passing
+he g v 4+ ( i ~ 11 saan £ t o e i m¢

on the activity to its successor at the next time -step.

vy TS T ST SS— . amAD r O AT AMTINT . Y M AT e
With the exception cf the 5TOP, ITERATE SEGMENT, and TRANSFER orders,

the active module becomes inactive and its successor becomes active at the
conclusion of the execution of an order.
wssible for a given active module to have no nearest P-module

f

(or A-module) for any one of three reasons: (1) the module does not have

T

L o 5 . =1 P {5\ A o , B Y 4 -
a line of predecessors, (2) none of the modules along the line of predecessors

i is currently designated a P-module (or A-module), (3) there is no P-module
g along the line of predecessors between the active module and the nearest

f A-module. If there is no nearest P-module then there is neither path-

i building nor execution of {nstruction with respect to the active module

egardless of the content of its storage register). If there is no

b nearest A-module along the lilne of predecessors then the instruction of

i the active module is not executed although the path-building phase will
i

g be carried out (assuming a nearest P-module ).

B

% The following additional rules apply to active modules and their

8

action with respect to P-modules and A-modules:

(L] If M. belongs to the line of predecessors of My, if the
vV

| )

1 nearest P-module of Mq {s also the nearest P-module of My, and if AO

4 and M are both active, then the action of M, proceeds normally but My's
0

action is as if it had no nearest P-module.

(2) If My and My are situated as in rule (1) except that they have

4 ¥

the same nearest A-module, without sharing the same P-module, then tne

o A

action of Mg proceeds normally but M; acts as {f it were executing a

NO ORDER instruction.
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\.'/ AS mentlioned earlier, a module can be glven A-module statu

settin

she T * K i x 3 ) - i [ 3 3} M
ing the pair of bits (p,a) to the value \O,1}): This turns on

J 4

an auxiliary register in the module, the A-register, At the same

time the bits of another auxiliary register pair, the (D1,D,)- register,

are set to match the bits $1,8p 1n the module's storage register; i.e., ‘
when the A-register is on the (D1,Dp)-register indictaes the

of the A-module.

Once a module is given A-module status it can be returned to normal
status only in one of two restricted ways., The first way requires that
a STORE order be executed by an active module which has the given A-module
as its operand module (nearest path termination). Then, if bit a is O
or bit p is 1 In the number being stored, the A-module reverts to normal
status and the word in its storage reglster is that specified by the
STORE instruction. Otherwise the A-module is unchanged, the STORE order

not being executed. The other way of returning an A-module to normal

status requires that the A-module receive external input during phase

1

ictions prevent the A-module from

one (see section 5ds The above restr

\

1\nging status when numbers are placed In its storage reglist

the normal course of its operation as an accumulator. During the time a

)

module is an A-module are not interpreted

in any way except as

(4) A module in A-module status can become part of a path (or

several paths) so long as it is not to be the initial module of a path
segment. In this latter case the path-bullding action, which would make

the A-module the initial module of a segment, is not carried out - the

Li 1L

A-module remaining the termination of the path.
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above those usually associated with Turing

machines and their concrete counterparts. ‘or example, cycles in the

program can actually be stored as cycles (of successors) in the rectangular
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grid (see fig.5). This, in effect, provides each cyclic sub-program with

an instruction address counter which counts modulo the number of instructions

in the sub-program (cf. an index register which can be set to cycle modulo

any base number )., Furthermore, each sub-program can b€ allotted a certaln

4

area 1in

t

simulated - each subprogram in this case directly si

components of the process.

Efficient programming of

o match, for example, the str

the grid and this allows the spatial arrangement of the sub-programs

nctural organization of a process which is belng
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certain types ©
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similar to those required for asynchronous operation. That is, when several

sub-programs are operatin simul taneously, each sub-program will from time to
PTrog Y s

time require results from other sub-programs, however these results will not

usually arising in th control

in general be available at just the time desired. In problems like this,

or simulation of "highly-parallel" systems

with many points or rts interacting simultaneously, the programmer will

=N
emﬂm'mmyoftm:mcmmgms
Problems such as the oOne

computer formulation amenable

formulation is one example of

rigorously characterized and

A

Actually, the definitlon of t

of the logical designer.
Just discussed emphasize the desirability of &
The present

to theoretical investigation.

a broad class of computers which can be
J 4

1is class of computers comes &S5 part of am effort







Abstract: A Universal Computer Capable of Executing an Arbitrary Number
of Sub-Programs Simultaneously.

John Holland

The paper describes a universal computer capable of simultaneously
executing an arbitrary number of sub-programs, the number of such sub-
programs varying as a function of time under program control or as
directed by input to the computer. Three features of the computer are:
(1) The structure of the computer is a 2-dimensional modular (or
iterative) network; thus, in a concrete realization, high density elements
and "template'" techniques now being developed would be efficiently used.
(2) Sub-programs can be spatially organized and can act simultaneously
thus facilitating simulation or direct control of "highly-parallel"
systems with many points or parts interacting simultaneously (for example,
magneto-hydrodynamic systems or pattern recognition problems). (3) The
structure and behavior of the computer can be given a rigorous symbolic
formulation. Thus by considering the rectangular grid to be infinite in
each dimension (in analogy to the infinite tape of a Turing machine),
many problems of automata theory can be expressed in a formal framework
similar to that provided by the Turing machine for problems of computability.
In particular, problems concerning growing automata (cf. Von Neumann's

scheme for self-reproducing automata and Church's potentially infinite

automata) can be investigated both directly and theoretically.




Biograggx

Dr. John H. Holland currently holds a dual appointment at the
University of Michigan as Assoclate Research Mathematician with the
Logic of Computers Group and Lecturer in Psychology. After obtaining
a BS in physics from M.I.T. in 1950 he Jjoined IBM and participated
in the planning and logical design of the IBM TOl computer. From
1952-1956 he was a consultant for IBM on the theory of "concept-
forming machines'" while doing graduate work at the University of
Michigan. Dr. Holland received an M.A. in mathematics in 1954,
Joined the University of Michigan Engineering Research Institute in

1956, and received his Ph.D. in the communication sciences in 1959,




