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## ABStract

An analysis of the structure, or connectivity, of flow diagrams associated with computing machine programs is made by means of Boolean matrices. A Boolean matrix is a matrix whose entries are all either 0 or 1 . With each program flow diagram is associated a pair of Boolean matrices. The first of these, called the connectivity matrix. contains the topological structure of the diagram, and the second, called the precedence matrix, contains the input-output structure of the diagram. Elementary compotations on these matrices are shown to yield detailed information concerning the internal consistency of the program. Possible application to automatic debugging procedures are suggested.

# Applications of Boolean Matrices to the Analysis of Ylow Diagrams Reese T. Prosser 

## 1. Introduction

Any serious atterpt at automatic progranming of large-scale digital computing machithes must provide for seme sort of analysis of program structure. Questions concerning order of operations, location and aisposition of transfers, Identification of subroutines, Internal consistency, redundancy and equivalence, all involve a knowledge of the structure of the program under study, and must be handled effectively by any automatic programing system.

The structure of a program is usually determined by detailed specifications desoribing the program, and may usually be given a convenient geovatric representation by means of flow diagrats. Ordinarily, neither of these forms is immediately adaptable for handling by machine, and for this purpose another representation of the same information must be found. Such a representation should certaialy have these properties:

1) It should be easy to construct and reproduce.
2) It should be adaptable to handling by machine.
3) It should contain all of the information provided by the topology of the flow diagram.

## 11.

## The Connectivity Mateix

A representation which has all these properties may be given by means of Boolean matrices. By a Boolean matrix we mean a matrix whose entrien consist entirely of $0^{\prime} s$ and 1 's. The representation is constructed as follows: Suppose we are given the structure of a program, say in the form of a flow diagram consisting of boxes, representing program operations. connected by directed line segments, representing the program flow. We are interested only in the struature, or connectivity, of this degram. and not in the properties of the individual boxes. Se make no restrictions at sil on the connectivity, and in particular, branches and loops of all, kinds are admissible. We begin by numbering the boxes of the diagram, say from 1 to $n_{\text {. }}$ in any convenient manner, whatever. Tor later convenience we adjoin to the diagram a box numbered 0 as the initial, or input, position and a box numbered $n+1$ as the final, or output, position of the diagram. We next construct an $(n+2) x(n+2)$ Boolean matrix. $A=\left(a_{1 j}\right)$, called the connectivity matrix associated with the diagram by stipulating that $a_{i, j}=1$ if the diagram contains a directed line seguent leading alrectly from box 1 to $b o x j_{0}$ and $a_{1 j}=0$ othervise. Thus $a_{1 j}=1$
if box i may be followed immediately by box $j$ in the program, and 0 othervise.

It is evident that this matrix is easy to construct and easy to handle. It is determined uniquely by the diagran, up to a permutation of the entries due to a renumbering of the boxes, and in turn it deteraines the diagram. In the sense that the diagram may be completely reconstructed from the matrix. Thus it meets all of our requirements.

This idea is cortainly not new. Boolean matrices have been used extensively to study the connectivity and orientation of graphs [7. 12]. networks $[4,6]$, organization and group dynamies problems [8], and more generally, finite Naritov processes [12]. Shamnon [13] has pointed out that every flow diagran is essentially a finite Markov process. so that we have here a very apecial case of [11]. On the other hand it is vorth emphasizing how well this idea adapts itself to proeran analysis. A similar attempt with a somewhat different viewpoint appears in [14].

## 111. Analys

Certain elementary computations on the connectivity matrix yield detailed information on the progrem flow. To show how this cones abont. we define a one-row matrix

$$
\varepsilon_{1}=(0,0, \ldots 2, \ldots, 0)
$$

colcams
With 1 in the ith row and $O^{\prime} s$ elsowhere. Then from the definition of $A$. ve see that matrix product aqA is a one-row matrix which has 1 in the 3 th colum if it is possible to proceed from box ito box $f$ in one step, and 0 othorwise. By repeating this argument, we see thet the product $e_{q} A^{2}=\left(e_{i} A\right) A$ is a one-row natrix whose $j$ th column is 1 (or more) if It is possible to proceed from boz 1 to box $\mathcal{I}$ in exactly two steos, and 0 othervise. A similar interpretation may evidently be given to higher povers of $\AA$.

How $\mathrm{A}^{2}$ need not be a Boolean matrix. But it is clear that for our purpose we 2 ose nothing if we replace all non-zero entries in ${\mathrm{A}^{2}}^{\text {w }}$ ith I's.

This amounts to multiplying $\Delta$ by $\Delta$ according to the fophowing rule: the Boolean product $A$ A $B$ of the Boolean matrices $A$ and $B$ is that Boolean matrix mo se icj entry is

$$
V_{k}\left(a_{i k} \wedge b_{k g}\right)
$$

Here $V$ and $\wedge$ denote the Boolean operations of max and $\min$, respectively. In the same spirit we define: The Boolean sum $A$ B of the Boolean matrices $A$ and $B 1$ is that matrix whose $i-1$ entry is $a_{i j} \vee b_{i j}$. Thus Boolean sums and products of Boolean matrices are formed in the same way as ordinary matrix sums and products, except that + is replaced by $V$ and $x$ by $\wedge$.

How the way is clear for Induction. Let A be the connectivity matrix of a flow diagram, and define

$$
\begin{aligned}
& A_{m}=A_{m-1} \wedge A=A \wedge A \wedge \ldots \ldots \ldots \wedge A m \text { times } \\
& A_{m}=B_{m-2} \vee A_{m}=A_{2} \vee A_{2} \vee \ldots \ldots \ldots \vee A_{m}
\end{aligned}
$$

Theorem. 1. The $1-j$ entry of $A_{n}$ is 1 if it is possible to proceed from box 1 to box $\mathcal{I}$ in exactly m steps, and 0 otherwise. The $1-j$ entry of $\mathcal{B}_{\mathrm{a}}$ is 1 if it is possible to proceed from boz 1 to box $\mathcal{I}$ in at most In steps, and 0 otherwise.

Proof: For $m=1$, both statements reduce to definitions. Now suppose both statements hold for $\mathrm{m}=\mathrm{m}_{0}$; and consider the case $m=m_{0}+1$. The $1-j$ entry of $A_{m}{ }^{+1}$ is just $V_{k} a_{i k} \wedge c_{k j}$. where $c_{k j}$ de oles the k-j entry of $A_{A_{0}}$. This is zero, unless for some $k$

we have $a_{i k}=c_{k j}=1$. Bat this means that it is possible to proceed from box 1 to box $k$ in exactly one step, and from box k to box $j$ in exactly $\mathrm{m}_{0}$ steps. Thus the $1-j$ entry of $\mathrm{h}_{\mathrm{m}_{0}+1}$ is 0 unless it is possible to proceed from box ito box $j$ in exactly $m_{0}+1$ steps. The second statement Iollows Lemedistely from the first.

Theorem 2. The 1imit $\lim _{m \rightarrow \infty} \frac{B}{-m}$ exists as a Boolean ratrix, which we denote by B. Moreover, we have $B=\frac{3}{n}$ for all m $\Rightarrow p$. where $p$ is the length of the longest open path in the diagram.

Proof: Since the entries of $\frac{B}{m}$ are monotone increasing with $m_{\text {. }}$ it is clear that $\lim _{m \rightarrow \infty} \frac{B}{n}$ exists and forms a Boolean matriz. The second statement follows from the observation thrit if it is possible to proceed from box 1 to box $I$ at all. it is possible to do so along an open path (1.e.. one containing no loops). and hence in less then $p+1$ steps. thus if the $1-1$ entry of $B_{n}$ is 1 for any $m$. it is 1 for $m=\rho$. This means that $B_{m}=B_{p}$ whenever $m \geq p$

Theorem 3. The $i-j$ entry of $B$ is 1 if it is possible to proceed from box 1 to box $\mathcal{I}$ in any number of steps, and 0 othervise.

Proof: This follows immediately from the proof of Theorem 2.

The matrix $B$ is obviously computable by machine from the tratrix $A$. and since only Boolean operations are involved, the time reguired for this computation is not prohibitive even for fairly large n. On the other hand,

It follows from Theorem 3 that the matrix $\underline{B}$ contains detailed inforuation about the aonsistency of the flow ciagram. We cite some obvious examples:

1) It is possible to get from the input to box 1 only if $b_{01}=1$. Thus If there are no spurious boxes, the top row of B must contain all I's (except for $b_{00}$ ).
2) It is possible to get from box i to the output only if $b_{i(n+1)}=1$. Thus if there are no boxes without exits, the last column of 3 rust contain all l's $^{\prime}$ (except for ${ }^{b}(n+1)(n+1)$ ).
3) It is pogsible to get from box $i$ to box $i$ only if $b_{11}=1$. Thus If there are no loops in the program, the main diagonal of $\underline{B}$ must contain all $0^{\prime}$ 's. Boxes involved in loops are represented by I's on this diagonal.
4) After leaving box i, it is possible to go through box $j$ only if $b_{1 j}=1$. Now if ve alter box i then only those boxes following box 1 in the program will be affected. These boxes are represented by 1 's in the ith row of $\underline{B}$.
5) If the matrix decomposes into relatively indopendent submatrices, then the program decomposes into relatively independent subprograms. Thus it may be possible to 1dentlify natural subprograme directly from the form of the matrix. 3.
IV. Examples

The foregoing theory will be further illuminated by application to
concrete problems. As a first example we choose a flov diagram containing an Botious inconsistency, and how how this irconsistency is refleoted in the matrix 3. The diagram is ohown in figure 1. Here the baxes are already numbered, theluding the input and output boxes. The connectivity matrix for this diagram is a $7 \times 7$ matrix, whose entries are

$$
\mathrm{A}=\quad\left(\begin{array}{lll}
010 & 100 & 0 \\
001 & 000 & 0 \\
010 & 000 & 0 \\
000 & 011 & 0 \\
000 & 000 & 1 \\
000 & 001 & 1 \\
000 & 000 & 0
\end{array}\right)
$$

How $\mathbb{A}_{1}=\ddot{H}_{1}=A$. $S_{t r a i g h t f o r v a r d ~ c o m p u t a t i o n ~ g i v e s ~}^{\text {git }}$

$$
A_{2}=A \wedge A=\left(\begin{array}{lll}
001 & 011 & 0 \\
010 & 000 & 0 \\
001 & 000 & 0 \\
000 & 001 & 1 \\
000 & 000 & 0 \\
000 & 001 & 0 \\
000 & 000 & 0
\end{array}\right)
$$

$$
\underline{B}_{2}=B_{1} \vee \quad \mathbf{A}_{2}=\left(\begin{array}{lll}
011 & 111 & 0 \\
011 & 000 & 0 \\
011 & 000 & 0 \\
000 & 011 & 1 \\
000 & 000 & 1 \\
000 & 001 & 1 \\
000 & 000 & 0
\end{array}\right)
$$

$$
A_{3}=A_{2} \wedge \mathbf{A}=\left(\begin{array}{lll}
010 & 001 & 1 \\
001 & 000 & 0 \\
010 & 000 & 0 \\
000 & 001 & 0 \\
000 & 000 & 0 \\
000 & 001 & 0 \\
000 & 000 & 0
\end{array}\right)
$$

$$
\underline{B}_{3}=\underline{B}_{2} \quad V{\underset{B}{3}}=\left(\begin{array}{lll}
011 & 111 & 1 \\
011 & 000 & 0 \\
011 & 000 & 0 \\
000 & 011 & 1 \\
000 & 000 & 1 \\
000 & 001 & 1 \\
000 & 000 & 0
\end{array}\right)
$$

A glance at the dlagran shows that all possible paths (without repetition) ean be traversed in at most three steps, so that by Theorem ? . $\underline{B}=\underline{3}_{3}$. This can be cheoked by cocmputing $\underline{B}_{4}$. which 18 equal to ${\underset{3}{3}}^{3}$. From thin matrix ve verify immediately that all boxes are connected to the input (first rov), but boxes 1 and 2 are not commected to the output (last column). Boxes 1, 2 and 5 are involved in loops (main diagonal). Moreover, If we delete the first row and last column of $\underline{B}$. then the remainder can be decomposed into submatrices:

$$
\left(\begin{array}{ll}
11 & 000 \\
11 & 000 \\
00 & 011 \\
00 & 000 \\
0 & 001
\end{array}\right)=\left(\begin{array}{ll}
M & 0 \\
0 & H
\end{array}\right)
$$

where $M=\binom{11}{11}$ and $\mathbb{M}=\left(\begin{array}{l}012 \\ 000 \\ 001\end{array}\right)$. This implies that boxes 1 and 2 and
boxes 3, 4 and 5 form two Independent subprogranis whose associated matrices are just $M$ and $\mathbb{H}$. (Of course, the simplicity of this decomposition is due to the particular scheme adopted for numbering the boxes.) This simple example serves to 11 lustrate the scope of the method.

This same method has an obvious application to the problem of debugging programis alresdy compiled. In this case the bozes are already
numbered by the sequential dexeription of the progran. Moreover, it is not necessary to drav the corresponding flow disgram, since, excopt for tranefers, each operation is followed by the next in sequence. As a second example we take a tyoleal SAP writeup of an IBM 704 progran, with no inconsistencies. (This progran computes an array of 100 quantities $c_{1 /}$ according to the formula

$$
c_{i j}=\left\{\begin{array}{l}
A_{i}-B_{j} \text { if } 1>j \\
A_{i}+B_{j} \text { if } 1 \leqslant j
\end{array}\right\}
$$

SAP Program

1. LXD 8
2. SxD 4
3. CLA B1
4. vxL 6
5. CHS
6. ADD A1
7. $\quad$ S90 C2
8. 2XI 9
9. TXI 10
10. THX 2
11. $2 \times 12$
12. Tix 2
13. उMD

The associated connectivity matrix can be writton down directly, and is simply


## $V$ The Precedence Katrix

A further analysis of the structure of a program can be made if Information concerning the precedence relations in the program is available. If ve know, for example, that the output of box i is required for the input of box $J$, then we kyow that the operation represented by box $i$ wust precede that represented by box I in the program sequence. Clearly this places additional requirements on the internal connectivity of the program.

The precedence relations may be incorporated into our analysis through the introduction of a second Boolean matrix $\subseteq$ associated with the program, which we call the precelence matris. (cf. $[1,9]$ ). It is constructed as follows. We number the boxes of the diagram as in Section II, and stipulate that the $i-1$ entry $c_{i j}$ of $C_{i s}$ to be 1 if the output of box 1 (or any nart of $i t$ ) is recuired for the input of box is and 0 othervise. Clearly this matrix contains the preoedence relations in the same way that the matrix $\triangle$ contains the connectivity relations of the program, and will yield to a similar analysis. We observe here that the two matrices are elosely related, though they need not be identical.

$$
\begin{aligned}
& \mathrm{C}_{n}=\mathrm{C}_{m-1} \wedge \underline{C} \\
& D_{m}=D_{m-1} \vee G_{m} \\
& \underline{D}=\lim _{m \rightarrow \infty} D_{m}
\end{aligned}
$$

and observe that the results of that section may be translated imvediately Iuto the present situation. In particuler, the $1-j$ entry of the matrix $\mathbb{D}$ Is 1 if and only if there is a ohain of boxes in the diagram beginning with box 1 and ending with box $j$ such that each box in the chatn must precede the next. Obvious applioations inclute the following:

1) The precedence requirements are internally consistent only if the diagram contains no closed chain of boxes each of which must precede the next. This is the ease only 18 no diagonal entry of D 1s 1. Thus we require that trace $2=0$ for this consistency (cf. [1]).
2) In general, box $j$ depends on box i only if $a_{1 j}=1$. Thus if box 1 is altered, this will siffect only those boxes whose entries In the 1 th row of $\mathbb{D}$ are 1 .
3) Occasionally it is desirable to reorder the sequence of operations In some part of the program. Ihis is poseible only if the precedence requirements are not violated by the reordering. Thus box i may be interchanged with box $j$ in a chain of operations only if
$d_{i j}=d_{j 1}=0$. Information of this kind is evidently useful in optimizing flow diagrams for tiwe or storage requirements.

## VI. The Domtrance Matrix.

In atudying problems fivolving the reordering of operations in a progran, it is often useful to introduce a notion of dominance in the flow diagran, defined as follows: Ve say hox 1 dominates hox is if every path (1eadine from snont to ontput throuph the diegram) which nasses throweh box 1 mat also pass throuph box 1 . Thus box 1 dominates box j if box J is subordinate to box i in the program. It may happen that two bozes dominate each other (in which case we say they are equivalent), or that $n$ neither dominates the other (in which case we aly they are independent). The idea here, of course, is that in general reordering is possible only among bozes which are equivalent in this sense. Proceeding along these 2ines, we define a third Boolean matrix X, called the dominance matrix. by stipulating that the $1-1$ entry $\theta_{i j}$ of $I 18.1$ if box 1 dominates box 10 and othormise. It is clear that the dominance matrix is deternined by the connectivity uatrix, and can be produced from it by a suitable scaming procedure. Appliaations include:

1) Box 1 and boz $d$ may be interchanged. precedence requirements permitting. only if they are equivalent. This is the case only

$$
\text { if ve have } e_{1 j}=e_{j 1}=1
$$

2) In preparing a program for a machine which adnits naraliel operation, it is desirable to lon which operations in the program may be performed simultaneously. Two operations may be
performed simultaneously without further investigation only if they are equivalent and subject to no precedence requirements, 1.e.. only if $a_{i j}=d_{j 1}=0$ and $e_{1 j}=e_{j 1}=1$.
3) It is sonetimes useful to know when two progrems are equivalent in some sense. Any offective definition of equivalence requires a deteiled lonowledge of what happens at branch points in the prograin (i.e., the transfer concltions). An interesting analysis of this problem is sumnarized in $[14]$. but does not seem rosdily adantable to machine handling. By requiring a less effective defiuition of equivalence. we can give here an effective cxiterion for deterisining whether or not two programs are equivalent.

To be precise, let us agree that two proerams, containing the snme operations suhiect to the same nrecedence reaifrements, are equivalent, if. for eqch nath (leadfar from inmut to ontmut) through the eirst, there is a corresponding, nath through the socond gessine throngh the same operatting. Ve do not reguire that the operations appear in the same sequence, or even that they appear the same number of times, in both paths. This definition, hovever, is sufflcient for most purposes, at least for grograms containing no loops; loops cannot be Incorporated under so simple a scheme, and require spectal consideration.

In terms of flow diagrans, the equivalence criterion may be stated as follows. To avoid inessential complications, we assume that no independent boxes (in the sense of dominance) are directly conneated. This can elvays be achieved by aidilng suitable "empty" boxes to the diagram. Then it is true that tuo diaerams.
made 10 of the same hoxes subieat to the rame neecedence reavire ments. axe ecuivalent if and onlv if their dominance matrices are Adention.

Romariss.

The essential point of our discussion is that the entire analysis given here oan be readily performed on any (large-scale) digital computer. The feasability of computing the derived natrices $\underline{B}, \underline{\text {, and }} \underline{2}$ by machine is assured for programs which are not too large. A very qayde estimate indicates that the time required to compute $B$ from $A$ on the IBM 704 is of the order of $10 \mathrm{n}^{3}$ cycles, where $n$ is the number of boxes in the diagram. In practice, this time may be reduced considerably by combining into one box any subroutine whose behavior is known. Thus for example it is adFantageous to reolace any chain of boxes by a single box. Similerly. in analysing program vriteups it is sufficient to consider only transier operations. For instance, a reduced form of the matrix $A$ of our second example in section IV is:

$$
A^{\prime}=\left(\begin{array}{llll}
010 & 000 & 0 \\
001 & 000 & 0 \\
010 & 100 & 0 \\
000 & 010 & 0 \\
010 & 001 & 0 \\
000 & 000 & 0
\end{array}\right)
$$

Where boxes 1 through 9 have been combined in a single box.

Pinally we remark that it is a straightforward problem to construct a debugging routine which coula be used to analyze any program vriteup

$$
-15-
$$

> Whose transfer instructions have constant addresses. Such a routine would scan the writeup, enumerate the transfer instructions, construct the connectivity and dominance matrices from them, compute the derived matrices and point out any errors detectable by these methods. Thus the whole analysis becoces completely automatic.

Various other spolications of this analysis are suggested by the results. By utilizing the evident adaptability of these matrices to computer handling, it is possible to construct automatic program analysis schemes which would detect in proposed programs a large class of common errors, isolate and identify key subroutines and reorganize them in optimal equivalent programs. Such a scheme is currently under investigation here at Lincoln Laboratory, MIT.


FIGURE 1
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## ABSTRACT

## COMPUTERS OF THE FUTURE

This discussion is concerned with a radical change in the technology utilized to manufacture digital data processing systems. A picture of the effect of this change on our way of specifying and designing systems is presented.

Present methods of circuit-system standardization are contrasted with anticipated future methods. An illustrative example of "system function" design and "system tailored" circuits and devices is given. A summary is made of the more important work required in order to progress from present to desired future systems. This involves integrated Research and Development on programming languages, system logic, packaging, devices, materials, service techniques, and manufacturing methods.
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## COMPUTERS OF THE FUTURE

R. Rice

## INTRODUCTION

This paper considers the advances required in many related technologies to revolutionize the construction and use of digital data processing systems. Webster gives as one definition of a revolution: "A total or radical change." In the following discussion we are particularly concerned with the radical change in fabrication technology and wish to analyze the effect that this change will have on our methods of computer design and specification.

PRESENT METHODS
The manufacturing techniques used in the electronic portion of today's digital data processing systems are illustrated in Figure 1. The active devices are standardized in these systems. Circuit standardization is established at what may be defined as the Boolean function level. Circuits for AND, OR, Invert, Latch, Trigger, etc., are standardized individually. The pluggable packaging usually combines several circuits, either of the same type or in selected groups. A major system function such as a complete working storage register and all its controls, an arithmetic processing unit and its controls, etc., is obtained by assembling a group of circuit packages on a panel and interconnecting the circuit packages with individual wires. At the time the individual circuits and packages are designed and optimized, very little information is
available regarding their specific employment in systems functions.
A digital "system function" may be defined as a combination of logical elements interconnected and timed to perform major operational sequences in a data processor. One of our future objectives is to create major digital system functions in one continuous, automated manufacturing sequence.

## FUTURE METHODS

A possible future method for producing major "system functions" such as complete working storage registers, process units, memory arrays, etc., is illustrated in Figure 2. We envision this manufacturing line as a set of printing presses through which a conveyor system passes. Substrate material is placed on the conveyor and proceeds through the line. At each stage one pattern of interconnections, insulation, or active material is printed on the substrate. As required, bake ovens, etc., may be strategically placed. Here, devices are standard by virtue of the materials used. These materials are applied by a standardized method to produce active elements, interconnections, insulation, etc., in batches. The plates, inserted in each press, are made in an automatic machine which develops the appropriate layout under equation cort rol for major system segments.

The figure illustrating future methods is only diagramatic. The manufacturing method chosen will probably depend on the basic component technology and may be different for each type of component. Before complete automation is realized it will be necessary to separately manufacture
active elements and rely on automatic testing and insertion. The field will be dynamic and the illustration indicates a trend, not a specific technique. ILLUSTRATIVE EXAMPLE OF A SYSTEM FUNCTION

A serial-by-digit, decimal adder is used to illustrate a system function as shown in Figure 3. This represents a portion of an arithmetic processing unit. The digital code assumed is a decimal "one out of ten" representation, chosen because decimal matrix addition is well understood. Other examples or codes would have served equally well.

In this function a pair of decimal digits enters a process unit at $A$ and $B$ and the added result is obtained at the output. A matrix, to be described in detail, performs the first half addition. Other elements provide input drive, output carry detection, recombination, and the second half addition. It is also necessary to store the presence or absence of a carry so that as succeeding pairs of digits are processed the second half addition circuit may be activated. Let it be assumed by way of example that $A$ equals 5 and $B$ equals 6 , as emphasized with heavy marked lines. In the matrix the 5 on the vertical axis together with a 6 on the horizontal axis activates an AND circuit which places an output on the eleventh diagonal. After passing through the carry detection element, the eleventh diagonal is recombined with the output line 1 . The carry condition is remembered for later use. Let us now consider circuits for the matrix in more detail.

MATRIX UTILIZING INDIVIDUAL, STANDARDIZED BOOLEAN CIRCUITS
The circuit in Figure 4 is a Boolean standardized two-way AND
circuit with one transistor, four resistors, and various internal interconnections. Several outputs may be wired together to form an appropriate OR circuit. A two-way circuit is chosen since for our purposes in the addition matrix a three- or four-way AND circuit has no advantage.

A ten by ten matrix of these AND circuits is illustrated in Figure 5. For clarity, the internal circuit connections and devices have been omitted. In the matrix, addition is accomplished by the coincidence of current on any pair of lines such as $A=5$ and $B=6$. When the AND circuit at this intersection is active, its output is placed on the eleventh diagonal. For packaging purposes the designer has the choice of packaging several AND circuits on a single pluggable unit. When the circuits were optimized, only the two-way AND logic together with the output loading conditions were known.

Let us now reexamine this same matrix from a "system"1 rather than a circuit viewpoint (Figure 6). In this specific matrix element only one AND circuit in the $A=5$ column and the $B=6$ row is "on." This is a system consideration and was not known at the time the Boolean AND circuit was optimized. The vertical column $A=5$ will now be considered as a single element.

## SYSTEM TAILORED CIRCUITS

A circuit which is tailored to this "system function" is illustrated in Figure 7. For convenience, transistors have been shown, although other devices such as relays, tubes, cryogenic devices, etc. , could have
been used. The input A supplies current to a common control which goes to all the bases of the ten transistors. Since only one line on the B input to the emitters is active at any instant, only one transistor will be conducting. Let us now examine the addition matrix utilizing this "system tailored" circuit.

## MATRIX UTILIZING SYSTEM FUNC TION CIRCUITS

The complete matrix is again shown in Figure 8, this time utilizing ten of the "system function"circuits. The " $A$ " entries on the vertical axis go directly to the common control connections of the ten AND circuits. The " $B$ "entries are connected to the emitters of the ten transistors in each of the ten circuits. The collectors are connected to the output lines which are functionally equivalent to diagonals in the previous matrix. Note the identical configuration of the wiring to the inputs of all ten matrix columns. The outputs of each "system AND" circuit are connected in a pattern which drops down to the next output line for each successive group. Thus, to add 5 to the number entering $B$ the sixth AND circuit is activated. The number 6 on the Bentry is moved down five units on the output, giving a sum of 11 . Although the number of transistors required in both matrix examples remains the same, the passive elements are eliminated and the packaging pattern for both interconnections and devices is drastically improved.

In the illustration the solid lines represent a layer of interconnections on the front of a printed substrate and the dotted lines, a second layer on the rear. Connections through the substrate are indicated by dots. Inasmuch
as ten system function circuits are used, ten component packages consisting of active elements only may be mounted on a single substrate that contains the complete interconnection wiring.

A computer may be described as "a bunch of wires connected by active elements." This second method of matrix design underscores that definition. Three important features become apparent in this example. First, careful attention to system function circuits will lead to logical layouts that are much easier to express algebraically for equation-controlled manufacturing. Second, the amount of packaging and interconnections, and the number of elements involved can be reduced over present methods. Third, new "system function" device specifications will emerge.

SYSTEM TAILORED DEVICES

The previous discussion presented an example in which circuits and system function logic were combined using standard transistors. Present active devices are individual elements packaged separately, as shown in Figure 9. The connections between the active and passive elements are generally made by individual wires, although more recent systems use printed wiring for curcuit packages.

In an early generation, multi-element "system tailored" devices will be available. In addition, a much greater proportion of the interconnections will be etched and printed. Multi-element miniaturized components have been made available in small quantities by American Bosch Arma, the

Diamond Ordnance Fuze Laboratory Hughes Aircraft, RCA, Texas Instruments, and others. Programs in molecular electronics to permit the use of plating and vacuum-deposition processes are also receiving attention. Much of this work is for military applications but will probably be available for commercial use in the near future.

The production of interconnections and active elements in one continuous manufacturing process will occur with the introduction of films, either thick or thin, into systems. At this time, semiautomatic methods of manufacture will be mandatory. Here it is obvious that separate considerations of system functions, circuits, and devices may no longer exist. The device illustrated contains multiple active elements controlled by a single line. Magnetic coupling is used to accomplish switching in thin film cryogenic systems and speeds are very high. One suspects that nature also provides a medium speed and cost arrangement if we are clever enough to detect it.

Further in the future we may anticipate true microminiaturized sy stems constructed from automatic, computer-controlled processes utilizing bulk materials. The late Professor Dudley Buck has defined a microminiature computer as: "A computer on a scale which could never be looked at in an optical microscope. " In this technology, the cost of active elements will approximate the cost of interconnections. Logical designers may enjoy the luxury of utilizing thousands of active elements to perform logical functions of a complex nature.

One of our major objectives is to reach the future system illustrated here. Let us now consider some of the more important work to be done to make this possible.

DIGITAL DATA PROCESSING APPROXIMATE RELATIVE COSTS
The bar graph (Figure 10) shows the approximate relative costs of processing data in presently available commercial' general-purpose digital systems. Problem preparation and programming costs are generally accepted as being approximately one half of the total. The remaining costs may be divided into two major items: the electronic main frame costs and the electromechanical peripheral equipment costs. The percentages vary from system to system, but are essentially as follows: The cost of the main frame electronics varies between 15 and 25 percent of the total, and includes the main random access storage, the arithmetic and logic unit, and controls. In the main frame, the switching devices cost approximately one-third and the packaging (which includes circuit cards, panels, interconnections, frames, display, covers, etc.), approximately two thirds. The cost of the electromechanical portion of a system may vary between 25 and 35 percent of the total and may be divided into two parts. The first is bulk storage involving mechanical motion. This part includes tapes, discs, drums, etc., and their attendant electronic equipment. The second part is the input-output equipment, including communication devices.

## PRESENT GENERATION

General purpose systems predominate at the present time.

This is probably due to the relatively high cost of research and development coupled with long design and manufacturing lead times for initial production. Instructions usually include an operation, one or two addresses, and a few special control bits. The instruction code at the machine language level is relatively "micro" due to the general-purpose requirement and for other reasons not covered here.

System specification normally starts with a market analysis so that a potential product may be defined. Performance, storage volume, input-output equipment, etc., are established at this time. Available standard circuits and packages are considered during the specification of system logic. Outputs from the system design are block diagrams, or equations, or both. At this stage we do not know where each device or circuit will be placed, nor the length of interconnections.

In programming, present generation machines use autocoders to translate from problem language into machine language. The autocoders, in many instances, involve execution time and occupy storage space. This combination of autocoders and machine language is the result of the programmer's desire to have a different machine language than the one technology is able to economically provide.

Devices used in present systems, both active and passive, are individually manufactured by semiautomated methods. This allows individual testing, selection, and replacement in the event of malfunction.

The circuits are Boolean optimized and the minor packaging assemblages usually include several elementary functions. Recent trends as evidenced in machines like the Philco TRANSAC, are toward the inclusion of more Boolean type circuits on each pluggable element. Interconnections are a mixture of printed cards and hand inserted wires and cables.

The major mechanical design of a system starts when logical specification and Boolean standardized circuits are available. With this information, the active and inactive elements may be located and packaged. For the first time, lead lengths become accurately known. The output from mechanical design is generally a complete set of blueprints which go to the manufacturing engineering groups.

In the peripheral equipment area the bulk storage usually involves magnetics and includes much mechanical equipment. Access to data in this type of storage is either serial-by-bit or serial-by character. The input-output equipment is essentially mechanical, taking data from a keyboard to a buffer storage and, later, taking data from a buffer to a printer to produce hard copy.

Servicing is usually done by a combination of electrical tests and diagnostic programs. It involves locating the defective, active or passive elements and substituting new pluggable cards.

## Summary

The specification and design of present systems is essentially a serial process in which most major elements are individually standardized and then assembled to make a system. The design feedback loops, while many, have rather high impedence.

## NEXT GENERATION

The next generation, as illustrated by the bar in Figure 11, may be characterized mainly by "system oriented" design and manufacturing techniques. Commercial machines will probably remain general-purpose in nature.

The bars illustrating approximate relative cost on this and succeeding generations does not necessarily indicate that the cost of an equivalent advanced machine will be reduced. The length of the bars represents the relative proportionate cost for each of the major elements in a system for a particular generation. Past experience has shown that as more powerful techniques become available we solve larger problems; therefore, we have an option of obtaining more computing for our millions or reduced costs for the same amount of processing. This is obviously a designer's choice and will be adjusted to suit requirements as he specifies a particular system.

A major change will occur in the specification of systems. Logic and circuits will be merged to produce new system function circuits
utilizing standard devices. The physical location of components, the interconnection lengths and paths, and layout of the package will be specified as an integral part of logic. To attain these objectives a new "system function algebra" is necessary. This algebra, which will begin with the logical Boolean expressions, must be enriched to include the active and passive device characteristics, the physical location of all components, the interconnection paths and lengths, and timing.

Programming in this generation will be done with more powerful macro-type instructions. Machine language instructions will approximate the level typified by coding systems such as FORTRAN. Relatively speaking, more hardware will be in the instruction controls with the objective of making programming easy and fast.

Improved single function devices and some use of multifunction devices may be anticipated.

A major change in packaging as well as in logic-circuit specification will occur in this generation. Complete system functions will be packaged on one replaceable element. Interconnections will be etched, printed, evaporated, or batch produced by other automated techniques. Manufacturing equipment, methods, and mechanical design techniques must undergo the appropriate changes.

Service will be accomplished by locating and replacing malfunctioning major system functions. If the individual devices are expensive, they may be replaced at a testing and service center so that the system function may be returned to stock. If not, the whole unit may be discarded. Extensive built-in checking and automatic program diagnosis will be
included. The logic of the machine will require more redundancy for checking and diagnostic purposes.

## Summary

This generation involves a major improvement in logical design and packaging. New devices or other research items are not necessarily required.

## SECOND GENERATION (Figure 12)

Two major changes characterize the second generation sys tems. First, system-tailored multi-element devices will be used extensively. This will influence mechanical design, packaging, and manufacturing equipment. Secondly, special-purpose machine systems to solve classes of problems will be made on the same manufacturing line. The logical specification of these machines will be generated by computers utilizing system function algebra. Extensions of the algebra will control the manufacturing setup. This combination will drastically reduce design and production lead times and cost of the product.

The availability of special-purpose systems will ease programming difficulties through the use of application-tailored languages to solve related classes of problems.

System-function design techniques and devices will be applied to bulk storage. For input-output, electronics will replace mechanical equipment wherever possible.

No on-line service will be performed since the ma chine will be able to select alternate logical paths in the event of a malfunction. At
inspection periods, previously flagged defective system elements will be removed and replaced.

## THIRD GENERATION (Figure 13)

The true revolution begins in the third generation. Here, device, package, and interconnections are inseparably merged. Major system functions will be produced from bulk materials in computer-controlled continuous manufacturing processes. Techniques such as vacuum deposition, electron beam writing, spraying, printing, etc., will be utilized, depending on device technology chosen relative to the speed and cost range desired. The use of three dimensional connections will alter packaging concepts. Miniaturization for complete systems may now be realized. This miniaturization will allow dramatic increases in the number of active elements available for both logic and storage.

The availability of vast amounts of homogeneous storage with internal logical capabilities will drastically alter programming methods. In particular, built-in symbolic addressing will eliminate the inefficient and tedious hous ekeeping associated with present-day machines. Coupled with special-purpose instruction sets, this will allow machine language to approximate problem language.

The input-out put equipment will now be reduced to that which is used to communicate with humans or from machine to machine, since bulk storage is now merged with the main frame.

Service will be simple because automatic error detection and correction by the machine will allow continuous operation. Defective elements will be replaced at the next service period.

## FUTURE GENERATION

We may envision a few aspects of future generations now (Figure 14). True microminiaturization meeting Professor Buck's definition will be realized. Self-organizing systems will become possible due to microminiaturization and better understanding of the logic involved. The use of self-organizing systems to find optimum solutions to problems will allow us to synthesize more economical, special-purpose systems for on-line use.

For programming, we may anticipate that machine language will approximate or equal human language if we have progressed properly to this point and if we use self-organizing systems appropriately, A major change in input-output techniques is required. Voice and pattern recognition, and vastly improved display and printing systems are needed.

In this generation service will be accomplished by throwing the whole computer away,

In summary, to progress from the present day data processing capabilities to more desirable future systems, we require greatly increased logical capabilities, vast amounts of storage, improved input-output methods and more speed. All these elements tend to require microminiaturization, batch-bulk processing, automated logical synthesis, and equation-controlled
manufacturing. Consequently, both speed and system cost require and benefit from this revolution.

## CONCLUSION

Future computers (Figure 15) will be standardized as follows:

1. Interconnections and active devices will be made in a continuous process from bulk raw materials to finished product.
2. The device, circuit, and interconnection technology will merge.
3. System function algebra will be used to specify all aspects of design.
4. Completely automated, computer controlled manufacturing methods will be used.

From these techniques we will obtain efficient special-purpose digital data processing systems. They will be produced economically with short design and construction lead times through complete automation. This will result in more brain power being devoted to discovering and defining new problems, and in their cheap, efficient solution.
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## INTRODUCTION AND SUMMARY

Among the major problems facing technical management today are those involving the coordination of many diverse activities toward a common goal. In a large engineering project, for example, almost all the engineering and craft skills are involved as well as the functions represented by research, development, design, procurement, construction, vendors, fabricators and the customer. Management must devise plans which will tell with as much accuracy as possible how the efforts of the people representing these functions should be directed toward the project's completion. In order to devise such plans and implement them, management must be able to collect pertinent information to accomplish the following tasks:

1) To form a basis for prediction and planning
2) To evaluate alternative plans for accomplishing the objective
3) To check progress against current plans and objectives, and
4) To form a basis for obtaining the facts so that decisions can be made and the job can be done.

Many present project planning systems possess deficiencies resulting from techniques inadequate for dealing with complex projects. Generally, the several groups concerned with the work do their own detailed planning and scheduling -- largely independent from one another. These separate efforts lead to lack of coordination. Further, it is traditional in project work that detailed schedules be developed from gross estimates of total requirements and achievements based on past experience. The main reason for this oversimplification stems from the inability of unaided human beings to cope with sheer complexity. In consequence, many undesirable effects may arise. Some important aspects of a project, which should be taken into account at the outset, may be ignored or unrecognized. As a result, much confusion may arise during the course of the project. When
this happens, the management of the project is left to the coordinators and expediters. In such circumstances, management loses much of the control of a project and is never quite sure whether its objectives are being attained properly.

Recognizing the deficiencies in traditional project planning and scheduling procedures, the Integrated Engineering Control Group (I. E. C.) of E. I. duPont de Nemours \& Co. proceeded to explore possible alternatives. It was felt that a high degree of coordination could be obtained if the planning and scheduling information of all project functions are combined into a single master plan -- a plan that integrates all efforts toward a common objective. The plan should point directly to the difficult and significant activities - - the problems of achieving the objective. For example, the plan should form the basis of a system for management by exception. That is, within the framework of the rules laid down, it should indicate the exceptions. Under such a system, management need act only when deviations from the plan occur.

The generation of such a coordinated master plan requires the consideration of much more detailed information at one time than heretofore contemplated in project work. In turn, a new approach to the whole problem of planning and scheduling large project is required. In late 1956, I. E.C. initiated a survey of the prospects for applying electronic computers as an aid to coping with the complexities of managing engineering projects. The following were the questions of most pressing interest: To what extent can a computer-oriented system be used:

1) To prepare a master schedule for a project?
2) To revise schedules to meet changing conditions in the "most" economical way?
3) To keep management and the operating departments advised of project progress and changes?

During the course of this survey outside help was solicited. As part of their customer service, Remington Rand UNIVAC assigned the first author to the job of providing some assistance. At the time the second author represented duPont in this effort. The result of our alliance is the subject of this essay.

We made a critical analysis of the traditional approach to planning and a study of the nature of engineering projects. It quickly became apparent that if a new approach were to be successful, some technique had to be used to describe the interrelationships among the many tasks that compose a project. Further, the technique would have to be very simple and rigorous in application, if humans were to cope with the complexity of a project.

One of the difficulties in the traditional approach is that planning and scheduling are carried on simultaneously. At one session, the planner and scheduler consider -- or attempt to consider -- hundreds of details of technology, sequence, duration times, calendar deliveries and completions, and cost. With the planning and scheduling functions broken down in a step by step manner, fruitless mental juggling might be avoided and full advantage taken of the available information.

Accordingly, the first step in building a model of a project planning and scheduling system was to separate the functions of planning from scheduling. We defined planning as the act of stating what activities must occur in a project and in what order these activities must take place. Only tech nology and sequence were considered. Scheduling followed planning and is defined as the act of producing project timetables in consideration of the plan and coste.

The next step was to formulate an abstract model of an engineering project. The basic elements of a project are activities or jobs: determination of specs, blueprint preparation, pouring foundations, erecting steel, etc. These activities are represented graphically in the form of an arrow diagram which permits the user to study the technological relations among them.

Cost and execution times are associated with each activity in the project. These factors are combined with the technological relations to produce optimal direct cost schedules possessing varying completion dates. As a result, management comes into possession of a spectrum of possible schedules, each having an engineered sequence, a known elapsed time span, a known cost function, and a calendar fit. In the case of R \& D projects, one obtains "most probable" schedules. From these schedules, management may select a schedule which maximizes return on investment or some other objective criterion.

The technique that has been developed for doing this planning and scheduling is called the Critical-Path Method. This name was selected because of the central position that critical activities in a project play in the method. The Critical-Path Method is of general interest from several aspects:

1) It may be used to solve a class of "practical" business problems
2) It requires the use of modern mathematics
3) Large-scale computing equipment is required for its full implementation
4) It has been programmed for three computers -UNIVAC I, 1103A and 1105 with a Census Bureau configuration
5) It has been put into practice

In what follows we will attempt to amplify these points. We will describe various aspects of the mathernatical model first. The mathematics involved will be treated rather superficially, a detailed development being reserved for a separate paper. The second part of this essay will cover the experience and results obtained from the use of the Critical-Path Method.

## PART I: ANALYSIS OF A PROJECT

## 1. PROJECT STRUCTURE

Fundamental to the Critical-Path Method is the basic representation of a project. It is characteristic of all projects that all work must be performed in some well-defined order. For example, in construction work, forms must be built before concrete can be poured; in $R$ \& $D$ work and product planning, specs must be determined before drawings can be made; in advertising, artwork must be made before layouts can be done, etc.

These relations of order can be shown graphically. Each job in the project is represented by an arrow which depicts ( 1 ) the existence of the job, and (2) the direction of time-flow (time flows from the tail to the head of the arrow). The arrows then are interconnected to show graphically the sequence in which the jobs in the project must be performed. The result is a topological representation of a project. Figure 1 typifies the graphical form of a project.

Several things should be noted. It is tacitly assumed that each job in a project is defined so that it is fully completed before any of its successors can begin. This is always possible to do. The junctions where arrows meet are called events. These are points in time when certain jobs are completed and others must begin. In particular there are two distinguished events, origin and terminus, respectively, with the property that origin precedes and terminus follows every event in the project.

Associated with each event, as a label, is a non-negative integer. It is always possible to label events such that the event at the head of an arrow always has a larger label than the event at the tail. We assume that events are always labeled in this fashion. For a project, $P$, of $n+1$ events, origin is given the label 0 and terminus is given the label $n$.

The event labels are used to designate jobs as follows: if an arrow connects event $i$ to event $j$, then the associated job is called job ( $i, j$ ).

During the course of constructing a project diagram, it is necessary
to take into account a number of things pertaining to the definition of each job. Depending upon such factors as the purpose for making the project analysis, the nature of the project, and how much information is available, any given job may be defined in precise or very broad terms. Thus, a job may consist of simply typing a report, or it might encompass all the development work leading up to the report plus the typing. Someone concerned with planning the development work should be interested in including the typing as a job in the project while those concerned with integrating many small development projects would probably consider each such project as an individual job.

Further, in order to prepare for the scheduling aspects of project work, it is necessary to consider the environment of each job. For example, on the surface it may be entirely feasible to put 10 men on a certain job. However, there may only be enough working space for five men at a time. This condition must be included in the job's definition. Again, it may technically be possible to perform two jobs concurrently. However, one job may place a safety hazard on the other. In consequence, the first job must be forced to follow the second.

Finally, the initiation of some jobs may depend on the delivery of certain items -- materials, plans, authorization of funds, etc. Delivery restraints are considered jobs, and they must be included in the project diagram. A similar situation occurs when certain jobs must be completed by a certain time. Completion conditions on certain jobs also may be handled, but in a more complicated fashion, by introducing arrows in the project diagram.

Project diagrams of large projects, although quite complicated, can be constructed in a rather simple fashion. A diagram is built up by sections. Within each section the task is accomplished one arrow at a time by asking and answering the following questions for each job:

1) What immediately precedes this job?
2) What immediately follows this job?
3) What can be concurrent with this job?

By continually back-checking, the chance of making omissions is small. The individual sections then are connected to form the complete project diagram. In this way, projects involving up to 1600 jobs have been handled with relative ease.

From a scientific viewpoint, the idea of diagramming the technological relations among the jobs in a project is almost trivial. Such diagrams are used in many engineering and mathematical applications. However, diagramming is an innovation in project work which has given planners several benefits:

1) It provides a disciplined basis for planning a project.
2) It provides a clear picture of the scope of a project that can be easily read and understood.
3) It provides a vehicle for evaluating alternative strategies and objectives.
4) It tends to prevent the omission of jobs that naturally belong to the project.
5) In showing the interconnections among the jobs it pinpoints the responsibilities of the various operating departments involved.
6) It is an aid to refining the design of a project.
7) It is an excellent vehicle for training project personnel.

## 2. CALENDAR LIMITS ON ACTIVITIES

Having a diagram of a project is only the first step in analyzing a project. Now the plan must be put on a timetable to obtain a schedule. In order to schedule a project, it is necessary to assign elapsed time durations to each job. Depending on the nature of the project this data may be known deterministically or non-deterministically. Another way to say this is that the duration of each job is a random variable taken from an approximately known distribution. The duration of a job is deterministic when the variance of the distribution is small. Otherwise it is nondeterministic.

The Deterministic Case. On the basis of estimated elapsed times, we may compute approximations to the earliest and latest start and completion times for each job in a project. This information is important not only for putting a schedule on the calendar, but also for establishing rigorous limits to guide operating personnel. In effect, it tells those responsible for a job when to start worrying about a slippage and to report this fact to those responsible for the progress of the project. In turn, when this information is combined with a knowledge of the project's topological structure, higher management can determine when and how to revise the schedule and who will be affected by the change. This kind of information is not determined accurately by traditional methods. What this information provides is the basis for a system of management by exception.

Let us assume that the project, $p$, of $n+1$ events, starts at relative time 0 . Relative to this starting time each event in the project has an earliest time occurance. Denote the earliest time for event i by $t_{i}(0)$ and the duration of job $(i, j)$ by $y_{i j}$. We may then compute the values of $t_{i}{ }^{(0)}$ inductively as follows:
(1)

$$
\left\{\begin{array}{l}
t_{0}^{(0)}=0 \\
t_{j}^{(0)}=\max \left[y_{i j}+t_{i}^{(0)} \mid i<j,(i, j) \in P\right], 1 \leq j \leq n,
\end{array}\right.
$$

Similarly, we may compute the latest time at which each event in the project may occur relative to a fixed project completion time. Denote the latest time for event $i$ by $t_{i}{ }^{(1)}$. If $\lambda$ is the project completion time (where $\lambda \geq t_{n}(0)$ ) we obtain
(2)

$$
\left\{\begin{array}{l}
t_{n}^{(1)}=\lambda \\
t_{i}^{(1)}=\min \left[t_{j}^{(1)}-y_{i j} \mid i<j,(i, j) \in P\right], 0 \leq i \leq n-1
\end{array}\right.
$$

Having the earliest and latest event times we may compute the
following important quantities for each $j o b,(i, j)$, in the project:

| Earliest start time | $=t_{i}^{(0)}$ |
| :--- | :--- |
| Earliest completion time | $=t_{i}^{(0)}+y_{i j}$ |
| Latest start time | $=t_{j}^{(1)}-y_{i j}$ |
| Latest completion time | $=t_{j}^{(0)}$ |
| Maximum time available | $=t_{j}^{(1)}-t_{i}^{(0)}$ |

If the maximum time available for a job equals its duration the job is called critical. A delay in a critical job will cause a comparable delay in the project completion time. A project will contain critical jobs only when $\lambda=t_{n}{ }^{(0)}$. If a project does contain critical jobs, then it also contains at least one contiguous path of critical jobs through the project diagram from origin to terminus. Such a path is called a critical-path.

If the maximum time available for a job exceeds its duration, the job is called a floater. Some floaters can be displaced in time or delayed to a certain extent without interfering with other jobs or the completion of the project. Others, if displaced, will start a chain reaction of displacements downstream in the project.

It is desirable to know, in advance, the character of any floater. There are several measures of float of interest in this connection. The following measures are easily interpreted:

$$
\begin{array}{ll}
\text { Total Float } & =t_{j}^{(1)}-t_{i}^{(0)}-y_{i j} \\
\text { Free Float } & =t_{j}^{(0)}-t_{i}^{(0)}-y_{i j} \\
\text { Independent Float } & =\max \left(0, t_{j}^{(0)}-t_{i}^{(1)}-y_{i j}\right) \\
\text { Interfering Float } & =t_{j}^{(1)}-t_{j}^{(0)} .
\end{array}
$$

Non-Deterministic Schedules. Information analogous to that obtained in the deterministic case is certainly desirable for the non-deterministic case.

It would be useful for scheduling applied research directed toward a welldefined objective.

However, in attempting to develop such information some difficulties are encountered which do not seem easily resolved. These difficulties are partly philosophical and partly mathematical. Involved is the problem of defining a "meaningful" measure for the criticalness of a job that can be computed in a "reasonable" fashion.

Although a complete analysis of this situation is not germane to the development of the Critical-Path Method, it is appropriate, however, to indicate some concepts basic to such an analysis. Thus, in the non-deterministic case we assume that the duration, $y_{i j}$, of activity $(i, j)$ is a random variable with probability density $G_{i j}(y)$. As a consequence it is clear that the time at which an event occurs is also a random variable, $\mathbf{t}_{\mathbf{j}}$, with probability density $H_{j}(t)$. We assume that event 0 is certain to occur at time 0 . Further, on the assumption that it is started as soon as possible, we see that
$=x_{i j} \quad t_{i}+y_{i j \lambda}$, the completion time for job $(i, j)$, is a random variable with probability density $\mathrm{S}_{\mathrm{ij}}(\mathrm{x})$ :

$$
S_{i j}(x)=\left\{\begin{array}{l}
G_{i j}(x), \text { if } i=0  \tag{3}\\
\int_{-\infty}^{\infty} H_{i}(u) G_{i j}(x-u) d u,(i, j) \in P .
\end{array}\right.
$$

Assuming now that an event occurs at the time of the completion of the last activity preceding it we can easily compute the probability density, $\mathrm{H}_{\mathrm{j}}(\mathrm{t})$, of

I See M. G. Kendall, "The Advanced Theory of Statistics", Vol. 1, J. B. Lippincott Co. . 1943, p. 247.

$$
t_{j}=\max \left[x_{i j} \mid(i, j) \in p, i<j\right]
$$

where $x_{i j}$ is taken from $S_{i j}(x)$ :

$$
\begin{equation*}
H_{j}(t)=\sum_{(i, j) \in P} S_{i j}(t) \prod_{\substack{(k, j) \in P \\ k \neq i}}^{t} \int_{-\infty} S_{k j}(u) d u, 1 \leq j \leq n . \tag{4}
\end{equation*}
$$

Several methods are available for approximating $S_{i j}(x)$ and $H_{j}(t)$. The one which suits our taste is to express $G_{i j}(y)$ in the form of a histogram with equal class intervals. The functions $S_{i j}(x)$ and $H_{j}(t)$ are then histograms also and are computed in the obvious way by replacing integrals by sums. It would seem that in practice one can afford to have fairly large class intervals so that the chore of computing is quite reasonable.

In computing $S_{i j}(x)$ and $H_{i}(t)$ above we assumed that job ( $\left.i, j\right)$ was started at the time of the occurance of $t_{i}$. For various reasons it may not be desirable to abide by this assumption. Indeed, it may be possible to delay the start of job $(i, j)$ to a fair extent after the actual occurance of $t_{i}$ without changing the character of $H_{j}(t)$. However, the assumption we have made does provide a probabilistic lower bound on the start time for job (i,j). By analogy with the deterministic case we may think of $H_{i}(t)$ as the probability density of the earliest start time for $j o b(i, j)$. Similarly, $S_{i j}(x)$ in $(3)$ then becomes the probability density of the earliest completion time for job ( $i, j$ ). In this sense, (4) is the probabilistic analogue of (1).

It is desirable to be able to measure the criticalness of each job in the project. Intuitively one is tempted to use the probabilistic analogue of (2). running the project backward from some fixed or random completion time as was done in the deterministic case. In this way one might hope to obtain information about the latest times at which events can occur, so that probabilistic measures of float might be obtained. It appears that this is a false hope since, among other things, such a procedure assumes that the project start time is a random variable and not a certain event. (The project start time can always be assumed certain, simply by making lead time for
the project start on the day the calculations are made.)
To proceed further we must introduce the notion of "risk" in defining the criticalness of a job. On the basis of this definition one would hope to obtain probabilistic measures for float which would be useful for setting up a system for management by exception. We will not explore these possibilities further here.

## 3. THE PROJECT COST FUNCTION

In the deterministic case, the durations of jobs may sometimes be allowed to vary within certain limits. This variation may be attributed to a number of factors. The elapsed-time duration of a job may change as the number of men put on it changes, as the type of equipment or method used changes, as the work week changes from 5 to 6 to 7 days, etc. Thus, management has considerable freedom to choose the elapsed-time duration of a job, within certain limitations on available resources and the technology and environment of the job. Every set of job durations selected will lead to a different schedule and, in consequence, a different project duration. Conversely, there are generally many ways to select job durations so that the resulting schedules have the same shortest time duration.

Faced with making a choice, management must have some way of evaluating the merits of each possibility. In traditional planning and scheduling systems such a criterion is not too well defined. In the present context, however, there are several possibilities. The one we will focus our attention upon is cost.
Job Cost. When the cost (labor, equipment and materials) of a typical engineering job varies with elapsed-time duration it usually approximates the form of the curve of Figure 2. This is what is usually called "direct" cost. Costs arising from administration, overhead, and distributives are not included.

Note that when the duration of job $(i, j)$ equals $D_{i j}$, the cost is a minimum. On the surface, this is a desirable point at which to operate. Certainly management would seldom ever elect to require the job to take longer than the optimal method time. We call $D_{i j}$ the normal duration for job ( $i, j$ ). However, exogenous conditions may require that a job be expedited. This may be done in a variety of ways. But in any case there is a limit to how fast a job may be performed. This lower bound is denoted by $\mathrm{d}_{\mathrm{ij}}$ in Figure 2 and is called the crash duration for job ( $i, j$ ).

It is thus reasonable to assume that the duration $y_{i j}$ of job ( $i, j$ ) satisfies

$$
\begin{equation*}
0 \leq d_{i j} \leq y_{i j} \leq D_{i j} \tag{5}
\end{equation*}
$$

The cost of job ( $i, j$ ) is now approximated in a special way over the range defined by inequalities (5). The type of approximation used is dictated by the mathematical technique involved in what follows. Thus, we must assume that the approximate cost function is a piecewise linear, non-increasing and convex function of $y_{i j}$. Usually in practice insufficient data is available to make more than a linear approximation. There are exceptions, of course,

In the linear case we may write
(6)

$$
\begin{aligned}
& \text { Cost of } J o b(i, j)=a_{i j} y_{i j}+b_{i j} . \\
& \text { where } a_{i j} \leq 0 \text { and } b_{i j} \geq 0 .
\end{aligned}
$$

Minimum Project Costs. On the basis of job cost functions just developed we can determine the (direct) cost of any particular schedule satisfying inequalities (5) by simply summing the individual job costs. That is,

$$
\begin{equation*}
\text { Project (Direct) Cost }=\sum_{(i, j) \in P}\left(a_{i j} y_{i j}+b_{i j}\right) \tag{7}
\end{equation*}
$$

It is clear that there are generally many ways that job durations may be selected so that the earliest completion times of the resulting schedules are all equal. However, each schedule will yield a different value of (7), the
project cost. Assuming that all conditions of the project are satisfied by these schedules, the one which costs the least invariably would be selected for implementation.

It is therefore desirable to have a means of selecting the least costly schedule for any given feasible earliest project completion time. Within the framework we have already constructed, such "optimal" schedules are obtained by solving the following linear program: Minimize (7) subject to (5) and

$$
\begin{equation*}
y_{i j} \leq t_{j}-t_{i},(i, j) \in P, \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{0}=0, t_{\mathbf{n}}=\lambda . \tag{9}
\end{equation*}
$$

Inequalities (8) express the fact that the duration of a job cannot exceed the time available for performing it. Inequalities (9) require the project to start at relative time 0 and be completed by relative time $\lambda$. Because of the form of the individual job cost functions, within the limits of most interest, $\lambda$ is also the earliest project completion time.

At this point it should be noted that the case where each job cost function is non-increasing, piecewise linear and convex is also reducible to a parametric linear program (see [7] and [8]). It does not add anything essential here to consider this more generalized form.

A convenient tool for generating schedules for various values of $\lambda$ is the method of parametric linear programming with $\lambda$ as the parameter. Intuitively, this technique works as follows. Initially, we let $y_{i j}=D_{i j}$ for every job in the project. This is called the all-normal solution. We then assume that each job is started as early as possible. As a result we can compute $t_{i}{ }^{(0)}$ for all events. In particular, the earliest project completion time for this schedule is $\lambda=t_{n}^{(0)}$. By the nature of the job cost functions this schedule is also a minimum cost schedule for $\lambda=t_{n}$ ( 0 . We now force a reduction in the project completion time by expediting certain of the critical jobs -- those jobs that control project completion time. Not all critical jobs
are expedited, but only those that drive the project cost up at a minimum rate as the project completion time decreases. As the project completion is reduced, more and more jobs become critical and thus there is a change in which jobs are to be expedited. This process is repeated until no further reduction in project completion time is possible.

Mathernatically speaking, the process utilizes a primal-dual algorithm (see [6]). The restricted dual problem is a network flow problem involving both positive upper and lower bound capacity restrictions. A form of the Ford-Fulkerson network flow algorithm [3] is used to solve it. The critical jobs that are expedited at each stage of the process correspond to a cut set in the graph of all critical jobs.

This process produces a spectrum of schedules (characteristic solutions in the linear programming sense) each at minimum total (direct) cost for its particular duration. When the costs of these schedules are plotted versus their respective durations, we obtain a non-increasing, piecewise linear, convex function as depicted in Figure 3. This function is called the project cost curve.
Uses of the Project Cost Curve. The project cost curve only reflects the direct costs (manpower, equipment and materials) involved in executing a project. However, other costs are involved which contribute to the total project cost, such as overhead and administrative costs and perhaps even penalties for not completing a project or some portion of it by a certain time. These external costs must be taken into account when managemert plans how the project should be implemented relative to overall objectives.

Relative to these external costs there are at least two types of considerations that management may make:

1) The (direct) cost curve for the project may be compared with the indirect cost of overhead and administration to find a schedule which minimizes the investment cost.
2) The investment cost curve may be compared with market losses, as when it is desired to meet the demands of a rising market in a competitive situation.

The schedule selected in this case is one which maximizes return on investment.

## 4. MANPOWER LEVELING

As developed in this paper, the Critical-Path Method is based primarily on the technological requirements of a project. Considerations of available manpower and equipment are conspicuous by their absence. All schedules computed by the technique are technologically feasible but not necessarily practical. For example, the equipment and manpower requirements for a particular schedule may exceed those available or may fluctuate violently with time. A means of handling these difficulties must therefore be sought -a method which "levels" these requirements.

Here we will outline the approach we have taken to this problem. We restrict the discussion to manpower, similar considerations being applicable to leveling equipment requirements.

The term "manpower leveling" does not necessarily mean that the same number of men should be used throughout the project. It usually means that no more men than are available should be used. Further, if this requirement is met, one should not use the maximum number of men available at one instant in time and very few the very next instant of time.

The difficult part of treating the manpower leveling problem from a mathematical point of view is the lack of any explicit criteria with which the "best" use of manpower can be obtained. Under critical examination, available levels of manpower and also changes in level are established arbitrarily. This situation exists to some degree regardless of the organization involved. Even in the construction industry, where the work is by nature temporary, the construction organization desires the reputation of being a consistent "project life" employer. The organization wants the employee to feel that once "hired on' he can be reasonably sure of several months' work at the very leatt. In plants and in technical and professional engineering fields the same situation exists but with more severity. The employee is more acutely aware of
"security", and the employer much more keenly aware of the tangible costs of recruitment and layoff as well as the intangible costs of layoff to his overall reputation and well-being.

In most organizations idle crafts and engineers or the need for new hires are treated with overwhelming management scrutiny. This is an excellent attitude, but too often this consideration is short range and does not consider long range requirements.

The following approaches to this problem have been made: Incorporating Manpower Sequences. It is possible to incorporate manpower availability in the project diagram. However, this approach can cause considerable difficulty in stating the diagram and may lead to erroneous results. Therefore, we recommend that this approach be dropped from consideration.

For example, assume there are three jobs -- A, B, and C -- that, from a technological viewpoint, can occur concurrently. However, each job requires the same crew. We might avoid the possibility that they occur simultaneously by requiring that $A$ be followed by $B$, followed by $C$. It is also possible to state five other combinations -- ACB , BCA, BAC, CAB , and CBA.

If we assume that this example occurs many times in a large arrow diagram, then there is not one, but a very large number of possible diagrams that can be drawn.

Now suppose a manpower sequence was not incorporated in the diagram and schedules were computed. It could be that the float times available for jobs $A, B$, and $C$ are sufficient to perform the jobs in any of the six possible time sequences. However, by incorporating manpower sequences, we would never really know the true scheduling possibilities.

## Examining Implied Requirements. Currently this method is performed

 manually and has been successfully used by applications personnel. It is possible to do much of the work involved by computer but, thus far, computer programs have not been prepared.In preparing the work sheets for each activity, a statement is made of how many men per unit of time by craft are required for each duration. The planning and scheduling then proceeds in the manner prescribed by the Critical-Path Method. After a schedule is selected from all of the computed
schedules, work on manpower leveling starts.
The first task is to tabulate the force required to execute the jobs along the critical path. Manpower commitments must be made to do these jobs at specific calendar dates. If manpower is not available, a longer duration schedule must be selected and the force requirements re-evaluated.

If adequate manpower is available to perform the critical jobs, then the total work force required by time units is tabulated. This is done by assuming every job starts at its earliest start date. The tabulation also is done, except assuming that every job starts at its latest start date.

Two total force curves result. These are then examined to be sure that they conform with some implicit statement of desired force. If not, the floaters are displaced to smooth the force curve. (In practice it has been found that one should displace the jobs with the least float first.)

During the tabulation and leveling processes, sub-totals are kept by craft to ensure that, even though total force may be all right, craft restrictions also are met.

The smoothing (a purely heuristic process) is done until the desired force and craft curves are obtained, or until it is discovered that the schedule requires an unavailable force. In this case, the next longer schedule is selected, and the process is repeated until satisfactory results are obtained.

In one actual case, it was determined after attempts at smoothing that 27 mechanics were required when only 8 were available. Smoothing for this condition meant about a $20 \%$ lengthening of the critical path. Armed with this information, the planning and scheduling staff placed in management's hands a quantitative measure of the meaning of a manpower shortage so that, in advance, corrective action could be taken.
Solving for Best Fit. A procedure has been developed for computer programming that again is subjective in approach. One does not "solve" for the "best" force on the basis of some objective criteria. Rather, one states in advance what is "best" and then attempts to find the "best" fit.

The procedure is similar to examining the implied force requirements.

The total force curve desired, and craft breakdowns if required, constitute the input. Then a step-by-step procedure is followed to move the floaters so that the resultant force curve approximates the desired force curve. If the results are unsatisfactory, the procedure would be to begin again with a schedule of longer duration.

The detailed method is too long for presentation here. In its present form, it is too involved for manual use except on very small projects. The logical steps are not too difficult, but for even modest-size projects the amount of storage required and "keeping track of" program steps dictates a fairly large computer for economical processing.

## 5. AN ACCOUNTING BASIS FOR PROJECT WORK

From the very start of the development of the Critical-Path Method, it has been the practice to assign a cost account number or job work order number to every job in a project. With this data, a structure can be set up for accruing costs against the proper accounts as the project proceeds.

Because each job in a project has a cost curve associated with it, as duration times are computed, it is a simple matter to compute the estimated individual job cost for a schedule. This computation gives management and supervision the basis for project cost control. As actual costs are accrued, they can be compared with estimated costs and analyzed for exceptions. Time and cost control are inherent in the system.

One of the difficult tasks on certain types of project work is closing the project to capital investment accounts. This frequently is not completed until long after the project ends. There are several reasons for the delay. One is that costs are sometimes not accrued so that they may easily be identified and/or apportioned to the proper facility. Another is the sheer magnitude of the accounting job. Under the Critical-Path system, it is possible to do this job as you go, keeping current with the project. Just as it is easy to close a project, it is easy to estimate in advance capital expenditures for labor, equipment and materials. This can mean many dollars in
savings to project management in efficient capital usage.

PART II: HISTORICAL DEVELOPMENT AND RESULTS

## 1. EARLY DEVELOPMENTS

The fundamentals of the system outlined in Part I were developed during early 1957. Preliminary results were reported in [4] and [5]. By May 1957 the theory had advanced to the point where it was felt that the approach would be successful. At that time a cooperative effort to implement the method was undertaken by Remington Rand and duPont in order to determine the extent to which any further work was advisable, Remington Rand supplied the required programs for duPont's UNIVAC I located in Newark, Delaware. Engineers from duPont provided a small pilot problem with which to make the preliminary tests.

The results of this phase of the development were officially demonstrated in September, 1957. The demonstration showed that the technique held great promise. Accordingly, further tests of the system were authorized. These tests were set up to determine several things, among which were the following major points:

1) To see if the data required were available and, if not, how difficult they would be to obtain
2) To see if an impartial group of engineers could be trained to use the new method
3) To see if the output from the new scheduling system was competitive in accuracy and utility with the traditional method
4) To determine what kind of computing equipment is required for this type of application
5) To see if the new system was economical.

## 2. SELECTING A TEAM

By late December 1957 a team of six engineers was formed, and work on the teat was under way. The team consisted of a field superintendent, a division engineer, and two area engineers, all with experience from construction, a process engineer from design, and an estimator. It is important to note that all these men had some experience in each of the other's specialty. For this reason they had very little difficulty in communicating with one another. Further, they averaged from 8 to 10 years ${ }^{1}$ experience in the duPont organization. Knowing the organization helped expedite their work as a team by making it possible to avoid unnecessary red tape in acquiring the necessary data.

The objectives of the team were to collect the data required for the test project and then plan and schedule it, using the then available UNIVAC I system. In order to prepare the way, the team was given a 40 -hour workshop course on the Critical-Path Method. This course covered the philosophy of the method, project diagramming, and interpretation of results. Some attempt was made to indicate how the computer determines minimum cost schedules, but purely for the sake of background. None of the mathematics involved was discussed. The team then spent about a week preparing and processing a small artificial project to test how well they absorbed the material of the course, It was subsequently discovered that as little as 12 hours of instruction are sufficient to transmit a worlcing knowledge of project diagramming to operating persomnel.

## 3. THE FLRST LIVE TEST

The project selected for the first test was the construction of a new chemical plant facility capitalized at $\$ 10,000,000$. We will refer to this project as Project A. In order to get the most out of the test, and because the method was essentially untried, it was decided that the team's scheduling would be carried out independently of the normal acheduling group. Further,
the team's schedules would not be used in the administration of the project.
The plan of Project A was restricted in scope to include only the construction steps. More specifically, the project was analyzed etarting just after Part II authorization -- the point at which about $30 \%$ of the project design is complete and funds have been authorized to start construction. This approach was reasonable for the first test because the sequence of construction steps was more apparent than those of design and procurement. The latter were to be included in the analysis of come subsequent project.

As the team proceeded to prepare the plan for the project, the following kinds of data were collected and revieweds

1) Construction cost estimates
2) Tile prints and specifications
3) Scopes of work and correspondence
4) Bids and quotations
5) Material and equipment list and limiting equipment list with estimated deliveries
6) Design schedule
7) Craft and average wage rates and unit price data
8) Details of pending contracts involving field labor
9) Contemplated design changes with cost and time estimates

The whole project was then divided into major areas. The scope of work in each area was analyzed and broken down into individual work blocks or jobs. These jobs were diagrammed. The various area diagrams were combined to show all the job sequences involved in the project. The jobs varied in size from $\$ 50$ to $\$ 50,000$, depending on the available details and the requirements imposed by design and delivery restraints. All told, the project consisted of 393 jobs with an average cost of $\$ 4,000 ; 156$ design
and delivery restraints; and 297 "dummy" jobs to sequence work properly, identify temporal check points, and help to interpret results.

During the diagramming phase, normal and crash times and their costs were compiled for each job. In order to develop the normal time it was necessary to use the judgment and experience of the team members in determining the size crew that would normally be assigned to each type of work using generally accepted methods. The associated normal cost was obtained from construction cost estimates.

As only a 40 -hour week was authorized for the project, the crash times were obtained by considering only the maximum reasonable increase in manpower for each job and its effect on elapsed time. Additional costs were found necessary because of the extra congestion and activity on a job as crew size increased. Therefore the crash cost was obtained by adding the extra labor costs to the normal cost with an allowance for labor congestion. A straight line was then fitted to this data to obtain the job cost function described by equation ( 6 ).

As the plan for Project A took shape, it became clear that we had grossly underestimated the ability of the team. They went into far more detail than expected. This first application made it impractical to continue with the existing computer programs. Fortunately, Remington Rand had previously agreed to reprogram the system for a much larger computer -1103A. This programming was expedited to handle the test application.

## 4. SOME RESULTS OF THE PROJECT A TEST

By March of 1958, the first part of the Project A test was complete. At that time it was decided that most of the work on Project A that was being subcontracted would be done by duPont. This change in outlook, plus design changes, caused about a $40 \%$ change in the plan of the project. Authorization was given to modify the plan and recompute the schedules. The updating which took place during April, required only about $10 \%$ of the time it took to set up the original plan and schedule. This demonstrated our ability to stay
"on top" of a project during the course of its execution.
Several other indicative results accrued from the Project A computations. With only $30 \%$ design information, we predicted the total manpower force curve with high correlation. The normal scheduling group had it building up at a rate too fast for the facility to handle in the initial stages of the project. (The reason for this is that they were unable to take available working space into account.) It was not until the project was under way that the error was caught, and they started cutting back the force to correspond with actual needs.

Early in the planning stages the normal scheduling group determined critical deliveries. The team ignored this information and included all deliveries in the analysis. There were 156 items in total. From the computed results it was determined that there would be only seven critical deliveries, and of these, three were not included in the list prepared by the normal scheduling group.

As estimated by traditional means, the authorized duration of Project A was put at N months. The computer results indicated that two months could be gained at no additional cost. Further, for only a $1 \%$ increase in the variable direct cost of the project an additional two months improvement could be gained. The intuitive tendency is to dismiss these results as ridiculous. However, if the project manager were asked for a four-month improvement in the project duration and he had no knowledge of the project cost curve, he would first vigorously protest that he could not do it. If pressed, he would probably quote a cost penalty many multiples of the current estimate and then embark on an "across-the-board" crash program. As a point of fact, the reason for the large improvement in time at such a small cost penalty was because only a very few jobs were critical -- about $10 \%$-- and only these needed expediting. The difference in time of two months from N to $\mathrm{N}-2$ can be explained as the possible error of gross time estimates and/or the buffering used in them.

## 5. THE SECOND TEST CASE

With the successful completion of the Project A test, additional projects were authorized. Now the planning was to be done much earlier in the project life and was to incorporate more of the functions of engineer-ing-design and procurement. Project B, capitalized at $\$ 2,000,000$, was selected for this purpose. By July 1958, this second life test was completed and was as successful as the first. Unfortunately, the recession last year shelved the project so that it could not be followed through to completion.

Experience gained up to this point indicated that even greater capacity than the 1103A provided was essential. In consequence, programs were prepared for the 1105.

## 6. APPLICATIONS TO MAINTENANCE WORK

In the meantime, it was felt desirable to describe a project of much shorter duration so that the system could be observed during the course of the whole project. In this way improvements in the system design could be expedited. An ideal application for this purpose is in the shutdown and overhaul operation on an industrial plant. The overall time span of a shutdown is several days, as opposed to the several year span encountered in projects such as Project A.

The problems of scheduling maintenance work in chemical plants are somewhat different from those of scheduling construction projects. From time to time units like the blending, distillation and service units must be overhauled in order to prevent a complete breakdown of the facility and to maintain fairly level production patterns. This is particularly difficult to do when the plant operates at near peak capacity, for then it is not possible to plan overhauls so that they occur out of phase with the product demand. In such cases it is desirable to raaximize return on investment. Because the variable costs usually are small in comparison to the down-time production losses, maximizing return on investment is equivalent to making the shutdown as short as possible.

For purposes of testing the Critical-Path Method in this kind of environment, a plant shutdown and overhaul was selected at duPont's Louisville Works. At Louisville they produce an intermediate in the neoprene process. This is a self-detonating material, so during production little or no maintenance is possible. Thus, all maintenance must be done during down-time periods. There are many of these shutdowns a year for the various producing units.

Several methods and standards people from Louisville were trained in the technique, and put it to the test. One of the basic difficulties encountered was in defining the plan of a shutdown. It was felt, for example, that because one never knew precisely what would have to be done to a reactor until it was actually opened up, it would be almost impossible to plan the work in advance. The truth of the matter is that the majority of jobs that can occur on a shutdown must be done every time a shutdown occurs. Further, there is another category that occurs with $100 \%$ assurance for each particular shutdown -scheduled design and improvement work. Most of the remaining jobs that can occur, arise with $90 \%$ or better assurance on any particular shotdown. These jobs can be handled with relative ease.

The problem was how to handle the unanticipated work on a shutdown. This was accomplished in the following way:

It is possible in most operating production units to describe, in advance, typical shutdown situations. Prior to the start of a given shutdown, a pre-computed schedule most applicable to the current situation is abstracted from a library of typical schedules. This schedule is used for the shutdown. An analysis of these typical situations proved sufficient because it was possible to absorb unanticipated work in the slack provided by the floaters. This is not surprising since it has been observed that only $10 \%$ of the jobs in a shutdown are critical.

However, if more unanticipated work crops up than can be handled by the schedule initially selected, then a different schedule is selected from the library. Usually leas than 12 typical schedules are required for the Library.

Costs for these schedules were ignored since they would be insig-
nificant with respect to production losses. However, normal and crash times were developed for various levels of labor performance. The approach here is to "erash" only those jobs whose improved labor performance would improve the entire shutdown performance. The important consideration was to select minimum time schedules. Information on elapsed times for jobs was not immediately available but had to be collected from foremen, worke engineering staff members, etc.

By March 1959, this test was completed. This particular application is reported in [1]. By switching to the Critical-Fath Method, Louisville has been able to cut the average shutdown time from an average of 125 hours to 93 hours, mainly from the better analysis provided. Expediting and improving labor performance on critical jobs will cut shatdown time to 78 hours -- a total time reduction of 47 hours.

The Louisville test proved so successfal that the technique is now being used as a regular part of their lmaintenance planning and scheduling procedure on this and other plant work. it is now being introduced to maintenance organizations throughout duPont. By itself, the Louisville application has the potential of paying for the whole development of the Critical-Path Method and of earning an equal amount during its firet year of use.

## 7. CURRENT PLANS

Improvements have been made continually to the syotem so that today it hardly resembles the September, 1957, system. Further improvements are anticipated as more and more projects are tackled. Current plans include planning and seheduling a multi-million dollar new plant construction project. This application involves about 1800 events and between 2200 and 2500 jobs. As these requirements outstrip the capacity of the present corrputer programs, some aggregation of jobs was required which reduced the size to 920 events and 1600 jobs. This project includes all design, procurement and construction steps, starting with Part 1 authorization. (Part I is the point at which funds are authorized to proceed with sufficient design to develop a firm construction cost estimate and request Part II authorization.)

Also included in current plans are a four-plant remodernization program, several shutdown and overhaul jobs, and applications in overall product planning.

## 8. COMPUTATIONAL EXPERIENCE

The Critical-Path Method has been programmed for the UNIVAC I, 1103A, and 1105 with a Census Bureau configuration. These programs were prepared so that either UNIVAC I or the 1100 series computers may be used independently or in conjunction with one another.

The limitations on the size problems that the available computer programs can handle are as follows: UNIVAC I -- 739 jobs, 239 events; $1103 \mathrm{~A}-\mathrm{-} 1023$ jobs, 512 events; $1105--3000$ Jobs, 1000 events.

In actual practice input editing has been done on duPont's UNIVAC I in Newark, Delaware and computation and partial editing on 1100 series machines at Palo Alto, St. Paul, and Dayton. Final editing has then been done at Delaware. System compatibility with magnetic tapes has been very good. In one major updating run, input, output and program tapes were shipped by air freight between Palo Alto and Delaware.

Cenerally computer usage represents only a small portion of the time it takes to carry through an application. Experience thus far shows that, depending on the nature of the project and the information available, it may take from a day to six weeks to carry a project analysis through from start to finish. At this point it is difficult to generalize. Computer time has run from one to 12 hours, depending on the application and the number of runs required. (Seven runs were required to generate the library for the Louisville project.)

Input and output editing has run less than $10 \%$ of the cost curve computations. Indeed, the determination of the earliest and latest start and finish times, and total and free float for a project of 3000 jobs and 1000 events takes under 10 minutes on the 1100 series computers. This run includes input editing, computation, and output editing. If a series of these runs are
to be made on the output solutions from the cost curve computation, only from three to four minutes more are required for each additional solution.

Figure 4 indicates typical cost curve computation times. Of the total number of characteristic solutions that this computation produces, no more than 12 ever have been output edited. The reason for this is that many of the characteristic solutions have very small differences in total project duration.

It has been found that fruitful use of parts of the Critical-Path Method do not require extensive computing facilities. The need for the hardware is dictated by economics and depends upon the scope of the application and the amount of computation that is desired.

## 9. A PARALLEL EPFORT

Early in 1958 the Special Projects Office of the Navy's Bureau of Ordnance set up a team to study the prospects for scientifically evaluating progress on large government projects. Among other things the Special Projects Office is charged with the overall management of the Polaris Missile Program which involves planning, evaluating progress and coordinating the efforts of about 3000 contractors and agencies. This includes research, development and testing activities for the materials and components in this submarine-launched missile, submarine and supporting services.

A team staffed by operations researchers from Booz, Allen \& Hamilton, Lockheed Missile Systems Division and the Special Projects Office made an analysis of the situation. The results of their analysis represent a significant accomplishment in managing large projects although one may quibble with certain details. As implemented, their system essentially amounts to the following:

1) A project diagram is constructed in a form similar to that treated earlier in this paper.
2) Expected elapsed time durations are assigned to each job in the project. This data is collected by aslcing several persons involved in and responsible for each job to make estimates of the

## following three quantities:

a. The most optimistic duration of the job
b. The most likely duration, and
c. The most pessimistic duration.
3) A probability density function is fitted to this data and approximations to the mean and variance are computed.
4) Expected earliest and latest event times are computed using expected elapsed times for jobs by means of equations (1) and (2) of Part I. Simultaneously variances are combined to form a variance for the earliest and latest time for each event.
5) Now, probabilistic measures are computed for each event, indicating the critical events in the project.
6) Finally, the computed schedule is compared with the actual schedule, and the probabilities that actual evente will occur as scheduled are computed.

This syatem is called PERT (Program Evaluation and Review Technique. The computations involved are done on the NORC Computer, Naval Proving Grounds, Dahlgren, Virginia. More information about PERT may be found in references [2], [11] and [12].

There are some aspects of the PERT system and philosophy to which exception might be taken. Using expected elapsed times for jobs in the computations instead of the complete probability density functions blasee all the computed event times in the direction of the project start time. This defect can be remedied by using the calculation indicated by equation (4) of part 1. Further, it is difficult to judge, a priori, the value of the probability statements that come out of PERT: (1) because of the bias introduced; (2) because of the gross approximations that are made; (3) because latest event times are computed by running the project backward from some fixed completion time.

If there is good correlation with experience then these objections are of no concern. At this moment we are in no position to report the actual state of affairs.

Finally, PERT is used to evaluate implemented schedules originally made by some other means, usually contract commitments made by contractors. To be of most value PERT, or for that matter the Critical-Path Method, should be used by the contractor in making the original contract schedule. In this way many of the unrealities of government project work would be sifted out at the start.

## 10. EXTENSIONS OF THE CRITICAL-PATH METHOD

The basic assumption that underlies the Critical-Path Nethod, as developed thus far, is that adequate resources are available to implement any computed schedule. (In some cases, this assumption can be avoided by inserting certain types of delivery and completion restraints in the project plan. However, in many cases this is an unrealistic assumption.)

Apparently there are two extremes that need to be considered:

1) Available resources are invested in one project.
2) Available resources are shared by many projects.

In the first case experience has shown that there is usually no difficulty in implementing any computed schedule. Any difficulty that does arise seems to be easily resolved. The Critical-Path Method applies very well in this case. It may be called intra-project scheduling.

In the second case, however, we run into difficulties in trying to share men and equipment among several projects which are running concurrently. We must now do inter-project scheduling.

The fundamental problem involved here is to find some way to define an objective for all projects which takes the many independent and combinatorial restraints involved into account: priorities, leveling manpower by crafts, shop capacity, material and equipment deliveries, etc. For any reasonable objective, it also is required to develop techniques for handling the problera. Preliminary study has indicated that this is a very difficult
area of analysis and requires considerable research. However, it is felt that the Critical-Path Method as it stands can form a besis for systems and procedures and for the requisition of data for this extension of scheduling.

It would be of some interest to extend the method to the case where job durations and costs are random variables with known probability density functions. The mathematics involved appears to be fairly difficult. Due to the problems of obtaining data in this form, such an extension may be purely academic for several years to come.

## 11. OTHER APPLICATIONS

The potential applications of the Critical-Path Method appear to be many and varied. Consider the underlying characteristics of a project -many series and parallel efforts directed toward a common goal. These characteristics are common to a large variety of human activities. As we have seen, the Critical-Path Method was designed to answer pertinent questions about just this kind of activity.

We have already treated applications of the technique to the construction and maintenance of chemical plant facilities. The obvious extension is to apply it to the construction and maintenance of highways, dams, irrigation systems, railroads, buildings, flood control and hydro-electric systems, etc. Perhaps one of the most fruitful future applications will be in the planning of retooling programs for high volume production plants such as automotive and appliance plants.

We have also seen how it can be used by the government to report and analyze subcontractor performance. Within the various departments of the government, there are a host of applications -- strategic and tactical planning, military base construction, construction and overhaul of ships, missile countdown procedures, mobilization planhing, civil defense, etc. Within AEC alone, there are applications to $R \& D$, design and construction of facilities, shutdown, clean-up, and start-up of production units. Another example is in the production use of large equipment for the loading and unloading portion of the production cycle of batch processes. Because each of these operations is of a highly hazardous nature, demanding very close
control and coordination of large numbers of men and/or complex equipment, they appear to be natural applications for the Critical-Path Method. Common to both government and industry are applications that occur in the assembly, debugging, and full-scale testing of electronic systems.
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## I Introduction and Tape Mechanism Considerations.

It is a truism that for any but the smallest digital data processing systems major attention must be given to the provision of an adequate magnetic tape transe port, reading and writing system, and means for insuring the correctness of information all the way from the central processor to the magnetic tape and back again. This paper will describe some of the above mentioned features of the Honeywell $800^{1}$.

Early in the layout and specification of a new system it is necessary to decide on the specifications for and approach to the magnetic tape mechanism and recording system. As regards the tape mechanism itself, our earlier experience (particularly with the DATAmatic 1000) had favorably inclined us toward the vacuum capstan approach. Our several years of experience with electrostatic clutching had led us ultimately to abandon the electrostatic approach for the DATAmatic 1000 , and after re-evaluation, it was again excluded from consideration for the new system. As to the other two widely-used methods of achieving fast stop-start tape motion, we felt that the faster and more positive of these -- namely the pinch-roller approach -should be the most seriously considered as an alternative to the use of vacuum capstans.

1 Together with the paper "Control \& Arithmetic Techniques in a Multi-Programmed Computer." By: N.Lourie, H. Schrimpf, R. Reach, W. Kahn. Presented at this conference, the present paper forms a partial technical description of this new data processing system.

In this comparative evaluation and in the design effort which followed, we placed an overriding importance on providing the magnetic tape itself with a benign environment. This is in accord with our belief that in every stage of manual handling or manipulation by the mechanism all stresses in the tape (both during normal operation and under failure conditions) should be made zero by design or kept to demonstrably safe values.

The following tabulation compares inherent features of presently used pinchroller mechanisms with the corresponding features of pneumatic mechanisms.

## Pinch Roller

Vacuum Capstan

1. In some designs (but not those in which the idler is continuously driven) the tape to be accelerated must bear not only the forces to accelerate its own mass but also the forces to give angular acceleration to the idler.
2. The tape accelerating forces are applied in a concentrated area surrounding the line of tangency of two typically rather small cylinders (slightly spread by resiliency in the tape itself and at most one of the cylinders).
3. In order to prevent non-simultaneous clutching across the width of the tape (with attendant tracking and skew problems) a very accurate pivoting or translatory motion is required; fast operation demands that this be designed for minimum inertia. Thickness variation across the tape is a possible source of skew.
4. Compressive action of pinch-roller tends to emboss wear particles or other dirt into the oxdde surface of the tape. (Not applicable to metal tape).
5. Only the mass of the tape itself requires acceleration, thus minimizing the force transmitted to and by the tape.
6. The tape accelerating forces are distributed over a typically fifteen fold larger area, whose length may equal or exceed one-fourth of the capstan circumference. The capstan diameter may be conveniently large.
7. Symmetrical engagement of the tape to capstan or brake is automatically achieved by symmetrical design of pneumatic passages. Engagement always commences along tape center line minimizing skew. Transverse variation in tape thickness does not add to skew.
8. Free from dirt embossing. No material body need touch the oxide surface of the tape (although usually the magnetic head is made to do so).
9. Powerful fast-pickup driving and braking mechanisms may be slow to release, placing safety restriction on minimum interval between drive and brake commands.
10. For high performance, auxiliary air Iubrication may be required.
11. Usual embodiment employs rollers of flanged-spool construction, with tape unsupported and not otherwise edgeguided over important portions of its path.
12. No restriction on interval between successive commands. Moving parts of mechanism are offset from tape path, completely covered, and cannot touch tape. No danger to tape from tug-of-war.
13. Air lubrication of tape is a built-in feature.
14. Essentially complete edge guiding over entire path from supply reel to takeup reel is easily incorporated.

The considerations tabulated above led us to design for the Foneywell 800 a tape mechanism utilizing the vacuum capstan principle and embodying many of the techniques and principles used in the earlier DATAmatic 1000 three-inch tape mechanism. ${ }^{33}$

2
R. A. Skov "Pulse Time Displacement in High-Density Magnetic Tape" IBM Journal of Research and Development, April 1958.
${ }^{3}$ R. B. Lawrance, R. E. Wilkins, R. A. Pendleton, "Apparatus for Magnetic Storage on Three-inch Wide Tapes". Proceedings of the Eastern Joint Computer Conference, 1956. Special publication T-92.

Pigure 1 shows a photograph of the Type 804 magnetic tape mechanism. The unit stands approximately 5 feet 9 inches high and occupies a floor area slightly over 2 feet square. The tape is a nominal $3 / 4$ inch wide and is moved at a normal speed of 120 inches per second in either direction as desired. High speed rewind is provided, in one direction only, at 360 inches per second.

The cabinet shown includes the separate write-amplifier final stages for the ten recording channels as well as the final stage for the AC-excited separate erase gap; the three-stage transistor preampliflers for each of the ten playback channels; and the solid-state switching equipment for placing the read-write head and circuits in the selected mode. Also included are the power supplies, loop position sensors and servo control for the DC-operated reel motors; the power supplies for the readwrite circuits; vacuum and pressure sources for the capstan, brake, and suction loop chambers; beginning-of-tape and end-of-tape sensing means; storage; and other electronic packages facilitating testing and maintenance.

Figure 2 showe a closeup of the capstan area as it appears when tape is in position for information transfer. The centrally-located three-inch diameter billet contains the magnetic head assembly, and the oxide surface of the tape is uppermost. The tape lies horizontally, immediately over the two-piece horizontal vacuum brake, and thence executes a 90 -degree downwand turn at each vacuum capstan before dropping directly to the pneumatic loop chambers. Bach capstan, when not actively engaged in driving tape, is provided with continuous air lubrication of approximately 2 psig, which effectively prevents all contact between the capstan and the tape. Unbroken edge guiding is present in the vicinity of the capstans, brake, and head, and indeed is present all the way from one reel to the other except in a space of $13 / 4$ inches
immediately next to each reel. Even in these regions back edge guiding is present, the deliberate absence of front edge guiding being in the interest of eliminating possible finger-catching accidents. It has been our experience with magnetic tapes (as with other elongated flexdble substrates) that continuous edge guiding is far more advantageous than guiding by periodically-spaced flanged spools, provided only that the tape be slit accurately enough. For nearly two years we have made complete and detailed observations of comercially produced magnetic tape with respect to width and the periodic curvature usually called snakiness. We can state that the snakiness can reasonably be reduced to complete insignificance while the width of slitting is held well within a total range of . 002 inch.

We feel that these edge-guiding arrangements, together with accurate tape width control, yield considerable benefit in drastically reducing tracking and skew errors within the mechanism, as well as contributing to long tape life since the edges of the tape are nowhere subjected to localized sideways forces. Spring-loaded parts for exerting side-thrust on the tape are themselves subject to excessive wear, so their elimination enhances reliability.

Returning to Figure 2 and comparing it with Figure 1, we note that in normal operation, with the tape in the loop chambers and the head in position, the oxide surface is in rubbing or pressure contact with no parts of the mechanism except the magnetic head, bringing tape wear to a practical minimum. Figure 3 shows the capstan and head area with the head eccentrically rotated, removing the head from contact with the tape oxide surface. Thus in high speed rewind (at whose beginning the head rotates away automatically) not even the head touches the oxide. Rotation of the head, automatically controlled, is also used during tape changing, at which time it enables the tape to slip easily over what is otherwise an unbroken edge guide.

In Figure 3 the magnetic portion of the tape is all on the left hand supply reel and the leader of heavier-gauge clear Mylar (pemanently attached to the tape) is lying over the capstan and brake. This enables the nature of the exterior pneumatic passages of the capstan and brake to be seen. The two capstans are continuously rotated in opposite directions by individual 1200 rpm hysteresis synchronouss motors, the capstan circumference being exactly 6 inches. The left and right portions of the brake (lying between the normal head location and the two capstans) are internally connected to a common working air passage which is supplied appropriately with medium suction, strong suction, or air at atmospheric pressure.

Figure 3 also shows that no pressure pad is employed to keep the tape in contact with the magnetic head assembly. Wrapping contact between tape and head is adequately maintained by having the head press the tape down into a short and very shallow "V", the outer edges being defined by the rounded shoulders of the brake, closely adjacent. By means of this wrap, with its elimination of pressure pads, and by means of the unconventionally large radius of curvature of the magnetic head (both essentially the same in dimensions as in the DATAmatic 1000) we achieve good transient and running contact between tape and head, together with a gratifyingly low rate of head wear. Measurements carried on over more than a year's two-shift operation of a DATAmatic 1000 show for all channels of all magnetic heads a quite uniform and unexpectedly low rate of wear. The average yearly loss of material from the head under these conditions amounted to 0.0001 inch.

By implication, the tape wear produced by friction between head and tape is correspondingly small.

Rewind and Tape Change
The central processor instructions to which the tape drive responds are Write (forward), Read Forward, Read Reverse, and Rewind. The Tape Change operation is initiated by manipulating a lever switch on the tape mechanism itself.

Rewind and Tape Change
cont'd.

The position shown in Pigure 3 occurs at the termination of a tape change operation, which starts with a high speed rewind unless the tape is already rewound. Every rewind command is executed by the mechanism as a high speed rewind, and once

$$
\text { Continued on page } ?
$$

received from the tape control unit the rewind is performed under local control until completed. During high speed rewind the tape speed is controlled by the left-hand vacuun capstan, whose motor speed is increased automatically to 3600 rpm . The tape remains in both vacuum loop chambers and accordingly receives the benefit of controlled tension and complete edge guiding. Upon rewinding past the designated begiming of tape, as sensed by a photoelectric arrangement described later, the mechanism shifts down from 360 ips to $120 \mathrm{ips}$. and the tape is then stopped in normal fashion by pneumatic disengagement from the capstan and engagenent to the brake. The head, which has been automatically moved out of contact with the tape during the rewind, now rotates back into contact with (R) the tape, and the closing of a Microswitch signals the computer that the revind has been completed and that the tape mechanism is again ready for ingtructions. At this time the magnetic head is positioned part way down the clear leader and has access to the first magnetic information location by moving the tape in the forward direction (to the right).

If it is desired to change tape, a centrally located manual switch on the control panel is thrown to the tape change position. It is irrelevant whether the tape is already rewound or not, although some head rotating operations are bypassed if the rewind is continuous with the tape change. The tape proceeds to the left, along the clear leader and at 120 fps , until a single short centrally placed slot in the leader is sensed by an orifice and vacuum switch associated with the upper ond of the right hand loop chamber. Wis-ortriee-e hen sensed this causes the tape to stop with only two or three tams remaining to be manually unwound from the right-hand reel, and the appropriate partial shutdown of the mechanism is initiated so that the reel is ready for removal.

Time taken for a rewind operation can be characterized by the equations

$$
\begin{array}{ll}
t_{\text {rewind }} \leq \frac{t_{\text {rewind }}}{3} \\
\text { or } t_{\text {rewind }} \leq \frac{\text { distance in ft. } 2.6}{30}+2.16 & \text { in shich all times } \\
\text { given in seconds. }
\end{array}
$$

## Tape Reels and Mounting

Rata processing magnetic tape mechanisms do not as a rule use standard reels, and the present equipment is no exception. Since a partial vacuum (about one half atmosphere absolute) is provided within the equipment for use in the clutch, it is quite natural to use this vacuum for holding the reels onto the reel mounts. This technique has already proved highly satisfactory with the three-inch-wide 23 pound reels of the DATAmatic 2000. Advantageous features include the lack of metal-tometal contact between reel and reel mount, the fact that the reel hub is not subjected to hoop stress, and the provisions of a large Plat reference surface on the reel mount, which insures wobble-free rotation and accurate positioning of the reel relative to the back reference surface.

Suction is similarly used for attaching the free end of the tape leader to the right hand reel whenever a tape is loaded on the machine, as well as for initially attaching the inner end of the tape to the left-hand supply reel. It is worth mentioning that vacuum attachment of the tape to the reel makes it unnecessary to perforate the reel flanges for finger access to the hub during loading. The unperforated flanges are helpful in protecting tape from dirt and mechanical damage while in storage or during handling. Hazard to the operator is also reduced materially.

The design of the reel and reel mount involved additional factors, however. It was desired to make use of a demountable ring, capable of being stored with the reel of tape and serving by its presence or absence to enable or inhibit the recording of information on the tape. (This is in addition to a manual switch on the operator's panel.) Various embodiments of this principle have been used for several years by other manufacturers, but we believe our version has some useful and novel advantages. One desirable feature present in our arrangement is that the physical presence or absence of the write-enable ring does not need to be inferred from the status of a concealed electrical switch (which requires that electrical power be applied and that the circuit be functioning with some means of indicating its status). We have placed
the write-enable ring in plain view on the front of the reel. It thus becomes easy to remove or insert the ring while the reel is in place on the mechanism, without the necessity for first rewinding the tape in order to remove the reel.

Pigure 4 shows a photograph of three reel mounts, one having a write-enable reel of tape mounted on it and another carrying a write-inhibit reel. The removable snap ring which converts a write-inhibit reel to a write-enable reel is shown beside the third reel mount. The principal working part of the reel mount subassembly is the central bell-shaped cylinder. Its axial motion controls three retractable nylon latches, spring-loaded radially outward, and also an internal piston, springloaded axially outward. To remove a tape reel from the mount the reel flanges are lightly grasped by the fingers, while the thumbs press the central cylinder so that it moves axially inward. The three nylon latches are thus moved radially inward to the point where the reel can slide over them and be removed. In putting a reel on the mechanism, the central cylindrical bore of the reel performs a similar operation in reverse -- as the reel is moved inward it presses on the nylon latches, retracting them. A small fraction of an inch before the reel is fully seated the latches snap outward and thus hold the reel in place even with no power or no vacuum. When vacuum is applied (automatically, as part of the normal cycle-up procedure) the reel is drawn into intimate sealing engagement with the rubber driving rings and is fully positioned ready for operation.

The write-enable ring operates by capturing the outer rim of the central cylinder, as the reel is pressed on. By this means the central cylinder is moved inward about $1 / 4$ inch as the reel is seated home. The internal piston-and-cylinder arrangement is thereby vented to atmospheric pressure rather than being connected to the halfatmosphere suction reservoir. The elctrical image of these two pressure states is created in a stationary vacuum-diaphragm-operated Microswitch located at the rear of the main mounting plate and sampling the pressure in the reel mount cylinder via a carbon rotary seal.

## The Vacuum Clutch

Mgures 2 and 3 showed portions of the vacurum capstan and brake, and their relationship to the magnetic head as mounted in the mechanism. Figure 5 shows an exploded view of these components of the pneumatic clutch, viewed from the side rear. Of the components all but the capstan motor are mounted to the front of the heavy flat vertical plate which serves as structural support and back edge guide, and which is omitted from the photograph. The capstans, of which only one is shown in exploded position, are directly mounted to the shafts of their respective hysteresis synchronous motors. Precision bearings are used in the motors, and capstan runout and taper are held to tight tolerances in order to achieve good tape tracking.

A 90 -degree segment of each capstan is connected via the woriking air passage to the electropneumatic valve, mounted nearby in the actuator housing body. (As shown in Figure 5, this is bolted directly to the capstan housing body.) The fixed portion of each pneumatic commutator consists of a carbon composition cylinder which fits closely without rubbing inside the cuplike capstan. The portion of the working air passage within each carbon piece consists of a single slot centrally spanining the active arc of the capstan, and a drilled hole connecting to the actuator.

The location of this slot along the center line of the tape track, together with the pneumatically symmetrical design of the capstan itself, leads to what we believe is an important advantage for the vacuum clutching technique. Flgure 6 shows a series of sketches representing the clutching action and the production of skew in pinch roller and vacuum clutches respectively. Part A shows (greatly exaggerated) the engagement of a tape to a capstan when the moving pinch roller is slightly out-of-line so that distances D1 and D2 are unequal. While we have no quantitative measurements available it is not too difficult to imagine that an inequality of perhaps 0.0001 inch will result in significant time difference in the engagement of the two tape edges, to the capstan. Parallelogram distortion of the tape would then produce skew. Similarly, as shown in Sketch B, it would appear to be possible for skew to be produced even if
the moving pinch roller were to be perfectly aligned with the capstan. Any thickness taper across the width of the tape will produce the same effect as an out-of-line pinch roller. Again we have no quantitative data to support this conjecture but the point-to-point thickness tolerances to which tape backing is produced are large enough so that the possibilities of skew production from this cause should not be overlooked. The unsettling thing is that since tape is not customarily inspected for thickness uniformity it appears possible for portions of an otherwise perfect tape to produce random skew when used with a clutch of the pinch-roller type.

The situation is different with a vacuum capstan, however, as shown by experiment. A priori expectations (verified in detail by observations using a time-delayed stroboscopic flash) are that since the working air passages communicate to the underside of the tape symmetrically about the tape center line it should be the case that the center of the tape always engages first. Thereafter the region of engagement spreads symmetrically to the edges. Prior to the evacuation of the working air passage it and the underside of the tape have been supplied with air lubrication at slightly above atmospheric pressure; thus at the start of a clutching operation the underside of the tape is at a rather definite and reproducible location with respect to the capstan surface. As shown in the fourth sketch of Figure 6 it is thus to be expected that, to first order at least, any variation of tape thickness across the web will not significantly affect the symmetrical tape engagement.

Returning to Figure 5, it can be seen that the valve actuators each contain a small but efficient electromagnet which is energized when its associated capstan is intended to drive tape. The highly effective eddy-current shielding of the aluminum actuator housing body prevents any external magnetic influence on the tape or in the head.

Higure 7 shows a sketch of one of the electropneumatic valves, each of which is essentially a pneumatic SPDT switch. With no current in the coil the flat armature, resiliently pivoted near the right-hand end, will seal off the upper valve seat, being maintained in position by pivot bias and by air pressure differential. During this time the working air passage to the capstan is supplied with Jubricating air from the pressure reservoir, at approximately 2 psig. When current is passed through the magneti winding the valve assumes the position of Figure 7, with the armature magnetically drawn down to seal off the compressed air from the working air passage. The capstan and working air passage thus exhaust into the reservoir at hall-atmosphere vacuum.

The armature is tapered slightly, as shown, to reduce inertia and speed up pull-in. Life tests on a group of similar armatures and magnets, driven at 120 operations per second for a period of over 20 months showed no measurable change in performance after $6.2 \times 10^{9}$ operations.

The transistor circuits which drive the actuators supply an initial highcurrent pulse for fast armature pull-in, dropping to a reduced holding current which lasts until the stop command is received. The ferromagnetic material of the magnet is an alloy with relatively low saturation flux density so that drop-out time is held to a minimum. The transistor circuits are interconnected in such a way that engagement of the tape to both capstans simultaneously is most unlikely, even under failure conditions; even if this should occur, however, the tape suffers no damage since the capstan motors will stall without the tensile elastic limit of the tape having been exceeded.

Typical curves of tape velocity versus time in starting and stopping are shown in Figures 8 and 9. These curves were taken by recording on the tape a train of 64 pulses derived from a 5 kc keyed oscillator, turned on at the time of the stop or start command. Magnetic development with colloidal $\mathrm{Fe}_{3} \mathrm{O}_{4}$ and position measurement with a microscope and traveling micrometer table were then used to give an accurate history of tape position and velocity, relative to the read-write gap, versus time.

Figure 8 shows that in response to a start command the tape commences to move at slightly less than one millisecond; at 2.7 milliseconds the tape has traveled 0.12 inch and is traveling at 120 inches per second. Speed fluctuations thereafter do not exceed approximately 3 or 4 percent, although the read system will tolerate many times this amount. Figure 9 shows that in stopping, the initial deceleration occurs after about 1.2 milliseconds and that the total distance to come to rest is substantially less than 0.3 inches. As mentioned briefly earlier the 804 mechanism allows a start command to follow a stop command arbitrarily closely. The present curves indicate why the tape contimues at full speed when the interval between commands does not exceed approximately 0.7 milliseconds; for longer intervals there is a smooth transition to the isolated-stop, isolated-start condition shown in the graphs. Sensing of Beginning and Find of Tape

In the interest of brevity we will not give a complete description of the circuit arrangements for keeping track of the position of the tape in the machine: that is, whether the magnetic head is positioned over the permanently-attached clear leader, initial information space, mid-tape information space, or one of the recognizable endtape zones. With one exception, the task of remembering tape positions on all of the eight connected tape mechanisms is assigned to their common tape control unit.

The exception is concerned with rewind operations, in which the controlling elements are completely local to the respective tape drives: a relay picks up at the start of the rewind and only releases upon sensing clear leader at the completion of the rewind.

The boundaries of all logically distinct tape regions are marked off by small windows at the front edge of the tape, ereated by removing oxide for a distance of 0.1 inch along the tape and .035 inches in from the edge. Since the nearest recording channel ends 0.041 inches from the edge there is no conflict between optical sensing and magnetic recording. It is possible to sense the passage of a window without interfering in any way with the execution of any write or read instruction which may be in process. Significant program advantages and time savings result from this feature. The special illuminator contains a miniature long-life tungsten filament bulb and a one-piece optical element consisting of a lens, cylindrical barrel, and angular refracting surface. This illuminator is positioned at a fixed distance from the magnetic head near the upper end of the right-hand loop chamber, with the optical element extending at an angle through the loop chamber outer wall to a position nearly flush with the inner surface. By this means, since the angle of the refracting surface is nearly the angle for grazing refraction, a satisfactory intense light source is effectively positioned directly opposite the outer edge of the tape, yet without mechanical projection into the path of the tape.

Upon passage of one of the windows, light falls on a miniature silicon photodiode (part of the subassembly) which issues the window-recognition signal for interpretation and storage.

## Read-Write System

In the Honeywell 800 , as in nearly all other systems, the tapes are written in the forward direction only, i.e. with the tape moving to the right. Reading takes place in either direction as desired, and uses the same head gaps as for writing. Ten channels are used, of which eight are information channels, one is an Orthotronic parity channel, and the tenth is a clock. A separate full-tapewidth erase gap, located a fraction of an inch upstrean of the read-write gaps, applies AC erase to the tape at the time of recording. The read-write gaps are in-line across the tape and are spaced on 0.070 inch centers.

The AC erase serves the primary function of cleaning out the interwrecord gaps and leaving the tape magnetically neutral, which facilitates record-entry recognition in bidirectional readback. NRZ1 recording (saturation-to-saturation, flux change denotes a "one") is used on the information and parity channels. The Honeywell 800 word contains 48 bits (not counting the parity bits which accompany the information on tape and in memory) so that a word occupies six frames on tape, a frame being defined as the time-simultaneous record of a bit in each information channel. The parity bit is also recorded simultaneously with the eight information bits. The frame interval is 21 microseconds, corresponding to a frequency of 47,619 frames per second and a bit density (at 120 inches per second) of 397 per inch.

The clock channel is similarly recorded from saturation to saturation, but undergoes one flux reversal per frame. The recording of the clock is not simultaneous with the recording of the other bits of the frame but is offset by one half of the frame interval. By this means the read circuit is made self-timing, highly tolerant of speed variation in the tape mechanism, and free from one-shot circuits with their jitter and ns. delay tolerance accumulations.

As soon as a write instruction is received the erase head is excited and remains so, independent of tape motion, until receipt of the next instruction of a differant type (read, rewind, tape change). At the beginning of a record to be written, with the tape in motion and the inter-record gap just traversed, write current is initiated in all ten channels in the same standard polarity. This results in half-strength magnetic poles of known polarity being written in all channels, automatically ignored in playback. Thereafter the clock begins its 21 -microsecond beat and 10.5 microseconds after the first clock beat the first frame is recorded, with flux reversals in those channels where ones are to be written. Writing continues, at six frames per word, until all words of the record have been recorded. Before cessation of writing two orthotronic words (twelve frames) and an end-of-record word are appended, after which one more clock pulse is written and all write currents drop to zero.

The construction of the orthotronic words is on a per-channel basis, roughly as follows: the first, thirteenth, twenty-fifth . . . bits are half-added and the first bit of the orthotronic word is the complement of their sum. Similarly the second orthotronic bit is formed from the second, fourteenth . . . bits of the record, etc. The result is a very powerful check having the following properties:

1. Garbled information confined to a single channel can be recreated regardless of the length of the difficulty.
2. Garbled information extending up to twelve bits in length can be reconstructed regardless of the number of channels affected.

In playback the ten channels are connected, by means of solid-state switching, to ten individual preamplifiers located at the tape mechanism and thence are passed via the tenfold read bus to the Type 803 Tape Control Unit. Further shaping culminates in peak detection of each signal and the production of a one-half microsecond pulse
essentially coincident with each flux change in the channel. These pulses set nine individual high-speed flip-flops, which accumulate the bits of the frame; the next peak-detected clock pulse (half a period later) resets all flip-flops and sends the bits into buffer storage where they reside until a complete word is available for transmission to memory.

Figure 10 shows the appearance of playback from a single channel, and has the typical NRZI waveform. Because of the conservative bit density satisfactory resolution is achieved with a comparatively large head gap, minimizing signal fluctuations due to the passage of lint or other debris between the head and the tape. Figure II shows the effect of a recording dropout deliberately produced by blowing fibers of cotton lint into the region between the magnetic head and the tape being written. The amplitude decrease shown is typical and produces no error in reading, as shown by the associated peak detector waveform. The read system is designed to tolerate signal decrease to well below one-fourth of normal amplitude. It is well to mention, also, that the tape mechanism incorporates the conventional positive pressurization of the region occupied by reels, capstans, head, and loop chamber entrances, thus excluding airborne dust except during necessary tape changing.

We have not dealt at lengths with the internal checking of the Honeywell 800 but it is well to mention, in conclusion, two of these features associated with the magnetic tape system. Writing cannot occur (and its absence is made known) unless an enabling check shows that the erase head and the clock channel are both excited. The transmission of data to the tape drive is checked for transverse parity at each frame and for longitudinal parity on each channel of each record.

The net result of the features described in this paper is a strong, efficient, and trouble-free tape system. The approach deliberately taken has been to design high reliability into all electrical and mechanical components, effecting error detection and correction by means of the powerful capabilities of Orthotronic control.

The read-write circuit and system development has been done by a group directed by Dr. Way Dong Woo. I am sure that the many other contributors to the design of the tape drive itself will not object to my singling out Mr. Robert A. Pendleton as najor contributor.

## REFERENCE SHEET

N. Lourie, H. Schrimpf, R. Reach, W. Kahn, "Control \& Arithmetic Techniques in a Multi-Programmed Computer." Eastern Joint Computer Conference, 1959.
R. B. Lawrance, R. E. Wilkins, R. A. Pendleton, "Apparatus for Magnetic Storage on Three-Inch Wide Tapes." Proceedings of the Eastern Joint Computer Conference, 1956. Special Publication T-92.
R. A. Skov, "Pulse Time Displacement in High-Density Magnetic Tape" IBM Journal, April 1958.

## Figure

## Title

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 

Type 804 Magnetic tape mechanisms.
Head area detail, in information transfer position.
Head area detail, with head pivoted for tape change.
Reels, reel mounts, and write-enable ring.
Exploded view of capstans, brake, and actuators.
Skew considerations for pinch rollers and vacuum capstans.

Schematic of electro-pneumatic valve.
Typical curve of velocity and distance versus time during tape acceleration.

Typical curve of velocity and distance versus time during tape deceleration.

Normal preamplifier output of read system.
Read system waveforms, including deliberate recorded dropout due to loose cotton lint.

A) OUT-OF-LINE PINCH ROUER
B) TAPE THICKNESS VARIATION PRODUCING SKEW. PRODUCING SKEW.

C) INITIAL CLUTCHING OF VACUUM CAPSTAN ALONG CENTERLINE OF TAPE REGARDLESS OF THICKNESS VARIATION.

FIG. 6 SKEW CONSIDERATIONS FOR PINCH ROLLERS AND VACUUM CAPSTANS.
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## Abstraot

Reallzation of Boolean Polynomiale beecd on Inciconce vatrices
8. O, eda, Y worlivaki and r. P.Young.

An algebrale method of flacing minimum switching 2-terminal networks for any given boolean polynonial is is establishod by edopting node-brench Incldence matrices ac unknown cuantities.

1. Generstore of invarlont traneformation group of \& are determined.
2. Prime inplicent $\mathrm{s}_{1}$ or eny other equivalent polynoilel $\mathrm{s}_{1}$ are expressed by loope paesing the relay branch end hence by a pet of vectore $\mathrm{C}_{\mathrm{g}}(1)$ moduko 2 in a branoh-number-dimoneional erfino space. Dually open ofroult conclitions $R_{1}$ are erpressec by a set of hyperplano covectore $B^{f}(1)$ of cut-sete.
$3 . \mathrm{Bf}^{f}(1)$ and $C_{E}(1)$ give reclizable range of number of nodes, brenches and degres of freccom for oach $R_{1}$ an $\beta_{1}$.
3. Dase veotors $C_{p}(1)$ of subepece $G_{g}(1)$ and al1 vectors $G_{z}(1)$ whith expross loops passing the reley brench are dotermined based on 11near a Capentoncy. Tually $\mathrm{B}^{\mathrm{f}}(1)$ E1ves base eovectors $\mathrm{B}^{\mathrm{P}}(1)$ and $a 11$ covectore $\mathrm{B}^{h}(1)$ of cut-sets cutiling the relay branch.
4. Sneak pathe or berriers in $B^{\text {h }}(1)$ or $G_{k}(1)$ are 11 minated by increase of contacts.
5. Networke of solutions are obtalnod srom oither $3^{a}(1)$ or $C_{q}(1)$ by a nev graphical or algebraic "erblit-method", generaily with a eltion of some"pseucotios" $C_{n}(1)$ which are loope inclucing meke an break contact of a relay in serlee . Dually, "peeudocuts" $\mathbb{B}^{2}(1)$ can be added to $\mathrm{B}^{2}(1)$ comanded (t) for resilzation.

Foelization of Boolean polynomials besed on Incidence Netrices ${ }^{1}$

by<br>S.Okada ${ }^{2}, Y, M o r 1 v a k 1^{3}$ and K.P.Youns ${ }^{4}$

0. Introcuction This paper deseribes a generel algebralc mothod of finaing mindmum oontact networiza for any givon Booleen Polynomial. Solutions obtained by this mothod may in general be any kind of connection with eny numbor of contacts for each variable. Furthomore, anty practicel requirements euch es serles-parallel ceses usunliy found in most eleotronic devices, and single contect for specifiea verlablos, can ell be considered in the celculetion, 11 necossery. Routine algo 1 thm on incicence matrices will autometicel1y yiele any Ingentoue connections. Tho node-brench anc branch-1oop incieance matricee which vere rovealed by G.R.Kirchhorf ${ }^{1}$ in 1847 , are adopted as untanown, espeolally those of modulo 2, whi oh wore elaboreted by 0.Veblen ${ }^{2}$ in 1916 sine montly used. However simultanoous uee of modulo zerofor infinity), 2 and other integore was found useful for combinatorial consleoretion in multi-contact case. General delolo p1elds are already usod in switching theory by $101811^{3}$ and his fimenian group. Generel non-series-pareliol synthosis of owitohing 2 -terminals ${ }^{4}$ by

1 This research 1 a cone under the spocership of A1vforce OSR contract Bese AF-18(600)-1505.
2. Miorovave Research Institute of Polytechine Inotitute of Brooklyn member of IRT.
3 Profereor of Univercity of Tokyo, Japsn, now at K.R.I., inember of IRE.
4 member of IR .
1 see the end of the peper.

Incicence matricee modulo 2 bogan in 1939 and has been coveloped further 5,5 . Especially, R.Could had establlshod a syatometic method for general mult1contact case. His efignificent improvemonts of solutions of four variable problems 7 prove that usefulnesc of incleence matrices.

The main novelties of thie article are as follows:

1) A figorous use of incidence matrices gives an essentlally new approach to find all possible complicated connections. The method can also be used for finaing a aingle solution of giving proofa of various minimalities. 2) Topological onumeration of nodes, bianches and cegree of freedou gives a. ariterion of realizability.
2) Roalization ${ }^{8}$ of inaividusi connection from eaioh incidence matrix was reducad to a routine procesa by the new graphical or algebraic "amb2tmethoc". It can also be ueed for network oynthesis of other kinds. Fortunately an algobrelc-topological review 9,10 of network equations from tho geometrio standpoint of H.Wey1 ${ }^{11}$ and G.Kron ${ }^{12}$ clarlfies the possib11.1ty, beonuse topological properties roleting to connections of networka belone to affine geometry 10 which hes no "metri0"; that 1 E , these are perfectly incepentent of ony kine of branoh causelity such as Ohm's Lew in d.c. or 8.0. 10, 12. such effine netrork theory can be celled the "are-ohn 10 " retwork theory or "ohn-sree" network theory to which the Booloen network theory belongs 13 . This shows thet inctience metrices can be uced in synthosis of netowriss with rectifiers, hyoterecis or any other nomilnoarlty.
3) Loops corresponcing to thes are exprescec by vectore, and cut-sets for berriers are expresed by coveotors ${ }^{14}$ which mean pairs of inttial and terminal hyperplanes in a branch-numborwaimenelonal affino opace. Hermenn Weyl's "nothod of orthogonnl projection"10, 12 is genoralizod to arfine projection for vectore and to intereection with a subspace for covectors,
and forms the general foundation of the Whole topological network theory 1 : 5) The invariant transformations of variables for given functions from a non-commutative group 15 which plays an importent role in this mothoc. 6) Som1-ordered vector sets. All vectors of only zoro and unity componente (modulo 2) of A-dimensional space form an addtive group of order $2 \Lambda$. All loop vectors (nodulo 2) of a notwork form ite subgroup. Howovor, ita subset of vectors of single loop peasing the relay branch, or more shortiy expressed as "sinclo reley-loon vectors" coes not generate a group bocause only a sum of ode number of these vectors generates a relay-loop vector, and further a sum can be elther a single felay-loop or a 耳ultinle 1000 Whith conelsts of a colngle relay-loop and unsoparatod or separsted loops of contact branches. Therefore, if the number of indepencont single relayloop vectore and all dependent relay-100p vectors of this aubeet are respectively cenoted with $C$ and $\mathbb{E}$, the total nuaber $\%$ of the relay-loop vectore le given by

$$
\begin{equation*}
V=c+K=c_{c} c_{1}+c_{3} c_{3}+\cdots+c_{n}=2^{c-1} \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& n=c-1,1 f \quad 0 \quad 10 \text { oven, } \\
& n=0, \quad \text { if } c \text { ie ode. }
\end{aligned}
$$

DNally, the total numbor $V$ of cut-set covectors outtins the relay branch 1s elven by

$$
V=B+B=2^{3-1}
$$

whore B and H are numbers of incopen ent single relay-cut-eet covectors anć all dependent relay-cut-set covectors.

An order relation of vectore and covectors will be ceflned, taking an example on the following three vectore $U, V$ and $W^{\prime}$.

$$
\begin{aligned}
U & =U^{1} U^{2} U^{3} u^{4} u^{5} u^{6} \\
& =1,1 \cdot 1,1, \\
v & =1 \cdot 1 \cdot 1 \cdot 1, \\
U & =1,1 \cdot 1,1,
\end{aligned}
$$

there holdo

$$
y^{\prime \prime} \geqq v \quad \text { for } a 11
$$

and an inccuallty holds

$$
\mathrm{U} \Rightarrow \mathrm{v} \text { at least for one }(=2 \text { end } 5) \text {. } 11
$$

If any poir of vectors or covectors is in relationships 1 and 11, the vector $U 1 s$ called "harger than" $V$ or $V 1 s$ called "meller than" $U$ and Is empressed ad

$$
\begin{equation*}
\vec{U}>\overrightarrow{\mathrm{V}} \quad \text { or } \quad \mathrm{U}>\mathrm{V} . \tag{121}
\end{equation*}
$$

The rolation ie called a "rector orcor relation" (covoring or inclusion). Whas no order relation to $U$ and $V$. In gonera, a vector set forme a "partiel1y ordered (or sem1-ordered)" "Get.

If all poselile K relay-loop vectors $\mathrm{C}_{\mathrm{c}}$ are determined by ode number addition of a ilnearly independent reley-loop vectore $\mathrm{C}_{\mathrm{C}}$, all V reley100p vectore generally form a comi-ordered vector sot. Bocauce il vectors incluce all poesible reley-loop vectors, if there extets a multiple loop $U$ in these vectors, its single loop part $V$ exieto in the remaining vectors, and this multiple loop vector $U 10$ larger than 1 te sinele $100 p$ part $V$. Thus, a multiple reIny-100p vector U alvay pocsessee a cmaller relay-loop vector $\nabla$. This is an algebraic criterion thet a rolay-loop vector is multiple. Thererore, the neceesity of sinclenecs of given shopt eircuit conaltions $O_{g}$ alcebralcally means the non-existence of a smeller felayloop vector in all F cepenciont roley-loop vootor of .

Duelly, a uultiple relay-cut-ect covector $U$ had a ameller coyoctor in all covectore sh, end the oinglenene of given open elrcuit coneltions
$B^{f}$ a algebraically meono the nomexistonce of a smalles relay-cut-set covectors in all II-cependent peley-cut-bet covectorn Bh.

## 1 stetement of probleme

If the problem is given by short oirouit conditions, one can start either from tho stencerd sum(canonical form) so or procuct Ro. It ther is essily obteined from the other. 2 Reduction of calculation by the group concent

Gonerally there oxist cortain trensfornatione $t_{1}$ of veriablee which keep the given sum So Invariant, and these tranefomations form a noncomutative group14 concorning ouccessive substitutions. Then, there ie a sot of transformation elements of the group called the "penerstore" from which all other transformations con be "genereted". Aleo as woll known, only pervutatione of paire of variables such as $\left(x x^{\prime}\right)_{,}(x y)_{,}\left(x y^{\prime}\right)$ or $(v x)\left(z z^{\prime}\right)$ are surficient to be considered as generatore.

From the total number of each 11 terel in tho standard sum and from its configurstion, the group genemetors are detemined from $R_{0}$ or $S_{0}$ by routine procese.

If necensary, the multiplication teble of the group onn be easily made. 3 Ghange of Boolean exprecgions by a generel pyocess

From the standard sum Sooprimo lmpllcont $\$ 1$ ond all other poesible Boolean oxpreselons $s_{1}$ incluilns their duel procuct exprensions Ro, R1, .... $R_{1}$ oan be alegebralcally obtained 16.

Though a prime implicant happent to be a monotone function, that 15 , of puroly unpimed 11 terelo or all primed 11 terals, a minimum networiz 18 ofton obtainable from 1 ta non-monotone expreseion.

From Boolenn standpoint any $S_{1}$ ie equivelent to $R_{j}$ for all values of 1 and 3 . However, in topological deeign, simultaneoue conalcemation of

Si and Ry io more conveniont espectally for topolocical enumeretion, and in this case for oach $\$_{1}$, if it has a corresponding network, the choice of $\mathrm{Rg}_{\mathrm{g}}$ of the same netrorte 10 dealrable. From each of $\$_{1}$, the correepondins $\mathrm{Ry}_{\mathrm{g}}$ in thio menner ie generally dotermined by examining whether ench fector of $\mathrm{R}_{\mathrm{y}}$ form a minimum necessary set of variables mich should be zero in order that the $s_{1}$ under consideration becomes zero. In Example 1 ,

$$
\mathbb{R}_{1} \quad \varepsilon_{1} \text { for all } 1 .
$$

Hovever, in general the correspondence ie not one to one (ree sxample 2). A necessary condition of reallzation of a standerd sum $s_{0}$ of $G$ terms by eincle contacts 10 thet all 11 nearly dopendent roley-loops are inoluded in the original sum. If a eot of gencrating loop-vectore, O in number, is reslizable as a network, the above io also tho curfielent condition and there holds

$$
\begin{equation*}
a=2^{a-1} . \tag{4}
\end{equation*}
$$

Its proof is based on the exclueiveness of melse and breek contact 12 terels in all terme of so, on the ocd number in acdition and on the nonexistence of nultiple loop. Bunlly for standerd product, there holde

$$
\begin{equation*}
F=2^{7-1} \tag{3}
\end{equation*}
$$

## for reelizable cenc.

## 4 Tonolosization

A set of short ofraust conditions of oach of $S_{1}$ ie topologioally represented by a set of vectore $\overline{\mathrm{C}}_{\mathrm{g}}(1)$ in $\mathrm{A}(1)$-cimensional affino tpece. expreesing aingle relay-loops and form a branch-loop incidence matrix $\mathrm{C}_{\mathrm{g}}(1)$ of $Q(1)$ rows and $A(1)$ columns. Dually, a set of open circuits of esch of Ry is topologioally ropresented by a set of covectors $\mathrm{B}^{\mathrm{f}}(\mathrm{j})$ in $\mathrm{A}(\mathrm{g})$ dicensionol affino space expreceing aingle reley-cut-cets and form a cut-set matrix $B^{f}(1)$ of $F(j)$ rows and $A(j)$ columns. 5 Real12ebil1ty by the number of nodes, branchos and degree of froedom.
bech row of $\mathrm{O}_{\mathrm{G}}$ must be a single relay-loop. Then, the nuiber ${ }^{\circ}(1)$ of nodes munt be equal to the "topolosical length" of this loop, that is. the number ${ }^{\prime}(1)$ of brencheo. Thus, the network must have at leest 0 nodee which is equal to the mextrum number $\mathrm{E}(1)$ of und tiee in a loop vector:

$$
\begin{equation*}
0=\Xi(1) ; \tag{6}
\end{equation*}
$$

ospecially for the prime 1aplicant 31 ,

$$
\begin{equation*}
\alpha^{0} \equiv E(1) . \tag{8}
\end{equation*}
$$

This is expressed aleo as

$$
\begin{equation*}
o(1)-1 \equiv D(1)=-1 \tag{10}
\end{equation*}
$$

where $D(1)$ is the meximum number of veriables (contects) in a tie, that 1e, a topolosical dietence of the terminals of the relay branch. The ranik $G(1)$ of $\mathrm{C}_{\mathrm{g}}$ givee the degree of froedom $\mathrm{F}^{1}(1)$ :

$$
\begin{equation*}
p^{\prime}(1)=c(1)=\operatorname{rank}\left(c_{g}(1)\right) \tag{12}
\end{equation*}
$$

Buler's rolation

$$
\begin{equation*}
p^{1}=0-0+1 \tag{14}
\end{equation*}
$$

gives

$$
\begin{equation*}
0=1 A-\bar{L}+1 \tag{16}
\end{equation*}
$$

If this 18 not setiefled, there coes not exist a circuit for this $\mathrm{og}_{\mathrm{g}}(1)$.

$$
\begin{equation*}
N=A-E+1-C \tag{18}
\end{equation*}
$$

gives the maximum perniesible number of acditional lincerly indepondent "pseucoties", whi oh mean topoloelcal single loops but not Boolean tles by including make and break contacts of a relay or more in series. Hovevor, a relay-ioop vector vith unfties in pair contact components ie a single relay-loop peeudotie only when there in no smellor relay-loop vectors and it is a multiple loop vector if there is a emaller relay-loop vector and this smaller vector io not nececsarily a peoucotic.

Dunlly, each row of $\mathrm{B}^{f}$ must be a single relay-out-set covector. If the maximun nusber of contacts in each row of $\mathrm{B}^{f}$ which can be regarded
as topolosteal thioknegs of this barzier botween two torminels of the rolay, $1 s$ denoted by $P(1)$ and that of brenches which may bo called a topological victh of the out-set, is denoted by $\mathrm{o}(1)$. Then there holds $P^{1}(1)=P(1)=Q(1)-1$.
$p^{1}(1)+1=C(1)$. 5

Especially, for a cunl prime implicant R1,

$$
p^{1}(1)+1=c(1)
$$

The proor 1 le bnsed on the sincleness of cut-sets, end that $p$ branchos can form chorde(11nke) of a cotree.

$$
\begin{equation*}
\bigcirc(1)-1=B(1)=\operatorname{rank}\left(B^{f}(1)\right) \text {. } \tag{11}
\end{equation*}
$$

fuler's rolation

$$
\begin{equation*}
x^{0}-1=x^{1}-z^{1} \tag{13}
\end{equation*}
$$

gaves

$$
\begin{equation*}
B=A-Q+1 \tag{15}
\end{equation*}
$$

If this is not setisfied, there is no circuit for this $B^{f}$ (1).

$$
\begin{equation*}
n=A-C+1-B \tag{17}
\end{equation*}
$$

gives the maximun permiosible number of additional linosrly incependent "pseudocuts", which are topologicelly eingle cut-sote but not sooloan cute by including make and break contects of a relay or more in parallel. However, e gencrel cut-set covector inclucing such pair-contacto is elther a single reley-pseuciocut or a multinle cut-set ,or which the included single loop is not neceosarily a peoucoout. 6 Bese Voctors anc covectore by Sem1-ciegonn11zation

Tho veotor set $G_{g}$ doflnes an effine subspace of c-cimension. Ite bese vectors $\mathrm{C}_{\mathrm{C}}$ can be determined by transforming $\mathrm{C}_{\mathrm{g}}$ into such a form that ench row hee at least one unity which is the only one unity in its colum. If all rows acquire such unitios, such $\mathrm{C}_{\mathrm{C}}$ will be called a "sen1-ciagonslized ${ }^{n}$ form. Furthor trensformation of the flret square
part of $\mathrm{G}_{\mathrm{q}}$ to a lint matrix by adequate exchange of 1 ts rove and column Is dispensable. The sem 1- wagon 112ation 10 more easily done by a routine Work of addition modulo 2 than by multipliastion of an inverse of a square part. Then, ail K 11 ncerly copendont vector $G_{k}$ are obtained from the base vactore $\mathrm{C}_{\mathrm{q}}$ by all esd number sums. Gk w111 be called "oubties" in short.
Dually base coveotors $\mathrm{B}^{\mathrm{o}}$ and all H dopencient cut-sets $\mathrm{B}^{\mathrm{h}}$ an be determined. sh w111 be called. "sub-cuts"

## 1 Determination of Connections

If the given vector sot $\mathrm{C}_{\mathrm{g}}$. exactly coincides with 1 te bese $\mathrm{C}_{\mathrm{q}}$ and a 11 sub-tios Gk , that 1 c , with W GH .

$$
\begin{equation*}
G=C+t=W_{2} \tag{20}
\end{equation*}
$$

then the remaining pert 18 to realize the base $G_{C}$ as a connection by 1 te sem1-diagoma11zation. If $C_{g}$ is not realisable and If of ec. 18 is a positive integer, there is a poses 1 b111ty to realize it by the accition of pecudoties $\mathrm{C}_{\mathrm{n}}$ up to $\mathrm{N} . \mathrm{C}_{\mathrm{n}}$ should not be smaller then any of $\mathrm{C}_{\mathrm{G}}$, end all subtle generated by $G_{n}$ and $G_{q}$ should be either multiple loops or peoucotios. If it 1 s st 111 unrealizable, only increase of contactonables realization,
 should be calculated. If all of them are unrealizable,
If some of the oub-ties $G_{k}$ are psoudoties and the rest are all included In $C_{B}$, the process 15 the same as the first case.

Dually, $1 f \mathrm{~B}^{2}$ coincides with BV , that $1 s, B^{a}$ and $B^{h}$ and

$$
\begin{equation*}
F=B+H=V \tag{19}
\end{equation*}
$$

or $\mathrm{B}^{h}$ include some peeudocuts, then realizability of $\mathrm{B}^{\mathrm{h}}$ is e, mined and If If of ec. 171 e positive and all sub-cuts by $\mathrm{B}^{\mathrm{m}}$ and $\mathrm{B}^{\mathrm{A}}$ are either multiple-cuts or pseucoties, the adeltion of gm may change to a realizable one.
are

The ebove cases $\Lambda$ the most favorite or tho simplest. In general, only
some of none of subties $G_{k}$ are incluced in the orlcinal $C_{g}$, and the rest of subtiee ok form multiple loops and Boolean ties which are not Includec in $C_{S}$, which on sive a new algebraio derinition of intuitionally used "aneak pethe". Subtios Ok may include "amelier vector" then any vector of the efven $\sigma_{g}$. Snoak paths and such orcer reletion should be eliminated either by change of 1 of $s 1$ or by increase of contaets. Tuelly, al cebralcelly cefined "sneal berrions" and amnller covectord In $\mathrm{B}^{\text {h }}$ should be elininated either by change of g of kg or by increase of contacte.
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S. Okada, Y. Moriwaki and K. P. Young

An algebraic method of finding minimum switching 2 -terminal networks for any given Boolean polynomial $S$ is established by adopting node-branch incidence matrices as unknown quantities.

1. Generators of invariant transformation group of $S$ are determined.
2. Prime implicant $S_{1}$ or any other equivalent polynomial $S_{i}$ are expressed by loops passing the relay branch and hence by a set of vectors $C_{g}(i)$ modulo 2 in a branch-number-dimensional affine space. Dually open circuit conditions $R_{i}$ are expressed by a set of hyperplane covectors $B^{f}(i)$ of cut-sets.
3. $B^{f}(i)$ and $C_{g}(i)$ give realizable range of number of nodes, branches and degree of freedom for each $R_{i}$ and $S_{i}$.
4. Base vectors $C_{p}(i)$ of subspace $C_{g}(i)$ and all vectors $C_{k}(i)$ which express loops passing the relay branch are determined based on linear dependency. Dually $B^{f}(i)$ gives base covectors $B^{a}(i)$ and all covectors $B^{h}(i)$ of cut-sets cutting the relay branch.
5. Sneak paths or barriers in $B^{h}(i)$ or $C_{k}(i)$ are eliminated by increase of contacts.
6. Networks of solution are obtained from either $B^{a}(i)$ or $C_{q}(i)$ by a new graphical or algebraic "ambit-method", generally with addition of some "pseudo-ties" $C_{n}$ ( () which are loops including make and break contact of a relay in series. Dually, "pseudocuts" $B^{m}(i)$ can be added to $B^{a}(i)$ for realization.
