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Applications of Boslean Matrices to the Analysis of Flov Diagrams
by

Reese T. Prosser

ABSTRACT

Ap analysis of the structure, or connectivity,
of flow diagrams assoeiated with computing mwachine programs
i{s wade by woans of Boolean matrices, A Boolean matrix
‘4s & matrix whose entriss aro all either 0 or 1. With
each program flow diagram is associated a pair of Boolean
matrices. The first of these, called the oconnectivity
watrix, contains the tepological structure of thoe dlagram,
and the second, ocalled the precedence matrix, contains the
{nput-output structure of the diagram. Elementary compu-
tations on these matrices are shown to yield detailed
information concerning the internal consistency of the
program. Possible applicatious to automatic detugging
procedures are suggested, - :




Applieationo of looloan lhtrioo- 4o the Anl.lylh of Flow Diagrtu

Roou T. Pronor

1. Ingroduction

Any serious attempt at nnt.cuu; programming of large-scale digital
comput ing machines must provitiq for soue lbtf bf 'ana.‘lysh of piogran gtruc-
ture, Qnutioq_q concerning order of op;ro.urmi. location and disposition
qt transfers, idoﬁtii"icst.'ioul of Eubrouunoi. ‘1ntim1 consistency, redun=-
dancy and foquinlondo. all 1involn a ‘mowin’dgp of the structure of the
program under study, and must be handlod ef fectively by any iutmtic

programuing lystﬁ. i

The structure of a program is. nmlly deternined by detailed
npooiﬁmtinm deseribing tho program, and may usvally be given'a convenient
gmtrl_c representation b means of flow diagrams. Ordimarily, neither
of these forms ‘ is’ funet iately adaptable for handling by machine, and for
this purpose another representation of the ‘same iut‘orw.nﬂ‘lm‘x must be found,

Such a representation should certaialy have these properties:

1) It should be euy to construet and rcproduoc.
2) It should be adcpublo to handling by machine.

3). ' It should contaln a1l of the informatien provided by

the topology of the flow diagrame
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II, e Conectivity Natriz

A roprounhtion which hua all thou nrapoﬂiu ny bo 51%: by
‘means of Boolnn ntrieos. By a Boolnu ntrﬁx wc Wean & watrix whose
entries conult onu.rcly of 0'- and. 1‘:.' l‘ho nprnontauou is conntmtd
: as follows: Snppm n l.ro givcu the urunm-c of a program, say in the
form of a tlov M.uru conhtim or boun. ropncmtinc progran opmuonn.

connected lv diroctod lim ngnmu. roprnonung tho progm- flow, Ve

. Are 1ntorutod cnir in *he umtm, or connocuvity. of this Mgram,

and not in tho propcrtlu of tho 1ndlvtdn1 bmr.u. Yo nl« no restrio-
tions. at -11 on tho cmeouvny. and in paruculnr. m:nm and loayo
of all kimh are amnihh. 'c hﬂn y mhring the buu of the dia=-
gram, uy fro- 1 to s in any eonmhnt unnor vhntvnr. Yor later con-
‘venience we adjoin. to the dhgru a box uu‘bard 0 as f.ho initial, or
mput. potitlon nnd a box nuhrd n*l a8 the ﬁnal. or ontvut. ppeition
| of tho dingm. Ve next comtmt an (mﬂ) x (n*z) Boolnn matrix,

A= (- ). unoa the m&w associated with. the diagram by
itipnlutinc that.a i:' 14f m mgm- contatne a directed line seguent

leading dlrutly from box § to box j, and 8, 3 =0 otborwiu. Thus lu
Hboxiwhfonwcdmmbyboxj in thoprogrul. and 0

o.thmiu,

‘It‘ is o’_vtddtthﬂ\>_fhti utr‘lx io o‘ty to 66n-t.mcﬁ and easy to
handle, It is 'dotoininod uni§uoly by the din(ru;'un to a permutation °
of tho ontriu due to u ﬂmnwiu; of tho boxes, and in turn it deter-.
-hul the dugm iu tho gense that the diamn -Ay be nonplotely recon-

ntmtod fro- the ntrlx. ‘i‘hu it wmeets all d our roquimontn.




-3

| !'his ldu 18 certainly not n«. Roolcnn matrices have been used
cxtomiuly to at.udy the oonneet(vity and oriontation of graphse [7. 12]
networks [b, 6], organisation and group dynanics prodlems (8], and more
'gencrsuy. finite Mariov processes [11]. - Shannon [13] has pointed out
that every flow dhgmn h osnntuny a finite Hu-kov process, ao that we
have here a very amoial cau of [11] On the other hand it is worth
mpng.-,;-;ng how well this ‘tdm.. adapte itself to prosram analyefs, A

elmilar attemdt with a somevhat differsnt viewpoint appesrs in [14].
I Amivels

Certain oluouury eoupuuuonl on the connoonvny matrix yield .
amam 1uformtloa on the prm !’lov. To show how this comes abont,

we define & one-row matrix

R GO R s ) )

; Cofecrmn o :
vith 1 in the 1tn row and O's cln\ﬂun. Then from the definition of 4,
ve uqo‘ that matrix produqt a4A 1o a ,ono-mlutrix ymdh has 1 in the jth
columm 1f 1t iﬂc }pos'll‘nlo to p‘rboiod’frou ‘bcxbl to box j in one step, and
0 otherwise, By Eapuﬂng this argummf. we see that the product
_Q‘A = ‘-'45) A is & one-row matrix whoee jth column is 1 (or more) if
it ie possible to procud from box 1 to box J in gxagtly two steog, and
0 otherwise. _ntnihr in;erprﬂqtlon uy,qﬂdoutly be given to higher

pw&c of A,

How Az need not be a Boolean mtrix, But it is clear that for our

purnose we lose nothing if we replage all non-zero entries dn A” with 1l's
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. This amounts to -uniwing AvwA Accorung to the flobwing rulet The
Boolean vrodugt A x B of the Boolean watrices A and 3 is that Boglean

¥ B N Byy)

Horo V. aud A denote the Boolean operations of max and min, respectively,
In the same spirit ve define: Ihdnhnm Ava mmw
A mnwww -u v, Bgje Thus Boolean sums

and produets of Boslean matrices are formed in the same vay as ordinary

matrix sums and prlddncl,tn.' except that + {9 replaced by V and x by A >.

Now the way ig clear for induetion. Let A bp the connectivity

matrix of a flow diagram, snd define
%-&_15 5 -.A_ A A;\oooolqoo'ol\é., tim
L-%_l V% = Alv &V ’ooool-qvoov&'

Theorem 1. ' e i-J eatry of A is 1 if 4t 1s posaible to proceed
from box 4 to Dox § in exactly m steps, ima o.bthe‘rwna. The 1-3 entry
of 3, is 1 if it is poaaiblo to proeod from box i to box 3 1n at wost

n steps, nnd Q othotvuc.

Proof:  For m = 1, both statements reduce to definitions, Now
suppose 'bofh tutnontl hold for m = my; and cousider the case
m= "0 ., 5’&9 1-J entry of 5. +1 18 just V Bype cu. where

Cyy de otes the k-j cntry of 5. _ Thie il mo. waless for sme k
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ve have aii = n‘q = 1. But t)1s means that it s bosl!.blo to

proceed from box i to dox k in oxaotli one step, and from box k
"? box J in exactly m, steps. Thus the i~j entry of A‘o’l is 0
unless it is posaible to proceed from box i to box J in exaetly

lo"'l steps. The second statement foilev- 1mdin§n17 from the first,

Theoren 2. The lliit-.l__gz !‘ existes as a Boolean wmatrix, which we
denote by B, Moreover, we have B = g. for all m 2 1:. where p is the

logg@h of the lmélt open path in the diagram,

Proof:  Since the entries of B are monotone increasing vith m,

it 1o clear that lim B exists and forms a Boolean matriz. The
-» 0 : ) v :

second statement follows from the observation that if it is pos-

sible to proceed from box 1 to box § at all, it is possible to

d;e so along &an opan'wfh'(i.o.. one contain!.n'g‘ no loops), and

hence in less than p+l ‘steps. Thus if fm i-J entry of L is 1

for any m, 1t is Ifg)_r m = p, This means that _@. -«jp vhenever

m > Pe

Ineoren 3. * The §-§ entry of B s 1 4f 1t is possible to proceed

from box 1 to box J in any number of steps, and 0 othervise,
‘Proof: This follows immediately from the proof of Theorem 2,
The matrix B is obﬂmly computable hw machine frci the tatrix A,

and since only Boolean opon_tinﬁu are involved, the time required for this

computation is not prohibith"c even for fairly large n. On the other hand,
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it follog-. from Th’__ooron 3 that the matrix B contains detailed information

about the 00!’:!1“0&07 of VihQA_f‘lﬂ diagran, ?. d;t. s me obvious examples:

1) It is possible tb ni from the input to box § enly if hoi-l. 1’tmu
if there are no spurious hoxes, th.e top rov of B ‘wust contain all

i 1 :
1's (except for "oo)" y

2) I% 18 poseidle to get from box 1 to the output only 4f by( L. o= 1,
Thus if there are no boxee wtthmt exite, :ths last ool'u-ﬁ of B

wust contain all 1's (except for b(n*l)(nﬂ.-) Jo

3) : ¢ 18 possible $0 get from box 1 to box 1 only if bu = 1, Thus
4f there are no loops iu the progrss, the main diagomal of B
mist contain all O's, Boxes involved in loops are represented by

1's on this diagonmal,

b) After leaving box 1, 1% 4s possible to go through box § only 1f

b, = 1. Now if we &lter box i then only those boxes following

1)
box 1 in the program will be affected. These boxes are rcpr»onﬁd

by 1's in the Ath row of B.

5) If the matrix doconpn@u @nto relatively independent submatrices,
then t.hd program dooéﬁpoup' jnto relatively independent subprograms. o
Tue 1t may be possible to ldentify uﬁtuﬁl subprograme directly

from the form of the matrix B,

. Examples

The foregoing theory will be further illuminated by apnlication to
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concrete problun; As & first example we choose A flow diagram containing
an Mokious inconsistency, and how how thi; lrieonﬁotonoy is rofidotod in
the matrix B, The diagram ‘is shown in figure 1, Here the boxes ax;e
already numbered, fnciuding tho‘iiput and output boxes, The connectivity

matrix for this diagram is 2 7 x.7 matrix, whose entries are

ke RON 0010 X

; 0L0 00
A = {000
_ooo

28
§°§s

S O
HS
OO0 00:.

000 O

Now _A_1 = _1},1 = A, ScmightfoMN computation gful

/001 011 0,

010 000 0
fooxooo 0}

A=A A= |0000001)
000 000 0
koooeox;o/
000 000 0 -

011111 0
011 000 0\‘
; : 011 000 O
&z-!lv A = 000 011 1

000 001 1
000 000 ©

{010 601 .1
| 001 000 0\

010 000 O

o = 000 001 O
Ah Ae A A 000 000 O
000 001 O

000 000 0O
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011 111 1
011 000 0
011 0000
000 011 1
000 000 1}
000 001 1
000 000 0

J&
: ™
N

A glance ut the dia.graa shows that all pouibh paths (withous
ﬂt‘titi&u) ean bo traversed in at most three utep-. so that by Theorem 2,

3= 33. Thie oan be checked «by' computing B,, which is equal to 3., From

. : o
this matrix ve verify immediately that all boxes are connected to the in-
put (f1ret rov), but boxes 1 and 2 are not comnected to the output (laet
colm). . Boxes 1, 2 and § are involved in loopa (uh d*agml). Hore-
over, if we dolote the first row and last column of B, then the remainder
can be thoolponl! into submatrices:

11 000 '
111000 (X
00 011 = . f
0e 000 0 ¥

00 001
where ! (11) and X = (3113 - This inpliu that boxes 1 and 2 and

‘boxes 3, 4 and 5 form two ine}opcndant subprograms whose associated
matrices are Jjust N and N, ('Ot course, the simplicity of this decompo-
gition is duo't‘o the particular scheme idoptod for numbering the boxes.)

This simple example serves to illustrate the scope of the method,

Tﬁh same method has an obvious application to the problg- of

debugging programs alresdy compiled., In this case the boxes are already
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numbered by the sequential dexcription of the progran, Mereover, 1t is
not necessary to»Q;av the corresponding flow dllgrnm;‘uineo. except for
tranefers, each operation is tollov-d‘hi the next in sequende, 4s a
second example we take a typlgcal SAP writeup of an IBM 204 program, with
no inconsistencies. (This program computes an array of 100 quantities-

cu according to the formula

fag-m ey

" , 1 A #BpAr 5',3}
SAP Program

: 1XD 8
2, SXD 4
3 ClA M
b ;6
Fe CHS

6o ADD AL
7o $70 C1
8, ™I 9
9. ™I 10 -
10, X 2
11, ™I 12
12. X2
13, RED

The assdciatod connectivity matrix cam be written down directly, and is

simply
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001 000 000 0000

010 000 000 000 0
;000 100 0060 000 :\

000 011 000 000 © : ; i
000 001 00D 0000 ( Wote that, excevt for trans-
000 000 160 0000 |
060 000 010 000 O for iuatmeuono 1's appear
A= - 000 000 001 000 0 : only on the mpor diagonal. )
%y 000 000 000 100 0| °

010 000 000 010 0
000 000 000 001 0
\om_ooo 000000 1
000 000, 000 000 0

"1" " Tne Procedenge Matrix -

’A further analysis of the c@:‘ictir_p.ol a program ¢an be made if
information eoncerning the precedence relations in th program is available.
if v§ lmmr; for m:'plo. thﬂ the outp‘m"of box 1 ia nquirod for the in-
vut of box J. thon we kvow that the opmuon nprountod by box 1 must
g____!g_p that represented hy ’ouj in the program sequence, Clearly this

places addit 1m1 requirements on the internal oonngcuvity of the progran,

The prooodmo rolniana may be mcorporitcd ‘in“ our analysis

throuch the introduotion ol a ncond 3901.‘1: matrix _g uaociaul with the

progru. which ve u11 the w @f. fl. 9] It 1s ooultructod

as follows. ¥e number the b«:u of the dlagra- ag in Section II, and

‘stipulate that m.u..m:;__‘_i Wmm_ex.m

Clearly thh mtri:c oontatnl the prooodcnoq rthuou in the same way that
the. utrix A contains the connocthity nlationo ot the progran. a\nd will

yhld to a similar annlylu. 'o obume horo thnt the two matrices are

eloi_aly‘ related, though they need not ve identieal, ;
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Proceeding as’ in Section II, we define
Q. v Ql\-'fi. AL
'PI fgu-l.v. £-

D = 1im .
n->0 : oA |
and observe that the ruult:s of that section ni he'trannlatod imvediately
inte the present situation, In partioular, the i-j entry of the matrix D
‘ is 1 1if and only if there »h a q&ln of qu.‘- in the diagram beginning
with box { and Qnung vith box j such that each Bex in the chath muet

precede the next. Obvious mppliocations include the following?

1) fhe precedence requirements arobinternnny consistent only if the
~diagram contains no closed chain of boxes each of which must pre-
_ cede the next, This iz the case only if ﬁo diagonal entry of D
is 1, Aifhn'a ve require t‘hat»trac‘o D= 0 for this consistency (ef, [1]).

2) In general, box j depends on box i ouly if dyy = 1. T i1
box 1 is altered, this will affect onlylﬁhou boxes whose entries

{n the fth row of D are 1.

3) | Ogeagionally 1t is desirable to reorder the sequence of operations
in some part of ‘the pro;_rn". Thig' fs poseible only if the pre-

codonoo r-qulrenuto are not violated by the reordering, Thus box i

pay be mtercmngad vlth Pox J in a chain of operations only if
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du' d” = 0, Information of this kind is ovuohtly useful in
optimising flov diagrams for time or storage requirements.

v R e Dontnan n:&: fads. t

Ia -tudylng pi-obl'nis 4{nvolving the rmhrinc of ‘opontionu ina
program, it is ottcn useful to introduce nouon of dominance in the flow
diagran, defined as follows: me

box 1 sust alse vaus through Box 4. Thus dox i dominates box J if box J
is subordinate tu’bnx 1 {n the program, It ,w.mpﬁ‘cn that two bdxu

dominate each other (in wixlch case we ny tluy kafo ‘equivalent), or that n
neither donin&tn the other (in vhioh oase we 8ay tm are independent).
The idu hcro. of conru. is thn in general raordeting is posasible only

among bYoxes which arc oqulvalnnt {n this sense. Proceeding along these

¥ linn. ve doﬂno - th!.rd loqlun -stri.x 1. cauod the Wm.

vy stipulating that w O,J.nt - Wmmm
and 0 othorwise. It 1e clear that the tlo-;mmo matrix s determined by
the om_ogﬂvny nqtﬂx. and ugvbo produ‘od__ffé- it by a suitadle

scanning proaoduﬁ‘. ,Applioatian@ 1n61udot

2 -Béx { and box j may be lntprc.hangvod_. precedence roquirngntc
poﬁitting_. only if they are .qhinlont. This 4s the case only

. Af we bave oy =0y, =1,

2) O ﬁrmrlng a program for a machine which adwits muﬂ. :
opmuon. it is dus.nbh to lmow which operations in the pro-

gram way be perforned umlhnomly. Two opont&o'n may be
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performed simltaneously without further 1nvuugat16n only 4f

_they are equivalent and subject to no precedence troquirenmt-.

ety Wiy A N, ey ;n_&_ ;=% =1
It is uouotim uurnl ‘o know ‘when tvo pﬂgnu are eguivalent
in some Bonse. Any crfootin ufinn!n d’ eqn inlmca requires

a dotauqd \mwledgo of ma huppm at ‘onnch voints in the

: progru (i.o.. the transfer aonaitiono). An 1ntoruun¢ dnlysis

of thie probl. 18 mr!nd in [1&], but does not seem readuy
anpubla tu machine mmm. ny roquiring e less cttectin

dcﬁuitiou of oquiulmt. w‘ ean give here an effective cri-

. terion f_orhtornining‘vhltbn or not two programs are equivalent,
o be precise, let us-agree thutw

sogond paseing throvgh the sase overatisns. Ye do uot require
' thu’tvr' t}mljoymtiono_appur in thb nm sequence, Or even that

: they appear the same number of times, '1n -both”patha. Thie doﬂ-

nition, honur.l il mfﬁoioat for‘wost-purpouc. at least for

‘ ptoznn oonuiniu no loopn l.oopl ommot e murpontoa under

80 ailplo a scheme, and require. tpootal covsideration,

‘ In terms of flov dl-gnm. the equivalence criterion may e
stated as ‘follows. To avold inessential complications, we assume
that no independant boxes (in the sense of domwinance) are direstly
connected, This can always be achieved Yy aiding suitable

"empty" boxes to the diagram, Then it 1s trme that fwo disarams
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» The essential point of our discussion fs thﬂ the entire analysis
given here can be readily performed on any (1arize-seale) digital comvuter.
The fﬂiﬂhlilty of cnmp‘uting‘ the derived mtr.ilcen»" B, ~_b_. and E by machine
is assured for ﬁrbgrn- which are not too0 llu.'se.b 4 very cOylle estimate
indioatos that tho time required to compute B from A on the IBM 204 is of
the order of 10 1’ cyeles, where n is the number of boxes in the diagram,
In practice, this time may be foﬂncd MQidmbly by combining into omne
box any subroutine 'vhoc'o: vehavior is known, ’fh\u 'for example 1t is ad-
vantageous to f-dphco ﬁny chain "a!' ‘boxes br u"linglo box, Slnilarl.v. in
analysing pragrau wrttnpl it is lufﬂoiont t- consuor only tranlfor
operations., ¥For instaunce, & roduod form cf tho matrix A of our second

example in section 1V ie:

010 000 ©
001 000 0
s | 010 100 ©
Al = | 000 010 0
oA L4010 001 ©
000 000 0

where boxes 1 'through 9 hu been combined tna singles box.

Pinally we remark that it is a qtraightfmlrd"problu to construct

a debugging routine which could be used to analyze any program writeup
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: vhou tunc!cr !.untmeiom Mw oonnuat udnun. &mh a routinq

: would scan th. munp. mouto tm tmucf-r inotruct:onl. eonltmt A
: the ccmquvi\y ma (minnm —trim from than. doupute the dorind, Y

uti‘tm and point out any :rrm dotuta‘plo w th-u nthnda. : !hn :

tho vho).o amlylh tumu oonplculy mtouﬂ—e.

'nrim:t athor mlimuon of thu mlyuu uro n“dstod w i«ho
| rnult', By nmum she mam mmnmy of these matrices TR
5 qonputor hunlung. ﬂ ia m-ihh te motmt autoutn l’rogua analysis
: nhqn wh!oh mu dﬂ-m in m-opwud promu a hrn class of ‘common
; :moﬂ. isolate tnd ucnttty w mhrwthu nnd romiu them in optimal
\ oquivnhn% Pragrm Snnh a whm is mrmt!.r uuhr 1nvnts.gnton here
at Lineotu h‘bontory. !I!., S :
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ABSTRACT

COMPUTERS OF THE FUTURE

This discussion is concerned with a radical change in the
technology utilized to manufacture digital data processing systems.
A picture of the effect of this change on our way of specifying and
designing systems is presented.

Present methods of circuit-system standardization are
contrasted with anticipated future methods. An illustrative example
of ""system function'' design and ''system tailored'' circuits and devices
is given. A summary is made of the more important work required in
order to progress from present to desired future systems. This
involves integrated Research and Development on programming languages,
system logic, packaging, devices, materials, service techniques, and
manufacturing methods.
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COMPUTERS OF THE FUTURE

R. Rice

INTRODUCTION

This paper considers the advances required in many related
technologies to revolutionize the construction and use of digital data
processing systems. Webster gives as one definition of a revolution:
""A total or radical change. ' In the following discussion we are parti-
cularly concerned with the radical change in fabrication technology and
wish to analyze the effect that this change will have on our methods of
computer design and specification.
PRESENT METHODS

The manufacturing techniques used in the electronic portion of
today's digital data processing systems are illustrated in Figure 1. The
active devices are standardized in these systems. Circuit standardization
is established at what may be defined as the Boolean functi?m level.
Circuits for AND, OR, Invert, Latch, Trigger, etc., are standardized
individually. The pluggable packaging usually combines several circuits,
either of the same type or in selected groups. A major system function
such as a complete working storage register and all its controls, an
arithmetic processing unit and its controls, etc., is obtained by assem-
bling a group of circuit packages on a panel and interconnecting the
circuit packages with individual wires. At the time the individual circuits

and packages are designed and optimized, very little information is




available regarding their specific employment in systems functions.

A digital ''system function'' may be defined as a combination of
logical elements interconnected and timed to perform major operational
sequences in a data processor. One of our future objectives is to create
major digital system functions in one continuous, automated manufactur-
ing sequence.

FUTURE METHODS

A possible future method for producing major ''system functions"
such as complete working storage registers, process units, memory
arrays, etc., is illustrated in Figure 2. We envision this manufacturing
line as a set of printing presses through which a conveyor system
passes. Substrate material is placed on the conveyor and proceeds
through the line. At each stage one pattern of interconnections, insulation,
or active material is printed on the substrate. Asrequired, bake ovens,
etc., may be strategically placed. Here, devices are standai-d by virtue
of the materials used. These materials are applied by a standardized
method to produce active elements, interconnections, insulation, etc., in
batches. The plates, inserted in each press, are made in an automatic
machine which develops the appropriate layout under equation cort rol for
major system segments.

The figure illustrating future methods is only diagramatic. The
manufacturing method chosen will probably depend on the basic component

technology and may be different for each type of component. Before com-

plete automation is realized it will be necessary to separately manufacture




active elements and rely on automatic testing and insertion. The field will
be dynamic and the illustration indicates a trend, not a specific technique.
ILLUSTRATIVE EXAMPLE OF A SYSTEM FUNCTION

A serial-by-digit, decimal adder is used to illustrate a system
function as shown in Figure 3. This represents a portion of an arithmetic
processing unit. The digital code assumed is a decimal ''one out of ten'
representation, chosen because decimal matrix addition is well under-
stood. Other examples or codes would have served equally well.

In this function a pair of decimal digits enters a process unit at
A and B and the added result is obtained at the output. A matrix, to be
described in detail, performs the first half addition. Other elements pro-
vide input drive, output carry detection, recombination, and the second
half addition. It is also necessary to store the presence or absence of
a carry so that as succeeding pairs of digits are processed the second
half addition circuit may be activated. Let it be assumed by way of example
that A equals 5 and B equals 6, as emphasized with heavy marked lines.
In the matrix the 5 on the vertical axis together with a 6 on the horizontal
axis activates an AND circuit which places an output on the eleventh
diagonal. After passing through the carry detection element, the eleventh
diagonal is recombined with the output line 1. The carry condition is
remembered for later use. Let us now consider circuits for the matrix

in more detail.

MATRIX UTILIZING INDIVIDUAL, STANDARDIZED BOOLEAN CIRCUITS

The circuit in Figure 4 is a Boolean standardized two-way AND




circuit with one transistor, four resistors, and various internal inter-
connections. Several outputs may be wired together to form an appropriate
OR circuit. A two-way circuit is chosen since for our purposes in the
addition matrix a three- or four-way AND circuit has no advantage.
A ten by ten matrix of these AND circuits is illustrated in
Figure 5. For clarity, the internal circuit connections and devices have
been omitted. In the matrix addition is accomplished by the coincidence
of current on any pair of lines such as A = 5and B = 6. When the AND
circuit at this intersection is active, its output is placed on the eleventh
diagonal. For packaging purposes the designer has the choice of packag-
ing several AND circuits on a single pluggable ut;i‘t. . When the circuits
were optimized, only the two-way AND logic together with the output
loading conditions were known.
| Let us now reexamine this same matrix from a ''system'' rather
than a circuit viewpoint (Figure 6). In this specific matrix element only
one AND circuit in the A = 5 column and the B = 6 row is '"on.'" This is a
system consideration and was not known at the time the Boolean AND
circuit was optimized. The vertical column A =5 will now be considered
as a single element.

SYSTEM TAILORED CIRCUITS

A circuit which is tailored to this ''system function'' is illustrated

in Figure 7. For convenience, transistors have been shown, although

etc., could have

other devices such as relays, tubes, cryogenic devices,
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been used. The input A supplies current to a common control which goes
to all the bases of the ten transistors. Since only one line on the B input
to the emitters is active at any instant, only one transistor will be conduc-
ting. Let us now examine the addition matrix utilizing this ''system
tailored'' circuit.
MATRIX UTILIZING SYSTEM FUNCTION CIRCUITS

The complete matrix is again shown in Figure 8, this time
utilizing ten of the ''system func tion''circuits. The "A'' entries on the
vertical axis go directly to the common control connections of the ten
AND circuits. The "B'' entries are connected to the emitters of the ten
transistors in each of the ten circuits. The collectors are connected to the
output lines which are functionally equivalent to diagonals in the previous
matrix. Note the identical configuration of the wiring to the inputs of all
ten matrix columns. The outputs of each ''system AND' circuit are con-
nected in a pattern which drops down to the next output line for each suc-
cessive group. Thus, to add 5 to the number entering B the sixth AND
circuit is activated. The number 6 on the B entry is moved down five
units on the output, giving a sum of 11. Although the number of transistors
required in both matrix examples remains the same, the passive elements
are eliminated and the packaging pattern for both interconnections and
devices is drastically improved.

In the illustration the solid lines represent a layer of interconnections

on the front of a printed substrate and the dotted lines, a second layer on

the rear. Connections through the substrate are indicated by dots. Inasmuch




as ten system function circuits are used, ten component packages consisting
of active elements only may be mounted on a single substrate that contains
the complete interconnection wiring.

A computer may be described as 'a bunch of wires connected by
active elements. '' This second method of matrix design underscores
that definition. Three important features become apparent in this
example. First, careful attention to system function circuits will lead
to logical layouts that are much easier to express algebraically for
equation-controlled manufacturing. Second, the amount of packaging and
interconnections, and the number of elements involved can be reduced over
present methods. Third, new ''system function'' device specifications will
emerge.
SYSTEM TAILORED DEVICES

The previous discussion presented an example in which circuits
and system function logic were combined using standard transistors. Present
active devices are individual elements packaged "aepa.rately, as shown in
Figure 9. The connections between the active and passive elements are gener-
ally made by individual wires, although more recent systems use printed

wiring for curcuit packages.

In an early generation, multi-element ''system tailored'' devices

will be available. In addition, a much greater proportion of the intercon-
nections will be etched and printed. Multi-element miniaturized components

have been made available in small quantities by American Bosch Arma, the




Diamond Ordnance Fuze Laboratory Hughes Aircraft, RCA, Texas

Instruments, and others. Programs in molecular electronics to permit

the use of plating and vacuum-deposition processeé are also receiving

attention. Much of this work is for military applications but will probably
be available for commercial use in the near future.

The production of interconnections and active elements in one
continuous manufacturing process will occur with the introduction of films,
either thick or thin, into systems. At this time, semiautomatic methods
of manufacture will be mandatory. Here it is obvious that separate con-
siderations of system functions, circuits, and devices may no longer exist.
The device illustrated contains multiple active elements controlled by a
single line. Magnetic coupling is used to accomplish switching in thin
film cryogenic systems and speeds are very high. One suspects that
nature also provides a medium speed and cost arrangement if we are
clever enough to detect it.

Further in the future we may anticipate true microminiaturized
systems constructed from automatic, computer-controlled'processes
utilizing bulk materials. The late Professor Dudley Buck has defined a
microminiature computer as: ''A computer on a scale which could never
be looked at in an optical microscope.'' In this technology, the cost of
active elements will approximate the cost of interconnections. Logical

designers may enjoy the luxury of utilizing thousands of active elements

to perform logical functions of a complex nature.
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One of our major objectives is to reach the future system
illustrated here. Let us now consider some of the more important work
to be done to make this possible.

DIGITAL DATA PROCESSING APPROXIMATE RELATIVE COSTS

The bar graph (Figure 10) shows the approximate relative costs
of processing data in presently available comme rcial general-purpose
digital systems. Problem preparation and programmiﬁg costs are gener-
ally accepted as being approximately one half of the total. The remaining
costs may be divided into two major items: the electronic main frame
costs and the electromechanical peripheral equipment costs. The percent-
ages vary from system to system, but are essentially as follows: The
cost of the main frame electronics varies between 15 and 25 percent of the
total, and includes the main random access storage, the arithmetic and
logic unit, and controls. In the rﬁain frame, the switching devices cost
approximately one-third and the packaging (which includes circuit cards,
panels, interconnections, frames, display, covers, etc.), approximately
two thirds. The cost of the electromechanical portion of a system may
vary between 25 and 35 percent of the total and may be divided into two
parts. The first is bulk storage involving mechanical motion. This part
includes tapes, discs, drums, etc., and their attendant electronic equip-

ment. The second part is the input-output equipment, including communi-

cation devices.

PRESENT GENERATION

General purpose systems predominate at the present time.




This is probably due to the relatively high cost of research and develop-
ment coupled with long design and manufacturing lead times for initial
production. Instructions usually include an operation, one or two addresses,
and a few special control bits. The instruction code at the machine language
level is relatively "micro' due to the general-purpose requirement and for
other reasons not covered here.

System specification normally starts with a market analysis
so that a potential product may be defined. Performance, storage volume,
input-output equipment, etc., are established at this time. Available
standard circuits and packages are considered during the specification of
system logic. Outputs from the system design are block diagrams, or
equations, or both. At this stage we do not know where each device or

circuit will be placed, nor the length of interconnections.

In programming, present generation machines use autocoders

to translate from problem language into machine language. The auto-

coders, in many instances, involve execution time and occupy storage
space. This combination of autocoders and machine language is the

result of the programmer's desire to have a different machine language

than the one technology is able to economically provide.
Devices used in present systems, both active and passive, are

individually manufactured by semiautomated methods. This allows

individual testing, selection, and replacement in the event of malfunction.
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The circuits are Boolean optimized and the minor packaging
assemblages usually include several elementary functions. Recent trends
as evidenced in machines like the Philco TRANSAC, are toward the

. "

inclusion of more Boolean type circuits on each pluggable element. Inter-
connections are a mixture of printed cards and hand inserted wires and
cables.

The major mechanical design of a system starts when logical
specification and Boolean standardized circuits are available. With this
information, the active and inactive elements may be located and packaged.

For the first time, lead lengths become accurately known. The output

from mechanical design is generally a complete set of blueprints which

go to the manufacturing engineering groups.

In the peripheral equipment area the bulk storage usually involves
magnetics and includes much mechanical equipment. Access to data in
this type of storage is either serial-by-bit or serial-by character. The

input-output equipment is essentially mechanical, taking data from a key-

board to a buffer storage and, later, taking data from a buffer to a

printer to produce hard copy.




Servicing is usually done by a combination of electrical tests and
dlagnostic programs. It involves locating the defecti%re active or passive
elements and substituting new pluggable cards.

Summary

The specification and design of present systems is essentially a
serial process in which most major elements are individually standardized
and then assembled to make a system. The design feedback loops, while
many, have rather high impedence.

NEXT GENERATION

The next generation, as illustrated by the bar in Figure 11, may be
characterized mainly by '"'system oriented" design and manﬁfacturing
techniques. Commercial machines will probably remain genefal-purpose
in nature.

The bars illustrating approximate relative cost on this and suc-
ceeding generations does not necessarily indicate that the cost of an
equivalent advanced machine will be reduced. The length of the bars
represents the relative proportionate cost for each of the major elements
in a system for a particular generation. Past experience has shown that
as more powerful techniques become available we solve larger problems;
therefore, we have an option of obtaining more computing for our millions
or reduced costs for the same amount of processing. This is obviously a

designer's choice and will be adjusted to suit requirements as he specifies

a particular system.

A major change will occur in the specification of systems. Logic

and circuits will be merged to produce new system function circuits
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utilizing standard devices. The physical location of components, the
interconnection lengths and paths, and layout of the package will be speci-
fied as an integral part of logic. To attain these objectives a new
''system function algebra' is necessary. This algebra, which will begin
with the logical Boolean expressions, must be enriched to include the
active and passive device characteristics, the physiga.l location of all
components, the interconnection paths and lengths, and timing.

Programming in this generation will be done with more powerful
macro-type instructions. Machine language instructions will approximate
the level typified by coding systems such as FORTRAN. Relatively speak-
ing, more hardware will be in the instruction controls with the objective of
making programming easy and fast.

Improved single function devices and some use of multifunction
devices may be anticipated.

A major change in packaging as well as in logic-circuit specifica-
tion will occur in this generation. Complete system functions will be
packaged on one replaceable element. Interconnections will be etched,
printed, evaporated, or batch produced by other automated techniques.
Manufacturing equipment, methods, and mechanical design techniques must
undergo the appropriate changes.

Service will be accomplished by locating and replacing malfunc-
tioning major system functions. If the individual devices are expensive,
they may be replaced at a testing and service center so that ihe system

function may be returned to stock. If not, the whole unit may be discarded.

Extensive built-in checking and automatic program diagnosis will be




included. The logic of the machine will require more redundancy for
checking and diagnostic purposes.
Summary

This generation involves a major improvement in logical design
and packaging. New devices or other research items Are not necessarily
required.

SECOND GENERATION (Figure 12)

Two major changes characterize the second generation sys tems.
First, system-tailored multi-element devices will be used extensively.
This will influence mechanical design, packaging, and manufacturing
equipment. Secondly, special-purpose machine systems to solve classes
of problems will be made on the same manufacturing line. The logical
specification of these machines will be generated by computers utiliéing
system function algebra. Extensions of the algebra will control the manu-
facturing setup. This combination will drastically reduce design and pro-
duction lead times and cost of the product.

The availability of special-purpose systems will ease programming
difficulties through the use of application-tailored languages to solve
related classes of problems.

System-function design techniques and devices will be applied to
bulk storage. For input-output, electronics will replace mecl;anical equip-

ment wherever possible.

No on-line service will be performed since the ma chine will be

able to select alternate logical paths in the event of a malfunction. At




inspection periods, previously flagged defective system elements will be
removed and replaced.
THIRD GENERATION (Figure 13)

The true revolution begins in the third generation. Here, device,
package, and interconnections are inseparably merged. Major system
functions will be produced from bulk materials in computer-controlled
continuous manufacturing processes. Techniques such as vacuum deposi-
tion, electron beam writing, spraying, printing, etc., will be utilized,
depending on device technology chosen relative to the speed and cost range
desired. The use of three dimensional connections will alter packaging
concepts., Miniaturization for complete systems may now be realized.
This miniaturization will allow dramatic increases in the number of active
elements available for both logic and storage.

The availability of vast amounts of homogeneous storage with
internal logical capabilities will drastically alter programming methods. In
particular, built-in symbolic addressing will eliminate the inefficient and
tedious hous ekeeping associated with present-day machines. Coupled with
special-purpose instruction sets, this will allow machine language to

approximate problem language.

The input-out put equipment will now be reduced to that which is
used to communicate with humans or from machine to machine, since bulk

storage is now merged with the main frame.
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Service will be simple because automatic error detection and
correction by the machine will allow continuous operation. Defective
elements will be replaced at the next service period.

FUTURE GENERATION

We may envision a few aspects of future generationsvnow
(Figure 14). True microminiaturization meeting Professor Buck's defi-
nition will be realized. Self-organizing systems will become possible due
to microminiaturization and better understanding of the logic involved.
The use of self-organizing systems to find optimum solutions to problems
will allow us to synthesize more economical, special-purpose systems for
on-line use.

For programming, we may anticipate that machine language will
approximate or equal human language if we have progressed properly to
this point and if we use self-organizing systems appropriately. A major
change in input-output techniques is required. Voice and pattern recog-
nition, and vastly improved display and printing systems are needed.

In this generation service will be accomplished by throwing the
whole computer away.

In summary, to progress from the present day data processing
capabilities to more desirable future systems, we require greatly increased
logical capabilities, vast amounts of storage, improved input-output methods

and more speed. All these elements tend to require microminiaturization,

batch-bulk processing, automated logical synthesis, and equation-controlled




iy

manufacturing. Consequently, both speed and system cost require and
benefit from this revolution.
CONCLUSION
Future computers (Figure 15) will be standardized as follows:
1. Interconnections and active devices will be made in a continuous

process from bulk raw materials to finished product.

24 The device, circuit, and interconnection technology will merge.

3. System function algebra will be used to specify all aspects of
design.

4, Completely automated, computer controlled manufacturing methods

will be used.

From these techniques we will obtain efficient special-purpose
digital data processing systems., They will be produced economically
with short design and construction lead times through complete automation.

This will result in more brain power being devoted to discovering and

defining new problems, and in their cheap, efficient solution.
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INTRODUCTION AND SUMMARY

Among the major problems facing technical management today
are those involving the coordination of many diverse activities toward a
common goal. In a large engineering project, for example, almost all the
engineering and craft skills are involved as well as the functions represented
by research, development, design, procurement, construction, vendors,
fabricators and the customer. Management must devise plans which will
tell with as much accuracy as possible how the efforts of the people repre-
senting these functions should be directed toward the project's completion.
In order to devise such phnﬁ and implement them, management must be able
to collect pertinent information to accomplish the following tasks:
1) To form a basis for prediction and planning
2) To evaluate alternative plans for iccomph-hing
the objective
3) To check progiéli agiinst current plans and
objectives, and
4) To form a basis for obtaining the facts 3o that

decisions can be made and the job can be done.

Many present project planning systems possess deficiencies
resulting from techniques inadeguate for dealing with complex projects.
Generally, the several groups concerned with the work do their own detailed
planning and scheduling -- largely independent from one another. These
separate efforts lead to lack of coordination. Further, it is traditional in
project work that detailed schedules be developed from gross estimates of
total requirements and achievements based on past experience. The main
reason for this oversimplification steme from the inability of unaided human
beings to cope with sheer complexity. In consequence, many undesirable

Some important aupictl of a project, which should be
As a

When

effects may arise.
taken into account at the outset, may be ignored or unrecognized.

much confusion may arise during the course of the project.

result,




this happens, the management of the project is left to the coordinators
and expediters. In such circumstances, management loses much of the
control of 4 project and is never quite sure whether its objectives are
being attained properly.

‘Recognizing the deficiencies in traditional project planning and
scheduling procedures, the Integrated Engineering Control Group (I. E.C.)
of E. 1. duPont de Nemours & Co. proceeded to explore possible alternatives.
It was felt that a high degree of coordination could be obtained if the planning
and scheduling information of all project functions are combined into a single
master plan -- a plan that integrates all efforts toward a common objective.
The plan should point directly to the difficult and significant activities -- the
problems of achieving the objective. For example, the plan should form
the basis of a system for management by c'xccption. That is, within the
framework of the rules laid down, it should indicate the exceptions. Under

such a system, management need act only when deviations from the plan

occur.
The generation of such a coordinated master plan requires the con-

sideration of much more dotailéd information at one time than heretofore
contemplated in project work, In turn, a new approach to the whole problem
of planning and scheduling large’ project,is required. In late 1956, I.. E.C.
initiated a survey of the prospects for applying electronic computers as an
aid to coping with the complexities of managing engineering projects. The
following were the qunti‘ohl of most pressing interest: To what extent can
a computor-orloniod system be used:

1) To prepare a master schedule for a project?

2) To lr.oviu schedules to meet changing conditions

in the "most" economical way?
3) To keep management and the operating departments
‘ advised of projccf progress and changes?




During the course of this survey outside help was solicited, As
part of their customer service, Remington Rand UNIVAC assigned the
firest author tb the job of providing some assistance., At the time the second
author represented duPont in this effort. The result of our alliance is the
subject of this essay.

We made a critical analysis of the traditional approach to planning
and a study of the nature of engineering projects. It quickly became
apparent that if a new approach were to be successful, some technique
had to be used to describe the interrelationships among the many tasks that
compose a project. Further, the technique would have to be very simple
and rigorous in application, if humans were to cope with the complexity of
a project,

One of the difficulties in the triditlonu approach is that planning
and scheduling are carried on oimulﬁaooully.‘ At one session, the planner
and scheduler consider -- or attempt to consider -- hundreds of details of
technology, uqlunéc. duration times, calendar deliveries and completions,
and cost, With the planning and scheduling functions broken down in a step
by step manner, fruitless mental juggling might be avoided and full advantage
taken of the available information. 2

Accordingly, the first step in building a model of a project planning
and scheduling system was to separate the functions of planning from sched-
uling, We defined phnning as the act of stating what activities must occur
in a project and in what order these activities must take place, Only tech~
nology and sequence were considered. Scheduling followed planning and is
defined as the act of producing»projccf timotablu in consideration of the plan
and costs. ;

The next step was to formulate an abstract model of an engineering
project. ‘The basic elements of a project are activities or jobs: determina-
tion of specs, blueprint 'p‘t.para‘tion. pouring foundations, erecting steel,
etc. These activities are reprinntod j;uphlcany in the form of an arrow

diagram which permits the user to gtudy the technological relations among

thujri.r



Cost and execution times are associated with each activity in the
project. These factors are combined with the technological relations to
produce optimal direct cost schedules possessing varying completion dates.
Asg a result, management comes into possession of a spectrum of possible
achoduh'l. each having an engineered uqnoncé. a known elapsed time span,
a known cost function, and a calendar fit, In the case of R & D projects,
one obtains ''most probable' schedules. From these schedules, management
may ulict a schedule which maximizes return on investment or some other
objective criterion. '

The technique that has been developed for doing this planning and
scheduling is called the Critical-Path Method. This name was selected
because of the central position that critical activities in a project play in
the method. The Critic#l-Pnth Method is of general interest from several
aspects: FaeRt ' :

1) It may be used to solve a class of "practical”
business prbbloml

2) - It requires the use of modern mn_thomatics

3) Large-scale éonipﬁtlng equipment is required
for its full implementation

4) It bas been programmed for three computers --
UNIVAC I, llOSA and 1105 with a Census Bureau
configuration

5) It has been put into practice

In what follows we will attempt to amplify these points. We will
describe various aspects of the mathematical model first. The mathematics
involved will be treated rather superficially, a detailed development being
reserved for a separate paper. The second part of this essay will cover
the experience and results obtained from the use of the Critical-Path Method.




PART I: "ANALYSIS OF A PROJECT

1, PROJECT STRUCTURE

Fundamental to the Critical-Path Method is the basic representa-
tion of a project. It is characteristic of all projects that all work must be
performed in some well-defined order. For example, in construction work,
forms must be built before concrete can be poured; in R & D work and product
planning, specs must be determined before drawings can be made; in adver-
tising, artwork must be made before layouts can be done, etc.

These relations of order can be shown graphically. Each job in
the project is represented by an arrow which depicts (1) the existence of the
job, and (2) the direction of time-flow (time flows from the tail to the head of
the arrow). The arrows then are interconnected to show graphically the
sequence in which the jobs in the project must be performed. The result is
a topological representation of a project. Figure 1 typifies the graphical
form of a project.

Several things should be noted. It is tacitly assumed that each job
in a project is defined so that it is fully completed before any of its successors
can begin. This is always possible to do. The junctions where arrows meet
are called events. These are points in time when certain jobs are completed
and others must begin. In particular there are two distinguished events,
origin and terminus, respectively, with the property that origin precedes

and terminus follows every event in the project.
Associated with each event,as a labelis a non-negative integer. It

is always possible to label events such that the event at the head of an arrow
always has a larger label than the event at the tail. We assume that events
are always labeled in this fashion. For a project, P, of n+ 1 events,
origin is given the label 0 and terminus is given the label n .

The event labels are used to designate jobe as follows: if an arrow
connects event i to event j » then the associated job is called job (i, }).

During the course of constructing a project diagram, it is necessary




to take into account a number of things pertaining to the definition of each

job. Depcnding upon luch factors as the purpose for making the project
analysis, the nature of the project, and how much information is available,

any given job may be defined in precise or very broad terms. Thus, a job

may consist of simply typing a report, or 'it might encompass all the develop-
ment work leading up to the report plus the typing. Someone concerned

with planning the development work should be interested in including the

typing as a job in the project while those concerned with integrating many

small development projects would probably consider each such project as y
an individual job.

Further, in order to prepare for the scheduling aspects of project
work, it is necessary to comnsider the environment of each job. For
example, on the surface it may be entirely feasible to put 10 men on a
certain job. However, there may only be enough working space for five
men at a time. This condition must be included in the job's definition,
Again, it may technically be possible to perform two jobs concurrently.

However, one job may place a safety hazard on the other. In consequence,

the first job must be fqr'ccd to follow the second.

Finally, the initiation of some jobs may depend on the delivery of
certain items -- materials, plans, authorization of funds, etc. Delivery
restraints are considered jobs, and“thoy raast be included in the project
diagram. A similar situation occurs when certain jobs must be completed
by a certain time. Completion conditions on certain jobs alsc may be handled,
but in a more complicated fashion, by introducing arrows in the project diagram. j

Project diagrams of large projects, although quite complicated, can
be constructed in a rather simple fashion. A diagram is built up by sections.
Within each section the task is ba‘ccompnlhnd one arrow at a time by asking
and answering the following queotiono for each job:

1) What immediately precedes this job?
2) What immediately follows this job?
3) What can be concurreat with this job?




By continually back-checking, the chance of making omissions is small.
The individual sections then i:e connected to form the complete project
diagram. In this way, projects involving up to 1600 jobs have been handled
with relative ease. ;

From a scientific viewpoint, the idea of diagramming the technolog-
ical relations among the jobs in a project is almost trivial., Such diagrams
are used in many engineering and mathematical applications. However,
diagramming is an innovation in project work which has given planners
several benefits: : ?

1) It provides a disciplined basis for planning a project.

2) It provides a clear picture of the scope of a project
that can be easily read and understood.

3)) It prmﬁdu a vehicle for evaluating alternative
strategies and objeétivel.

4) It tends to prevent the omission of jobs that naturally
belong to the projict. s

5) In showing the interconnections among the jobs it
pinpoints the responsibilities of the various operating
departments involved.

6) It is an aid to refining the design of a project.

7) It is an excellent vehicle for training project personnel.

2. CALENDAR LIMITS ON ACTIVITIES

Having a diagram of a project is only the first step in analyzing
a project, Now the plan must be put on a timetable to obtain a schedule.

In order to schedule a project, it is necessary to assign elapsed
time durations to each job. Depending on the nature of the project this data
may be known deterministically or non-deterministically. Another way to
gay this is that the duration of each job is a random variable taken from an

approximately known distribution. The duration of a job is deterministic

when the variance of the distribution is small. Otherwise it is non-

deterministic.




IEg Q\e}\o}ﬁﬂ/\n/i:gﬁ’g}\g/g/. On the basis of estimated elapsed times, we may
compute approximations to the earliest and latest start and completion times
for each job in a project. This information is important not only for putting
a schedule on the calendar, but also for establishing rigorous limits to guide
operating personnel. In effect, it tells those responsible for a job when to
start worrying about a slippage and to report this fact to those responsible
for the progress of the project., In turn, when this information is combined
with a knowledge of the project's topological structure, higher management
can determine when and how to revise the schedule and who will be affected
by the change. This kind of information is not determined accurately by
traditional methods. What this information provides is the basis for a system
of management by oiception. ‘

Let us assume that the project, P, of n +1 events, starts at
relative time 0. Relative to this starting time each event in the project
has an earliest time occurance. Denote the earliest time for event i by

ti(o) and the duration of job (i;j) by ¥ij We may then compute the values
of ts(o) inductively as follows:

(1)
, tjw) = max [ng “1(0) 1<), (e P], 12j<n,

Similarly, we may compute the latest time at which each event in

the project may occur relative to a fixed project completion time. Denote

the latest time for event i by ti(l) . If M\ is the project completion time

(where A > tn(o)) we obtain

e
n

(2) (1)

t =min[tj(l) fi<j, (iL,je Pl,0<i<n-1.

- Yij

Having the earliest and latest event times we may compute the




following important quantities for each job, (i,j), in the project:

Earliest start time = t (0)

i
Earliest completion time = ti(O) + yij
Latest start time = t (1) -y

J ij
Latest completion time = tj(o)
Maximum time available B tj(n - ti(o)

If the maximum time available for a job equals its duration the job
is called critical. A delayina critical job will cause a comparable delay
in the project completion time. A project will contain critical jobs only when
A= tn(o) . If a project does contain critical jobs, then it also contains at
least one contiguous path of critical jobs through the project diagram from

origin to terminus, Such a path is called a critical-path.

If the maximum time available for a job exceods its duration, the
job is called a floater. Some floaters can be disphcéd in time or delayed
to a certain extent without interfering with other jobs or the completion of
the project. Others, if displaced, will start a chain reaction of displace-
ments downstream in the project.

It is desirable to know, in advance, the character of any floater.
There are several measures of float of interest in this connection. The

following measures are easily interpreted:

Total Float = tju) - ti(O) - ¥y

Free Float = tj(o) - ti(o) - Yij
Independent Float = max (0, tj(o) - ti(l) - Yij)
Interfering Float = tj(l) - tj(o) .

Non-Deterministic Schedules,  Information analogous to that obtained in
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the deterministic case is certainly desirable for the non-deterministic case.




It would be useful for scheduling a.pglied research directed toward a well-
defined objective. | |
However, in attempting to develop such information some difficulties
are exicounterod which do not seem easily resolved. These difficulties are
partly philosophical and partly mathematical., Invelved is the problem of
defining a "meaningful"' measure for the criticalness of a job that can be
computed in a "'reasonable' fashion.
Although a complete analysis of this situation is not germane to the
_ development of the Critical-Path Method, it is appropriate, however, to
indicate some concepts basic .to such an analysis, Thus, in the non-deterministic

case we assume that the duration,

(y)
Visol,

at which an event occurs is also a random variable, t , with probability

i

density H,(t) . We assume that event 0 is certain to occur at time 0 .

j
Further, on the assumption that it is started as soon as possible, we see that

YU , of activity (i, j) is a random variable

el with probability demsity G As a consequence it is clear that the time

oy .-;(;_3 ti + YU A the completion time for job (i,j) , is a random variable with prob-
ability density su(x) : '
Gu(x) L if1=20
(3) Byy) = “
5 Hy ) Gy x - u) du | i, 5)¢ P .
- 00

Assuming now that an event occurs at the time of the completion of

the last activity preceding it we can easily compute the probability density,

Hj(t) s of

See M. G. Kendall, "The Advanced Theory of Statistics", Vol. 1,
J. B. Lippincott Co., 1943, p. 247.
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t, =max[x, | (ljeP,i<j],

J &'l
where xij is taken from Su(x):

(4) H(t)= . Z jm Ss (w)da, 1<j<n.
J (i,j)e P (k.j)c P
k#i

Several methods are available for approximating Sij(x) and Hj(t) ¥
The one which suits our taste is to express Gij(y) in the form of a histogram
with equal class intervals. The functions Sij(x) and Hj(t) are then histo-
grams also and are computed in the obvious way by replacing integrals by
sams. It would seem that in practice one can afford to have fairly large class
intervals so that the chore of computing is quite reasonable.

in computing Sij(x) and Hi(t) above we assumed that job (i, j) was
started at the time of the occurance of t1 . Fo: various reasons it may not
be desirable to abide by this assumption. Indeed, it may be possible to delay
the start of job (i,j) to 2 fair extent after the actual occurance of ti without
changing the character of Hj(t) . However, the assumption we have made
does provide a probabilistic lower bound on the start time for job (i,j) . By
analogy with the deterministic case we may think of Hi“) as the probability
density of the earliest start time for job {i,j) . Similarly, Sij(x) in (3) then
becomes the probability density of the earliest completion time for job (i,)) .
In this sense, (4) is the probabilistic analogue of (1) .

It is desirable to be able to measure the eriticalness of each job in
the project. Intuitively one iz tempted-to use the probabilistic analogue of
(2) , running the project mcMrd from some fixed or random completion
time as was done in the deterministic case. In this way one might hope to
obtain inforrnation about the latest times at which events can oécur, so that
probabilistic measures of float might be oﬁttined. It appears that this is a
false hope lince. among other things, such a procedure assumes that the
project start time is a random variable and not a certain event. (The project

start time can always be assumed certain, simply by making lead time for
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the project start on the day the calculations are made. )

To procoed'furthér we must introduce the notion of ''risk" in
defining the criticalness of a job. On the basis of this definition one would
hope to obtain probabilistic measures for float which would be useful for
setting up a system for management by exception. We will not explore
these possibilities further here.

3, THE PROJECT COST FUNCTION

In the _@otcrminiltiﬁ cgl;. the durations of jobs may sometimes be
allowed to vary within certain limits, This variation may be attributed to
a number of factors. The elapsed~time duration of a job may change as the
namber of m;n put on it chuu;ﬁ, as the type of equipment or method used
changes, as the work week changes from 5 to 6 to 7 days, etc. Thus, manage-
ment has considerable freedom "to-'chaole the elapsed~-time duration of a job,
within certain litnitatiém on available resources and the technology and
environment of the job, Every set of job durations selected will lead to a
different lchcdﬁlo and, in consequence, a different project duration. Conversely,
there are generally many ways to select job durationes so that the resulting
schedules have the same shortest time duration.

Faced with making a choice, management must have some way of
evaluating the merits of each possibility, In traditional planning and schedu-
ling systems such a criterion is not too well defined. In the present context,

however, there are several possibilities. The one we will focus our attention

upon is cost.
Job Cost. When the cost (labor, oqﬁipmont and materials) of a typical

engineering job varies with elapsed-time duration it usually approximates
the form of the curve of Figure 2, This is what is usually called "direct"

cost. Costs arising from administration, overhead, and distributives are

not included.
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. Note that when the duration of job (i,j) equals DU » the cost is
a mininmum, On the surface, this is a desirable point at which to operate,
Certainly management would seldom ever elect to require the job to take
longer than the optimal method time. We call D‘ j the normal duration for
job (i,j) . However, exogenous conditions may require that a job be expedited,
This may be done in a variety of ways. But in any case there is a limit to
how fast a job may be performed. This lower bound is denoted by dlj in
Figure 2 and is called the crash duration for job (i,j) .

It is thus reasonable to assume that the duration yij of job (i, })

satisfies

(5) 0< du,,f_ YU < Dij ‘

The cost of job (i, j) i now approximated in a special way over the
range defined by inequalities (5). ‘The type of approximation used is dictated
by. the mathematical technique involved in what follows. Thus, we must
assume that the approximate cost function is a piecewise linear, non-increasing
and convex function of T Usually in practice insufficient data is available
to make more than a linear approximation. ' There are exceptions, of course,

In the linear case we may write

(6) Cost of Job (i,}) = "ij YU +bij :
ST 205 >0,
\{5 where .U <0 and bU >0
Minimum Project Costs. On the basis of job cost functions just developed
A NANANAAN VNN AN T

we can determine the (direct) cost of any particular schedule satisfying
inequalities (5) by simply summing the individual job costs. That is,

(M) Project (Direct) Cost = = (au Yij +bij)
(i,j)e P
It is clear that there are generally many ways that job durations
may be selected so that the earliest completion times of the resulting schedules
are all equal, However, each schedule will yield a different value of (7), the




project cost, Assuming that all conditions of the project are satisfied by

these schedules, the one which costa the least invariably would be selected
for implementation.

It is therefore desirable to have a means of selecting the least
costly schedule for any given feasible earliest project completion time,
Within the framework we have already conliructed. such "optimal' schedules
are obtained by solving the following linear program: Minimige (7) subject
to (5) and

(8) Yy Sty=t WP,
and
(9) to'ootn’Xo

Inequalities (8) express the fact that the duration of a job cannot exceed the
time available for performing it. Inequalities (9) require the project to
start at relative time 0 and be completed by relative time A . Because of
the form of the individual job cost functions, within the limits of most interest,
A is also the earliest project completion time,

At this point it should be noted that the case where each job cost
function is non-increasing, piecewise linear and convex is also reducible to
a parametric linear program (see [7] and [8]). It does not add anything
essential here to consider this more generalized form.,

A convenient tool for generating schedules for various values of A
is the method of parametric linear programming with A as the parameter.
Intuitively, this technique works as follows, Initially, we let yu = Dij for
every job in the project. This is called the all-normal solution. We then
assume that each job is started as early as possible, As a result we can
compute t (0) ¢or all events. In particular, the earliest project completion
time for thi- schedule is \ = t (0) . By the nature of the job cost functions
this schedule is also a minimum cost schedule for A\ = t () « We now force
a reduction in the project completion time by expediting ccmih of the critical
jobs -~ those jobs that control project completion time. Not all critical jobs
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are expedited, but only those that drive the project cost up at a minimum
rate as the project completion time decreases, As the project completion
is reduced, more and more jobs become critical and thus there is 2 change
in which jobs arc-&-be expedited. This process is repeated until no further
reduction in project con;élotion time is possible,

Mathematically speaking, the process utilizes a primal-dual algo-
rithm (see [6]). The restricted dual problem is a network flow problem
involving both positive upper and lower bound capacity restrictions. A form
of the Ford-Fulkerson network flow algorithm [3] is used to solve it, The
critical jobe that are expedited at each stage of the process correspond to a
cut set in the graph of all critical jobs, »

This process produces a spectrum of’.cheduleo (characteristic
solutions in the linear programming sense) each at minimum total (direct)
cost for its particular duration. When the costs of these schedules are plotted
versus their respective durations, we obtain a non~increasing, piecewise
linear, convex function as depicted in Figure 3. This function is called the
project cost curve. |
I{!g! _of the Project Cost Curve.  The project cost curve only reflects the
direct costs (manpower, cquipnﬁut and materials) involved in executing &
project. However, other costs are involvo& which contribute to the total
project cost, such l.i overhead and administrative costs and perhaps even
penalties for not completing a project or some portion of it by a certain time.
These external costs must be taken into account when managemert plans how
the project should be implemented relative to overall objectives.

Relative to these external costs there are at least two types of con-
siderations that management may makes

1) The (direct) cost curve for the project may be
compared with the indirect cost of overhead and
administration to find a schedule which minimizes
the investment cost.

2) The investment cost curve may be compared with

market losses, as when it is desired to meet the

demands of a rising market in a competitive situation.




The schedule selected in this case is one which

maximizes return on investment.

4. MANPOWER LEVELING

As developed in this paper, the Critical-Path Method is based
primarily on the tochnolo;icil requirements of a project. Considerations
of available manpower and equipment are conspicuous by their absence. All
schedules computed by the technique are technologically feasible but not
necessarily practical. For example, the equipment and manpower requirements
for a inrtiéulat schedule may exceed those ;viihblo or may fluctuate violently
with time. A means of handling these difficulties must therefore be sought --
a method which "levels" these requirim-.

Here we wi):l dﬁtlino thc approach we have taken to this problem,

We restrict the discussion to manpower, similar considerations being appli-
cable to leveling equipmoni requirements.

The term "manpower leveling' does not necessarily mean that the
same number of men should be used throughout the project. It usually means
that no more men than are available should be used., Further, if this require-
ment is met, one should not use the maximum nﬁmbor of men available at one
instant in time and very few the very next instant of time.

The difficult part of treating the manpower leveling problem from a
mathematical point of view is the hck of any explicit criteria with which the
"best" use of manpower can be obtained. Under critical examination, avail-
able levels of manpower and also changes in loﬁl are established arbitrarily,
This situation exists to some degree regardless of the organization involved.
Even in the construction industry, where the work is by nature temporary, the
construction organization desires the reputation of being a consistent ‘"project
life" employer. The organization wants the employee to feel that once "hired
on" he can be reasonably sure of several months' work at the very least. In
plants and in technical and professional engineering fields the same situation

exists but with more severity. The employee is more acutely aware of




"security', and the employer much more keenly aware of the tangible costs
of recruitment and layoff as well as the intangible costs of layoff to his

overall reputation and well-being.

In most organizations idle crafts and engineers or the need for
new hires are treated with overwhelming management scrutiny. This is an
excellent attitude, but too often this consideration is short range and does not
consider long range requirements.

The following approaches to this problem have been made:
Incorporating Manpower Sequences. It is possible to incorporate manpower
availability in the project diagram, However, this approach can cause con~
siderable difficulty in stating the diagram and may lead to erroneous results.
Therefore, we recommend that this approach be dropped from consideration.

For example, assume there are three jobs -- A, B, and C -~ that,
from a technological viewpoint, can occur concurrently, However, each job
requires the same crew. We might avoid the possibility that they occur
simultaneously by requiring that A be followed by B, followed by C. 1Itis
also possible to state five other combinations -- ACB, BCA, BAC, CAB, and
CBA.

If we assume that this example occurs many times in a large arrow
diagram, then there is not one, but a very large number of possible diagrams
that can be drawn,

Now suppolé a mnnpbwer sequence was not incorporated in the diagram
and schedules were computed. It could be that the float times available for
jobs A, B, and C are sufficient to perform the jobs in any of the six possible
time uq;uncn. However, by igcorpor;aung nianpower sequences, we would

never really know the true scheduling possibilities.

Examining Implied Requirements. Currently this method is performed
manually and has been successfully used by applications personnel. It is
possible to do much of the work involved by computer but, thus far, computer
programs have not been prepared.

In preparing the work sheets for each activity, a statement is made
of how many men per unit of time by cuft are required for each duration.
The planning and scheduling then proceeds in the manner prescribed by the

Critical-Path Method. After a schedule is selected fror all of the computed
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schedules, work on manpower leveling starts.

The first task is to tabulate the force requiied to execute the jobs

along the critical path, Manpower commitments must be made to do these
jobs at lpocitic calendar dates. If manpower is not available, a longer
duration schedule must be selected and the force requirements re-evaluated.

If adequate manpower is available to perform the critical jobs, then
the total work force required by time units is tabulated. This is done by
assuming every job starts at its earliest start date. The tabulation also is
done, except assuming that every job starts at its latest start date,

Two total force curves result, These are then examined to be sure
that they conform with some implicit statement of desired force. If not, the
floaters are displaced to smooth the force curve. (In practice it has been
found that one should displace the jobs with the least float first.) :

During the tabulation and leveling processes, sub-totals are kept
by craft to ensure that, even though total force may be all right, craft re~
strictions also are met,

The smoothing (a purely heuristic process) is done until the desired
force and craft curves are obtained, or until it is discovered that the schedule
requires an unavailable force. In this case, the next longer schedule is
selected, and the process is repeated until satisfactory results are obtained.

In one actual case, it was determined after attempts at smoothing
that 27 mechanice were required when only 8 wﬂra available. Smoothing for
this condition meant about a 20% lengthening of the critical path. Armed with
this information, the planning and scheduling staff placed in management's
hands a gquantitative measure of the meaning of a manpower shortage so that,
in advance, corrective action could be taken.
§o}¥iq§/ 59\;\ /1535335{/' A procedure has been developed for computer programs=-
ming that again is subjective in approach, One does not "solve' for the "best"
force on the basis of some objective criteria. Rather, one states in advance
what ig "best" and then attempts to find the "best" fit.

The procedure is similar to examining the implied force requirements.
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The total force curve desired, and craft breakdowns if required,
constitute the input.- Then a :tcp;by- step procedure is followed to move
the floaters so that the resultant force curve approximates the desired force
curve., If the results are unsatisfactory, the procodura would be to begin
n.gain with a schedule of longer duration,

The detailed method is too long for presentation here. In its
present form, it is too inveolved for manual use except on very small projects,
The logical steps are not too difficult, but for even modest-size projects the
amount of storage required and "keeping track of' program steps dictates a
fairly large computer for economical processing.

5. AN ACCOUNTING BASIS FOR PROJECT WORK

From the very start of the development of the Critical-Path Method,
it has been the practice to assign a cost account number or job work order
number to every job in a project. With this data, a structure can be set up
for accruing costs against the proper accounts as the project proceeds.

Because each job in a project has a cost curve associated with it,
as duration times are computed, it is a simple matter to compute the estimated
individual job cost for a schedule. This computation gives management and
supervision the basis for project cost control. As actual costs are accrued,
they can be compared with estimated costs and analyzed for exceptions.

Time and cost control are inherent in the system. .

One of the difficult tasks on certain types of project work is closing
the project to capital investment accounts. This frequently is not completed
until long after the project ends. There are several reasons for the delay,
One is that costs are sometimes not accrued so that they may easily be
identified and /or apportioned to the proper facility. Another is the sheer
magnitude of the accounting job, Under the Critical-Path system, it is
possible to do this job as you go, hoping current with the project. Just as
it is easy to close a project, it is easy to estimate in advance capital expendi-
tures for hbér) equipment and materials. This can mean many dollars in




savings to project management in efficient capital usage.

PART II: HISTORICAL DEVELOPMENT AND RESULTS

1. EARLY DEVELOPMENTS

The fundamentals of the system outlined in Part I were developed
during early 1957, Preliminary results were reported in [4] and [5]. By
May 1957 the theory had advanced to the point where it was felt that the
approach would be successful. At that time a cooperative effort to imple-
ment the method was undertaken by Remington Rand and duPont in order to
determine the extent to which any further work was advisable, Remington
Rand supplied the required programs for duPont's UNIVAC I located in Newark,
Delaware. Engineers from duPont provided a small piJot problem with which
to make the preliminary tests.

The resultz of this phase of the development were officially demon-
strated in September, 1957. The demonstration showed that the technique
held great promise, Accordingly, further tests of the system were authorized.
These tests were set up to determine several things, among which were the
following major points:

1) To see if the data required were available and,
if not, how difficult they would be to obtain

2) To see if an impartial group ‘o.f engineers could
be trained to use the new method

3) To see if the output from the new scheduling system
was competitive in accuracy and utility with the
traditional method

4) To determine what kind of computing equipment
is required for this type of application

5) To see if the new system was economical.
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2. SELECTING A TEAM

By late December 1957 a team of six engineers was formed, and
work on the test was under way. The team cmiiiod of a field superintendent,
a division engineer, and two area engineers, all with experience from con-
struction, a process engineer from design, and an estimator. It is important
to note that all these men had some experience in each of the other's specialty.
For this reason they had very little difficulty in communicating with one another.
Further, they averaged from 8 to 10 years' experience in the duPont organiza-
tion, Knowing the organization helped expedite their work as a team by
making it possible to avoid unnecessary red tape in acquiring the necessary
data.

The objectives of the team were to collect the data required for the
test project and then plan and schedule it, using the then available UNIVAC I
system. In order to prepare the way, the team was given a 40-hour workshop
course on the Critical-Path Method. This course covered the philosophy of
the method, projoct dugnmmin; and interpretation of results. Some attempt
was made to indicate how the computer determines minimum cost schedules,
but purely for the sake of bcekgrmd None d the mlthcmltlcs involved was
discussed. The team then cpcnt about a week proparing and proccuing a
small artificial project to test how well they absorbed the material of the course,
it was subsequently discovered that as little as 12 hours of instruction are
sufficient to transmit a working knowledge of projoci diagramming to operating

personnel,

3. THE FIRST LIVE TEST

The project selected for the first test was the construction of a new
chemical plant facility capitalized at $10, 000,000, We will refer to this
project as Project A, In order to get the most out of the test, and because
the method was essentially untried, it was decided that the team's schedaling
would be carried out independently of the normal scheduling group. Further,
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the team's schedules would not be used in the idminhtuﬂon of the project.
The plan of Project A was restricted in scope to include only the
construction steps. More specifically, the project was aiulyud starting
just after Part II authorirzation -- the point at which about 30% of the project
design is complete and funds have been authorized to start construction,
This approach was reasonable for the first test because the sequence of
construction steps was more apparent than those of design and procurement,
The latter were to be included in the analysis of some subsequent project.,
Ap the team proceeded to prepare the plan for the project, the
following kinds of data were collected and reviewed: |
1) Construction cost estimates
2) File prints and specifications
3) Scopes of work and correspondence
4) PBids and quotations
5) Material and equipment list and limiting
equipment list with estimated deliveries
6) Design schedule
7) Craft and avo_u;o‘wtgc rates and unit
price data :
8) Detaile of pending contracts involving
field labor . ‘
9) Contemplated design changes with cost

and time estimates

The whole project was then divided into major areas. The scope
of work in each area was analyzed and broken down into individual work
blocks or jobc.‘ These jobs were dulramx'tud, The various area diagrams
were combined to ehow all the job sequences invelved in the project. The
jobs varied in size from $50 to $50, 000, depending on the available details
and the requirements imposed by ,dnigﬁ and delivery restraints, All told, ‘
the project consisted of 393 jobs with an average cost of $4, 000y 156 design
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and delivery restraints; and 297 "dummy" jobs to sequence work properly,
identify temporal check points, and help to interpret results,

During the diagramming phase, normal and crash times and their
costs were compiled for each job. In order to develop the normal time it
was necessary to use the judgment and experience of the team members in
determining the size crew that would normally be uoighod to each type of
work using generally accepted methods., The associated normal cost was
obtained from construction cost estimates.

As only a 40-hour week was authorized for the project, the crash
times were obtained by considering only the maximum reasonable increase
in manpower for each job and its effect on elapsed time. Additional costs
were found necessary because of the extra congestion and activity on a job
as crew size increased, Therefore the crash cost was obtained by adding
the extra labor costs to the normal cost with an allowance for labor con-
gestion. A straight line was then fitted to this data to obtain the job cost
function described by equation (6). i

As the plan for Project A took shape, it became clear that we had
grossly underestimated the ability of the team. They went into far more
detail than expected, This first application made it impractical to continue
with the existing computer proggam.‘ Fortunately, Remington Rand had
previously agreed to reprogram the system for a much larger computer --
1103A., This programming was expedited to handle the test application.

4, SOME RESULTS OF THE PROJECT A TEST
By March of 1958, the first part of the Project A test was complete,

At that time it was decided that most of the work on Project A that was being
subcontracted would be done by duPont. This change in outlook, plus design
changes, caused about a 40% change in the plan of the project. Authorization
was given to modify the plan and recompute the schedules. The updating
which took place during April, required only about 10% of the time it took to
set up the original plan and schedule. This demonstrated our ability to stay
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"on top" of a project during the course of its execution.

Several other indicative results accrued from the Project A compu-
tations. With only 30% design information, we predicted the total manpower
force curve with high correlation. The normal scheduling group had it
building up at a rate too fast for the facility to handle in tho initial stages of
the project. (The reason for this is that they were unable to take available
working space into account.) It was not until the project was under way tfut
the error was caught, and they started cutting back the force to correspond
with actual needs, »

Early in the planning stages the normal scheduling group determined
critical deliveries. The team igﬁoud this information and included all
deliveries in the anilyoil. There were 156 items in total. From the computed
results it was determined that there would be only seven critical deliveries,
and of these, three were not included in the nlt pﬂﬁarod by the normal schedu-
ling group. ‘

As estimated by traditional means, the authorized duration of Project
A was put at N months, The computer results indicated that two months
could be gained at no additional cost. Further, for only a 1% increase in the
variable direct cost of the project an additional two .wldmprovcment could
be gained. The intuitive tendcncy is to dilrx;.in these results as ridiculous,
However, if the project manager were asked for a four-month improvement in
the project duration and he had no knowledge of the project cost curve, he would
first vigorously protest that he could not do it, If pressed, he would probably
quote a cost penalty many multiples of the current estimate and then embark on
an "across-the-board" crash program, As a point of fact, the reason for the
large improvement in time at such a small cost penalty was because only a
very few jobs were critical -- about 10% -- and only these needed expediting.
The difference in time of two months from N to N-2 can be explained as the

possible error of gross time estimates and /or the buffering used in them.
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5. THE SECOND TEST CASE
With the successful completion of the Project A test, additional
projects were authorized. Now the planning was to be done much earlier
in the project life and was to incorporate more of the functions of engineer-
ing~design and procurement. Project B, capitalized at $2, 000, 000, was
selected for this purpose. By July 1958, this second life test was completed
and was as successful as the first. Unfortunately, the recession last year
shelved the project so that it could not be followed through to completion.
Experience gained up to this point indicated that even greater
capacity than the 1103A provided was essential. In consequence, programs

were prepared for the 1105,

6. APPLICATIONS TO MAINTENANCE WORK

In the meantime, it was felt desirable to describe a project of much
shorter duration so that the system could be observed during the course of
the whole project. In this way improvements in the system design could be
expedited. An ideal application for this purpose is in the shutdown and
overhaul operation on an industrial plant. The overall time span of a shut-
down is several days, as opposed to the several year span encountered in
projects such as Project A,

The problems of scheduling maintenance work in chemical plants
are somewhat different from those of scheduling construction projects, From
time to time units like the blending, distillation and service units must be
overhauled in order to prevent a complete breakdown of the facility and to
maintain fairly level production patterns. This is particularly difficult to
do when the plant opﬁratol at near pcah capacity, forr then it is not possible
to plan overhauls so that they occur out of phase with the product demand.
In such cases it is desirable to maximize return on investment. Decause
the variable cbltl usually are small in comparison to the down~time production

losses, maximizing return on investment is equivalent to making the shutdown

as short as possible.
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For purposes of testing the Critical-Path Method in this kind of
environment, a plant shutdown and overhaul was selected at duPont's Louis-
ville Works, At Louisville they produce an intermediate in the neoprene
process. This is a self-detonating material, so during production little or
no maintenance is possible, Thus, all maintenance must be done during
down~time periods. There are many of these shutdowns a year for the
various producing units.

 Several methods lld standards people from Louisville were trained
in the technique, and put it to the test. One of the basic difficulties encountered
was in defining the yhu of a shutdown. It was felt, for example, that because
one never knew precisely what would have to be done to a reactor until it was
actually opened up, it would be almost impéiﬂih to plan the work in advance.
The truth of the matter is that the majority of jobs that can occur on a shute
down must be done every time & shutdown occurs. m:, there is another
caugory ﬂut oceurs with 100% assurance for each pnucuhr shutdown ~-
scheduled design and lmprmm work.,  Most of the nuthh; jobs that
can occur, arise 'with 90% or better assurance on any particular shutdown.
These jobs can be handled with relative ease. :

The problem was how to handle the uuaﬁcipud work on a shutdown.
This was accomplished in the following way:

It is poesible in most operating production units to describe, in
advance, typical shutdown situations. Prior to the start of a given shutdown,
a pre-computed schedule most applicable to the current situation is abstracted
from a library of typical schedules. This schedule is used for the shutdown.
An analysis of these typical situations proved -Mdou because it was possible
to absorb unanticipated work in the slack provided by the floaters., This is
not surprising since it has been observed that only 10% of the jobs in a shut-
down are critical, :

However, if more unanticipated work crops up than can be handled
by the schedule initially selected, then a different schedule is selected from
the library. Usually less than 12 typical schedules are required for the

library.
Costs for these schedules were ignored since they would be insig-




nificant with respect to production losses, However, normal and crash
times were developed for various levels of labor performance. The
approach here is to "crash’ only those jobe whose improved labor perform-
ance would tmprm the entire shutdown por!oﬁn:uo. The important
consideration was to select minimum time schedules., Information on
elapsed times for jobs was not immediately available but had to be collected
from foremen, works engineering vtaff members, oté.

By March 1959, this test was completed. This particular applica-
tion is reported in [1]. By switching to the Critical-Path Method, Louisville
has been able to cut the average shutdown time from an average of 125 hours
to 93 hours, mainly from the better analysis wm. Expediting and
improving labor performance on critical jobs will cut shutdown time to 78
hours -- a total time reduction of 47 hours.

’l'hn Louisville test proved so successful M the technique is now
being used as a regular part of their . maintenance planning and scheduling
procedure on thh and other plant work. It is now being introduced to main-
tenance organizations throughout duPont, By itself, the Louisville applica~
tion has the potential of paying for the whole development of the Critical-Path
Method and of earning an equal amount during its firet year of use.

7. CURRENT PLANS

Improvements have been made continually to the system so that
today it hardly resembles the September, 1957, system, Further improve-
ments are anticipated as more and more projects are tackled. Current
plans include planning and scheduling a multi-million dollar new plant con-
struction project. This application involves about 1800 events and between
2200 and 2500 jobs. As these requirements outstrip the capacity of the
present corrputer programs, some aggregation of jobs was required which
reduced the size to 920 events and 1600 jobs. This project includes all
design, procurement and construction steps, starting with Part 1 authoriza-
tion. (Partlis the point at which funds are authorized to proceed with
eufficient design to develop a firm construction cost estimate and request

Part I authorigation. )




Also included in current plans are a four-plant remodernization

program, several shutdown and overhaul jobs, and applications in overall
product planning, :

8. COMPUTATIONAL EXPERIENCE

The Critical-Path Method has been programmed for the UNIVAC I,
1103A, and 1105 with a Census Bureau configuration. These programs
were prepared so that either UNIVAC I or the 1100 series computers may
be used independently or in conjunction with one another.

The limitations on the size problems that the available computer
programse can bandle are as follows: UNIVACI -~ 739 jobs, 239 events;
1103A -~ 1023 jobs, 512 events; 1105 -- 3000 jobs, 1000 events.

In actual practice input editing has been done on duPont's UNIVAC 1
in Newark, Delaware and computation and partial editing on 1100 series
machines at Palo Alto, 5t. Paul, and Dayton. Final editing has then been
dome at Delaware. System compatibility with magnetic tapes has been very
good. In one major updating run, h\’ut. output and program tapes were
shipped by air freight between Palo Alto and Delaware.

Cenerally computer usage represents only a small portion of the
time it takes to carry throngh an application, Experience thus far shows
that, depending on the nature of the project and the information available, it
may take from a day to six weeks to carry a project analysis through from
start to finish. At this point it is difficult to generalize., Computer time
has run from one to 12 hours, depending on the application and the number
of runs required. (Seven runs were required to generate the library for the
Louisville project.)

Input and output editing has run less than 10% of the cost curve com-
putations, Indeed, tho determination of the earliest and latest start and
finish times, and total and free float for a project of 3000 jobs and 1000 events
takes under 10 minutes on the 1100 series computers. This run includes
input editing, computation, and output editing., If a series of these runs are
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to be made on the output uluﬁm from the cost curve computation, only
from three to four minutes more are required for each additional solution.

Figure 4 indicates typical cost curve computation times. Of the
total number of characteristic solutions that this computation produces, no
more than 12 ever have been output edited. The reason for this is that many
of the cbqnmrlmc solutions have very small differences in total project
duration.

It has been found that fruitful use of parts of the Critical-Path
Method do not require extensive computing facilities. The need for the
bardware is dictated by heénqml_u and depends upon the scope of the applica~
tion and the amount of comp‘utiéa that is desired.

9. ‘A PARALLEL EFFORT

l:ulj in 1958 the Special Ptojmib Office of the Navy's Bureau of
Ordnance set up a team to study the prospects for scientifically evaluating
progress on large government projects. Among other things the Special
Projects Office is charged with the overall management of the Polaris Missile
Program which involves planning, evaluating progress and coordinating the
oﬁoru of about 3000 contractors and agencies. This includes research,
development and testing activities for the materials and components in this
submarine-launched missile, submarine and supporting services.

A team staffed by operations riumchon from Boos, Allea &
Hamilton, Lockheed Missile Systems Division 2nd the Special Projects Office
made an analysis of the situation. The results of their analysis represent
a significant accomplishment in managing large projects although one may
quibble with certain details. As implemented, their system essentially
amounts to the ioliowil‘:

‘ 1) A project diagram is constructed in a form
similar to that treated earlier in this paper.
2) Expected elapsed time durations are assigned
to each job in the project. This data is collected
by asking several persons involved in and respon-
sible for each job to make estimates of the
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- following thin quantities:
a. The most optimistic duration of the job
b. The most likely duration, and
¢. The most pessimistic duration.

3) A probability density function is fitted to this
data and approximations to the mean and variance
are computed.

4) Expected earliest and latest event times are com-
puted using expected elapsed times for jobe by means
of equations (1) and (2) of Part I, Simultaneously
variances are combined to form a variance for the
earliest and latest time for each event.

5) Now, probabilistic measures are computed for each
event, indicating the critical events in the project.

6) Finally, the computed schedule is compared with
the actual schedule, and the probabilities that actual
events will occur as scheduled are computed.

This system is called PERT (Program Evaluation and Review Tech~
nique. The computations involved are done on the NORC Computer, Naval
Proving Grounds, Dahlgren, Virginia, More information about PERT may
be found in references [2], [11] and [12].

There are some aspects of the PERT system and philosophy to which
exception might be taken, Using oxpccud elapsed times for jobs in the com-
putations instead of the complete probability density functions biases all the
computed event times in the direction of the project start time, This defect
can be remedied by using the calculation indicated by equation (4) of Part L
Further, it is difficalt to judge, a priori, the value of the probability state-
ments that come out of PERT: (1) because of the bias introduced; (2) because
of the gross apptoadmum that are made; (3) because latest event times are
computed by running the project backward from some fixed completion time.
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If there is ;aod coi_rolatto,; with cip_brtonco then these objections are of no
concern. At this momom we are in no position to report the actual state
of affairs, _ .

Finally, PERT is used to evaluate implemented schedules originally
made by some other means, usually contract commitments made by con-
tractors. To be of most value PERT, or for that matter the Critical-Path
Method, should be used by the contractor in making the original contract
schedule, In this way mi\y of the unrealities of government project work
would be sifted out at the start.

10. EXTENSIONS OF THE CRITICAL-PATH METHOD

The basic assumption that underlies the Critical-Path Method, as
developed thus far, is that adequate resources are available to implement
‘any computed schedule. = (In some cases, this assumption can be avoided by
inserting certain types of delivery and completion restraints in the project
plan. However, in many cases this is an unrealistic assumption. )

Apparently there are two extremes thlt need to be considered:

1) Available resources are invested in one project.
2) Available resources are shared by maay projects,

In the first case experience has shown that there is usually no
difficulty in implementing any computed schedule. Any difficulty that does
arise seems to be easily resolved, The Critical-Path Method applies very
well in thie case. It may be called intra-project scheduling.

In the second case, however, we run into difficulties in trying to
ehare men and equipment among several projects which are running con-
currently., 'We must now do inter-project scheduling.

The fundamental problcm' involved here is to find some way to define
an objective for all projects which takes the many independent and combina-
torial restraints involved into account: priorities, leveling manpower by
crafts, shep capacity, material aﬁd‘cqﬂpmnt deliveries, etc. For any
reasonable objective, it also is required to develop techniques for handling
the problem. Preliminary study has indicated that this is a very difficult
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area of analysis and requires considerable research. However, it is felt
that the Critical-Path Method as it stands can form a basis for systems and
procedures and for the requisition of data for this extension of scheduling.

It would be of some interest to extend the method to the case where
Job durations and costs are random variables with known probability density
functions, The mathematics involved appears to be fairly difficult. Due
to the problems of obtaining data in this form, such an extension may be

purely academic for several years to come.

11. OTHER APPLICATIONS

The potential applications of the Critical- Path Method appear to be
many and varied, Consider the underlying characteristics of a project -~
many series and parallel efforts directed toward a common goal. These
characteristics are common to a large variety of human activities. As we
have seen, the Critical-Path Method was designed to answer pertinent
questions about just this kind of activity.

We have already treated applications of the technique to the con-
struction and maintenance of chemical plant facilities. The obvious extension
is to apply it to the construction and maintenance of highways, dams, irrigation
systems, railroads, buildings, flood control and hydro-electric systems, etc.
Perhaps one of the most fruitful future applications will be in the planning of
retooling programs for high volume production plants such as automotive and
appliance plants.

We have also seen how it can be used by the government to report
and analyze subcontractor performance. Within the various departments
of the government, there are a host of appuqatlom -- strategic and tactical
planning, military base construction, construction and overhaul of ships,
missile countdown procedures, mobilization planhing, civil defense, etc.
Within AEC alone, there are applications to R & D, design and construction
of facilities, shutdown, clean-up, and start-up of production units. Another
example is in the production use of large equipment for the loading and un-
loading portion of the production cyele of batch processes, Because each
of these operations is of a highly hazardous nature, demanding very close
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control and coordination of large numbere of men and /or complex equip-
ment, they appear to be natural applications for the Critical-Path Method.
Commeon to both government and industry are applications that

occur in the assembly, debugging, and full-scale testing of electronic systems.
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ABSTRACT

An Advanced Magnetic Tape System for Data Processing
Dr. Richard B, Lawrance™

We describe a new magnetic tape mechanism, recording system,
and information checking and restoration system of high reliability.
In the mechanism, comparison is made between pincheroller and vacuum
capstan means for tape motion control. Criteria include minimization
of tape deterioration both gradual and catastrophic, tracking, skew,
and maintenance considerations,

Systems techniques for enhancing tape system reliability are dis-
cussed briefly, with some emphasis on the use of error detection and
automatic correction. The choice of information format on the tape
and of error correcting parameters for maximum effectiveness is des-
eribed,
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Eastern Joint Computer Conference
An Advanced Magnetic Tape System For Data Processing

I Introduction and Tape Mechanism Considerations.

It is a trulsm that for any but the smallest digital data processing systems
major attention must be given to the provision of an adequate magnetic tape transe
port, reading and writing system, and means for insuring the correctness of informae
tion all the way from the central processor to the magnetic tape and back again,

This paper will describe some of the above mentioned features of the Honeywell 800%,

Early in the layout and specification of & new system it is necessary to
decide on the specifications for end approach to the magnetic tape mechanism and
recording system., As regards the tape mechanism itself, our earlier experience
(particularly with the DATAmatic 1000) had favorably inclined us toward the vacuum
capstan approach, Our several years of experience with electrostatic clutching had
led us ultimately to abandon the electrostatic approach for the DiTAmatic 1000, and
after re-evaluation, it was again excluded from consideration for the new system. As
to the other two widely-used methods of achieving fast stop-start tape motion, we felt
that the faster and more positive of these -« namely the pinch~roller approach e
should be the most seriously considered as an alternative to the use of vacuum

capstans,

1 pogether with the paper "Control & Aritimetic Techniques in a Multi-Programsed
Computer.” By: N.Louiie, H, Schrimpf, R. Reach, W. Kahn., Presented at this
conference, the present paper forms a partial technical description of this new

data processing system,
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In this comparative evaluation and in the design effort which followed, we
placed an overriding importance on providing the magnetic tape itself with a benign
environment., This is in accord with our belief that in every stage of manual hande
ling or manipulation by the mechanism all stresses in the tape (both during normal
operation and under failure conditions) should be made zero by design or kept to
demonstrably safe values,

The following tabulation compares inherent features of presently used pinch-
roller mechanisms with the corresponding features of pneumatic mechanisms.,

Pinch Roller Vacuum Capstan
1. In some designs (but not those in 1. Only the mass of the tape itself requires
which the idler is continuously driven) acceleration, thus minimizing the force
the tape to be accelerated must bear transmitted to and by the tape.

not only the forces to accelerate its
own mass but also the forces te give
angular acceleration to the idler,

2. The tape accelerating forces are ape- 2, The tape accelerating forces are distri-
plied in a concentrated area surrounding buted over a typically fifteen fold larg-
the line of tangency of two typically er area, whose length may equal or exceed
rather small cylinders (slightly spread one-fourth of the capstan circumference.
by resiliency in the tape itself and at The capsten diameter may be conveniently
most one of the eylinders). large.

3. In order to prevent non-simultaneous 3. Symmetrical engagement of the tape to
clutching across the width of the tape capstan or brake is automatically achieved
(with attendant tracking and skew pro- by symmetrical design of pneumatic passages.
blems) a very accurate pivoting or trans- Engagement always commences along tape
latory motion is required; fast opera- center line minimizing skew. Transverse
tion demands that this be designed for variationg in tape thickness does not add
minimum inertia, Thickness variation to skew.

across the tape is a possible source of
skew.

L. Compressive action of pinch-roller tends L. Free from dirt embossing. No material
to emboss wear particles or other dirt body need touch the oxide surface of the
into the oxide surface of the tape. (Not tape (although usually the magnetic head
applicable to metal tape). is made to do so).




5. Powerful fastepickup driving and brak-
ing mechanisms may be slow to release,
placing safety restriction on minimum
interval between drive and brake com-
mands,

6, For high performance, mx:uisry air
lubrication may be required,

7. Usual embodiment employs rollers of
flanged-spool construction, with tape
and not otherwise edge~

5. No restriction on interval between suce

cessive commands, loving parts of meche

anism are offset from tape path, completely
No danger

covered, and cannot touch tape,
to tape from tug-ofewar,

6. Alr lubrication of tape is a builtein

feature.

7. Essentially complete edge guiding over

entire path from supply reel to takeup
reel is easily incorporated.

unsupported
3\11&«! over important portions of its
path,

The considerations tabulated above led us to design for the Honeywell 800 a
tape mechanism utilizing the vacuum capstan principle and embodying many of the tech-

-

niques and principles used in the earlier DATAmatic 1000 three-inch tape mechanism., 3

2 R. A. Skov "Pulse Time Displacement in High-Density Magnetic Tape"

IBM Journal of Research and Development, April 1958.

3 R, B. Lawrance, R. E. Wilkins, R. A, Pendleton, "Apparatus for Magnetic Storage on
Three-inch Wide Tapes", Proceedings of the Eastern Joint Computer Conference, 19% .

Special publication T-92.
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II  Brief Description of Tape Mechanism

Pigure 1 shows a photograph of the Type 80L magnetic tape mechanism, 'Thc
unit stands approximately 5 feet 9 inches high and occupies a floor ares slightly
over 2 feet square. The tape is a nominal 3/k inch wide and is moved at a normel
speed of 120 inches per second in either direction as desired, High speed rewind
is provided, in one direction only, at 360 inches per second,

The cabinet shown includes the separate write-amplifier final stages for the
ten recording channels as well as the final stage for the AC-excited separate erase
gap; the three-stage trangistor preamplifiers for each of the ten playback channels;
and the solid-state switching equipment for placing the read-write head and circuits
in the selected mode. Also included are the power supplies, loop position sensors
and servo control for the DC-operated reel motors; the power supplies for the read-
write circuits; vacuum and pressure sources for the capstan, brake, and suction
loop chambers; beginningeof-tape and end-of-tape sensing means; storage; and other
electronic packages facilitating testing and maintenance,

Figure 2 shows a closeup of the capstan area as it appears when tape is in
position for information transfer. The centrally-located three-inch diameter billet
contains the magnetic head assembly, and the oxide surface of the tape is uppermost.
The tape lies horiszontally, immediately over the two-piece horizontal vacuum brake,
and thence executes a 90-degree downward turn at each vacuum capstan before dropping
directly to the pneumatic loop chambers. Bach capstan, when not actively engaged in
driving tape, is provided with contimuous air lubrication of approximately 2 psig,
which effectively prevents all contact between the capstan and the tape. Unbroken
edge guiding is present in the vicinity of the capstans, brake, and head, and indeed
iamtallthnnyfmmrnltothcoﬂurmcptinuapmotlyhmm
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immediately next to each reel. Lven in these regions back edge guiding is present,

the deliberate absence of front edge guiding being in the interest of eliminating
possible finger-catehing accidents. It has been our experience with magnetic tapes

(as with other elongated flexible substrates) that continuous edge guiding is far

more advantageous than guiding by periodically-spaced flanged spools, provided only

that the tape be slit accurately emough. For nearly two years we have made complete

and detailed observations of commercially produced magnetic tape with respect to width
and the periodic curvature usually called snakiness., We can state that the snakiness can
reasonably be reduced to complete insignificance while the width of slitting is held well
within a total range of ,002 inch.

We feel that these edge-guiding arrangements, together with accurate tape width
control, yield considerable benefit in drastically reducing tracking and skew errors
within the mechanism, as well as contributing to long tape life since the edges of
the tape are nowhere subjected to localized sideways forces. Spring-loaded parts for
exerting side-thrust on the tape are themselves subject to excessive wear, so their
elimination enhances reliability.

Wmiutoﬁgmzmdem it with Migure 1, we note that in normal
operation, with the tape in the loop chambers and t.ho head in poution, the oxide
surface is in rubbing or pressure contact with no parts of the mechanism except the
magnetic head, bringing tape wear to a practical minimum, Figure 3 shows the capstan
and head area with the head eccentrically rotated, removing the head from contact
with the tape oxide surface. Thus in high speed rewind (at whose beginning the head
rotates away automatically) not even the head touches the oxide, Rotation of the

bud,autmtiully controlled, is also used during tape changing, at which time it

enables the tape to slip easily over what is otherwise an unbroken edge guide.




~be

In Figure 3 the magnetic portion of the u@ is all on the left hand supply |
reel and the leader of heavier-gauge clear Mylar (permanently attached to the tape) |
is lying over the capstan and brake. This enables the nature of the exterior pneu=
matic passages of the capstan and brake to be seen, The two capstans are continuously
rotated in opposite directions by individual 1200 rpm hysteresis synchronous: motors,
the capstan circumference being exactly 6 inches., The left and right portions of the
brake (lying between the normal head location and the two capstans) are internally
connected to a common working air passage which is supplied appropriately with medium
suction, strong suction, or air at atmospheric pressure.

Figure 3 also shows that no pressure pad is employed to keep the tape in con-
tact with the magnetic head assembly. Wrapping contact between tape and head is
adequately maintained by having the head press the tape down into a short and very
shallow "V", the outer edges being defined by the rounded shoulders of the brake,
closely adjacent., By means of this wrap, with its elimination of pressure pads,
and by means of the unconventionally large radius of curvature of the magnetic head
(both essentially the same in dimensions as in the DATAmatie 1000) we achieve good
transient and running contact between tape and head, together with a gratifyingly i
low rate of head wear. Measurements carried on over more than a year's two-shift
operation of a DATAmatic 1000 show for all channels of all magnetic heads a quite
uniform and unexpectedly low rate of wear. The average yearly loss of material from
the head under these conditions amounted to 0.,0001 inch,

By implication, the tape wear produced by friction between head and tape is cor-
respondingly small.

Rewind and Tape Change

The central processor instructions to which the tape drive responds are Write

(forward), Read Forward, Read Reverse, and Rewind, The Tape Change operation is ini- ‘

tiated by manipulating a lever switch on the tape mechanism itself.




Rewind and Tape Change

cont'd.

The position shown in Figure 3 occurs at the termination of a tape change
operation, which starts with a high speed rewind unless the tape is already rewound.

Fvery rewind command is executed by the mechanism as a high speed rewind, and once

Contimed on page 7
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received from the tape control unit the rewind is performed under local control unul'
completed. During high speed rewind the tape speed is controlled by the left-hand
vacuum capstan, whose motor speed is increased automatically to 3600 rpm, The tape
remains in both vacuam loop chambers and mccordingly receives the benefit of comtrolled
tension and complete edge guiding, Upon rewinding past the designated beginning of
tape, as sensed by a photoelectric Wt described later, the mechanism shifts
down from 360 ips to 120 ips. This htur‘lp«dondnru for a fraction of a second
and the tape is then stopped in normal fashion by pneumatic disengagement from the
capstan and engagement to the brake, The head, which has been autematically moved

out of contact with the tape during the rewind, now rotates back into contact with
the tape, mwccmmgoraummmgﬁm the computer that the rewind has
been completed and that the tape mechanism is lgain ready for instructions, At this
time the magnetic head is positioned part way down the clear leader and has access to
the first magnetic information location by moving the tape in the forward direction
(to the right),

If 1t is desired to change tape, a centrally located manual switch on the cone
trol panel is thrown to the tape change position. It is irrelevant whether the tape
is already rewound or not, although some hudi rotating operations are bypassed if
the rewind is continuous with the tape ehmgol The tape proceeds to the left, along
the clear leader and at 120 ips, until a aingl\.‘h ghort centrally placed slot in the

leader is sensed by an orifice and vacuum associated with the upper end of
When sensed this

the right hand loop chamber, TH
ummupcwnhpﬁthmlytmormu&mnmhbommw
from the right-hand reel, and the appropriate pax\;\y.tal ghutdown of the mechanism is
initiated so that the reel is ready for removal. \

Time taken for a rewind operation can be chnﬁ‘\:cteriud by the equations

A\
\

{
A

4

by

ewind < Crewind
i 3 + 2.6 v
distance in rtz.‘,x in ~hich all times are

or ‘rewinda & 0+ 28 given in seconds.
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Tape Reels and Mounting

Senufentsguest Pata processing magnetic tape mechanisms do not as a rule
use standard reels, and the present equipment is no exception.,  Since a partial
vacuum (about cne half atmosphere absolute) is provided within the equipment for
use in the clutch, it is quite natural to use this vacuum for holding the reels
onto the reel mounts, This technique hu already proved highly satisfactory with
the three-inch-wide 23 pound reels of the DATAmatic 1000, Advantageous features
include the lack of metal-to-metal contact between reel and reel mount, the fact
that the reel hub is not mbjcctcd to hoop stress, and the provision: of a large
flat reference surface on the reel mount, which insures wobble-free rotation and
accurate positioning of the reel relative to the back reference surface,

Suction is similarly used for attaching the free end of the tape leader to
the right hand reel whenever a tape is loaded on the machine, as well as for ini-
tially attaching the inner end of the tape to the left-hand suprly reel. It is
worth mentioning that vacuum attachment of the tape to the reel makes it unnecessary
to perforate the reel flanges for finger access to the hub during loading. The
unperforated flanges are helpful in protecting tape from dirt and mechanical damage
while in storage or during handling, Hagard to the operator is also reduced mater-
ially.

The design of the reel and reel mount involved additional factors, however,
Tt was desired to make use of a demountable ring, capable of being stored with the
reel of tape and serving by its presence or absence to enable or inhibit the record-
ing of information on the tape. (This is in addition to a manual switeh on the operator's
panel,) Various embodiments of this principle have been used for several years by
other mamufacturers, but we believe our version has some useful and novel advantages.
One desirable feature present in our arrangement is that the rhysical presence or
absence of the write-enable ring does not need to be inferred from the status of a
concealed electrical switeh (which requires that electrical power be applied and that

the circuit be functioning with some means of indicating its status). We have placed




the write-enable ring in plain view on the front of the reel, It thus becomes
easy to remove or insert the ring while the reel is in place on the mechanism,
without the necessity for first rewinding the tape in order to remove the reel.

Figure L shows a photograph of three reel mounts, one having a write-enable
reel of tape mounted on it and another carrying 2 write-inhibit reel. The removable
snap ring which converts a write-inhibit reel to a write-enable reel is shown beside
the third reel mount. The principal working part of the reel mount subassembly is
the central bell-shaped cylinder., Its axial motion controls three retractable
nylon latches, spring-loaded radially outward, and also an internal piston, spring-
loaded axially outward, To remove a tape reel from the mount the reel flanges are
lightly grasped by the fingers, while the thumbs press the central cylinder so that
it moves axially inward, The three nylon latches are thus moved radially inward to
the point where the reel can slide over them and be removed. In putting a reel on
the mechanism, the central cylindrical bore of the reel performs a similar operation
in reverse -- as the reel is moved inward it presses on the nylon latches, retracting.
them. A small fraction of an inch before the reel is fully seated the lateches snap
outward and thus hold the reel in place even with no power or no vacuum, When vacuum
is applied (automatically, as part of the normal cycle-up procedure) the reel is
drawn into intimate sealing engagement with the rubber driving rings and is fully
positioned ready for operation.

The write-enable ring operates by capturing the outer rim of the central eylin-
der, as the reel is pressed on. By this means the central cylinder is moved inward
about 1/h inch as the reel is seated home. The internal piston-and-cylinder arrange-
ment is thereby vented to atmospheric pressure rather than being connected to the half-
atmosphere suction reservoir. The eletrical image of these t.no pressure states is
created in a stationary vacuum-diaphragm-operated Microswitch locatod at the rear of
the main mounting plate and sampling the pressure in the reel mount cylinder via a

carbon rotary seal.
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The Vacuum Cluteh

Figures 2 and 3 showed portions of the vacuum capstan and brake, and their
relationship to the magnetic head as mounted in the mechanism. Figure 5 shows an
exploded view of these components of the pneumatic clutch, viewed from the side rear,
Of the components all but the capstan motor are mounted to the front of the heavy
flat vertical plate which serves as structural support and back edge guide, and which is
omitted from the photograph. The capstans, of which only one is shown in exploded
position, are directly mounted to the shafts of their respective hysteresis synchro-
nous motors. Precision bearings are used in the motors, and capstan runout and taper
are held to tight tolerances in order to achieve good tape tracking.

A 90-degree segment of each capstan is connected via the working air passage
to the electropneumatic valve, mounted nearby in the actuator housing body. (As shown
in Figure 5, this is bolted directly to the capstan housing body.) The fixed portion
of each pneumatic commutator consists of a carbon composition cylinder which fits
closely without rubbing inside the cuplike capstan, The portion of the working air
passage within each carbon piece consists of a single slot centrally spanning the
active arc of the capstan, and a drilled hole connecting to the actuator.

The location of this slot along the center line of the tape track, together with
the pneumatically symmetrical design of the capstan itself, leads to what we believe
is an important advantage for the vacuum clutching technique. Figure 6 shows a series
of sketches pepresenting the clutching action and the production of skew in pincﬁ roller
and vacuum clutches respectively. Part A shows (greatly exaggerated) the engagement of
a tape to a capstan when the moving pinch roller is slightly mt-of-nm 8o that dis-
tances D1 and D2 are unequal, While we have no quantitative measurements available
it is not too difficult to imagine that an inequality of perhaps 0,0001 inch will
result in significant time difference in the engagement of the two tape edges, to the
capstan, Parallelogram distortion of the tape would then produce skew, Similarly,
as shown in Sketch B, it would appear to be possible for skew to be produced even if

=S
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the moving pinch roller were to be perfectly aligned with the capstan, Any thickness
taper across the width of the tape will produce the same effect as an outeof=line
pineh roller., Again we have no quantitative data to support this conjecture but

the point-to-point thickness tolerances to which tape backing is produced are large
enough so that the possibilities of skew production from this cause should not be
overlooked, The unsettling thing is that since tap-' is not customarily inspected for
thickness uniformity it appears possible for portions of an otherwise perfect tape to
produce random skew when used with a clutch of the pincheroller type.

The situation is different with a vacuum capstan, however, as shown by experi-
ment, A priori expectations (verified in detail by observations using a time-delayed
stroboscopic flash) are that since the working air passages commnicate to the under=
side of the tape symmetrically about the tape center line it should be the case that
the center of the tape always engages first, Thereafter the region of engagement
spreads symmetrically to the edges. Prior to the evacuation of the working air pase
sage it and the underside of the tape have been supplied with air lubrication at
slightly above atmospheric pressure; thus at the start of a clutching operation the
underside of the tape is at a rather definite and reproducible location with respect
to the capstan surface, As shown in the fourth sketch of Figure 6 it is thus to be
expected that, to first order at least, any variation of tape thickness across the
web will not Qignificnntly affect the symmetrical tape engagement,

Returning to Figure 5, it can be seen that the valve actuators each contain a
small but efficient electromagnet which is energized when its associated capstan is
intended to vdrivo tape. The highly effective eddy-current shielding of the aluminum
actuator housing body prevents any external magnetic ;nnumco on the tape or in the

head,
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Figure 7 shows a sketch of one of the electropneumatic wvalves, each of which
is essentially a pneumatic SPDT switch. With no current in the coil the flat arma-
ture, resiliently pivoted near the right-hand end, will seal off the upper valve
seat, being maintained in position by pivot bias and by air pressure differential,
During this time the working air pﬁsago to the capstan is supplied with Jubricate
ing air from the pressure reservoir, at approximately 2 psig. When current is passed
through the magnet winding the valve assumes the position of Figure 7, with the armae
ture magnetically drawn down to seal off the compressed air from the vo;king air
passage. The capstan and working air passage thus exhaust into the rcum:u" at
half-atmosphere vacuum,.

The armature is tapered slightly, as shown, to reduce inertia and speed up
pullein, Life tests on a group of similar armatures and magnets, driven at 120
operations per second for a period of over 20 months showed no measurable change
in performance after 6,2 x m9 operations,

The transistor circuits which drive the actuators supply an initial highe
current pulse for fast armature pullein, dropping to a reduced holding current which
lasts until the stop command is received, The ferromagnetic material of the magnet
is an alloy with relatively low saturation flux density so that dropeout time is
held to a minimum, The transistor circuits are interconnected in such a way that
engagement of the tape to both capstans simultanecusly is most unlikely, even under
failure conditions; even if this should occur, however, the tape suffers no damage
gince the capstan motors will stall without the tensile elestic limit of the tape hav-

ing been exceeded,
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Typical curves of tape velocity versus time in starting and stopping are shown
in Figures 8 and 9, These curves were taken by recording on the tape a train of 64
pulses derived from a 5 ke keyed oscillator, turned on at the time of the stop or start
command, Magnetic development with colloidal F'3oh and position measurement with a
microscope and traveling micrometer table were then used to give an accurate history of
tape position and velocity, relative to the read-write gap, versus time.

Figure 8 shows that in response to a start command the tape commences to move at
slightly less than ome millisecond; at 2,7 milliseconds the tape has traveled 0.12 inch
and is traveling at 120 inches per second, Speed fluctuations thereafter do not exceed
approximately 3 or L percent, although the read system will tolerate many times this
amount, Figure 9 shows that in stopping, the initial deceleration occurs after about
1.2 milliseconds and that the total distance to come to rest is substantially less
than 0.3 inches. As mentioned briefly earlier the 80L mechanism allows a start come
mand to follow a stop command arbitrarily closely. The present curves indicate why
the tape continues at full speed when the interval between commands does not exceed
approximately 0.7 milliseconds; for longer intervals there is a smooth transition to
the isolated-stop, isolated-start condition shown in the graphs,

Sensing of Beginning and End of Tape :
In the interest of brevity we will not give a complete description of the cir-

cuit arrangements for keeping track of the position of the tape in the machine: that
is, whether the magnetic head is positioned over the permanently-attached clear leader,
initial information space, mid-tape information space, or one of the recognizable end-
tape zones. With one exception, the task of remembering tape positions on all of the

eight connected tape mechanisms is assigned to their common tape control unit,




=1l

The exception is concerned with rewind operations, in which the controlling elements
are cquplot.cly local to the respective tape drives: a relay picks up at the start
of the rewind and only releases upon sensing clear leader at the completion of the
rewind,

The boundaries of all logically distinct tape regions are marked off by small
windows at the front edge of the tq:o,maud by removing oxide for a distance of 0.1
inch along the tape and ,035 inches in from the edge. Since the nearest recording
channel ends 0,0kl inches from the edge there is no conflict between optical sensing
and magnetic recording., It is possible to sense the passage of a window without intere
fering in any way with the execution of any write or read ingtraction vhieh may be in
process, Significant program advantages and time savinge result from this feature.

The speeial illuminator contains a miniature long-life tungsten ﬁlumt bulb
and a one-piece optical element consisting of a lens, cylindrical barrel, and angular
refracting surface. This illuminator is positioned at a fixed distance from the
magnetic head near the upper end of the right-hand loop chamber, with the optical
element extending at an angle through the loop chamber outer wall to a position
nearly flush with the immer surface. By this means, since the angle of the refract-
ing surface is nearly the angle for grazing refraction, a satisfactory intense light
source is effectively positioned directly opposite the outer edge of the tape, yet
without mechanical projection into the path of the tape.

Upon passage of one of the windows, light falls on a miniature silicon photo-
diode (part of the subassembly) which issues the window-recognition signal for

interpretation and storage,




Read-lirite System

In the Honeywell 800, as in nearly all other systems, the tapes are written in
the forward direction only, i.e. with the tape moving to the right. Reading takes place
in either direction as desired, and uses the same head gaps as for writing, Ten
channels are used, of which eight are information channels, one is an Orthotronie
parity channel, and the tenth is a clock. A separate full-tape-width erase gap,
1ogatod a fraction of an inch upstream of the readewrite gaps, applies AC erase to
the tape at the time of recording, The read-write gaps are ineline across the tape
and are spaced on 0,070 inch centers.

The AC erase serves the primary function of cleaning out the inter-record gaps
and leaving the tape magnetically ncntril, which facilitates record-entry recognition
in bidirectional readback, NRZ1l recording (saturationeto-saturation, flux change
denotes a "one") is used on the information and parity channels, The Honeywell 000
word contains LG bits (not counting the parity bite which accompany the information
on tape and in memory) so that a word occupies six frames on tape, a frame being defined
as the time-simultaneous record of a bit in each information channel., The parity bit
is also recorded simultaneously with the eight information bits., The frame interval is
21 microseconds, corresponding to a frequency of L7,619 frames per second and a bit
density (at 120 inches per second) of 197 per ineh,

The clock channel is similarly recorded from saturation to saturation, but under
goes one flux reversal per frame, The recording of the clock is not simulianeous with
the recording of the other bites of the frame but is offset by one half of the {rame
interval. By this means the read eircuit is made self-timing, highly tolersnt of speed

variation in the tape mechanism, and free from one-shot circuits with their jitter and "<.
delay tolerance accumulations,
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As soon as a write instruction is received the erase head is excited and remains
8o, independent of tape motion, until receipt of the next instruction of a differant
type (read, rewind, tape change). At the beginning of a record to be written, with the
tape in motion and the inter-record gap just traversed, write current is initiated in
all ten channels in the same standard polarity. This results in half-strength magnetic
poles of known polarity being written in all channels, automatically ignored in play-
back. Thereafter the clock begins its 2l-microsecond beat and 10,5 microseconds after
the first clock beat the first frame is recorded, with flux reversals in those channels
where ones are to be written. Writing continues, at six frames per word, until all
words of the record have been recorded, Before cessation of writing two orthotronie
words (twelve frames) and an end-of-record word are appended, after which one more
clock pulse is written and all write currents drop to szero.

The construction of the orthotronic words is on a per-channel basis, roughly as
follows: the first, thirtemth,.tunty»ﬁfth s« » « Dits iro half-added and the first
bit of the orthotronic word is the complement of their sum., Similarly the second
orthotronic bit is formed from the second, fourteenth , . ., bits of the record, etec.
The result is a very powerful check having the following properties:

1. Garbled information confined to a single channel can be recreated regardless
of the length of the difficulty. '

2. Garbled information extending up to twelve bits in length can be reconstructed
regardless of the number of channels aﬂcc@«h

In playback the ten channels are connected, by means of solid-state switching, to
ten individual preamplifiers located at the tape mechanism and thence are passed via
the tenfold read bus to the Type 803 Tape Control Unit. Further shaping culminates
in peak detection of each signal and the production of a one-half microsecond pulse
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essentially coincident with each flux change in the channel. These pulses set nine
individual high~speed flip-flops, which accumulate the bits of the frame; the next
peak-detected clock pulse (half a period later) resets all flip-flops and sends the
bits into buffer storage where they reside until a complete word is available for
transmission to memory.,

Figure 10 shows the appearance of playback from a single channel, and has the
typical NRZ1 waveform. Because of the conservative bit density satisfactory resolu~
tion is achieved with'a comparatively large head gap, minimizing signal fluctuations
due to the passage of lint or other debris between the head and the tape. Figure II
shows the effect of a recording dropout deliberately produced by blowing fibers of
cotton lint into the region between the magnetic head and the tape being written,

The nnpliiudo decrease shown is typical and produces no error in reading, as shown

by the associated peak detector waveform. The read system is designed to tolerate
signal decrease to well below one-fourth of normal amplitude., It is well to mention,
also, that the tape mechanism incorporates the conventional positive pressurization of
the region occupied by reels, capstans, head, and loop chamber entrances, thus exclude
ing airborne dust except during necessary tape changing,

We have not dealt at lengths with the internal checking of the Honeywell 800 but
it is well to mention, in conclusion, two of these features associated with the magnetic
tape system. Writing cannot occur (and its absence is made known) unless an enabling
check shows that the erase head and the clock channel are both excited. The transmission
of data to the tape drive is checked for transverse parity at each frame and for longi-
tudinal parity on each channel of each record.

The net result of the features described in this paper is a strong, efficient,
and trouble-free tape system. The approach deliberately taken has been to design high’
reliability into all electrical and mechanical components, effecting error detection and

correction by means of the powerful capabilities of Orthotronic control.
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POLYTECHNIC INSTITUTE of BROOKLYN

55 JOHNSON STREET @ BROOKLYN 1, NEW YORK

TRIANGLE 5-4304

MICROWAVE RESEARCH INSTITUTE

Dr.Harlan E.Andcrson

Chairmen, 1959 EJCC Publication Committec
Digital Equipment CBrporetion
Maynard,Mass.

November 13, 1959,

Dear Dr.Anderson,
Thank you for your letter on the manuscript of EJCC. of NoVe.3.
Herewith I em sending four copies of my menuscript.

Concerning the manuscript I must beg you your special favor.

The circumstence is as follows. Concerning my pape r I wanted to show
some olut ons of the problems which are a little complice tcc and I
spent time so much that my final writing of the manuscript became
little late and now our office is typing my whole manuscript and

it will be finished at latest until 16 Monday evening. On the other
hand,you are going to print the manuscript in very short period,so
dead line shoud be kept strictly. Considering these circumstancesI
declded to send the enclosed four coples of the main part of my
manuscript which I myself typed in order that the dead line can be
kept.

If you kindly weilt a few days until the complete four copies
typed by skil¥ful typists reach you on Tuesday,I hooe Jeppreciate
it very much. In the encloced m.nu"cert‘lfomiuuec Wwo exemples,
therefore it does not include any figures.

4

am very sorry that I could no¥ send you full menuscript in tinme
and I beg your pardon.

b

I hope that my presentation of a peper can contribute to EJCC.

According to the manuscrpit instruction,I shortened the title
and added two more authors as coeuthors. )

want to use heve the 5123(311/4)x 4 (stendard size ).
f a bleckboard similardipz OJ”Coln“ devlce is available,I appre“i te
t very much to show our ”*:*1t method® of determining a greph from
emidiagonalized cut-set matrix. But if it is not available I

s 8
can explain it by the copy of the Proc.
Yours sincerely, “)JZzZEE‘ /ét‘g;_
satio Cked
SCIENCE . ENGINEERING + RESEARCH . FOR HUMAN WELL-BEING
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“ Abctract .
Reslization of Boolﬁan Polyﬂoaitl" baeed on Incidencc Hatrices

T Opmda, L"oriwaki gnd K.P,Youngs

An alg;ebra"ic‘method of finding mininum a;ritchlng Q;torniml"netwoxﬁs
for any given Boolean polynonial £ A8 ec tablished by m%optins node«-bmmeh
incidence matricea se unknown quantitiése ;

1. Generators of inyaris nt tmnsromt on 5!‘0!1@ of ¢ are determined,

2sPrime mplicnnt e o or any ot.her equivalent polynmial 8¢ are expresaed
by loopt persing the - relay branch end hence by a eot of vect.om 05(1)
-noc}uﬂo in s bmnoh,-nmbexudmcneional aifine apace.mlslly open circuit
‘cobdiuoaa 81 are otpnssod by o act of b:perplane covaown B’(i) of
cutesetos 3 ;

% Bf(l) am! Cg(i) 51?3 r-eanzlbla z‘ang& of nwmbezr of nodes,bmnchos
and degres of frecdom for each Ry and Bys %

4, Page veotors Cp(1) of aubz.\pace Cg(i) and all vec’wrs Op(1) whieh
exproce 1oopa pee sing the. rel:ay Yrench are detormiue& besed on linmr é
r"epcu'k ‘neys T;mllyn (1) gives base ecovectorr EF(!.) m a1l coveotore Bi(1) - |
ef cut.-snte cntdne; 4the relay bzanctn R '

Se “nesk p:at.hn or berriers 1:1 Bi(1) or Ok(i) ere €11’aim*ed hy increase
or contacta. o :

Ge Networks of. so).uti.anr ere ebtsined Irom olither B't(i) or Ggll) .
by a 'nev graphical ‘or glg,&bmic .mbit.-‘-meth‘oé",‘gcnemny with s dition

of s'omo pseudoties c,,"(ﬂ which are loope 1nélué‘:.1ng, meke and. break
muct ot a relay in cerioe.“us;ly, peeudocute (1) can de added to

Ba(io M} for reallzations




Reelization of Boolean __;’o:l.n}om;to' besed on Incidence ratrices!

3.onan2,!,nor:.wak13_ and 'xgr.xm“ :

Q,_W ‘This mor describes a generel ngebmib mothod of
finding minimum contact networks for eny @M'MIem Polynomiele
Solutions obtained by this mythod may in senml be any kind of '
oonn«uon thh any number of contacte tcr anh mmhle. Furthermore,
ang. practioal oquimcma aucn es series~parallel uuoi uouelly
found in most electronic devices,and singln aont.act for specified
varisbloe,cnn 21l be considered in the caloulation,if necesserys
'wutimalprﬂhn on incidence utﬂ.cu will sutomstlically yieléd any
1ngonim oomeutlenae Thoe- node-rbunch ané bmncb-!.oop 1nci.douce
metrices which were rovealed b;' Ci.t'{.!tn'chlm1'1'1 in 1847,are sdoptod as
unlmom,eepeclally thoac ef modulo 2,%10!: wore tla.bomud by 0.Veblen®
in 1916 ere moatly used. However simul tansous uce of module zero(or
ynfintty),2 and other integore was found useful for cosbinstoriel
consideration in :ul‘u-oontact cpces General mou fields are already
used 1n ewitching theery by Mote11? enc nis Fumenien £YOups

Genexv.l nqn-somee-pamnol synthosia ol wtt.omns Memimlo“ vy

1 This research 1o done under the apooc rahip or Airﬁ’rce O£R contract
Pa.ce AF«-!B(GOO)-‘ISOS.

2 mormve Research Imtitate of tbiyteehinc Institute of Brooklyn
nember of IREs

3 Proto"aar ot Univsmuy of ‘!ohyo.sapan,nw at w.R.I..membev cr IREs.
4 member 6f IR"e »
{1 sée the end of the popers
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mcmmee utrxma nodvlo 2 'besn in 1959 and hn men amxond furtherSH,
.,apomny.n.eoua.&ma esumauaa a mmue naihbd for genersl multi-
contact ﬂaau. His aimnm% mraruonta of ammm af t‘om- variable
problema’ prove that usefulnest of incidence mw :

The main novelties of this article are s rmnas
1) 4 riaarm use ef 1ncidqnca mtricet slna an umtially new approach
te find m pouime cnnpnum canaeotienh m mothad ean . also be used
for ﬁ.nding " ainao uolutzm ov glving pmgra ¢r varim n&nmuttn.
2) ‘nopnlagicn om:nemum of nodee,b‘ anches: md aew of modm giwa
) mmm of mlua‘bmw. g el GO
3) Mimﬁmﬁ of mdivmm Wi.on rm aach meidemo utm vas
reduced toa ruutmo pMGﬁm by tbe new Mm or algebraic m

- g_e_gm% 1t oan uao be uced rur network aynmua a:r ‘other xints. ¢
_ m-zumtciy m llgebmie-topalosiml rovla‘?v‘m st nam:-k equum

from the samurxo standpoint of ﬁ.u'eﬂ." on? a.mﬁ clardries the
wss!bnity.'bemuse topological yrep&rt!.oa rohtm to cwwatim of
netwem belong to afﬁm Mn‘e which hna m llutﬂc jthat 1e,thou
are perrecuy indcpem’m ot eny. k.ind of buma uuauit; such ac Ohm's
: - can be called the

. to which the

1;\: in d.ev cr a.oe”tﬂ' . Buch

be vged in aynthoaie or uetwm ﬁ’th reotiﬁtra,hsaterosu or uny other
mnlmurltn » . : _ '

4) noops cornamdim t«a Mw are mnssed by mtore,md cub.-uu for
varriers are expreseed by coveaters'H which mean paire of initial and
temlul mcmlmn ins bunamboxhdumezml arﬂm opace. Hermann
veyl's aothod of ort.hoaann.l pro:eoum"*‘vﬂ 1o generalized to arfine
pmjectim for 'nctora and to mteraoctlm with a. eubspace for covectors,




'where

and forms the gencral fth 'of» the whole iepoliai,eal network thaoryn
5) The irveriant trencformations of variables for given functions from &
non-conmutative group!® which playe an tmportent rele in thie mothods :
6) "ams.-orderod vecfm- setoe A1l vectors of only zero and unity compenente
{(modulo 2) of A-dimeaaional -pace form an Mdﬂiw group of erder 20,

- ALX Ioap vectors (module 2) of & nework fom ;tg ‘subgroups However,ita

subret of vectors eof single loop paqaing ‘.tha_rpiay bxineh,or more uhbmy
expressed as "single relaysloop vectors™ doee mot gencrate & group bocause
only & am of odd number of these vectors genem\»ea o rolay-iocvp w.cto!'.
and further a cum can be elther e amge pélay-loop or o mm

~ which conuiste of & elngle relaymloop and unaepuratod or geparated loops

of conuct buncbes. ‘rhorerurt,ir the m.anbm of mdcpenﬁent pingle relayv-
loop vectors end all dopendant r-ehy‘loop ‘mctera of f.n:.s subset are
rezvpecunly denoted vd.th ¢ and !,the tom nuber ¥ of the rulaybloop
vectors ie given by e s :
"W =G+ K=, 04 *c“} +oss *Cann 2“" Rl e 2

= G+ t,if C 1o oven,
n= 4, ifc:.eodr., _ _
ua)ly, the ml number v of cut-set omctars cutting the relay branch

‘is ghven by

VaB+R=2"" : | ]
where B and B are numbers of Mepén uut. single mlay-cut—eet. covectors
and a1l dcvenc‘ent relay-cut-set cwect’ora.

An o-ﬂor relntion of vectore and covectors \d.u be deﬂned taking an
example on t.he,fonovins three vectm'n o' ¥ Aumi We
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there holdas _

v &V forall: & 1
and en inccuslity Holds | ’

Us> v st least forome © (~=2end Sl . 11

If any poir of voe’wra or covectors it in relntimabips i end 11,the
vector U s called ”],g»g m v or ¥ e called muer than" U and
is e pmeaed ap . ; ;

TV or "u>vy S S e 111
The relatign it called @ ;_mmgg_m (covoring or mczuaxon).
¥ has no order rola.tion to Uand Vs In gcneml.a veotor set.v_ forme &
"partislly ordered(or semi=ordered) m _ | .

If 81l poceidle K relaysloop vectora ck are determined by oddé number
addition of 0 1inearly independent relaysldcp vestore Cg yell V relay-
loop veectors genersally form e ‘cemi~ordered vector sét. Bocause ¥ veators
include all paesible relayaloop wctor!,tf thore uxieta a multiple loop
v 1n these vemrn,ita single loop part. ¥ exiets In the rezaining vectors,
en® this multiple loop vector U 1o 1ar5er then ite single loop part Ve
Thus,a nultiple relay=100p vet_:tax- v _alwaye p’ésceqsee . snaller relay-loop
vector Vs This 1z an algebraic eriterion that a relay-loop vector ie
multiples Themfcregthe necefsity of singlenecs ofv«sd.ven short circult
conditions Og algabmicnny mesns the noneexistence of & mner relay-
loop vector in all E's depencent mlay-loop vector ok .

muelly,a multiple relayoeut-eot covegtor U. hms o ma.nor ooreetor in

all covectors B ,end the singlemr_ze of given open cipcult conditions




5
Be,. algebmioany meons. the nbnexi,&&noa at & m:upr mlay-euhaet

covectors in all #l ﬁcpendm may-cut-mt covectors B o
1 5tetement of probleme | _ :

If the problen 1s given by short" c'.lrnuit eonditions.ena can start olither
from the ctanderd m(cmnicel form) E’g or produot Rgs ~Either is casily
obtained from the ether. | |

Gonerally there oxist cortein t.rmmromuona ty vf nmblse which
kcap the given sum Sg mnrhnf.,md 'cheae tmncmmations form & non=-
emutnuvo roup“ coaabmm sucoomin suhstitution- Thensthere ic a p
'sot, of transfomation elements of the group can;a the "penerators”
which all ot.hax- tmncromauona can be Wg_ Al,ec g well known,
only pomuuuone of peirs of varublea such ag (xx') (xx).(xy') or
(wx)(zz') a»e s\n‘ftcient to be concidered as 5enézmtom.

From the totel lmmber of sach literel: m ‘the standard cum anc frn
fte conﬁsuutien,the sroup aenmtom are detemmod freu Rp or S, w
routine process. o _ ' o siis TR

b e neoehslry,tbo"ﬁultinlioatlc;n tnblé of f.he group can be easuy.imade.

2 MMWW

From' the etandard sum s;,pr‘}.ue implieemt S¢ end all ot.ber poaeible
Boolecan axproaeim o4 incluﬂins thelr dusl product cxprasslons ao,R"no.

Ry can be a.lpebmicaliy cbtnined‘ﬁ :

‘rhough e prime inplicont happem: t.o be a manot.one runctlan.thm. 15.
of purely unprimed {1terals or ail primed 1iterals,a minimum ne t.worig 18
often obtalnable from ita non-manotone gxpreceions |
’ From Boolean standpoint any 5 1o equinlent o Ry tor 511 values
of 1 and Je Howeveryin topological deeign,simultaneous considepation of




: . . 6
54 and Ry 1o more conveniont esﬁeéinlly for topoleglical enumeretion,
and in this cace for each 5y '.u 1% hae & corresponding network,the
cholce of Ry of the seme notwork is deslrables From ¢ach of Pj,the
~eorrecponding RJ in thie mennex i penerally deteminéd by eiuinlns

whether eaeb factor or RJ form a ¢ mwm mmeaary set of wvariables
which ehould mm in order that the 9 under oonaiderauon becones
zeros In Exsmple 1, ' )

R " 8y Tor all 1, -
However,in gencral the correspondence ie st one to one({eee Example 2).

A necessary condition of reallization olf e standerd oum S of G
t.orﬁa by cingle contacts io that all linearly écpend‘ont mlay-loapa
am 1n01\xded in the orisinsl aﬂo If e set of ‘generating loop-vectors,
€ in rmmber,is realizable as a netwohk,the abm is pleo the sulficient
condition and there. holds ]

0w o 5 : ' 4
Its proof 1s based on the éxelusiveness of meke ond bresk contact
lit.om!.a in all terma of Bg,0n the odd numbes in addision and on the
nonexistence of multiple loop. mully for s*audsrd praduct,there holdn

F= 2!  _ | - 3
for rulizahl» caue. ' . R

_ .‘1 Tovologization .
A set of ahort civ'cmit conditims of cath of 3¢ le topoloslo&lly

represented by a set of vectors T, g(1) 1n A(s.)oéimnnonal affine spaces
expnaslns smgle relay-ldops and form & bmm:h-rlbop incidence matrix cs (1)
of G(i) rowe and A(!.) columncs ruslly,s set of open. circuits of cach of

Ry- 18 tapo).ogicalu roprpoanud by & set of conctors BT(1) in A(3)=
dirensional affine space exprwcins ainsla rola.y-wtpret.n anc’ i‘om 8
cubsset matrix B (J) of F(J) rows gnd_A&J) columnse

5 Heslizebility by the numbero of xodes ches and degree of .




T
imch row of 0, muet br-?n tingle relay-loops Then,the mumber ,9(1) of
nodes munt be equel to the “topolorical length™ of this loop.thn 184
the mumber 1(1) of branchecs Ihue,the netwsrk sust have at least ©
nodes which ic egual t0 the maxisus number 2(1) of unities in a loop

vector:

© = 2(4)s | : : : : 6
e3paéiallj for the.prine implicent 24, ;
«Oa Ef1). ' | : : g

This 1s expressed aleo me :
49(1) - 1 & (1) = (1) - A : , 10

where. Dl1) Lo the maxiAum number of veriables (contacts) in & tie,that

is,a jggg;oggcq; dittence of the teminsls of the relay bronche
The renk G(1) of Gy glves the dogres of freedem PY(1):

p1(1) = of1) = *aak(cg (1) ) e 12 -
mdler's relation o L

,P' B oS B . ,. ‘ | 14
glves _» |

R L G T : ‘ 16

I thie ic not setiefled,there does not exist & dlrcult for this Cg'(i).
N bety Yol 2 : 18

given the maximum permisclble numbaf ef‘gﬁdit;bnai linaarly;lnﬂepenﬂdnt
“peeudoties"”,which mean topologloal single leope but not Boolean ties by
including make and bresk contacts of a'rel§y or more in aerios.ﬂowevar.
& relay-loop vector vith unities in pair oqntact couponents iz a single
relay-loop peéudotie oniyiwhen there s no smeller relay-loop vectors
and 1t is a milltipla loop vector if there ls & emallor relay-loop vector
and this smaller ieptor ie not necesgirily“a pseﬁdotie.

nually,each row of ¥, must be'a'singié relay=cut-set covector. If

: A ke
the maximun nuaber of contacts in each row of B ' which cen be regarded




-

8
a8 mg thickness of this barrier betnen two terminels of the
relay,1e denoted by Pl1) and thnt of bmnchos uum may be called &
w of the ent»nt,ie denoted by Q(i).'l‘hen there holds |

PU(1) & P(1) = 0(1) = 1,
Y e t Ry e ,
Especlally, for Q.'dual prine mpucant~ Rys

PI(L) « 1= Q(De ol s G T . 7
The proof is based om the singleness of cubsots.and that P branches
cen form chorde(unke) of a cotrees ' : fx

B(4) = 1= B{l) rank (BT (1) ) s o - o
Ruler's relation ' | |

P et aoduet S e ot 13
gives | e

BeA=Qs+ 1 | 15

If this is not éatlsfied,them 15 no cireuit for this BT (1).

=heQelsB ' o
glves the maximum peminsible nmher or nﬁditioml llnearly independent
wcb_m 'yWhich are topolosieany ein;z.le cut-zete but not Booloan cuts
by including make and breask contects of e relcy or more in parellel.
However,s general cut-net covector including such pair-contacts 1is eithér
e oingle reley-pseudocut or & gultiple cuteset ,0f which the included
singlc loop iéﬁn_o_t neéessarny‘a peeudocuts ;

§ Dase g_and_Cove : ‘
The vector et gs defines an affine subspace of C-dimencion. Itc beses

bese vectors Gy ‘can be determined by trensforming Cg into cuch & form
that each row hec st least one unity which is the only onc unity in its
columnn. If all rows @cquxrg such unities, cuch Cg’ " will be called a

"o omiaidaponalized” form. Furthod trénsformation of the firct square




9
‘part of Gy to & unit metrix by adequate éxchanse of 4tz rowe and columns
ie dlespensable, The somi- ,aronalizatiau is mora easily done hy a routine
vork of addition modulo 2 than by multtalication of an inverse of e
square parts Then,ul‘ K 1incerly dependent vectore Cp' are obilalned
from the base vestore Gy by all edd nunber sumes O will be called "pubties"
in short. ’ AL
tuelly basc covectors B® . and all H ¢ open\ent cux-eetr Bl cen de
deternined. BhJ- will be called “gnb-cgggf

12 the given veatdr.éet cs‘exictli coinctdes'wiyhite bese Gy and all
substios O jthat i, with W Gy ,

G= G X =W, A : 20

* then the remtinQns hart ir to realize theAhaue Cqg o8 & connection by ite
semi-ciagoaglizatlon.}zf Cq 1a’hot~r0¢lizab1e,qnd ¥ of cq.18 1s & positive
integer,there 12 a posslbiliiy to reallize 1%.-by the addition of poeudotier
Cn up to Ne Oy should net be smaller thsh any of Cg send all rubties
genavatad by Cn and Gh' shbﬁld be vithar,multiplé_IOOps 6r-pseudotiea.
It 1t i still un:vallzablr,only-1ncreaae of contuctenahles realization,
}ff ﬂﬁﬂ#&#la?d‘ other Boolean e’ preation of the asme nu mber of contacts,
should be caloulatéc. If all of then are unreslizable,

If sone of the cub-ties O are péoudotios and the regt ere all included

in Cg ythe procef 1e the came aes the first casce
uslly;1¢ B . cotmotdes with BV ,that io,B% and B and
P N oy ‘ | 2
or Bh include somé p*ondoouts,then realizebility of B® 1¢ & amined end
173 of #qsi7 ic positive an? all subecutn by B® and BR are either
multiple~cuts 6r_péeudo§1es,the’aeé1t10¢ of B ; may change pb & realizable

ONCe
ae

The ebove caeesﬁ}ho most favorite or the simplests In general,only




o e | ’ | 10

s come or none of mubties Op &re included in the original Cg + and the
rest of subtlee G, form multiple loops and Boolean ties which are net
included in ¢ '

B
used "gnesk peths". Subties Q¢ may include "smallér veetor” then sny

sWhich cen give & nev algebralc definition of intuitionally

vector of the glven CG +« Sneak paths and such order reletion should be
eliminated either by change of 1 of Sy or by increace of contaectas
Tuelly,algebraicelly defined "oneak berriers” end emalleér covectord

in B® . ehould be elininatéd either by chanmge of § of Ry or by increase

of contectre,
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ABSTRACT

REALIZATION OF BOCOLEAN POLYNOMIALS BASED ON INCIDENCE MATRICES

8. Okada, Y. Moriwaki and K. P. Young

An algebraic method of finding minimum switching 2-terminal networks for any
given Boolean polynomial § is established by adopting node-branch incidence matrices
as unknown quantities.

1. Generators of invariant transformation group of § are determined.

2. Prime implicant sl or any other equivalent polynomial é!ii are expressed by
loops passing the relay branch and hence by a set of vectors C '(i) modulo 2 in a branch-
number-dimensional affine spac.c. Dually open circuit conditions Ri are expressed by
a set of hyporphnc covectors B (i) of cut-sets.

3. B (i} and C '(i) give realizable range of number of nodes, branches and de-
gree of freedom for each R, and 8

4. Base vectors Cp(i) of subspace C '(1) and all vectors Ck(i) which express
loap- passing the relay branch are determined ba.ud on linear dependency. Dually
B (1) gives base covectors B #(i) and all covectors B (i) of cut-sets cutting the relay
branch.

5. Sneak paths or barriers in ma or Ck(i) are eliminated by increase of con-
tacts.

6. Networks of solution are obtained from either B"(l) or Cq(i) by a new graphi-
cal or algebraic "ambit-method®”, generally with addition of some #pseudo-ties® C, )
which are loops including make and break contact of a relay in series. Dually, " pseudo-~
cuts™ Bm(i) can be added to B‘(l) for realization.




