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COMPUTER SCIENCE AND ENGINEERING BOARD

AGENDA

Evening Session 15 April 1970

EXECUTIVE SESSION

The evening session of the Computer Science
and Engineering Board Meeting will be held
in Room 500A of the Joseph Henry Building
and begins at 8:00 p.m.

The draft FCC Report (Mr. Billig, Chairman,
FCC Panel) will be reviewed by the CS&E
Board.

.
The Chairman of the Board, or Dr. Ling if
present, will review development of day's
activities of the Export Panel (Computer
Technology Panel).
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Dr. Holt, Information Centers for Decision
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PREFACE

In July 1969, a group of approximately thirty experts
from industry, government, and education met in Annapolis,
Maryland to discuss the future of education in Computer
Science. The chairman of this conference was Alan J. Perlis.
In March 1970, a smallef group met in Washingﬁon D.C. to
prepare this report which presents the findings and

recommendations of thc coriginal conference. Final editing

of the report was done by Thomas H. Bredt.
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1. INTRODUCTION

Scope of the Conference

A’ conference to study Computer Science Education in the United Statés
was held in Annapolis, Maryland,'in July, 1969; The conference was sponsored
by the National Academy of Sciences; Computér Science and Engineering Board
under a grant from the National Science Foundation. The conferees attempted
to identify both the proper goals for a college or university education in
Computer Science and, in a broad sense, the routes and structures for achieving
those goals. Discussion and recommendations focused on the e imated 20% of
the computer field personnel who, even in the near future, must be college
trained. However, the bulk of the people working in computing for the next
5 to 10 years will not be four-year college graduates but will, rather, receive
their final training in high schools or two-year colleges.  This meeting did
not address the critical problem of training such people. A conference-on this

subject should be organized.

A Profession or a Science? \\

A recurrent question that threaded its way through most of our discussions

was whether "Computer Science" ought to be a "professional”™ or "scientific”

“Efudy: The issue, which in the end proved to be somewhat vaéuous, was whether

the graduate was to go on to "design things" (like the engineer) or "illuminate
truth" (like the mathematician). The conclusion of the group was that a variety
of graduates is necessary and ;hould be produced but that the distinction in
their education should be achieved by the extent and, therefore, the depth and
richness.of their education in Computer Science and not by "separate tracking"
or education in different disciplines. Computer Science, therefore, is a

discipline which has both practitioners and scholars.




. ¢ The Numbers Problem

. The first issue addressed was the numbers problem: How many and what
kind of people do we need to_educate? Two épproaches were used in attacking
this problem:

(1) extrapolation of equipment-support requirements.

(2) reasoning by analogy with other fields.

The first approach assumed the existence of about 10,000 computers in the
UnAi.ted States in the 1975-1980 period (these are machines that need the support
of computer professionals). A further assumption was that the number of com-
puters and the staff needed to support them would "plateau" thereafter. This
provided a base for the manpower computation. | |

With due consideration for the "mix" of large, medium and small installa-
tions, a support group of about 600,000 professionals was deemed necessary.
The long term, steady-state conditioﬁ (about 30 years from now) éssumed that
these people will all be college trained. Then, assuming a working life of
30 years, the replacement rate will be about 20,000 per year.

The current college-edﬁcated "professional" population in the computer
industry is believed to be about 100,000. This number is so far bélow that
needed to competently staff the nation's computer installatibns that even a
30,000 per year influx of trained people would be desirable. Such a "produc-
tion" rate, of course, is not currently possible. This number is presented
only to support our contention that a 20,000 per year rate is a reasonable
national goal,

The second approach to the "numbers game" adopted was to estimate the
support popﬁlation in relation to other, better understood and more mature,

disciplines. Compared to the 40,000 engineering graduates per year (from all

. engineering disciplines) our chosen target of 20,000 per year seems reasonable.
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. Compared to the 10,000 medical doctors per year and the 20,000 nurses per
year, the anticipated rate retains its plausibility. !
We, of course, understand the fatﬁity of attempéing to mage these kind
of predictions for periods beyond the next five years., Our chief concern

is that we are not overstating the need. We believe we are not.

The Mix of Graduates

Twenty thousand graduates per year is the goal. What kind of training
should they havé? What is the "mix" of degrees? These were the next issues
addressed.

Many factors influenced the assessment of tﬁe_proper proportiors. In
net, it is the judgment that the 20,000 per yéar should be broken down as
follows:

500 PhD's/year

3,500 Master's/year
16,000 Bachelor's/year

The Educational Path ' .

As mentioned above, Computer Science is seen as a single, coherent
academic discipline. We reject the notion that "theoretical" Computer
Science and "practical" Computer Science are so different that they cannot
share the same base. For that reason we recommend that there be, in any
university, a single Computer Science "track". An undergraduate "core"
curriculum (with electives) will produce.a bachelor-level graduate who has a
thorough grounding in the fundamentals of his field. Graduate study will lead,
inevitably, to deeper understandiné and greater éccomplishment. '

Single-tracking the Computer Science student creates a number of serious
problems as to the content of the core curriculum. We understend the
complexity of the issues raised and do not, here, propose or recommend any

curriculum. We are convinced, however, that the benefit of not having a
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splintefed discipline far outweighs the disadvantages induced by the
. necessities of accomodation.

The Neglected Majority |

An important though paradoxical result of our deliberations is what we
might call the plight of the neglected majority. At the present time, about
80 percentlof the computing done in the United States is in support of business
applications. Programming in COBOL, business data processing systems design,
development, and operation represent the sole activity of the majority of the
people in the compute; field today. These kinds of activities,‘similarly, will
represent the major involvement of people during the projection period.

Why not, then, direct our educational policies and courses towards the
more specialized needs of this group? The arguments come, in essence, to the
notion that the data processing community benefits from students educated in

the fundamentals of Computer Science.

‘ Costs of Educational éompu’cing in Computer Science '

Except for the cost of providing computer services, the cost of edﬁcating
the Computer Science student is not significantly different from that of
educating the Physics or Chemisty student (again without laboratory expenses).
However, an important, but costly, part of the student's training ié the

- provigion of experience with a computer (or with computer services). This

necessary laboratory experience is estimated to cost:

$ 20 per man per year for the non-Computer Science student
$1,000 per man per year for the Computer Science BS years
$2,000 per man per year fbrlthe Computer Science MS years
$l4+,000 per man per yesar for the Computer Science PhD years

‘This represents a cost of about $90 million per year for Computer Science

. education.




2. RECOMMENDATTIONS

1. At the present time there exists a recognized shortage of
professionals trained in Coméuter Science. This shorfage.is felt in all
areas where computers are used. To remedy this shortage, at a fairly expert
level, we recommend the establishment of strong master's programs in Computer
Science in degree granting institutions.

By a strong mastér's program we méan a program that will provide a
suffiéient education for those professionals who aré going to fill the need
for trained practitioners of Computer Science in industry and government and
who will improve the efficiency and scope of compufer operations.

Furthermore, we recommend that master's programs in Computer Science
_contain strong elements of laboratory training in the developrent and-
utilization of computer systems.

2. To remedy the above mentioned shortage at a less expert level, we
recommend the esteblishment of strong bachelor's programs in Computer Sciencé
in aegree granting institutions.

By a strong bachelor's program, we mean a program which will prepare
students for employment as working computer professionals and for advanced
education in either or both master's and PhD programs in Computer Science.

Furthermore, we recommend that bachelor's programs»in Computer Science

contain strong elements of laboratory training in the development and

utilization of computer systems.




3. We recommend that the development of doctoral programs in Computer

Science continue at its present rate. While these programs ﬁéve done well,
it is recommended that they continue to be supported by (1) graduate teaching
and research fellowships, (2) post-doctoral teaching fellowships to aid in
acquisition of new faculty, anﬁ (3) support of new and different computer
facilities. Examples of these new and different facilities are satellite
computers, processors for film and TV animation for instructional purposes,
hybrid computers, converters to and from other systems, and advanced equipment
such as is developed és a.résult of the investment of national resources in
research and development programs for defense, space and other sciences.

4. Tt will be essential for the universities and colleges to greatly
expand their students' opportunities to learn the essentials and principles
of all elements from problem formulation to computing realization and for
these institutions to be aware of the part that Computer Science can play in
this expansion. It is recommended that support be provided to implement coop-
eration between computer scientists and individuals of other departments to the
'end that individuals from other departments be encouraged and supported in
providing opportunities for students to gain insight and knowledge in part
or all of Computer Science. All reasonable efforts should be made to
encourage interdépartmental cooperation in this area. Finally, both research
in the general area of application and materials preparation directed toward

teaching deserves support, especially when each is planned to support the other.




5. It is recognized that the need for professionals in Computer
Science is & national one and, therefore, all effort should be made to provide
support for the development of bachelor's and master's programs with the
widest possible geographical distribution.

6. In the rapidly changing field of Computer Science and computer
related activities, up-to-date information on research is needed and is hard
to get. Under NSF sponsorship, the Soutﬁern Regional Education Board has
prepared surveys of college and university educational activity in the
computing sciences, but appdrently no agency is doing anything similar for
research in this field. At the same time, graduate departments have a great
need for, but possess very little information on what research in computing
sciences is being sponsored; who does the research, who sponsors it, and at
what levels.

In a relatively steble field like mathematics, & strong need has been
felt for up-to-date information about the nature of education and research
in the field, and the amounts and sources of its funding. These needs resulted
in the NSF-sponsored Survey of Reséarch Potential and Training in the
Mathematical Sciences (c. 1957); and the reports of the Ford Foundation-sponsored
~ Survey Committee of the Conference Board of the Mathematical Sciences (c. 1967).
| The latter committee apparently will meintain a continuous inventory from now on.
We recommend that support be provided for a continuing research and man-

power committee whose mission would be to maintain a continuing national

jnventory of research activity and manpower needs in Computer Science.




T. In the current environment, there exists a large and growing

number of highly trained and competent PhD's from related fiélds. Many of
these people would like to redirect their talents to Computer Science. We,
therefore, recommend that special attention be paid to the invaluable

opportunity for creating applications programmers, systems programmers, and
Computer Science faculty and research persons by retreading recent PhD's in
other fields. In particular, we recommend the institution of transdoctural

programs that will complete the training of such people in one to two years.
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3. QUESTIONS

conference attempted to answer the following four questions:

What are the manpower needs in Computer Science and what resources
will be required to meet them?

What educational programs should be implemented té produce the
computer scientists in the needed kinds and numbers?

How does Computer Science relate to the use of computers in other
activities?

Should there be.separate degree programs in software engineering?

dings were obtained that led to answers to these four questions.

questions are embodied in the recommendations of the conference given in the

|
' ‘ These findings are presented in the following section. The answers to the

previous section.
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4, FINDINGS

Question 1: Manpower and Resource Needs

During the last decade Computer Science has been recognized as & separate
and respectable academic discipline and has made considerable pfogress in
this period. The first graduate programs in Computer Science were initiated
some ten years ago and by the mid-sixties there were several Computer Science
departments which offered the PhD degree. Since then, many more departments
and Compuber Science programs have been established and today there are more
than thirty graduate programs offering advanced degrees in Computer Science.

The progress made during this decade is very impressive and the overall
quality of most of these programs is quite high. The quality of the graduate
students entering Computer Science has also.improved dramatically over the last
five years and it is now clear that Computer Science is attracting some of the
brightest young people which is already reflected in recent Computer Science
PhD's.

It appears that during 1970 some 200 PhD's will be awarded in Computer
Science and that the existing programs are capable of prodﬁcing some 250 PhD's.
After several different ways of estimating the demand we believe that in the
"steady-state" we will need to graduate some 400 to 800 Computer Science PhD's
per year. This leads us to conclude, assuming the lower estimate, that the
PhD output should be increased st a moderate rate to reach the steady state

figure. Thus, the existing PhD programs should be strengthened and expanded

and new ones should be created selectively. On the other hand, no crash
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program seems justified at this time. It should be kept in mind that these
findings are based on very rough estimates and they should be refined as
more information becomes available.
We now outline some of our calculations which lead us to these findings:
1. It has been said that there are about 67,000 computers in the
United States in 1969. Iet us assume the following distribution of sizeé of

installations and staff.

Size of Installation Large Medium Small
Number of this Size | 1000 10,000 56,000
Avg. CS Employees per Inst. 100 30 3
Avg. No. of PhD's per Inst. 5 1 0

Then the desired total number of Computer Science employees is 568,000 =

1000 X 100 + 10,000 X 30 + 56,000 X 3 and the desired total number of Computer

Science PhD's is 15,000. If we assume that the productive life-time of a

PhD is thirty years, we conclude that we need 15,000 = 500 Computer Science
30
PhD's per year. There will have to be about 8,000-9,000 Computer Science

PhD's in the universities to meet the computer need and to maintain the exist-
ing faculties. The calculation of this estimate follows. To satisfy this need,
we require 9000 = 300 PhD's per year. Thus, the total demand is for about

30
800 PhD's in Computer Science per year. We belive that this estimate is high.




2. The number of PhD's required to teach Computer Science courses can
be estimated as follows. The term "unwashed" refers to students teking
Computer Science courses who are not Computer Science majors. There are
about 6,000,000 students enrolled in four year colleges and we assume that
each of them will take at least one Computer Science course during their

undergraduate years.

&. Unwashed 6,000,000
8 sem x 150/class

5000 classes/&ear

b. BS 2 x 15,000 x 6 classes/yr 6000 classes/yéar

30 stud/class

c. MS 2 x 3500 x 8 classes/year = 2800 classes/year
20 stud/class

d. PhD 2 x 500 x 6 classes/year
‘ 20 stud/class

300 classes/year

The total number of clasées per year is 14,000. Assuming each faculty

member teaches two courses per year, 7,000 faculty are required in Computer
Science.

3. We next compared Computer Science with mathematics. Currently,
mathematics is producing about 1000 PhD's per year and most of them are
absorbed (with great difficulty) by universities and colleges. If we estimate
that in the future two to three times more students will be taking mathematics
courses rather than Computer Science courses, we conclude that we should be
producing 300-400 Computer Science PhD's per year to maintain the Computer

Seience faculty. This would suggest that the average production of PhD's

gshould be from 600-800 per year.




k., We calculate the yearly dollar cost to educate all students in

Computer Science as follows.

(6,000,000/4)

&. Unwashed hours = (100 batch) $10/year 1.5M $ 15M
b. Bachelor (CS) hours = 25 +
(1 - = )100 b7 gro0opr (3% 1K) $ LM
t 5K
¢. Master (CS) hours = 10, =
(1 - )200, b $2000/yr (2 x7§5°°) $ 1M
d. PhD (CS) hours = $1000/ )
20 machine 000/yr .5K M
(500 x 2) $ T6M
2




Question 2: Educational Programs

A Coherent Discipline. We view Computer Science as a coherent academic

discipline. The educated Computer Scientists will be trained in the design,
analysis and construction of computer systems---complex mixtures of both
hardware and software. We believe thalt there is a core of knowledge funda-
mental to the uﬁdergraduate's education and independent of his future course
of study. We find no compelling réasons that lead us to suggest that Computer
Science is appropriately placed within any particular clasSiéal academic
department or college. Our strong concern is that in a given university,
there be only one undergraduate program concerned with the science and engin-
eering of computing (a student wishing to enter Computer Science from an
"adjacent” field will have the traditional academic remedy of "making up"
the necessary prerequisités).

There will, of course, be programs of study within other departmenés
which concern themselves with the study and use of computers from differing

perspectives.

System Design. Much of the programming activity in the country is aimed

toward the construction of large and complex systems where most of the diff-

. iculties arise from the size and complexity of the systems and the fact that the
systems are usually poorly or vaguely specified at the outset and even during
the progress of their development, These problems fall into a category that
represents an important érea concurrent to and perhaps a part of Computer
Science. The phrase " software engineeringhas been proposed for the study

in and of this technology. Some of what is known as "systems engineering"

or "operations research" falls directly into this problem area. It is in the
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area of design and development of large computer programs for such large
systems that there appears to be a lack of organized instruction in higher
education, here or anywhere, at the present time.

Systems Laboratories. We consider the laboratory-experimental aspect of

the training of students in Computer Science to be vital to their development.
We therefore believe that the establishment of computer systems laboratories
is an important part of the curriculum of both undergraduates and graduates
in Computer Science. ‘

There are many_substitute plans that could conceivably serve to fulfill
the same purpose as the computer systems research laboratories, e.g., summer
employment in industry, cooperative work projects with industry, or part-time
employment in a computation center on campus.

We believe that a team of six students can be given a very significant
experience for $1,000.00 per student or $6,000.00 for the whole team for a
one-quarter laboratory.

The Master's Degree Program, The nation has need for people to do a

variety of jobs connected with computers. A substantial mumber of these
people will be invol&ed with the design and implementation of large computer
systems each consisting of an assembledge of equipment (hardware) and a
complementary'collection of systems and library programs (software).* Those
people involved in such design and implementation activities are carrying on
e. profession which is in a very real sense similar to that pursued by prof-

essional engineers. It is our belief that professional educational programs

* time-sharing systems, traffic control systems, command and control systems,

management information systems, ete,
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should be available which are specifically planned to provide the knowledge
necessary to carry out these computer system design activities. By analogy
with the engineering situation, it seems clear that these educafional programs
should be at the graduate level, leading to a master's degree; that they
should build on a relevant bachelor's level education; they should be |
specifically planned as terminal, professional master's programs; and that
they should consist of courses at the level of scientific generality offered
to beginning doctoral céndidatés, i.e., should not be vocational type courses.
Initially, the bachelor's level education of those entering this master's
progrem will probably consist of a degree in engineering, physics, mathematics,
etc. with a minor in Computer Science. As the number of Computer Science
baccalaureates increases, a larger proportion of the students entering the
master's program will have a deeper preparation in Computer Science that will
bring about improvements in the quality of the program. ‘

It is recognized that there may be a master's program in other academic
areas which accent computers and their applications. It is felt that these -
programs should be designed by and largely be manned from within these academic

" areas. The Computer Science faculty should be used to teach the Computer

Science courses included in these applied programs.
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Question 3: The Relation of Computer Science to the Users of Computers

We find that there are a wide Variety of problem areas that will benefit
from advances in Computer Science. Future research is certain to expand the
areas where computing can be effectively used. By no means will all of the
problem areas lie in the field called Computer Science.

Problem Formulation and Matching: A Vital Segment. If we are to

realize the potentialities of computing systems at a ?easonable rate, we must
look forward to the education and development of men and women across a Vvery
broad spectrum. It is easy to recognize the inevitable needs for certain
kinds of people, such as:
- researchers into the understanding and expansion of what algorithms
and computing systems can do.
- systems programmers competent to guide, lead, and do the development
of major software systems. ’
- operators and routine programmers to run tens of thousands of
installations.

As we attend to such clearly recognized needs, and, as well, to such

' erucial needs as increasingly effective attention to "wholeware" -- to the

herdware and software of a computing system as a whole -- planned together

as well as working together, we must not forget the vital segment of the

spectrum associated with matching the problem to the computing system.
Problems do not arise in forms sﬁitablé for attack by computing systems.

Those that seem to us "just made for a computer" came to that state by mych

human effort. If we are to tackle new problems =- Or new versions of old problems --




effectively, bravely, pioneeringly, and successfﬁlly, it wili be because

individuals or small groups have done a good job of problem formulation, and

because individuals or small groups have used the available computing systems
and applications programs to deal effectively with these well and carefully
formulated problems.

Neither phase of this task can be done wholly alone:

- Problem formulation often requires both repeated trial and exploration
and insightful understanding of what computing facilities are really
at hand.

- Bringing a good foundation to successful computing often requires
guidance, sometimes repeatedly, from a version of the problem more
true to life than the given formulation.

. Tt will be essential for the universities and colleges to greatly expand.
all student's opportunities to learn the essentials and principles of all
elements from problem formulation to computing realization.

Where a department of Computer Science wishes to lead in offering such
opportunities, or to cooperate in offering them, that department should be
especially encouraged and suppofted.

We feel it would be quite unrealistic to expect all departments of
Computer Science to commit significant resources to this problem (indeed,
there may prove to be no one area to which all these departments will, or

should attempt significant contributions). The need is large, all who can

and would should help to shoulder the burden.
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Other departments with competent and interested staff sﬁéuld be
encouraged and supported in providing opportunities for students to gain
insight and knowledge in parts of all of this area. All reasonable efforts
should be made to encourage interdepartmental cooperation and co-working.

If opportunities are to become widely available, there will have to be
significant investments of time and efforts to develop materials ranging from
case studies to organized presentations. Research into the credentials of how
these problems are effectivély formilated and brought to computation can and
should have relation to mutual support with the efforts to develop materials.

Both research and materials preparation deserve support, especially
when each is planned to support . the other.

Question 4: Software Engineering

Finding: "Software Engineering" is not a good phrase to identify an
academic discipline and its use for that purpose should be discouraged. The
reasons are as follows:

Hardware and software are intimately related. Ten years from now
many functions that are now handled by software will be either hardware
functions or shared hardware-software functions. The term "software
engineering" emphasizes the distinction. Tt is very important to emphasize
the interrelationships. "Computer Science" is a far better term for this
since its programs include the subjects and views of "software engineering."

"Software Engineering" may, however, be an apt description of some

aétivities currently being studied and taught within Computer Science.




5. SUPPORT

The documents in this section support the recommendations and

findings presented in preceding sections.

What Kinds of Computer People are Needed? (B. Gilchrist, S. Moore, J.W.Graham)

Exclusive of installations involving special purpose equipment, or
equipment for specific special purposes (e.g., process control), as well as
those involving very small machines, there are on the order of 25,000
jnstallations in this country. Very roughly, they are organized by size and

purpose like this:

Number of
installations Type of irstallation
Scientific Commercial
Large 1000: 800 ‘ 200 .
Medium 10,000: | 5000 5000
Small 14,000 4000 10,000

By large we mean the class of computers of the IBM 7090 type and their

third generation successors such as the UNIVAC 1108, CDC 6600, IBM 360/50,

65, 67, 75, etc., GE 635 and 645, PDP 10 and Sigma 7. By medium we mean
the class of computers such as the B5000, GE 235, IBM 360/40 and Lk,

CDC 3300 and 3400, and the Sigma 5. By small we mean the class of computers
such as the PDP 8 and 9, HP200OA, IBM 1130, 1800 and 360/30, Honeywell, etc.
An installation is a computer and the enviromment in which it is serviced,

| equired to maintain the computer's flow

i.e., the direct support personnel r

of input and output.




- 21 -

For purposes of designiné college~level training and edﬁéaﬁion programs,
the group of‘people associated with the operation of small installations
mist be disregarded. That group (typically users of 360/20's) has as great
a need as the others for competent people, but unfortunately the needs of
larger installations for trained people deplete the smaller installations of
whatever talent is available. By default, that section of the computer world

" becomes staffed by poorly trained people. | |
For the groups associatéd with medium and large installations, the
people to be trained fall into these groupings:
Researchers
| Systems Analysts
Systems Programmers
Applications Programmers
‘ ' User/Programmers ’
Users
Researchers identify new things to compute, new methods to compute
that which we have been computing and reorganization of £h3 patterns of
our thought by which we attach significance to the results of computation.
Systems analysts map a pattern of data production and data use into a
sequential organization of data acquisition, transformation and production
based on mechanical methods and coded representations. Naturally because of

volume and traffic rate the computer plays a central role in this organization.




For systems programmers a distinction between two types was made.
Some qualify as "advanced" systems programmers, e.g., they can modify
08360 to suit their firm's needs; others not so qualified can detect trouble,
perhaps even identify its source in the operating system and know to whom
to turn for help in fixing it. The group labeled "users" are those who
merely know whether or not the results are correct.

A different breakdown of people needs is given in the following outline:

RESEARCH Devises new tools and applications.

Needs specialists in (hardware
(software
(combination of the two

DEVETLOPMENT Develops those tools and learns how to use them.
’ Also needs experts in (hardware -
(software

(combination of the two

APPLICATIONS Requirements (or results) which have to do with

data.

How to (select) a system.
(use )

How to measure effectiveness.

OVERALL And all three groups deal with both theory and

practical application.
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Educational programs in Cémputer Science are concerned with producing people
educated and competent in research, development and applications. The outpﬁt
of such programs, however, is negligible in number compared toAthé number
employed in industry in activities said to be research, development and
applications. As an industry (the committee agreed that it is not a
profession), some 500,000 people are engaged more or less full time, bub
it has an abnormally high proportion of very incompetent people.

By incompetent is meant:

If one takes as a measure of competance (a) The number of "lines"
of debugged code written per day, and/or (b) The computer space énd time
required forthe execution of debugged programs =-- one finds that an enormous
range exists in the industry over comparable tasks. We éuote somc Tigures
supplied by SDC (Commnications of the ACM 11 (1968), 6). Performance by 12

programmers with 2 and 11 years experience on a specific logic problem:

Performance on Worst/best

Debug time used 26/1

Computer time used ll/l A 0
Coding time 25/1

Code size 5/1

Running time 13/1

While this is a small sample and further studies of larger populations should

be made, many managers believe that the dispersion reflects the state of

relative competence in the industry.
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Attention was turned to a different view again: what sért of person

does an employer look for and hire? We listed these specifications:

1) A certain gleam in the eye, vaguely defined as motivation.

2) Some knowledge of the mechanics of computing; e.g., the applicant has
run some computer programs.

3) Problem solving adaptibility.

L) Commmnications skills (in both directions)

5) Ability to be self-critical.

6) Elementary knowledge of statistics (this last is weak, or optional)




Resources (A.J. Perlis, J. Giese, B. Gilchrist, J.W. Graham, J.lRowe)

We h;ve a number of figures and tables which might be of interest.

In education, the University of Waterloo has chosen to commence with the
Bachelor of Science program in Computer Science and to develop from that
upward to the MS and PhD programs. Tn the United States development in the
opposite direction has generally been followed. It is recognized by Waterloo
that the first approach is a somewhat more difficult path to follow, it
being more difficult to upgrade a bachelor's program than to downgrade a

PhD program.

This committee strongly feels,-and this is the first recommendation,
that major educational efforts should be spent in the development of
Bachel~r of Science programs in Computer Science in the USA over the next
few years. Furthermore, the committée concurs with the Waterloo experience
that the program should include significant amounts of practical, hands;
on experience with re;l computer systems problems. Hence the committee
feels, and this is a second recommendation, the BS program will be greatly
aided by and should include laboratory courses and/or cooperative ventures
with industry and government during the school semesters or oﬁer summer
periods. The committee does not feel that the development of MS programs
has the same priority as the two extremes, BSAand PhD. Indeed, the MS program
contains material only superficially different from the BS program and serves
mostly as a springboard for those switching fields and as consolation prizes
for those unable to complete PhD programs. The committee next considered the

needs of the non-computer scientist being educated in the universities, since
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it became clear it would not be feasible to educate as many specialists
as one might need in this field in the next 10 years.

The first calculation we made we call the Waterloo computatibn. At
Waterloo there is an IBM 360/75, costing 125K per month. Student Jjobs
account for l/lO of the system time on that machine or if you will costing
about 12.5K per month, Considering cost in the support or overhead equal
to that of hardware we have a cost of $25,000 2 month for student jobs.

For that cost the productivity is 5,000 runs a day or 100,000 runs per month.
Considering a productivity of four cracks at the machine per problem, this
means that that system is capable of absorbing 25,000 problems per month.
Consequently, given a student population size and a number of problems one
can come up with various estimates as to what it costs to provide under-
graduate computer experience for the non-computing specialist, i.e,, someone
who does problems of a relatively small size. We came up with one figuée
assuming 25,000 studeﬁts in the university of one dollar per problem per
student per month. The size of those problems is 'such that thelr programs are
1imited to one second of cpu time and the students are not charged for

disc file time but they generally do not include much file work.

Over a ten month academic year a system of this kind could support students
giving them 10 problems over an academic year at a cost of 10 dollars per
student per year in a 25,000 student population which almost reaches the
student population of the largest universities we have in the United States
today. Nov this figure is substantially below the figure in the Pierce report
which runs closer to 50 or 60 dollars per year. That means if we wish to
attain the Pierce report figure we could have the student doing 50 problems

per year, which is probably much too heavy a load for non-computing specialists:
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Now this leads us to make a third recommendation. We recommend that
funds be made available so that a cost analysis study can be made of the
specification and use of various Systems for handling bulk student jobs
for the non-computing spe?ialist at different student population levels.

It would be hoped to provide a study that would say - at the cost level

at which we have spoken, given a student population of 1,000, system A
would provide computafion at the rate of $50 per year at a level of between
10 and 50 jobs or problems per year. At a student population of 5,000
system B will similarly provide, at 10,000 system C, at 30,000 system D.
Such a specification of systems is not now available to the educational
commmnity. Of course, these systems need not be unique. There can be

many systems in each of these categories. Neverthelss, it is the feeling that
at all four of these student population levels, 1,000, 5,000, 10,000 and
‘ 30,000,systems can be found which are of ecénomical comparison to the
Waterloo system.,

We arrived at an estimate that to turn out 300 PhD's per year in
Computer Science, we were talking about an estimated machine cost of
$9 million a year., This is the machine cost required to support PhD theses
and PhD education at the level of 300 PhD's per year. Thus: to produce
300 PhD's per year it is estimated that it will take 30,000 dollars per FhD
in machine time or a total of 9 million dollars in machine time for the PhD
production of 300 PhD's.

‘ For the Bachelor of Science program in Computer Science, assuming
six courses in their program that are in the field of .Computer Science, thus

’ not counting auxiliary courses, and an education program that will turn out

15,000 BS Computer Science students per year, a figure of 15 million dollars

per year in computer time was arrived at.

e e i
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For the Master of Science program, a figure of 5 million dollars per
year in hardware costs was obtained.

The total cost in hardware is 29 million dollars per yeaf. One of the
figures that we used was that the EDP industry would be taking in about
100,000 people per year. What percentage of these should be PhD's?

Figuring that one percent should be PhD's we get a desirability of producing
& thousand PhD's a year. Our feeling on the matter was that by 1975 we might
be able to produce 1000 PhD's in Computer Science, but that we would not be
able to produce 1000 PhD's per year by 1975. If you can get up to about

300 by 1975 this would be about what we could expect. It seems to double
about every two years.

From whence comes this figure ~f 15,000 BS students per year? Is
it attainable? At the present time in engineering and mathematics the
output per year is of the order of 50,000, Now assuming there is no major
change in size of total hndergraduate enrollment in engineering and science
schools but that quality Computer Science undergraduate programs do come into
being, how many of the 50,000 per year could we expect to prefer an education
in Computer Science? We believe that without a great deal of heavy advertising
or pressure of any sbrt, 20-30% of the undergraduate enrollment in mathematics
and engineering programs would shift into Computer Science programs, if there
were existing quality undergraduate programs in Computer Science. Furthermore,
the percentage is probably conservative. That means of the 100,000 per year
that are required in the EDP area, 85,000 are probably going to have to remain

or be non-Computer Science baccalaureates. We also made an estimate of Computer




Science faculty costs and came up with an.estimate of 45 miliion dollars per
year for that part of Computer Science faculty costs devoted to Computer
Science education alone at the three levels being well aware,‘of course,

that there are other costs associated with their education outside the
Computer Science Department. But we are talking now about cost of a faculty
of dbout 1500. Waterloo argues that they are producing 200 Baccalaureates
per year to service 1,000 cqmputers in the province of Ontario. There are
67,000 computers in the USA. Consequently, if we assume that the ratios are
comparable, this leads to 13,400 output in the USA to service these computers,
if we adopt that ratio. This compares reasonably well with out 18,000 figure.

The following set of figures, arrived ;t differently from the figures
just cited, tend to corroborate this level by about 1975. A conservative
estimate of the prospective demand for the products of the Computer Science
educational system.

1. In the long run the overwhelming majority of Computer Science
graduates at all degree levels will go to non-academic employment. For the
estimates we shall make later, we shall need to estimate the nunber of
"Computer Science" positions which should be filled with Computer Science
trained people if possible at computer installations in the U.S.

a. It has been said that there are about 67,000 computers in the

U.S. in 1969.

b, TIet us assume the following distribution of sizes of installations

and staff.

STZE OF INSTALLATION TARGE MEDIUM SMALL
NUMBER OF THIS SIZE 1000 10,000 56,000
AV. CS EMPIOYEES PER INST. 100 30 3

9 1 0

AV. NO, OF PhD's PER INGT.
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Then the desired number of TOTAL "CS" EMPLOYEES
1000 X 100 + 10,000 X 30 + 56,000 X 3 = 568,000 /
end the desired number of TOTAL "CS" PhD's = 15,000
c. These positions are not now filled by Computer Science graduates.
We assume it would be desirable to replace them gradually by
- Computer Science graduates to upgrade the computing profession.
2. Iet us assume that the computing profession remains static at about
this level, i.e., that increases in efficiency make new people available for
an inexhaustibie set of new problems. ILet us assume that we have a rather
rigid slowly varying working population, like the Civil Service. This may not
be too unreasonable to assume, since these professionals might become union-

organized (as teachers are now). If we assume a working life of about thirty

years. then in the steady state we shall have to replace about 68,000 =

30
. 19,000 Computer Science employees per year and about }-5%—8—0—0 = 500 Computer

Science PhD's per year.
3. Composition of 19,000 Computer Science graduates.
If we assume that about 20% of these graduates seek advanced
degrees, this means about 4,000 advanced Computer Science degrees per year.
If we claim 500 PhD's per year, this leads to a need for

500 PhD!s
3,500 Masters per year
15,000 Bachelors

in the Computer Science area.
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Conservatism of this estimate,

-

500, 000
200,000,000

The assumed static "gg™ employee pool is about = 0.25%
of the total U.S. population.

19,000 graduates per year is about half the nmumber of engineering
grads (40,000) per year. That doesn't sound unreasonable.
Computer technology should be about as widely appliable as

engineering.
. !

. For comparative purposes consider the fraction of our manpower

resources devoted to medicine and associated subjects. We
produce about 9,000 physicians per year. They must be backed
up or supplemented by about 18,000 nurses, technicians, dentists,
and various forms of physiologists, etc. As a guess, about
27,000 graduates per year are devoted to problems to health.

You might argue that since medicine absorbs a fairl&

small fraction of our economic output, and since computing is

(or will be) involved in all of man's activities, including

medicine, perhaps the output of Computer Science graduates could
safely be increased to the level of medicine (and associated

graduates) or 27,000 eventually.

Some Computer Science enthusiasts assert that the growth of

Computer Science may be 100,000 per year.

In a steady state process, with & thirty-year working life,

this would lead to a CS employee-pool of

30 x 100,000 = 3,000,000
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If theipopulation of the U.S. remains static at 260,000,000,
this would mean that the pool would contain about 1.5% of our
population. |
5. Nothing has been said about the provision of refresher courses for
the people in the pool who will constantly become obsolete. If you provided
a "refresher" or updating course once every five years, this comes to 0.2
course (three weeks?) per year. Even if you restricted this updating to tke
Iucky employees at the large and medium installations, somebody would have
to provide about
0.2 x 400,000 = 80,000
student courses/year. Even if these courses operate at 100 students per
section, you would have to run about 800 refresher course-secticnc per year.
If we are less generous and send only 10% of the pool to refreshers,
this cuts the total to 80 course sections per year. That ought to be a‘
tolerable burden for the educational system.
6. Nothing has been said sbout providing computer "service" courses for
non-Computer Science students.
It may seem ridiculous to staff the small installations with graduates.
" To handle this we suggest that we reinterpret our imagined program. Let us say
that we provide instruction and facilities to produce 190,000 graduates per
yéar. If about a third of these drop out after the first two or three years,
they would probably have to be content to work at the small institutions.

Actual graduates go to medium or large places. We would assume that the computer

industry would be included as part of the large installations.
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One final point. The figure of 15,000 baccalaureates is considerably
lower than we would like, Arguing about 100,000 entries into the EDP area
a year are needed, we figure that 25,000 come from business schools and
industrial administration programs, 25,000 by upgrading from their current
positions. This leaves 50,000 coming from colleges, and we are only providing
1/3 of that. That means that 35,000 are going to come from a lower
educational level than baccalaureate Computer Science programs. One of the
consequences of providing 15,000 baccalaureates in Computer Science will be
a temporary diminution of the number of people needed in the field. But we all
agreed that this diminution would be temporafy. The more trained people that
you have presumable the less total number you need. However, we would really
prefer that all 100K came out of baccalaureate progrems in Computer Science.

We merely want to point out that the figure of 15,000 per year is,

in our judgment attainable right now if baccalaureate programs are introduced.
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Bachelor's Degree Programs in the Computer Sciences (J.W. Hamblen)

History and Status to June 1969. From 1960 through 1968 discussions

relative to the desirability of and content of an undergraduate degree
program in the Computef Sciences centered about the activities of the
Curriculum Committee on Computer Sciences of the Association for Computing
Machinery. Two reports were published which have had considerable impact
upon the structure and content of bachelor's degree programs in Computer
Science. The first report was published in the May, 1964 issue of the

Communications of the ACM and was called "preliminary Recommendations for

an Undergraduate (Bachelor's)Degree Program in Computer Science." The later

report appeared in the March issue of the Communications and was entitled

"ourriculum 68: Recommendations for Academic Progrems in Computer Science."
By June.30, 1965 it was estimated that there were 11 bachelor degree
programs in Computer Science in operation and an additional 81 programs‘were
expected to be placed into operation by 1967-68. L
By June 30, 1967 30 bachelor'é degree programs in Computer Science were
reported in operation with 1727 majors and 175 graduates for 1966j67. 2
In addition, another 53 bachelor programs were reported going with nearly
3000 enrollees and 300 graduates. The latter included Data Processing,
Information Sciences, Computer Science Options in various academic areas

the largest contributors being mathematics and electrical engineering.

P L Lk hbabahnd

1. Hemblen, John W. . '
Computers in Higher Fducation: Expenditures, Sources of Funds, and Utilization

for Research and Distribution 1964-65 with Projections for 1968-69, Southern
Regional Education Board, (Atlanta), 1967

. 5. Data from "Inventory of Computers in U.S. Higher Education 1966-67" conducteq
by Southern Regional Education Board with NSF support. To be published by NSF,
Fall, 1970.
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The above programs were influenced by the "Preliminary" recommendation
of the ACM Curriculum Committee but not by their final report "Curriculum 68",
However, if we assume that there has been a linear increase in the number of
degree programs, we get the following estimates for majors and graduates for

June 30, 1969.

Computer Science

# programs 49
#'majofs 3000
(1968-69) # graduates 750

Shortages of faculty candidates have no doubt slowed the development and
initiation of many planned programsf

Because of one or two very well advertised bachelor's degree programs in
small institutions,rsome have begun to believe that there are many such
programs being attempted at such institutions. This is definitely not the
case. TIn fact only 7 of the estimated 83 bachelor's programs (of all types)
in operation as of June 30, 1967 were in institutions which did not offer at
least a mastef's degree and had at least 10,000 students enrolled.

Of the 30 bachelor's degree programs reported in Computer Sciences going
as of" June 30, 1967, 23 different states are represented. Approximately two
out of three of thesé programs are housed in a Computer Science Department
or a joint department in its name (e.g. Information and Computer Science).

In 1970 there are approximately 40 Computer Science Departments. Almost

without exception these are located at well-known state and private universities.
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Possible Trends in Bachelor's Programs in Computer Scieﬁces. The ACM

Curriculum Committee did not address itself to how the "Curriculum 68"
recommendations could be used to structure a degree program for those who
will work in the bpsiness commnity. This was deliberate. At the time it
was felt that the needs of the "data processor" were incompatible with those
of the "computer scientist" or at least that the intersection of the needs
and interests was very small. It is quite possible that the recent develop-
ments which have led to mucﬁ more complex hardware, and consequently_soft-
ware, systems have greatly expanded the intersection of interests. At least
that was the feeling of some who participated in the conference whereas
others maintained that all previous discussion (and the conference included)
had not come to grips with the needs of the large majority of computer
personnel who work in the business area.

To this end still another committee of ACM was appointed in 1965 to
study and make recommendations for Computer Edugation for Information Proc-
essing Systems in Organizations. Dr. Dan Teichroew, University of Michigan
is Cheirman of this committee. A preliminary report is expected to be
published in 1970. The activities of this committee is supported by an
NSF grant to the Association for Computing Machinery.-

A proposed undergraduate Computer Science program was presented at the
conference by Dr. Alan Perlis of Carnegie-Mellon University, which looks
promising and is one of the first attempts to satisfy this "need of the

majority" within a Computer Seience framework., The main "gifferent" features

of this proposed program are that three courses in Operations Research and

a course in Administration and Finance are required.
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Many of the conference participants felt that "Computer écience"
degrees were desirable for those who manage or aspire to manage large
business systems.

Although specific content and recommendations for a bachelor's degree
program were not discussed it was the consensus of the group that considerable
laboratory work should be included in a bachelor's program in Computer

Science. Such laboratory experience should include work with a large data

system.
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*
Computer Science at the University of Waterloo (J.W. Graham)

History and Philosophy. Computer Science courses have been taught

at the University of Waterloo since the academic year 1959-60. They were
actually taught before the university installed its first computer. It
was ﬁot until 1964 that a program in Computer Science and a philosophy
of operation of that program became evident in any formal sense.

At the present it is félt that although Computer Science is starting
to get as a coherent body of knowledge it is still not at the stage
where it can be taught as a complete undergraduate discipline and be
considered as a basic body of knowledge such as mathematics. It is

felt by the Faculty at Waterloo and by many others in the field 4]

that

O o - - - " o o

Numbers in square brackets, e.g. [6] , refer to references found at the

end of this subsection.
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Computer Science should be taught as a specialized area in a basic
discipline such as Mathematics or possibly Electrical Enéineering. If
Mathematics were chosen as the basic discipline a student would undertake
a program such as the one recommended in the CUPM document [8] and then
pursue some optional courses in his area of specialization whether it is
algebra, geometry, statistics or computer science.

Computer Science courses were tadght to undergraduate Engineering
and Mathematics students at the University of Waterloo for the first time
in the academic year 1960-61. A graduate course in programming had been
given for the first time in 1959-60. These undergraduate courses were
mostly applications-oriented and consisted primarily of numerical methods
and analysis and some programming. The first course at the undergraduate
level which was primarily programming was offered in 1961-62 to the graduate
engineering class. These courses were taught by a group of three people who

»

were in the mathematics depaftment but who had a prime interest in Computer
Science.

Computer Science course development remained at this level
until the introduction of the Honqurs Co-operative Mathematics course
in September 1964. (A co-operative course is established in such a way
that students spend alternating four-month terms in school and working
in industry and business. In this wayvthey are able to gain practical
industrial experience as well as a sound academic background. The
academic content is identical to the regular mathematics programs already
being offered at Waterloo.) This co-operative course had both Actuarial
Science and Computer Science options and so a need arose to develop a
more comprchensive curriculum in Computer Sclence to supplement the courses

already offered. The courses at that time consisted of two numerical
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analysis and programming courses and courses in allied areas such as
probability and statistics and logic. Any curriculum that was developed
for the co-operative program was applicable to the regular program and
vice-versa.

The honours mathematics program with Computer Science option
has now been established on both a regular and co-operative basis since
1964, although it is still under development and will continue to change
in order to remain current. The present program is based on a solid
foundation of mathematics with the optional courses primarily iﬁ later
years. There are three ways a student may pursue an option in Computer
Science. He may enroll in the Co-operative Honours Mathematics Program,
the Regular Honours Mathematics Program or the Regular General Mathematics
Program. In an honours program a student attends university for four
years and completes 17 or 18 mathematics courses (including Computer
Science) and 9 elective courses. The difference between the regular’
and co-operative program has been explained previously. In a general
program he attends university for three years and completes 9 mathematics
courses ané 7 elective courses. The elective courses may be.chosen from
the sciences, humanities or engineering and the student may study such
courses as philosophy, psychology, economics, chemistry, physics, ctc.

A description of the undergraduate program on a year-by-year
basis is presentcd next. Wherc a choice of Mathematics courses 1s
indicated some typical examples are shown; elective courses are indicated

where taken, but no course titles will be given.




. Regular and Co-operative Honours Program in Mathematics for Students

Specializing in Computer Science

First Year

Mathematics 130 Calculus
Mathematics 131 Algebra and Solid Geometry
Mathematics 132 Introduction to Computer Science

and 3 elective courses

Second Year |

Mathematics 229 Linear Algebra

Mathematics 233 Probability and Statistics
Mathematics 237 Differential and Integral Calculus
Mathematics 240 Applications in Compﬁter Science

and 3 Elective courses cne of which may be another

‘ Mathematics course such as Mathematics 234 (Mechanics) or |
Mathematics 235 (Actuarial Mathematics). The co-operative
program students must s2lect 235.

Third Year
Five Mathematics courses including:
Mathematics 329 Abstract Algebra
Mathematics 332 Theory of Functions
and at least one of
Mathematics 334 Numerical Analysis
Mathematics 340 Computer Systems

Students in the Co-operative program must take 334 and 340,
and students in the regular course usually choose both of

these courses.
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’ The remaining Mathematics courses to be selected might
be chosen from: .
Mathematics 333 Differential Equations
Mathematics 338 Mathematical Statistics
Mathematics 351 Combinatorial Mathematics
| Mathematics 352 Mathematical Operations Research

2 Elective courses.

Fourth Year
Five Mathematics courses.
Some typical examples are:
Mathematics 471a Switching Circuits

1

Mathematics 471b Computer System Organization and
Logic Design

Mathematics 472a Introduction to Automata Theory
. Mathematics 470 Numerical Solution of Ordinary and
Partial Differential Equations
\
Mathematics 457 Applied Combinatorial Mathematics
Mathematics 436 Mathematical Logic
Mathematics 455 Mathematical Programming

and 2 Elective courses

Regular General Program in Mathematics for Students Specializing in

Computer Science

honours and general programs.

The first year is common to both
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Second Year

Mathematics 229 Linear Algebra
Mathematics 237 . Differential and Integral Calculus
Mathematics 240 Applications in Computer Science

and 2 Elective courses

Third Year
Three Mathematics courses including at least one of:
Mathematics 334 Numerical Analysis
Mathematics 340 Computer Systems

Other courses may be selected from the list in the Honours
program.

2 Elective courses.

The previous material describes the programs in Computer
Science at the University of Waterloo. More comprehensive course
descriptions are given later.

The course as described in this paper is the one currently
being taughf. It is not considered complete and there is still
development to be done apart from the continual changing of courses to
keep them current. The first two years of the program will probably
remain essentially unchanged for the present time; the third year will
undergo moderate changes as ideas in curriculum become stable; the fourth
year requires some additional courses before it can be considered completely
viable. For instance, one or two courses in the area of programming and

programming languapes will be nccessary before the final year of the

program 1is considered to be complete.




Undergraduate Course Descriptions at the University of Waterloo

132, Introduction to Compute; Science. A thorough introduction to
algorithms, storea~program computers and programming languagés.

Concept and properties of an algorithﬁ, language and notation for
describing algorithms. Analysis of computational problems and develop-
ment of algorithms for their solution. A procedure-oriented language
(FORTRAN IV) and machine and assembly languages are used to‘implement
algorithms on the computer,

2 hours lectures, 2 hours problems.

240, Applications in Computer Science. Some numerical methods are

introduced in the first term and programmed for the computer using
FORTRAN IV. Concepts of Numerical Errors. Methods in Interpolation,
numerical integration, solution of nonlinear equations, linear systems
of equations.

In'the second term non-numeric computing is introduced

including simulation, the concept of a list and elementary list processing

techniques, sorting, symbol manipulation.

2 hours lectures, 1 hour problems.

334. Numerical Methods. Finite differences. Solution of equations.

Computation with series and integrals. Linear systems and matric methods.

Difference equations and relaxation methods. Numerical solution of

partial differential equations. Methods employing electronic computers.

2 hours lectures, 2 hours laboratory.
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340. Computer Systems., A discussion of the hardware and software

required in a computer system. Overlapped channels, interrrupt facilities,
memory protection, buffers; input-output control systems, macro-
programming, monitor systems. Relocation schemes, multi-programming,
multi-processing, dynamic memory allocation, timé-sharing. Special

purpose computer systems and simulation of computer systems. Peripheral
equipment. Introduction to the theory of sequehtial machines and the
logical design of computers.

2 hours lectures.

471b. Computer System Organization and Logic Design.

Part I. Logic Design: Brief review of basic switching theory; number

cystemws; logic circuits; storage elements, standard computer subsystems;

overall logical design of a conventional processor; automated design of

»

processors - computer compilers.

Part II. System Organization: Definition of total system requirements

for batch processing, time-sharing, real-time processing and other
applications; hardware-software tradeoffs and the impact‘of large-scale
integration; unorthodox hardware organizations; evaluation of solutions.
Some attention will be paid to design for reliaBility and fault diagnosis
as additional system requirements.

Prerequisite: Switching Circuits. (Math 471a)

2 hours lectures




N - ).}6—

. 472a. Introduction to Automata Theory. Sequential machine models.

Reduction of com'plctcly and incompletely specified machines. Decomposition
of machines, Nondcterminiétic machines. Finite automata and regular
events., Multitape finite-state nonwriting automata.
Prerequisite: Consent of instructor.

2 hours lectures, Fall Term.

472b. Introduction to Turing Machines and Computability Theory.

Formalisms for Turing machines. Variants of Turing machines. Universal
Turing machines. Unsolvability of the halting problem and related
results. Recursive and primitive recursive functions. Models similar
to digital computers., Brief introduction to formal languages. Post's
symbol-manipulation systems. Simple bases for computability.
Prerequisite: Mathematics 472a or Consent of instructor.

. 2 hours lectures, Winter Term.
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Graduate Course Descriptions at the University of Waterloo

Mathematics 510

Survey of Numerical Analysis

Interpolation and approximation. Quadrature. Solution of initial-
value and boundary-value problems. Solutions of linear and non-linear
algebraic systems.

Mathematics 511

Introduction to Computer Programming

Introduction to algorithm implementation. Basic concepts of computers

and computer programming using the SPECTRE machine as a basis. Programming
in a Problem-Oriented Language FORTRAN IV. Assembler and macro programming
using /360 Assembler or equivalent.

Mathematics 870

Numerical Solution of 0.D.E.

Initial-value problems. Existence and uniqueness. One-step methods.’
Error analysis. Multi-step methods. Boundary-value problems.

Mathematics 871

Numerical Methods in Linear Algebra

Direct methods of solving linear equations and inverting matrices.

General discussion of iterative methods for linear equations and some
{terative methods for inverting matrices. The problems of ill-conditioned
matrices and the discussion of errors. The jterative and direct methods
for finding eigenvalues. Problems of identical and close eligcnvalues.

Mathematics 872

Numerical Solution of Partial Differential Equations

Discrete-variable methods

Classification of Equations. Characteristics.
for Parabolic and Hyperbolic P.D.E. Systems of P.D.E. - Reduction to
canonical form and numerical solutions.




. Mathematics 885

Time-sharing Systems

A two-term course on problems and techniques of large scale time-sharing
systems. Topilcs covered include: evolution of computer systems;
description of some early systems; overview. Fundamental concepts:
resources; virtual memory; vitual machines; time-slicing; system
availability. Fundamental problems: resource management; resource sharing;
tradeoffs; storage allocation; device allocation; path finding; time
allocation; system metering. System facilities: communications facilities;
file management facilities; program production facilities - languages,
language processor control, dynamic loading and binding, debugging
facilities. System hardware architecture. System construction; scaffolding;
interrupt logging. Case studies of major time-sharing attempts: TTS/360,
MULTICS, BASIC, APL/360 and the SP-1 Electronic Switching System.

Mathematics 886A

Computer Systems I

A discussion of the hardware and software required in a computer system.
Including overlapped channels, interrupt facilities, memory protection,
buffers, input-output control systems, macro-programming, multi-processing,
dynamic memory allocation, time-sharing.

. Mathematics 8861 -

Computer Systems II1

Part 1 - Logic Design: Brief review of basic switching theory; number
systems, logic circuits; storage elements, standard computer subsystems;
overall logical design of a conventional processor; automated dbSlgn of
processors — computer compilers.

Part 2 - System Organization: Definition of total system requirements

for batch processing, time-sharing, real-time processing and other
applications; hardware-software tradeoffs and the impact of large-scale
integration; unorthodox hardware organizations; evaluation of solutions.
Some attention will be pald to design for reliability and fault diagnosis
as additional system requlrements. The faculty's APL/360 time-sharing
facility will be used for demonstrations, problems, and term paper studies.
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Mathematics 890 ) .

Programming Languages

This course will cover basic programming concepts as found in a number
of high level programming languages. The student will be expected to
write programs in many of the languages covered. The basic prerequisite
is a good knowledge of programming in at least one programming language
with course M892A a definite asset. The course content will involve the
following high level languages: ALGOL, CPL, SNOBOL, LISP, PL1l, SIMULA,
GPSS. -

Mathematics 891A

Design of Translators

Some theoretical aspects of mechanical language translation with references

‘to compilers and compiling techniques both past and present, including

general compiler organization, statement decomposition, syntax analysis,
code optimization and compiler compilers.

Mathematics 892A

Data Structures I - Basic Data Structures with Applications

Data structures from simple variables and arrays to lists, trees, rings
and plexes. Applications to programming languages, computer graphics
and data management systems.

Mathematics 892B

Data Structures II

Programning techniques for creation, deletion (garbage collection) and
manipulation of different types of lists and trees. There application
to symbol manipulation. An introduction to the uses of PL/1l, Formula

Algol and other Languuges will be given.

Mathematics 893

Data Structures 111
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Mathematics 894A -

Automata Theory

Reduction of completely and incompletely specified machines.
Decomposition of machines. Nondeterministic machines. Finite
automata and regular events. Multitape finite-state nonwriting
automata.

Mathematics 8941

Automata Theory

Regular expressions and languages. Basic properties, derivative
techniques, characterization of finite automata and sequential machines
by regular expressions. Sequential circuits: analysis and synthesis
techniques. Special classes of finite automata and languages (definite,
linear, star-free etc.). Algebraic properties of regular languages.
Further generalizations of finite automata.

Egthematics 897A

Formal Languages I

Phrase-structure grammars and languages. The Chomsky hierarchy of

languages. Context-free languages: basic properties, normal forms,

ambiguity. Special types of context-free languages. Finite-state

languages and finite automata. Turing machines and type 0 languages.
Deterministic and non-deterministic pushdown automata and corresponding
languages. Context-sensitive grammars and linear bounded automata.

Text: Hopcroft and Ullman, '"Formal Languages and their Relation to Automata',

Addison-Wesley, 1969.

Mathematics 897B

Formal Languages IT

Operations on languages. Closure properties. Abstract families of languages.
Solvable and unsolvable problems for type 0, context-sensitive, context-free
and regular languages. Syntactical analysis of context-free languages.
Precedence grammars, LR(k) and LL(k) grammars. Deterministic syntactical

analysis. Syntax dirccted translations. Generalized context-free grammars.

Formalization of language semantics.
4




Mathematics 898

Computability Theory

The notions of effective computability and computational complexity.
Turing machines, their formalisms and variants. Universal Turing
machines and other bases for computability. Machine-based complexity
studies; time and space bounds. Machine organization vs. computation
time. Primitive rccursive functions and their characterization as loop
programs. Church's thesis. Basic unsolvability results. Recursively
enumerable sets; productive and creative sets. Relative computability.
The recursion thcorem. The speed-up and gap theorems. Priority arguments;
the Friedberg-Muchnik theorem., The arithmetic hierarchy.

Reference: H. Rogers, J., Theory of Recursive Functions and Effective
Computability, McGraw-Hill, 1968. '

Mathematics 902A

Artificial Intelligence-I

Some topics from mathematical logic: instances (A-calculus), proof
procedures. Formal languages for mechanical theorem proving. Complete
methods for theorem proving: Goutzen type methods, Herbrand type methods;
resolution methods. Some heuristic approaches.

Mathematics 902B

Artificial Intelligence II R

Problems of analysis of quasi natural languages ard question answering
systems. Methods of problem solving. Mechanical game playing. Learning
processes in problem solving and game playing.

Mathematics 905B

Seminar on Automata and Language Theory




10.
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A Proposed Undergraduate Computer Science Program at Carnegie-Mellon University

(A.J. Perlis)

Freshman Sophomore Junior Senior
st 1. Anal T Alg T Prob & Stat I OR IT
Sem. 2. Prog T Prog IIT Comp.Sys. IT Abstr.Sys. III
3. Phys I Anal ITII Lab IT Elect. II
, Hum, OR I » Abstr.Sys. I Elect. IIT
e Hum, Hum, Hum, Hum.,
2nd 1. Anal II Lab T Prob & Stat IT OR ITT
Sem 2, Prog II Alg IT Abstr Sys. II Comb. Anal.
R Phys II Prog IV Lab IIT Administration and finance
., Hum. Comp. Sys. I Elect. T Elect. IV
5. Hum, Hum. Hum. Hum.,
NOTES :
Hum = Humanities

Prob & Stat = Probability and Statistics

Progremming I-- IV

Algorithms, programs and language ( organized by data

. Algorithms, programs and language structures )

Machines and thelr programs

Problems associated with the management of programs: file systems,
libraries; and proofs of termination and correctness; Verification,

representation and documentation of programs.

W N

Computer Systems T and TT

1. Devices

2. Representation
3. Synthesis

L, System design




Abstract Systems I to TTT

logic: Propositional Calculus; lst order Predicate Calculus
Automata Theory: TFinite state machines and regular expressions
Turing machines
Computability
Stages of Computability
Math, Linguistics, correspondences (recognizers as machines)

Operations Research

OR I Optimization Techniques
OR II Simulation Techniques and modeling
ORIII Processing requirementsof large data systems

Computer Science Laboratory I - IIT

Building, enhancing, auditing a sub-routine library
Interfacing two systems

Design of a system

Completion of a system

Managing a system design and construction

.

i
2
3.
L
?




A Professional Master's Program at Stanford University (E.J: McCluskey )

In response to the demand for a professional degree for students
interested in the design of hardware-software computer systems, a special
degree program has been devised. Students may enroll in either the Com-
puter Science or Electrical Engineering Department. For Compﬁter Science
students the degree obtained bears the designation Master of Science in
Computer Science: Computer Engineering. In Electrical Engineering, the
degree designation is Mastef of Science in Electrical Engineering: Computer
Engineering. Students should indicate a preference for this degree when
applying for admission.

A program in Compﬁter Engineering should include 42 units of work,
of which at least 36 must be graded. These will normally come from the
following courses: ¢S 135 Numerical Methods (or both CS 137 and 138
Numerical Analysis), CS 109 Assembly Language Programming, CS 111 (EE 181)
Introduction to Computer Organization, CS 112 (EE 182) Digital Computer
Organization (or both EE 281 Theory of Switching and EE 282 Logic Design),
cs 140A, B (EE 286A,B) Systems Programﬁing, ¢s 144A Data Structures, CS 2hé
(EE 386) Operating Systems, CS 206 Computing with Symbolic Expressions, CS 150
Introduction to Combinatorial Theory (or CS 155 Corcrete Mathematics, or
some course in discrete mathematics), OR 252 Operations Research, cs 298
Software Engineering Laboratory (or 6 units of CS 293 Computer Laboratory
or 6 units of EE 390 Special atudies), and EB 380 Seminar on Digital System.

This program is open to students with a scientific bachelor's degree
(a BS in Mathematics, atatistics, Physics, or Engineering); or with a

degree having a mathematical backpground (courses in calculus, a knowledge of

linear algebra, and probability). Some knowledge of programming will be required.




Students requiring remedial help for an inadequate background in
programming should enroll in the basic programming course, CS 106, during
the Summer Quarter preceding entrance into this program. Math 113 Linear
Algebra and Matrix Theory, and Stat 116 Probability Theory, or their equi-
valents, may be taken while the studen£ is a candidate; however, credits
for these courses will not count towards the units necessary for this degree.

The Computer Engineering program will begin in Autumn Quarter each
year to enable a full-time student to complete the degree in one academic
year. Honors Cooperative students should be able to éomplete the program
in two normal academic years plus one Summer Quarter.

The degree in Computer Engineering is intended as a terminal degree.
Students planning to obtain the PhD degree are advised to apply directly

for admission to the PhD program in either the Computer Science Department

or the Electrical Engineering Department.




Computer Systems TLaboratories (W.F. Miller, C.L. Coates, R. Andree, F. Gruenberger,

R. Spinrad, A. Forsythe, S. Seely)

In laboratory courses, students are expected to work in teams of about
six students under close supervision of a faculty member and a teaching
sssistant. The student team is expected to concentrate on design,
documentation, scheduling of their work, performanée evaluation,
efficiency, error recovery, diagnostics, maintainability and other features
of a well-engineered system; Tt is expected that each student should take
the equivalent of two of the laboratories described below during the
course of this study.

We propose the following computer systems laboratory courses as basic

to a graduate Computer Science departmental offerings:

CS Iab. 1. Construction of Assemblers and Compilers

. CS Leb. 2. Construction of Operating Systems

¢S Lab. 3. Construction of Terminal Systems
(both typewriter and graphics)

CS Iab. 4. Construction of Switching, Communication and Process Control

CS Tab. 5. Construction of Iarge Data Base Systems

In addition, we cénsider two additional laboratory courses that could
be given to or in place of the above fivg:

cS Ieb. 6. Management of a Computer Facility

¢S Iab. 7. Construction of Large Application Systems

The above laboratory courses, particularly the first five, are graduate-

level courses given concurrently with or following a lecture course covering

the subject matter. Tt is intended that the lecture course cover the theory,
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models, and formal aspects of the subject matter. The associated laboratory

is intended to provide the student an experience that will sharpen his under-

standing of the theory and will give him an understanding of the practical

problems of implementing large systems.

The companion lecture courses associated with the above listed laboratory

courses are given below:

TLaboratory Course

C.S. Lab. 1. Construction of
Assenblers and Compilers

¢.S. Lab. 2. Construction
of Operating Systems

Iecture

Lecture course such as I5 and/or
Al from Curriculum 68, A Report of
the ACM Curriculum Committee on
Computer Science. Includes defin-
ition of formal grammars, arith-
metic expressions and precedence
grammar, algorithrs for syntactic
analysis, recognizers, semantics
of grammar, object code generation,
organization of assemblers and
compilers, meta-languages and
systems.

Iecture course such as Il and/or
A2 and/or A3 from Curriculum 68.
Tncludes operating systems char-
acteristics, structure of multi-
programming systems, structure of
time~sharing systems, addressing
structures, interrupt handling,
resource management, scheduling,
file system design and management ,
input-output techniques, design
of system modules, sub-systems.



C.S. Lab. 3. Construction of
Terminal Systems (both type-
writer and graphics)

¢.S. Iab. 4. Construction of
Switching, Communication Systems,
and Process Control

¢.S. Lab. 5. Construction of
Large Data Base Systems

Lecture course such as Il and A6.
Includes text editors, string
manipulations, data structures for
text editors, job control languages,
data structure for pictures, syntax
and semantics of terminal and graphics
language, control of the console
system, meta-language and systems.

Lecture course such as Il and/or

A2 of Curriculum 68. Includes
traffic control, interprocess
communication, system interraces,
realtime data acquisition,
asynchronous and synchronous control,
telecommunication, analog-to-digital
and digital-to-analog conversion.

Lecture course such as A5 and A8

of Curriculum 68. Includes organi-
zation of large data base systems,

data organization and storage struc-
ture techniques, data structuring

and inquiry languages, searching

and matching, automatic retrieval,
dictionary systems, question answering.

These laboratories will require a certain amount of "hands on" use of a

substantial computer facility.

Tn some installations it may be possible to

carry out the entire project in a subsystem or partition of a larger system.

In that case the use of the subsystem would have to be dedicated to the

project for a substantial portion of time.

These laboratories are presented as examples of laboratories that

might be given..Each school w

and will present variations on this proposal.

111 have different staff and facilities available

The important emphasis is the

supervised hands-on experience with attention to the practical aspects of

the system.
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Retreading (G.E. Forsythe)

There is a major national shortage of people educated iﬁ Computer
Science. To begin to meet this crisis will require the yearly addition
of 3,500 persons to the level of a master's in Computer Science and 500
at the level of a PhD in Computer Science. The current educational
capabilities do not permit this need to be met. Each year U.S. univer-
sities are graduating some 1100 personé with a PhD in physics. Many of
these persons have the talent and desire to become faculty members at good
universities, or research sﬁaff members at good research laboratories, TFor
a variety of reasons there is insufficient demand at present for these
persons in their own field. Many physicists are interested and able to
turn their talents to a career in computing. We believe that many of the
recent PhD's in physics can be converted into good Computer Scientists in
about two years, and into Computer Science faculty members in about three
years. In many cases these times seem significantly less than the
corresponding times required for students entering graduate school in
Computer Science. Moreover, the annual amount of faculty time required for
these post-doctoral fellows would appear to be about half to two-thirds of
that required for supervising graduate students.

The principal advantage of this approach is the speed-up in creating
new computing experts as compared to one starting with conventional new
graduate work. However, one cost would be the substantially large salaries
required for post-doctoral students than for regular graduate students.
Furthermore, if there were an overload of, say, 100 post-doctoral students,
there would be a substantial cost for faculty members to deal with them.

What has been said about physicists may apply also to mathematicians

and, with lesser force, to some other fields.
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Computer Science and Related Degree Programs in U.S. Higher Education (J.W. Hamblen)

The number of institutions reporting various degree programs, their
total faculty, numbers of majors, both undergraduate and graduate, and the num-
ber of degrees awarded during 1966-67 are reported in Table 1. These numbers
were obtained in an inventory conducted by the Southern Regional Education
Board (SREB). Best estimates for each heading are also given. These estimates
were obtained by applying the overall e%trapolation ratiOJof 1.25 to the
reported totals. This is probably a little high for the higher degree levels
but the estimates are likely to be within 10% of the true values on the
high side.

In 1964-65 the institutions of higher education projected that they
would have 18,807 undergraduate majors and 5318 gradvate majors during the
academic year 1968—69. However, the estimates from Table 1 show that by
1967-68 the underéraduate figures had already been exceeded (22,161) -
that the number of graduate majors (41936) was fast approaching the 1968-69
projections. These comparisons are summarized in Table 2. along with data
gathered by the Southern Regional Education Board (SREB) on the number of

students actually enrolled in 1964-65.

Table 3 provides a comparison with the population estimates of going
programs during 1964-65, those projected by the institutions for about
1967-68, and the 1966-67 estimates. This table shows that except for the
associate degree programs, which had already in 1966-67 exceeded the pro-

jected figure (188) for 1967-68, the numbers of new degree programs wWere

lagging behind the numbers projected by the institutions. It follows

then that the programs in existence during 1966-67 were accomodating many

more majors than was originally anticipated by the institutions when they

made their projections for 1968-69.
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Table 4 lists the schools offering degree programs in Computer
Science, data processihg,information science, information systems and
information processing.

Table 5 is a separate listing of schools offering a bachelor's degree in
Computer Science, and those offering PhD degrees in Computer Science, data
processing, information science and information systems.

Figure 1 originally appeared in an article published in the ACM
COMMUNICATTONS, April 196k, entitled "Status of Computer Sciences Curricula

.

in Colleges and Universities". It represents an attempt to show relationships

among the various computer related program names and some other more established
scademic areas. It is to be considered a point of departure and not
necessarily an end.

Table 6 lists the schools offering associate degree programs in

data processing, Computer Science, and their related areas.



Data Processing
Computer Science
Option in Elec. Eng.
Info. Science

Option in Math.
Computer Technology
Option in Eng.
Computer Programming
Information Systems
Management Science
Option in Ind. Eng.
Option in Bus. Adm.
Systems Analysis
Information Processing
Quantitative Methods
Systems Engineering

TOTAL

Estimated Population
Totals

.x.
Tnstitutions which offered a particular degree program at mor
are counted only once. :

Table 1
Computer Oriented Degree Programs

1966-67
Number 1966-67 Majors 1966-67 Graduates
of Under-

Insts. Faculty Grads. Grads. Assoc. Bach.Mast. Doct.
133 560 12,765 92 872 ho 13 -
059 569 15727 1,429 58 175 2k2 3k
012 108 Ll7 298 - 127 86 8
010 122 100 627 - -— 64 3
008 o1 863 780 - 12 5 73
008 36 496 -- 13 20 -- -
007 53 35 268 b -9 3
ook 6 281 -- 78 = == s
o0k 8l L2k 8 - 19 3 --
003 43 -- 125 - == a 15
003 31 115 26 - 41 13 -
002 1k 50 225 - 25 50 1
002 7 313 - - — - --
001 5 - 23 - - 3 -
001 3 - - - -— - -
001 11 113 48 - 7 15 2
258 1,743 17,729 3,949 1,025 475 539 139
311 2,179 22,161 4,936 1,281 594 67k 17k

e than one level
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Table 2

Estimated Numbers of Majors in Computer Sciences
Data Processing, Information Sciences, etc.

Source

SREB Survey

SREB Survey

SREB Inventory
(Table 1)

Year

1964--65

Projected
1968-69

1966~-67

# Majors
Undergraduate Graduate
4,338 1,31k
18,807 5,318
22,161 4,936




Estimates of Numbers of Degree Programs in
Computer Science, Data Processing, Information Science, etc.

Source Year

SREB Survey 196L4-65

SREB Survey 1964-65

SREB Survey 1967-68

SREB Inventory 1966-67

Table 3

Status Assoc.
Going 83
NeQ,Planned 105
by 1967-68  ___
To Be Going 188
Going 192

Bach.

L

107

151

83

Mast.

61
76

137
87

Doct.

Total

226

331

557
L1k
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TABLE &L
SOUTHERN RECIONAL EDUCATION BOARD
COMPUTER SCIENCES PROJECT
NSF IEVEITORY OF COMPUTERS

Degree Programs Offered by Listed Universities in Computer Science:

SCHOOL LOCATION DEGREES OFFERED
Auburn University Auburn, Alebama B.
University of Arkansas Fayetteville, Arkansas M.
stanford University Palo Alto, California M., D.
University of California Berkeley, California By, M.; D.
University of California Santa Cruz, California B.

U. 8. Air Force Academy Colorado Springs, Colorado B.
Florida Inst. of Technology Melbourne, Florida B.
Georgia State College Atlanta, Ceorgia M.
Bradley University Peoria, Illinois M.
Northwestern University Evanston, Illinois M., D.
University of Illinois Urbana, Illinois B., M., D
Purdue University Lafayette, Indiana B., M., D.
Towa State University Ames, Iowa B., M., D.
University of Iowa Jowa City, Iowa M., D.
Kansas State University Manhattan, Kansas B., M.
University of Kentucky Lexington, Kentucky R.
Louisiana Poly. Institute Ruston, Louisiana B.
University of Maryland College Park, Maryland M.
University of Massachusetts Amherst, Massachusetts M.
Michigan State University East Lansing, Michigan B.
University of Minnesota Minneapolis-St. Peui, Minnesota M., D.
University of Southern Mississippi Hattiesburg, Mississippi B.

Univ. of Missouri at Rolla Rolla, Missouri B., M., D
Washington University St . Louis, Missouri M., D.
Princeton University Princeton, lNew Jersey .M., D.
Rutgers State University Mew Brunswick, MNew Jersey M.
Stevens Inst. of Technology Hoboken, New Jersey M.

New Mexico Highlands Univ. Las Vegas, New Mexico B., M.

N. M. Inst. of Mining Technology Socorro, New Mexico B.

New Mexico State University University Park, New Mexico M. _
Cornell University Ithaca, New York M., D.
Rensselaer Polytechnic Institute  Troy, New York . M., D.
Stete University of PNew York Albany, l'ew York M.

State University of ew York Brooklyn, liew York B.

State University of New York Potsdam, lew York B.

Union College Schenectady, New York B., M.
North Dakota State University Fargo, North Dekota ‘B.
University of Dayton Dayton, Ohio B.
Youngstown State University Youngstoun, Ohio B.

Oregon State University Corvallis, Oregon B., M., D
Carnegie-Mellon University Pittsburgh, Pennsylvania D.
Pennsylvania State University University Park, Pennsylvania B., M., D
University of Pittsburgh Pittsburgh, Pennsylvania M.

Brown University Providence, Rhode Island M., D.
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TABLE 4

Degree Programs in Computer Science (conﬁ‘d):

University of South Carolina Columnbia, Soutin Carolina B., M
Winthrop College Rock Hill, South Carolina B.

Middle Tennessce State Univ., Murfreeshoro, Tennessee B.

Texas A & M University College Station, Texas M.
University of Houston Houston, Texas B., M
University of Texas Austin, Texas M., D.
University of Utah Salt Lake City, Utah B., M., D.
Utah State University Logan, Utah B.
University of Virginia Charlottesville, Virginia M., D.
University of Washington Seattle, Washington M., D.
University of Wisconsin Madison, Wisconsin B., M., D.

Degree Programs Offered by Listed Universities in Data Processing:

Pomona, California

California Stete Poly. College B.
Pittsburg, Kansas B.
B
B

Kansas State College

Kansas State Teacher's College Emporia, Kansas ., M.
Touisiana Polytechnic Institute Ruston, Louisiana ., M.
Perris State College Rig Rapids, Michigan B.
Mississippi State University State College, Mississippi B., M., D.
Eastern New Mexico University Portales, Few Mexico B.
Pace College New York, New York B.
Rensselaer Polytechnic Institute E. Windsor Hill, New York M.
Northern Oklahoma College Tonkawa, Oklahoma B
University of Chattanooga Chattanoogsa, Tennessee B.
West Texas State University Canyon, Texas B
Degree Programs Offered by Listed Universities in Information Science:
Georgia Inst. of Technology Atlanta, Georgia M.
University of Chicago Chicago, Illinois M.
Syracuse University Syracuse, New York . M., D.
University of North Carolina Chapel Hill, North Carolina M., D.
Ohio State University Columbus, Ohio B., M., D.
University of Dayton Dayton, Ohio M.
Lehigh University Bethlehem, Pennsylvania D.
Point Park College Pittsburgh, Pennsylvania B.
University of Pennsylvania Philadelphia, Pennsylvania M., D.
Washington State University Pullman, Washington M., D.

Degree Programs Offe

California State College
University of Maryland
Northeastern University
Lehigh University

Degree Programs Offered by Listed Un

Southern Illinois University

Los Angeles, California
College Park, Maryland
Boston, Massachusetts
Bethlehem, Pennsylvania

Carbondale, Illinois

red by Listed Universities in Information Systems:

jversities in Information Processing:

M.
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" TABLE 5
SOUTHERN REGIONAL EDUCATION BOARD
COMPUTER SCIENCES PROJECT

MSF INVENTORY OF COMPUTERS

. BACHELOR'S DEGREE PROGRAMS I COUPUTER SCIELCE:

Auburn University

University of California at Berkeley
University of California at Santa Cruz
Air Force Academy

University of Illinois

Purdue University

Iovwa State University

Kansas State University

University of Kentucky

Inuisiana Polytechnic Institute

Michigan State University

University of Southern Mississippi
University of Missouri at Rolla

Few Mexico Highlands University

New Mexico Institute of Mining Technology
State University of flew York Downstate Medical Center
State University of New York College--Potsdam
Union College

North Dakota State University

University of Dayton

Youngstoun State University

Oregon State University

Penn State University

‘ University of South Carolina

Winthrop College

Middle Tennessee State University
University of louston

Utah State University

University of Uteh

University of Wisconsin

Ph.D. PROGRAMS:

DATA PROCESSING:

Mississippi State University, State College; Mississippi, 29762

COMPUTER SCIENCE:

stenford University, Palo Alto, California, 94305

University of California at nerkeley, Berkeley, California, 94720

Northwestern University. Fvanston, Illirvois, 60201

University of Tllinois, Main Canpus, Urbana, Illinois, 61801
Purdue University, Lafayette, Indiana, 47907

. Jova State University of Science Technology, Ames, Iowa, 50010

University of Iowa, Iova City, Iova, 52240

University of Minnesota, Minneapolis-St. Paul, Minnesota, 55455
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TABLE 5

Ph.D. PROGRAMS IN COMFUTER SCIENCE (cont'a):

University of Missouri at Rolle, Rolla, Missouri, 65401

Washington University, St. Louis, Missouri, 63130

Princeton University, Princeton, New Jersey, 08540

Cornell University, Main Campus, Ithaca, lew York, 14850

Rensselaer Polytechnic Institute, Main Campus, Troy, lew York, 12181
Oregon State University, Corvallis, Oregon, 97331

Carnegie-Mellon University, Pittsburgh; Pennsylvenia, 15213
Pennsylvania State University, University Park, Pennsylvania, 16802
Broun University, Providence, Rhode Island, 02912

University of Texas at Austin, Austin, Texas, 78712

University of Uteh, Main Campus, Salt Lake City, Utah, 84112
University of Virginia, Charlottesville, Virginia, 22905

University of Washington, Seattle, Washington, 98105

University of Wisconsin at Madison, Madison, Wisconsin, 53706

IHNFORMATION SCIEINCE:

Georgia Institute of Technology, Atlanta, Ceorgia, 30332
University of Chicago, Chicago, Illinois, 60637

Syracuse University, Syracuse, Mew York, 13210 ‘
University of Lorth Carolina, Chapel Hill, North Carolina, 27514
Ohio State University, Columbus, Ohio, L3210

pehigh University, Bethlehem, Pennsylvanie, 18015

University of Pennsylvanie, Philadelphia, Pennsylvania, 19104

Weshington State University, Pullman, Washington, 99163

INFORMATION SYSTEMS:

Lehigh University, Bethlehem, Pennsylvania, 18015

Recent Additions:

University of Maryland, College Park, Marylaend, 20742
University of Oklahoma, lorman, Oklehoma, 75069
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TABLE 6

Colleges Offering an Associate Degree

in

Data Processing

_SCHOOL LOCATION ZIP CODE
John C Calhoun State Tech College Decatur, Alabana 35699
Wn L. Yancey State Jr. College Bay Minette, Alabama 36507
Arizona Western College Yuma, Arizona 8536k
Phoenix College Phoenix, Arizona 85013
Allan HancOck College Santa Maria, California 93454
Bakersfield College Bakersfield, California 93305
Cerritos College Norwalk Celifornia 90650
Chabot College Hayward, California 9l5h45
Chaffey College Altaloma, California 91701
San Mateo Jr. College Dist San Mateo, Cclifornia o4lio2
Contra Costa College San Pablo, California 94806
Diablo Valley College Pleasant Hill, California 94523
El Camino College El Camino College. California 90506
Foothill Jr College Dist Los Altos Hills. California Q4022
Los Angeles Tr Tech College Los Angeles California 90015
Orange Coast College Costa Mesa, Cclifornia 92699
Pasadena City College Pasadena_ California 91106
Sa Diego Junior College San Diego California 92101
gan Jose City College San Jose, California 95114
Southuestern College Chula Vista, California 92010
Mese College Main Campus Grand Junction Colorado 81501
Otero Jr College La Junta, Colorado 81050
Southern Colorado St. College Pueblo, Colorado 81005
Tricidad State Jr. College Trinidad Colorado 81082
Norwalk Community College Norwalk Connecticut 06854
Norwalk State Tech. Institute §. Norwalk Connecticut 06354
Thames Valley St. Tech College Norwich, Cornecticut 06360
Jr College of Broward County .- Fort Lauderdele, Florida 33314
Miami-Dade Junior College Miami, Florida 33156
North Florida Jr College Madison, Florida 32340
Pensacola Jr College Pensacola. Florida 3250k
st Petersburg Jr. College Clearwater Tlorida 33515
Abraham Paldwin Agric College Tifton, Georgia 31794
Plack Havk College Moline, Illinois 61265
Cnicago City College Chicago, Illinois 60601
Danville Jr. College Danville, Illinois 61332
Kaskaskia College Centralia, Illinois 62801
T1lirois Valley Cmty .College La Salle, Illinois 61301
Morton Junior College Cicero, Illinois 60650
Rock Valley College Rockford, Illinois 61111
Southern Illinois Univ-VTI Carbondale, Illinois §2901
Elgin Com. College Elgin, Illinois ©0120
Triton College Northlake, Illinois 60164
Vvi-cennes University Vincennes Indiana L7591
Putler Country Cmty Jr- College Fl Dorado Kansas 57042
Richmond, Kentucky LOLT5

Eastern Kentucky University
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Table 6 (cont)

Colleges Offering an fAssociate Degrec

in
Data Processing

(cont'a)

SCHOOT, LOCATTION ZIP CODE
Aunevarundel Cmty. College Arncld. Maryland 21012
Community College of Baltimore Baltimore, Meryland 21299
Harford Jr College Bel Air, Maryland 2101k
Newton Jr. College Newtonville, Massachusetts 02160
Delta College . k Bay City, Michigan 48710
Ferris State College Big Rapids, Michigan 49307
Flint Cmty Jr. College Flint, Michigan 1:850%
Lansing Community College Lansing, Michigan - 48911
Macomb County Cnty College Warren,Michigan 48093
Muskegon Co. Caty College Muskegon, Michigen Loll2
Northwestern Michigan College Traverse City, Michigan L9684
Schoolcraft College Livonia, Michigan 48151
Washtenaw Cmty College AnnArbor, Michigan 18107
Copiah Lincoln Jr. College Wesson, Mississippi 39191
Jefferson Davis Jr. College Gulfport, Mississippi 39501
Central Missouri St. College Warrensburg, Missouri 61093
Florissant Valley Cmty. College St. Louis, Missouri 63135
Meramer Cmty. College St. Louis, Missouri 63122
TForest Park Cmty. College St. Iouis, HMissouri 63110
Metro Jr. College K. C., Missouri Kansas City, Missouril 6L111
Missouri Southern College Joplin, Missouri 64301
New Hampshire Technical Inst. Concord, llew Hampshire 03301
QOcean County College Toms River, New Jersey 08753
Mercer County Community College Trenton, New Jersey 08608
Neu Mexico Junior College Hobbs, New Mexico 882L0
New Mexico State Univ. University Park, New Mexico 88001
Cuny Manhattan Cmty College New York, INew York 10020
Cuny Kingsboro Cmty College Brooklyn, liew York 11255
Cuny N. Y. City Cmty. College Brooklyn, lNew York 11201
Genesee Cmty College Batavia, lNew York 14020
Suny Ag. Tech. Alfred Alfred, New York 14802
Suny Ag. Tech., Canton Canton, New York 13617
Suny Ag. Tech. Cobleskill Cobleskill, lew York 120L%
Suny Ag. Tech. Farmingdale Faraingdale, Ieu York 11735
Suny Ag. Tech. Morrisville Morrisville, Iew York 13408
Auburn Comm. College Auburn, Ilew York 13021
Dutchess Cmty. College Poughkeepsic, Mew York 12601
Frie Co. Tech. Institute Buffalo, lNew York 14221
Hudson Valley Cmty. College Troy, New York 12180
Monroe Community College Rochester, lNew York 14607
Nassau Community College Garden City, New York 11530
Orange County Cmty. College Middletouwn, MNcwv York 10940
Ssuffolk Cmty College Selden, New York 117784
Rockingham Cmty. College Wentworth, North Carolina 27515

Cullovhee, IMorth Carolina 2872%

Western Carolina University
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Table 6 (cont)

Colleges Offering an Associate Degree

1n

Data Processing

U. Puerto Rico Mayaguez

(Cont'ad)

SCHOOQL T,OCATION ZIP CODE
Bismarck Jr. College Bismarck, North Dakota 58501
North Dakota State Sch. of Sci. Wahpeton, North Dakota 58075
Cuyhog Cmty. College Metro Can. Cleveland, Ohio k4115
Sinclair Cmty. College Dayton, Ohio 45402
Central Oregon Cmty. College Bend, Oregon 97701
Harrisburg Area Cmty. College Herrisburg, Pennsylvania 17199
Montgomery C. Cmty. College Conshohocken, Pennsylvania 19248
Rhode Island Jr. College Providence, Rhode Island 02908
Greenville Tech. Greenville, South Carolina 29606
Richland Technical Ed. Cir. Columbia, South Carolina 29205
Chattancoga State Tech. Inst. Chattanooga, Tennessee 37406
Cisco Junior College Cisco, Texas 76437
Cooke County Jr. College Gainesville, Texas 76240
Dallas Cty. Jr. College Dist. Dallas, Texas 75202
Del Mar College Corpus Christi, Texas 78404
Grayson Co. Jr. College Denison, Texas 75020
Navarro Jr. College Corsicana, Texas 75110
Odessa College Odessa, Texras 79760
San Antonio College San Antonio, Texas 18212
Texarkana College Texarkana, Texas 75501
Wharton County Jr. College Wharton, Texas 77488
Weber State College Ogden, Utah 84403
Northern Va. Cmty. College Bailey Cross Road, Virginia 2201
Richmond Prof. Institute Richmond, Virginia 25220
Everett College Everett, Washington 98201
Grays Harbor College Aberdeen, Washington 98520
Highline College Midway, Washington 98031
Seattle Community College Seattle, Vashington 98122
Spokane Community College Spokane, VWashington 99202
U. Puerto Rico Rio Piedras Rio Piedras, Puerto Rico 009351

Mayaguez, Puerto Rico 00705
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Table 6 (cont)

in
Computer Science

I Colleges Offering an Associate Degrece

SCHOOL LOCATION ZIP CODL
Gadsden State Jr. College E. Gadsden, Alabama | 35903
Jefferson State Jr. College Birmingham, Alabama 35215
Cornell University Ithaca, New York 14850
Youngstown State University Youngstown, Ohio L4503
Southwestern State College Weatherford, Oklahoma 75096
Chattanooga State Tech. Institute Chattanooga, Tennessee 37406
Columbia State Cmty. College Columbia, Tennessee 38401

Colleges Offering an Associate Degree
in
Computer Programming

SCHOQL LOCATION ZIP CODE
Brevard Jr. College Cocoa, Florida 32922
Manatee Jr. College Bradenton, Florida 33505
‘ Bristol Cmty. College Fall River, Massachusetts 02720
Potomac St. College of W. Va. U. Keyser, West Virginia 26726

Colleges Offering an Associate Degree
in
Computer Technolosy

SCECOL LOCATION ZIP CODE
Prairie State College Chicago Heights, Illinois 60411
University of Evansville Evansville, Indiana L7704
Montgomery JC Takoma Park Takoma Park, Maryland 20012
Montgomery JC Rockville Rockville, laryland 20850
New York Institute of Tech. New York, New York 10023%
Voorhees Technical Institute New York, HNew York 10036
Ohio College of App. Science Cincinnati, Chio 45210
Allegheny Cmty College Pittsburgh, Pernsylvania 15212
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"Table 6 (cont)

Colleges Offering an Associate Degree

in
Quantitative Methods

SCHOOL LOCATION 7IP CODE
College of St. Thomas St. Paul, Minnesota 55101
Colleges Offering an Associate Degree
' in
Opt. in Eng.
Klamath Falls, Oregon 97601

Oregon Technical Institute
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6. LIST OF ATTENDEES

Prof. Richard Andree
Dept. of Mathematics
University of Oklahoma
Norman, Oklahoma 73069

Dr. Bruce W. Arden
Associate Director
Computing Center
University of Michigan

~ Ann Arbor, Michigan

Prof. Thomas H. Bredt

Dept. of Electrical Engineering
Stanford University

Stenford, California 94305

Dr. John Carr, IIT

Moore School of Engineering
Dept. of Computer Science
University of Pennsylvania
Philadelphia, Pennsylvania

Dr. C.L. Coates

Electronics Research Center
University of Texas at Austin
Austin, Texas 787Lls

B.H. Colvin

Head, Mathematics Research Laboratory
Boeing Scientific Research ILaboratories
P.O. Box 3981

Seattle, Washington 98124

Mr. Kent Curtis

Office of Computing Activities
National Science TFoundation
Washington, D.C.

Dr. Ruth Davis

National Institutes for Health
National Library of Medicine
Bethesda, Md.
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Prof. George E., Forsythe
Computer Science Department
Stanford University
Stanford, California 94303

Mrs. Alexandra Forsythe
Gunn High School
Palo Alto, California ol305

Dr., John Giese

Chief, Applied Mathematics Division
Department of the Army

U.S. Army Ballistic Research Taboratories
Aberdeen Proving Ground, Maryland 21005

Mr. Bruce Gilchrist

Executive Director

American Federation of Information Processing Societies
210 Summit Ave.

Montvale, N.J. O7645

. Prof. J.W. Graham
Computing Centre Director
University of Waterloo
Waterloo, Ontario, Canada

Prof. Fred Gruenberger

Department of Accounting

San Fernando Valley State College
Northridge, California 9132k

Dr. John W. Hamblen

Southern Regional Education Board
130 6th Street N.W.

Atlanta, Georgia 30313

Prof. Juris Hartmanis
Department of Computer Science
Cornell University

Tthaca, New York



Dr. Walter W. Jacobs
1812 Metzerott Road
Adelphi, Maryland 20783

Dr. T.L. Jordan

University of California

Ios Alamos Scientific Laboratory
P.0. Box 1663

Ios Alamos, New Mexico 875hk

Prof. Edward J. McCluskey

SEL Digital Systems Laboratory
Stanford University

Stanford, California 94305

Prof. William F, Miller
Computer Science Department
Stanford University
Stanford, California 94305

Mr. Scott E. Moore
Manager of SDD Technical Education
IBM Systems Development Division 4
Department H77, Building 962

Box 390

Poughkeepsie, New York 12602

Mr. Robert Morris

Bell Telephone ILaboratories, Inc.
Room 2C-52L

Mountain Avenue

Murray Hill, New Jersey 07974

Prof. Alan J. Perlis

Department of Computer Science
Carnegie-Mellon University
Pittsburgh, Pennsylvania 15213

Saul Rosen,Director

Computer Sciences Center
Mathematical Sciences Building
Purdue University

Lafayette, Indiana W7907




Mr. James Rowe

Union Carbide

270 Park Avenue (l4lst floor)
New York, New York

Dr. Samuel Seely

Associate Graduate Dean
University of Massachusetts
Amherst, Massachusetts 01002

Prof. J.N. Snyder
Associate Head of Computer Science
University of Illinois
Urbana, Illinois 61801

Dr. Robert Spinrad
Scientific Data Systems

701 South Aviation Boulevard
El Segundo, California 90245

Prof. John W. Tukey
Department of Statistics
Fine Hall, P.0. Box 708
Princeton, New Jersey 08540







The Data Base Panel

of the
Computer Science and Engincering Board
of the

National Academy of Sciences

PROPOSED CHANGES TO
THE STANDARD INDUSTRIAL CLASSIFICATION




ABOUT THE SIC

The U. S, Standard Industrial Classification (SIC)* is used by all Govern-
ment agencies (and by many private concerns, such as Dun and Bradstreet) as a
common framework for collecting and reporting industrial, commercial, and
economic statistics. The SIC provides a four-digit industry code for identifying
the major economic activity of any "establishment," which, to simplify data re-
porting and collecting, is véguely defined and need not necessarily correspond to -

any organizational or geographic entity.

Related industries are organized into groups, which are distinguished b';r
the first three digits of their SIC code. Related groups are organized into major
groups, distinguished by the first two digits of the code;, and related major
groups are organized into the following divisions: (a) agriculture, forestry, and
fisheries; (b) mining; (c) contract construction; (d) manufacturing; (e) transpor -
tation, communication, and utilities; (f) wholesale and retail trade; (g) finance,
insurance, and real estate; (h) services; (i) government; (j) nonclassifiable

establishments.

Since the digit 0 is used to identify an unknown establishment (where not
enough information is available to completely classify it), and since the digit 9
is used to identify miscellaneous categories, a group may contain no more than
eight, non-miscellaneous industries, and a major group no more than eight non-

miscellaneous groups.

An inter -agency Technical Committee on Industria\l Cla.ssification., chaired
by Milo Peterson of the Bureau of the Budget, is now engaged in revising the ‘
SIC. They will consider proposed revisions from any source, if accompanied
by documented justification, until June 30, 1970. The reviscd edition of the

classification will be effective January'l, 1972,

% Published in the "Standard Industrial Classification Manual, 1967, " available
from the Government Printing Office for $4.50 a copy.




According to the criteria established by this Committee, a proposed
new industry should be significant, specialized, and inclusive. A new indus try
is considered to be significant if it has at least 20 percent of the number of
establishments, employees, and dollar-value-zdded of the average industry in
the same division. It is considered to be specialized if at least 80 percent of
the products produced by establishments in the industry are those defining the
industry. And it -8 considered to be inclusive if at least 70 percent of the pro-
ducts defining the industry (50 percent where tkese products are produced in
significant amounts in other industries for internal use) are produced by estab-

lishments in the industry,

Still another criterion is comparability. A new classification that in-
volves only the siraple amalgamation or divisioa of current industries facilitates
comparisons with statistics kept under the old classification, and is thus pre-
ferred to a classification wherein new industries are made up of bits and piezes
of several current industries. The fragmentation of miscellaneous industries

and groups is presumably acceptable, however,
COMPUTING ITEMS IN CURRENT SIC MANUAL
Establishments in what is commonly called the computing industry

are currently identified by the following codes:

2645 Die Cut Paper and Paperboard and cardboard

(which includes tabulating card manufacturing)
3913 Electronic Computing Equipment
7392 Business, Management, Administrative and

Consulting Services (which includes computer

programming services)




‘ .
| . 7394 Equipment Rental and Leasing Services

(which includes electronic equipment

rental and leasing)

8242 Vocational Schools (which includes data

processing schools) ‘ :

8931 Accounting, Auditing, and Bookkeeping
Services (which includes data processing

services)

The Panel proposes that the Board recommend changes to the SIC that
will better reflect both the structure and the importance of the computing indus -

try as it now exists and as it is likely in the next few years to become.

The Panel's goals in this are two-fold: (1) that the revised SIC permit
the separate identification of all the various sub~industries that make up the
. computing industry and (2) that it reflect the present and near future structure
of the computing industry in as much detail as is consistent with the established

criteria.

The Panel's proposeAd change to the SIC calls for the segments of the com-~-
puting industry, with a few necessary exceptions, to be concentrated in two Major
Groups -~ one, Information Processing Equipment and Suppiie s, within the
Manufacturing Division, (which would replace Group No. 357: Office, Com-
puting, and Accounting Machines), the other, Information Processing Products

and Services, a new Mzjor Group within the Services Division.

The data in support of the proposal was prepared by the International
Data Corporation at the request of the panel. The following comments by IDC

indicate the significance of the data.




The estimates for 1969 are based on an extensive survey and analysis

of the expenditures for computer -related products and services by users of
computers and data processing equipment in the United States. We have esti-
mated exports of computer-related equipment and services in order to provide
an estimate of the total value of equipment and services produced by establish-
ments within the United States. The preliminary estimates were checked
against statistics on the computer installation census file maintained by IDC,

from various trade reports, government statistics, and related information.

The counts for the number of establishments were estimated from an
analysis of trade directories, association officers, annual reports and related
references. There establishment was defined as a single physical location en-
gaged in the identified activity. Generally it was a plant, office, or local ser -
vice facility. Particularly in the case of the equipment manufacturing sectors,
each of the principal firms engaged in the designated industry have several to

over 50 establishments.

The "number of employees' estimate was prepared from an analysis of
questionnaires received from firms designed in industry, trade directories,
annual reports, government statistics and related information. An employee
was counted as participating in an industry if he spent at least 25% of his time
engaged in the activities of that industry., There is, therefore, considerable
double -counting of employees in the computer systems/peripheral equipment
sector where administrative and marketing personnel support the administration

and sales of heterogeneous product lines.

Likewise, in the proprictary software/programming/systems analysis
sector, many of the management, marketing, and technical personnel are in-

volved simultaneously with two or three of these activities on a continuing basis.,

The forecasts for 1974 are made by combining projections of customer
demands established by customer requirement studies, investigation of the un-

tapped potential of the user computer systems, analysis of the contributions of




new information technology to the growth of computer applications, a projection

of the economic environment under which the sales of computer related products
and services will take place. Because of the high levels of uncertainty involved
in each of the elements of this projection, the figures must be considered highly

speculative. This is particularly true in the measurement of the number of

establishments.




Proposed
bIC

NO.

Proposed

Industry Description

X INFORMA TION PROCESSING EQUIPMENT
AND SUPPLIES

3X1

3X2

COMPUTERS
3X11 Digital Computers (Value relates.
to Central Processor and internal
core storage only)

3X19 Miscellaneous Corhputers,
including Analog and Hybrid
Computers (not elsewhere
classified)

Estimates for. Analog computers

COMPUTER PERIPHERAL EQUIPMENT

3X21 Punched Card Handling
Equipment (on and off-line)

3X22 Printers

3X23 Optical and Magnetic Character
Readers and Writers

3X24 Display Equipment (including

graphic display, plotters, and
. interactive line and character
displays)

Estimated Value of Shipments or Services Produced

Within Establishments in the United States

(including exports)

Size Measures

1969 1974
No. of Total Value of No. of Total Va.lue of
Estab. Employ. Shipments  Estab. Employ. Shipments
or Services or Services
($ Mill.) ($ Mill.)
375 148,000 2260 350-420 160,000 3300
40 2,800 52 35-45 1, 350 30
30 100, 000 700 40-50 150, 000 920 -
40 95, 000 650 50-60 105,000 885
55 20,000 110 55-65 50,000 260
Z25 18,000 40 70-85 50,000 165




froposed Proposed Estimated Value of Shipments or Services Produced

1C Industry Description JEnih Within Establishments in the United States

jo. _ _ (including exports)

"Size Measures

. 1969 : ' : 1974
No. of Total Value of No. of Total ‘Value of
Estab. Employ. Shipments Estab. Employ. Shipments
or Services or Services
($ Mill.) - ($ Mill.)
3X25 Auxiliary Storage Equipment
(magnetic tape drives, disk files,
disk pack drives, magnetic card _
and strip readers, magnetic . ’ : ' ’ .
drums, and related equipment.) - 45 130, 000 1650 68-85 . 155,000 25600
3X26 Computer Terminals (Includlncr
Conversational and Remote Batch,
except purely communication ‘
terminals) : : 140 96, 000 220 250-300 120,000 960

3X29 Miscellaneous

3X3 ADDING MACHINES DESK CALCULATORS
ACCOUNTING MACL—II’\IES AND 'I'ABULATING
"VIACHINES (Now listed as 3574)

3X4- TYPEWRITERS (Now listed as 3572)

‘3X5 COPYING AND DUPLICATING MACHINES
(Now listed under 3579)

3X6 MICROFORM EQUIPMENT

3X8 INFORMA TION PROCESSING EQUIP- | . . _ R
. MENT SUPPLIES AND ACCESSORIES 450 48,000 880 ...~ 500-600 .70, 000

410

et

1
i




Proposed
SiC

No.

Proposed

Industry Description

. 3X9

MISCELLANE OUS INFORMA '_"IO\I
PROCESSI\IG EQUIPM.L_.’\TT

3X91 -

3X92

3X99

Mailing and Addressm.g '
Equlpment (Now listed as 3579)

Scales and Balances :
Except Laboratory (T\Iow listed
as 3574)

Information Processing and
Office Equipment, Not Elsewhere

Classified.

Estimated Value of Shipments or Services Produced
Within Establishments in the United States

(includ.ing exports)

Size Measures

1969 - ' " 1974
No. of Total Value of No. of Total Value of
Estab. Employ. Shipments  Estab. Employ. Shipments
: : : or Services or Services
($ Mill.)

($ Mill.)




Proposed Proposed

SIiC Industry Description
No. |

4

INFORMA TION PROCESSING PRODUCTS
AND SERVICES '

741

COMPUTER PROGRAMS AND’
PROGRAMMING SERVICES

7411

7412

7413

7419

Proprietary Computer Programs
{Computer programs designed to
be sold with no or 2 minimum
amount of customization to the
individual customer.)

Computer Programming Ser -
vices (custom contract services
in programming and coding com-
puter instructions, including work
done on an hourly or daily rate
basis.)

Systems Analysis, Design, Evalua-

tion, Selection and Consulting Ser -
vices (Limited to those directly
involved with the application of
computer systems.)

Computer Programs and Program-
ming Services (Not Elsewhere
Classified)

Estimated Value of Shipments or Services Produced

W ithin Establishments in the United States

(including exports)

Size Mcasures

1969 1974
No. of Total Value of No. of ~ Total Value of
Estab. Employ. Shipments  Estab. Employ. Shipments
: fl b B or Services or Services
($ Mill.) ($ Mill.)
200 2,500 20 .. 700-900 100,000 1550
11000 21,000 © 360  2000-3000 110,000 1335
300 3,800 . 65 1500-2000 110,000 625




posed Proposed : Estimated Value of Shipments or Services Produced
Industry Description Within Establishments in the United States

(including exports)

Size Measures
1969 1974

No. of Total Value of No. of Total Va.lue of
Estab. Employ. Shipments Estab. Employ. Shipments

. "
Av CAasericece or Services
oY oervices

($ Mill.) ($ Mill.)

742 COMPUTATIONAL AND ALLIED
SERVICES

7421 Computing Services 2500 © 28,000 860 3800-5000 130,000 1800

7422 Data Preparation and Conversion - '
Services : : 2800 12, 000 80 3000-4000 28,000 175

7423 Computer Facility Management : _
and Turnkey System Development 30 1,200 20 200-300 8,000 100

7429 Miscellaneous Computational
Services (Not Elsewhere
Classified)

743 INFORMATION PROCESSING EQUIP - :
MENT REPAIR AND MAINTENANCE 400 40, 000 500 700-800 75,000 1100

744 INFORMATION PROCESSING EQUIP -
MENT RENTAL AND LEASING AND
USED EQUIPMENT SALES 250 5,000 330 350-400 10, 000 700

745 ACCOUNTING, AUDITING, AND BOOK-
KEEPING SERVICES (replaces current
Group No. 893)

749 MISQ LLANEOUS INFORMATION PRO-
CESSING PRODUCTS AND SERVICES

[




I In addition to these two major groups, the Panel recommends one new

category; namely,

7362 Information Processing Employment AgenciésA
and the addition of, :

Data Processing Vocational Schools
(under Group No., 8242)

within Group No. 736 (Private Employment Agencies) and Group No, 824

(Vocational Schools, Except Vocational High Schools) respectively.
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Day Session 5 May 1970
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Scetfon I

INTRODUCTION TO THE COMPUTER IN HIGHER EDUCATION

Chap. II.

Chap. III.

Chap. IV.

Chap. V.

Appendix A.

Introduction

A description of major trends in computer technology
and applications in general and their relevance to
higher education.

Research Uses of Computers

A. Resecarch on Computers

The chavacter of havdware, software, and computer
theory research on campus and in indusiry.

B. Research with Computers
The numeric, symbolic, data; sign, and event process-
ing eapabilities of computers applied in physical,
social, biological sciences, humanities, and arts.

Administrative Uses of Computers
The computer's uses in college and university book-
keeping, record-keeping, and planning.

Instructional Uses of Computers

A. Instruction About Computers

The need to teach computer specialists, computer
users, and the public about computers.

B. Instruction with Computers
A deseription of the many ways the computer can
assist the performance of instruction, the manage-
ment of instruction, and their combination into fully
computer-based instruction.

Computer Services on Campus

A. Provision of Computer Services

Problems of bringing conputer power onto campus and
descriptions. of alternative methods of doing so.

B. Use of Computer Services
Problems of allocating and applying computer power
on campus and deseriptions of alternative solutions.
An Introduction to Computers

A concise swrmary of the basie concepts and vocabu-
) iy 17
S lary of computing.
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Appendix B, Scenarios of Instructional Uses

Several deseriptions of effective uses of the computer
n nstruction in different subjects: mustie, physics,
literature, medicine, languages, chemistry.

Section II

THE CURRENT STATE OF INSTRUCTIONAL USES OF THE COMPUTER

Chap. I. Introduction

A summary of general trends in the coimputer's instruc-
tional use in higher education today.

Chap. II. Utilization of Computers--National

A characterization, based on several recent national
surveys, of the state of computer use for instruction
in the almost 2500 institutions of higher education
in the United States. The cescription is in terms of
major categories: public and private universities,
four-year colleges, and wo-year colleges.

Chap. III, Utilization of Computers--California

A more detailed characterization, based on q special
Rand survey of the 200 or so California higher educa-
tional institutions, of the nature of instructional
uses in the severql categories of institution. Spe-
etal attention is paid to perceived impediments and
attitudes. 2
Chap. 1V, Technology of Computers
A. Hardware

Current state of processor, storage, peripheral, and
conmunication devices.

B. Software

Current state of system and application programs and
languages. .

C. Systems

Current state of hardware-software combinations for
time-sharing, bateh processing, and control.

D. Costs

Current costs of hardnare, software, systems.
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Chap. V. Technology of Computer-based Instruction
A. Performance Aids

Uses of the computer to assist student and teacher
in problem solving, simulation, demonstration,
experimentation, ete.

B. Management Aids

Uses of the computer to assist student and teacher
in course or curriculum planning, testing, evaluation,
and record-keeping.

C. Fully Computer-based Instruction

Uses of the computer both to perform and manage in-
struction for an entive, major instructional unit,
commonly called "CAI."

D. Costs
Current costs of the various instructional uses of
computers.
Appendix A. Survey of CAI Projects
A compendiwn of descriptions of CAI research projects
based on surveys of the literature and some visits.
Appendix B. Summary of California Survey

A thorough report of the results of the questionnaire
sent to the 200 California higher educational insti-
tutions.

Section III

THE FUTURE PROSPECTS FOR INSTRUCTIONAL USES OF THE COMPUTER

Chap. I. Introduction _
A summary of the questions and considerations rele-
vant to an assessment of the future prospects for
instructional uses of the computer.

Chap. II. Assessment of Future Cost-Effectiveness

A. General Aspects

The need to take care in estimating costs and effec-
tivenzss, their relative character, and their sensi-
tivity to forecasting uncertainties, institutional
and organizational factors. .




Chap. III.

Chap. 1V,

Chap. V.

Chap. VI.

Hardware

Forecasts of performance and costs and their depend-
ence on support for R and D.
Software

Forecasts of perjormance and production costs and

their dependence on marketing and distribution
arrangements,

Systems

Forecasts of performance and costs qnd their depend-
ence on institutional arrangements. '
Alternative Modes of Instruction

Forecasts of performance and costs for alternative
modes of instruction, subjects, and levels of instruc-
tion.

Financing Instruction

Impact of alternative [inancing arrangements on the
adoption of computer uses in instruction.

Organizational and Institutional Factors

Impact of alternative tnstitutions for providing
computér service and producing and distributing
materials on the future of instructional uses.
Impact of computer uses on the organtzation of
colleges and universities.

Acceﬁtabil:ty Factors

Problems in gaining acceptance by students, facu ty,
and adninistrators, Frograms for improving accepta-
bility.

.

Alternative Futures

A description of several possible 10- to 20-yeanr
development possibilities Jor instructional uses of
the computer. Discussion of alternative technologz-
eal developments, institutiongl arrangements, develop-
ment strategies, and financial arrangements.

Recommcndations for Action

Suggestions for activities by colleges and untversi-
ties, government, tndustry, foundations, and other
tnterested parties. '
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April 30, 1970

Mr. Warren House

Nat10na1 Academy of Science
21st & Pennsylvania Ave., N.UW.
Washington, D. C.

Dear Warren:

Attached is a very brief and informal presentation paper on
CAD/CAM,

I would appreciate a chance to call you at some convenient time
during youg T3y session. Panel 14 will have met by then and I may
have somessatTtional information on the obje:tives of this group by

M Va WJ&? ¢ Very truly yours,

SE_BEISER—"""
Senior Technical Advisor

- GB:cap
Attachments

Q. *T . H & ADVANCEMENT Qo.F 5 CILENCE

p,.E D16 ATER T




- > " PRESENTATION PAPER 0N CAD/CAM

The ianeasing interest of industry and government agencies ==
particularly the Department of Defense -~ in Computer Aided Design and
Computer Aided Manufacturing (CAD/CAI1) has reached a point where a central
authoritative o%fice is needed to serve as a national coordinating center.
Specifically, a group of individuals from industry that has been working on
a wide variety of CAD/CAM proo]mms wou]d like to exp]ore possible |
affiliation with the Computer Research & Enq1ncer1ng Board to continue

their work on such topics as new technoloay, education and management in

- this subject areca.

The backqfound on the above development involves the gathering
of é group of specialists to assist the Department of Defense in puttihg on
the nétiona] CAL/CAIT conference Lhat.was held at Davenport, lowa, during
October of 1969, This group was organized into pancls, .12 of which coverad
different aspects of CAD/CAIt operations. Panel 13 summarized the findings
of the twelve panels and Panel 14 assunzd the respdnsibi]ity for preparing
recommendations that wﬁu]d benefit the national CAD/CAIl program, One of

these recommendations expresses the need for a national coordinating center..

Panel 14 is the only panel that is still active. It is made'up'

of two representatives from each of the following engineering societies and

associations: Hational Security Industrial Association, American Ordnance
Association, Electronic Industries Association, Aerospace Industries Association,

the Society of Manufacturing Engineers, and the qumerical Control Society.

‘This group has worked well together for many months and has been quite

effective in achieving its immediate objectives. It now feels tha need

for communicating and planninc with a knowledgeable permanent group on a series
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of problems which require further attention. These problems exist in areas

such as training, languages, standards, contracting, etc.

Panel 14 will meet on 1 & 2 of May at Cocoa Beach, Florida, to
further consider selected problems that it believes warrant immediate
attention. If your reaction to this inquiry is favorable, plans could be

made for more formal discussions and presentations at a future mzeting

of the Board. _ wﬁ/ﬂ
' W
A | o
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27 April 1970

ANTHONY G. OETTINGER, CHAIRMAN
COMPUTER SCIENCE & ENGINEERING BOARD
AIKEN COMPUTATION LABORATORY
HARVARD UNIVERSITY

CAMBRIDGE, MASSACHUSETTS 02138

TO: Warren C. House

Dear Warren,

This follows up on your memo dated April 20 to Sid Fernbach regarding
relations with NSF.

You did mention Chris Schubert's interest in the Board's looking over
the proposed AFIPS study but you asked me in front of Bruce Gilchrist and
I felt constrained!

Especially now after the episode concerning international affairs, I
am most reluctant for us to give the appearance of endorsing an AFIPS
study from the AFIPS side. Doing it as participants in an interagency
group of the type Chris Schubert proposes is a horse of an entirely dif-
ferent color and I should think that the Executive Secretary of the
Board might be quite appropriate for the observer, especially if he
stays in very close touch with the Chairman of the Data Base Panel!

Furthermore, the idea of a general relationship with the NSF in the
Computer field is attractive, the moreso following upon the interview Sid
and 1 had with John Pasta, which left both of us worried about the future
of the Office of Computing Activities.

You will note that our contracts to date with NSF have come through
OAC and perforce we must continue to work with them to some degree. I think,
however, that our mandate is broader than what is covered by the OAC back-
water and the general relationship might better be to the National Science
Board, the Director of NSF, or one of the new assistant Directors.

Let us put this matter up for brief discussion at the May meeting.
Depending on the Board's views, the next step might well be a chat with the
Chairman of COSPUP and the President of the Academy, who, as you all know,
also wear National Science Board hats.

Sincerely yours,
/ /.
./ 7‘5’~// C /‘.14,\

Anthony G. Oettinger
AGO:chm

cc: S. Fernbach, J. Pierce, J. Griffith

e PENNSYLVANIA AVENUE, N.W., WASHINGTON, D. C. 20418




NATIONAL ACADEMY OF OSCIENCES /’ ‘
2101 CONSTITUTION AVENUE \’i‘c,? Zl"/
WASHINGTON, D.C., 20418 MAY 4 RE’?T}

28 fpril 1970

ANTHONY G. OETTINGER, CHAIRMAN
COMPUTER SCIENCE & ENGINEERING BOARD
AIKEN COMPUTATION LLABORATORY
HARVARD UNIVERSITY

CAMBRIDGE, lﬁ/\ss;xcuusa‘rrs 02138

TO: Dr. Walter S. Baer
Dear Wally,

Your Tetter of April 20 makes much sense to me. I am therefore
taking the Tiberty to pass it on to both Alan Perlis and Warren House
along with a copy of this reply.

I'd Tike to take this up at our May meeting. Perhaps Alan Perlis
could pull out of his report a one or two page statement of this particular

matter for review by the Board. If the Board agrees with the proposition,
we might then follow through in the manner that you suggest.

Our proceeding in this way would have the merit of not tying this par-
ticular matter to the process of passing the new draft of the report itself
through the hands of the participants at the Annapolis meeting.

Sincerely yours,

_.AGO:chm

cc: W House
A. Perlis
J. Pierce
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April 20, 1970

Professor Anthony Oettinger
Aiken Computation Laboratory
Harvard University
Cambridge, Massachusetts

Dear Tony:

I think one comment on the Perlis Report
deserves restating. The report mentions the possibility
of retraining physicists in computer science, both to
satisfy the demand for well-trained computer scientists
and to reduce the current over-supply of PhD physicists.
“While this is made a minor recommendation in the Panel '
report, I believe that it should be emphasized by the
CS&EB if it has merit.

Short-term changes in supply and demand among highly
trained scientists and engineers is a serious national
problem which the Federal government has not adequately
addressed. While there have been attempts by people
within BOB and OST (including myself) to encourage
retreading, there is today prac ‘ically no support that
I know of for retraining scientists who wish to change

'"_””*_w—_*_“f1€Ia§_5fEérMfeceiVind'fheirhdbéfoiétéswor<in mid-career.
-The physics-to—computer'science transfer micdht provide
a good model for a small scale, experimental federal
“support program. The problem is most relevant, and a

program probably could be started relatively quickly with
relatively little money. NSF would seem a likely source

of funds.

If after further examination this appears to be a
feasible recommendation, I believe the Board should emphasize
it strongly and push for its implementation.. If presented
this Spring, the idea easily could be put “into the FY'72
budget next Fall. A presentation to BOB, 0ST, and NSF
would seem a logical next step.

ey

Sincerely,
A7) '/ N

/ﬁﬁ/é Al _
. ( .}‘ - S "_:"_:{_::_—y_,._.

e i : oty

[V

Walter S. Baer

o n e et 00T BUHEDING. “N‘wi; ‘i‘TY| EQS /‘\NCEL[SI CALIFORNIA 90067 -— TELEPHONE 213: 277-2900
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Professor Anthony G. Oettinger

Dr. Walter S. Baer

Dr. Launor F. Carter
Prof. Wesley A. Clark
Dr. Sidney Fernbach
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Mr. William T. Knox
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Panel Status Review and General Discussion
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Information Systems Panel Dr. Ronald L. Wigington
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MORNING SESSION - CLASSIFIED

0900 - 0930 Robert Courtney
IBM Corporation
Dept. D88, Building 931
P. 0. Box 390
Poughkeepsie, N. Y. 12602
Tel: 914-485-8887

The state of the art in computer security

in general, the emerging requirement for
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Summary of two recent papers on computer
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TOP SECRET

1100 - 1130 George Hicken
National Security Agency
Room 1MO70
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Computer network security and related
developments.
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1130 - 1200 LUNCH (U)

Notes to Briefers: (1) The above are merely guidelines. Please
modify the presentation order as you wish.
with others concerned. The order can be
altered up to the last minute as necessary.
The tight timing is subject to modest changes
at this time.

(2) A topic outline of the general computer security
problem will be distributed at the meeting.




1200

1230

1300

1330

1500

1530

1545

1230

1300

1330

1500

1530

1545

1630

NATIONAL ACADEMY OF SCIENCES

2101 CONSTITUTION AVENUE
WASHINGTON, D.C. 20418

COMPUTER SCIENCE & ENGINEERING BOARD
Day Session June 18, 1970
Joseph Henry Building

Room 500A

AFTERNOON SESSION - UNCLASSIFIED

Dr. Sidney Fermbach
Standard Industrial Classification

Mr. Issac Auerbach
Planning Group Report on International Computer
Consideration

Dr. Alan J. Perlis
Report Review----Computer Science Education

Mr. Fred Hayes, Head, Bureau of the Budget, NYC
and Mr. Robert Bruce, Bureau of the Budget, NYC
Project Consultation

Mr. William Knox and Dr. Walter Baer
Graduate Level Retraining into Computer

Science & Engineering - a Proposal

Status of FCC Interconnections Report

Plans for Summer Conference
Role of the Computer in Colleges and
Universities in the Coming Decade




NATIONAL ACADEMY OF SCIENCES

COMPUTER SCIENCE & ENGINEERING BOARD
2101 CONSTITUTION AVENUE
WASHINGTON, D. C. 20418

COMPUTER SCIENCE & ENGINEERING BOARD

June 17, 18

ATTENDANCE LIST

ATTENDEES
Professor Anthony G. Oettinger, Chairman

Dr. Walter S. Baer

Dr. Launor F. Carter
Professor Wesley A. Clark
Dr. Sidney Fernbach

Dr. Martin Greenberger (17th only)
Mr., Jerrier A. Haddad

Mr, William T. Knox

Dr. J. C. R, Licklider

Mr., William L. Lurie

Dr. John R. Meyer

Professor William F, Miller
Mr. Roy Nutt

Mr. Kenneth Olsen

Dr. Alan J. Perlis

Dr. John R, Pierce
Professor J. Barkley Rosser
Dr. Ronald L. Wigington

Consultants

Mr. John Griffith
Dr., Bernhard Romberg

Guests for Morning of 18th

Mr. Robert Courtney - IBM

Mr. Edward Glaser - Case Western Reserve University
Mr. George Hicken - Nation¢l Security Agency

Dr. Willis Ware - Rand (tentative)

Mr. Clark Weissman - SLC

Guests for Afternoon of 18th

Mr. Issac Auerbach - Member, IFIPS
Mr. Fred Hayes - Bureau of the Budget, NYC
Mr. Robert Bruce - Bureau of the Budget, NYC

JUN 31970

ABSENTEES

Dr. Alan F. Westin

Consultant

Mr. Joel Cohen

L






NATIONAL ACADEMY OF SCIENCES

2101 CONSTITUTION AVENUE
WASHINGTON. D.C. 20418

COMPUTER SCIENCE AND ENGINEERING BOARD
Day Session June 18, 1970
NATIONAL ACADEMY OF SCIENCES
2lst & Pennsylvania Avenue, N. W.
Joseph Henry Building

Room 500A

Warren C. House, Executive Secretary, CS&EB
Tel: 202-961-1386

MORNING SESSION - CLASSIFIED

0900 - 0935 Robert Courtney
IBM Corporation
Dept. D88, Building 93l
P. O. Box 390
Poughkeepsie, New York 12602
Tel: 914-485-8887

The state of the art in computer security

in general, the emerging requirement for

secure computer operations, and probable

developments to meet such requirements.
TOP SECRET

0935 - 1010 Edward Glaser
‘Director of Computing Center
Case Western Reserve University
Cleveland, Ohio 44100
Tel: 216-368-2808

The recent RAND study of the general problem

- of computer security.
TOP SECRET

~.




NATIONAL ACADEMY OF SCIENCES

Page 2,

June 18, 1970

2101 CONSTITUTION AVENUE
WASHINGTON. D.C. 20418

Morning Session. -~ Classified

1010 - 1045
1045 - 1120

1120 - 1200

Clark Weissman

System Development Corporation
2500 Colorado Avenue

Santa Monica, California 90406
Tel: 2.3-393-9411, x533/534

Summary of two recent papers on computer
security and general comments.
TOP SECRET

George Hicken

National Security Agency

Room 1MO070

Ft. George E. Meade, Maryland 20755
Tel: 301-688-7757

Computer network security and related
developments.

TOP SECRET

LUNCH (U)

Notes to Briefers:

(1) Above order and times are arbitrary.
Change at will.

(2) A topic outline of the general security

problem will be distributed at the meeting.
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by LEE M. MOLHO

System Dcvelopment Corporation
Santa Monica, California

INTRODUCTION

It makes no sense to discuss software for privacy-
preserving or secure time-shared computing without
considering the hardware on which it is to run. Software
access controls rely upon certain picees of hardware.
If these can go dead or b2 deliberately disabled without
warning, then all that remains is false security.

This papesr is about hardware aspeets of controlled-
access time-chared computing* A detailed study was
recently mede of two picees of hardware that are re-
quired for sceure time-sharing on an IBM System 360
Model 50 computer: the storage protection system and
the Problem/Supervisor state control system.! It un-
covered over a hundred cascs where a single hardware

failure will compromise sccurity vithout giving an’

alarm. ¥azards of this kind, which arc present in any
computer hardware which supports software access
controls, have been essentially climinated in the SDC
ADEPT-50 Time-Sharing System through techniques
desceribed herein.?

Analysis based on that work has clarified what
avenues are available for subversion via hardware; they
arc outlined in this paper. A number of ways to fill

these security gaps are then developed, including meth- -

ods applicable to a varicty of computers. Adminis-
trative policy considerations, problems in seem® v corti-
fication of hardware, and hardware design consider-
alions for sceure time-shared computing also reecive
comment.

FAILURE, SUBVERSION, AND SECURITY

F'wo types of security problem can be found in com-
puter hardware. One is the problem of hardware failure.
“Ihe relationship between “security” and “privacy”’ has been
N g iy s
¢ eued chewheredd In this paper “seearity’ is used to cover
tintioled-necess computing in general,

“jtself, but also miswiring

secure @@mputzing

\

This includes not only computer logic that fails by
and faulty hardware caused
by improper maintenance (“Customer Tongincer”) ac-
tivity, including CE errors in making ficld-installable
engincering changes.

The other sccurity problem is the cloak-and-dageer
question of the suseeptibility of hardware to subversion
by unauthorized persons. Can {rivial hardware ehanges
jeopardize a secure computing facility even if the soft-
ware remains completely pure? This problem and the
haidwa ¢ failure problem, which will be considered in
depth, are related.

Wean points for logic failuie

Previous work involved an investigation of portions
of the 360/50 hardware.’. s primary ohjective was to
pinpoint single-failure problem locations. The question
was asked, “If this element fails, will hardware required
for sccure computing go dead without giving an alarm?”
A total of 99 single-faiture hazards were found in the
360/50 storage protection hardware; they produce @
varicly of system cficéts. “Three such logic clements
were found in the simpler Problem/Supervisor state
(PSW bit 15) logic. A failure in this logic would cause
the 860/50 to always operale in the Supervisor state.

An assumption was made in finding single-failure
logic problems which at first may secm 1move restrietive
than it really is: A failure is defined as having oceurred
if the output of a-logic clement remains in &n jnvalid
state based on the stales of its inputs. Other failure
modes certainly exist for Jngic elements, but they reduce
{o this case as foliows: (1) an intermittent Jogic claraent
meets this eriterion, but only part of the time; (2) @
shorted or open input will cause an invalid output
state al Jeast part of the time; (3) aJogic clement which
exhibifs excessive signal delay will appear to have an
invalid output state for some {ime after any inpul
{ransition; (1) an outpul wire which has been con-
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-meeted to an improper loeatior will have an invalid

output state based on its inputs at Jeast part of the
time; such a conncetion may also have permanently
damaged the clement, making its output independent
of its input. It should be noted that failure possibilities
were counted; for those relatively few cases where a
security problem is eaused whether the clement gets
stuck in “high” or in “low” stale, two possibilities were
counted. 3

A situation was frequently encountered which is con-
sidered in a general way in the following section, but
which is touched upon here. Many more logie clements
besides those tallied would cause the storage proteetion
hardware to go dead if they failed, but fortunately
(from a sccurity viewpoint) their failure would enuse
some other essential part of the 3690/50 to fail, leading
to an overall system crash. “Failure detection by faulty
system operation” keeps many logic clements from
becoming sceurity problems.

C1’rcunwmzl[ng‘Iog[c Jailure

Providing redundant logic is a reasonable first sug-
gestion as a means of climinating single
security problems. IHow ever, redundancy has some
limits which are not apparent until a close look is
taken at the arezs of secwnity concern within the Central
Processing Unit (CPU). Sceurity problems are really
in control logic, such as the logic activated by a storage
protect violation signal, rather than in multi-bit data:
paths, where redundancy in the form of error-deleeting
and error-correcting codes is often uscful. Indeed, the
360/50 CPU already uses an crror-detecting code exten-
sively, since parity checks are made on many multi-bit
paths within it.

Effcetive use of redundant Jogic presents another
problem. One must fully understand the system as it
stands to know what needs to be added. Putting it
another way, full hardware certifieation must {ake
place before redundancey ean be added (or appreciated,
if the manufacturer claims it is there to begin with).

Lastly, some arcas of hardware do not lend thern-
selves {00 easily {o redundancy: There can be only one
address at a time to the Read-Only-Storage (ROS) unit
whose microprograms control the 860/50 CPUSS One
could, of course, use such a scheme as triple-modular
redundancy on all control paths, providing three copics
of ROS in the bargain. The result of such an approach
would not be much like a 360/50.

Redundancy has o specialized, supplementary appli-
cation in conjunction with hardware eertification. After

g
f:'.iulu.: as

the process of certification reveals whieh logic elements
can be cliccked by software at low overhead, redundint

logic may be added to take care of the remuinder. A
good example is found in the storage protection logic,
Eleven failure possibilities exist where protection inter-
rupts would cause an incorreet microprogram branch
upon failure. These failure possibilitics arise in part
from the logic clements driven by one control signal
line. This signal could be provided redundantly to
make the hardware sccure.

Software tests provide another way o climinate
hardware failure us a security problem. Code can be
written which should cause a protection or privileged-
operation interrupt; to pass the test the interrupt must
react appropriately. Such software must interface the
operating system software for scheduling and storage-
proteet lock alteration, but nust exceute in Problem
state to perform its tests. There is clearly a tradcoff
between system overhead and rate of testing. As pre-
viously mentioned, hardware certification must be per-
formed to ascertuin what hardware can be checked by
software tests, and how {o check it.

Software testing of eritical hardware is 2 simple and
reasonable approach, given hardware certification; it is
closely related to a larger problem, that of testing for
software holes with software. Software testing of hard-
ware, dded to the SDC ADEPT-50 Time-Sharing
System, has ecliminated over 85 percent of present
single-faiture hazards in the 360/50 CPU.

Mieroprogramming could also be put to work to
comunt failure problems. A microprogrammed routine
could be included in ROS which would automatically
test critical hardware, taking immediate action if the
test were not passed. Such a mieroprogram could cither

e in the form of an cxccutable instruction (c.g., TEST
PROTIECTION), or could be automatic, as part of
the timer-update scquence, for example.

A microprogranuned test would have much lower
overhead than an cquivalent software test performed
at the sume rate; il automatie, it would test even in
the middle of user-program execulion. A preliminary
design of a storage-protection test that would be exci-
cised every timer update time (60 times per second)
indicated an overliead of only 0.015 pereent (150 test
eyeles for every million ROS eyeles). Of even greater
significance is that microprogrammed testing 1s. speei-
fiable. A hardware vendor can be given the burden of
proof of showing that the tests are complete; the vendor
would have to take the testing requirement into account
in design. The process of hardware certification could
be reduced to a design review of vendor tests if this
approach were taken. v :

tetrofitling microprogrammed teating in a 360/50
would not involve extensive hardware changes, but
some changes would have to be made. Pesting micro-
programs would have
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facturer; new ROS storage clements would have to be
fabricated. A small amount of logic and a large amount
of documentation would also have to be changed.

Logic failure can be totally climinated as a seeurity
problem in computer hardware by these methods. A
finite cffort and minor overhead are required; what
logic is secured depends upon the approach taken. 1{
microprograin or software functional testing is uscd,
miswiring and dead hardware caused by CI errors will
also be discovered. : .

Subrersion techniques

It is worthwhile-to take the position of & would-be
system subverter, and proceed to look at the easiest
and best ways of using the 360/50 1o steal files from
unsuspecting users. What hardyware changes would have
to be made to gain access to protected core memory
or to enter the Supervisor state?

Fixed changes to climinate hardware features arc
obvious enough; just remove the wire that earries the

signal to sct PSW bit 15, for example. But such changes

are physically ident tonl to hardware failures, since some-
thing is permanently wrong. As any functional {esting
for dead hardware will discover a fixed change, a po-
{ential subverter must be more clever.

In ADEPT-50, a usc is swapped in periodically for
a brief length of time (2 “quantum’). During his

guanium, a user can have neeess to the 360 /50 at the

machine-language level; no interpretive program comes
between the user and his program unless, of course,
he requests it. Thus, a clever subvérter might seek to
add some hardware logic 1o {he CPU which would
Jook for, say, a particular rather unusual sequence of
fwo instructions in a program. Should that sequence
appear, the added logic might disable storage pro-
{ection for just a few dozen microseconds. Such a small
“hole” in the hardware would be quite sufficient for
the user to (1) aceess anyone’s file; (2) cause a system
crash; (3) modify anyone’s file.

User-controllable changes could be implemented in
many ways, with many modes of control and action
besides this example (which was, however, one of the
more cficelive schemes contemplated). Countermea-
sures 1o such eontrollable changes will be considered
below, along with ways in which a subverter might try
{o anticipate countermeasures.

Countermeasuics to subversion

As implicd carlier,

‘0] .\ ‘

anyone who has suflicient aceess
)4 " in the

a fixed change would be discovered by even a simple
software test infrequently performed. A user-control-
Jable change, on the other hand would not be dis-
covered by tests outside {he user’s quantum, and
would be hard to discover cven within it, as will beeome
obvious.

The automatic microprogrammed test previously dis-
cussed would have a low probability of discovering a
user-controllable hardware change. Consider an at-
tempt by a user to replace his log-in number with the
Jog-in number of the person whose file he wanis to
steal. He must exccute & MOVE CHARACTERS in-
struction of length 12 to do this, requiring only about
31 microseconds for the 360/50 CPU to perforn. A
microprogrammed test occurring at timer interrupts—
once each 16 milliseconds—would have a low prob-
ability of discovering such o brief sccurity breach: In-
creasing the test rate, though it raises the probability,
raises the overhead correspondingly. A test oceurring

-at 16 microsccond intervals, for example, represeats a
15 percent overhead. - .

A reasonable question is whether a software test
might do a betler job of spotling use ~controlleble
hardware chanees, One would approach this tosk by
attempting to discover changes with tests inseried in
uscr programs in.an undctectable fashion. One typieal
method would do this by inserting invisible breakpoints
into the user’s instruetion stream; when they were
encountered during the user’s quantum, 2 software test
of storage protection and PSW bit 15 would be pei-
formed.

A software test of this-type could be written, and as
will be discussed, such a software test would be difficult
for a subverter to circumvent. Nevertheless, the draw-
backs of this software test arc severe. Reentrant code
is required so that the software test can know (1) the
Jocation of the instruction stream, and (2) that no
instructions arc hidden in data areas. Requiring 1e-
enlrant programs would in turn require minor changes
o the ADEPT-50 Jovial compiler and major changes
to the F-level Assembler. A small microprogram change
would cven be required, so {hat software could scuse
the difference between o fetch-protect interrupt and
an exccute-proteet interrpt. Changes would be re-
quired to the ADREPT-50 SERVIS, INTRUP, DI-
BUG, and SKED modules. Were such 2 software test
implemented, run-time overhead would likely be rather
high for [requent breal:point-insertions, since cach
breakpoint inserted would require exeeution of 30 or
more instructions al run time. Lastly, programacrs
might not always like having to write reentrant eode.

These implementation problems, though described

cilie test approach, are Iely to extend to
: 2 o + o ine neer Pro-

for one s
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grams via software, since auy such test must jsolate
and augment every user’s instruction stream,

Although the above does not demonstrate that de-
tecting user controllable subversion hardware is im-
possible, it should indicate that by no means is sueh
detection trivial. 1t is even harder than the above may
suggest, for, as the next section lmll("ll"\ while the
subverter is busily building his controliable cha MEes
into the CPU he may add insult to injury by inacti-
vating anti-failure and anti-subversion hardware.

Defeat of countermeasures

Hardware eountermeasures that are casy {o install
are casy o remove. Redundant logic can be disabled
with the same wire cutters or wirc-unw rapper as other
logic. This is also truc of state- testing and pavity-cheek
logic. Alternatively, a clever subverler may add Jogic

_that picks up a test signal and uses it to ina wetivate his

own logic while the test is performed. The subverter
may, allernatively, arrange things so that tests always
pass during his quan{um.

Mier opm rramined  countermeasures ave somewhat,
more diiiicuit for the subverter to inactivate, since he
must decode particular ROS addresses to 1\110\\ that a
microprozrammed test routine has begun. Once he has
done this, though, he may proceed as if he were dealing
with lmxd\\u sincz on a short-term basis, micro-
program cr_mtcnfs and addresses do not ehange. The net

result of putting coun(ormraﬁmex in ROS rather than

in logic is to rai: se the “work function” for subv ersion;
that is, the subverter must do more work to achieve
his go.ﬂ, but he can reach it.

On the other hand, a thorough software test, such
as the breakpoint test previously deseribed, \\oulu be
nearly impossible to defeat by hardware techniques.
This is beeause of the transient nature of softwac:
a subverter would have to decode program variables
such as addresses via havdware; then even minor
changes in the breakpoint-placing routines would make
that hardware uscless. One must recall, however, the
lmye implementation and overliead pmnkm) mhcwnt
in a user interrupting software test. In summary,
couniermeasures can be devised which have a high

“work function,” but they entail major costs in imple-
mentation and system eflici icney.

Two assumptions have been inherent in this dis-
cussion; nanely, that the subverter has both knowledge
of system hardware (including subversion counter-
measures) and means of chaneing the hardware. This
need not be the ease, but whether it s depends on
a(lmun,(nh\(, nlhu' llmu techuical considerations,

Administrative policy

Special handling of ]\:nd\\mc documentation and
engincering  changes may bz worthwhile when com-
mercial Jines of computers are used for secure tiine-
sharing. First, if hardware or microprogiams have been
added to the computer to test for failures and subversion
attempts, the details of the tests should not be obiuin-
able from the computer manufacture’s worldwide net-
work of sales representatives. The fact that testing is
done and the technical details of that testing would
seem 1o be Jegitimate sceurity objects, since a subverter
can ncutralize testing only if he knows of it. Clacsife
cation of those documents which relate (o testing is o
policy question which should be considered. Lilewis e,
redundant hardware, sueh as a sceond copy of tm
PSW bit 15 logic, might be included in the same
category.

The second area is that of cha 1ge control. Presumably
the “Customer Engineer” (CI2) personnel whe perforin
engineering changes have clearances allowing them

access to the hardware, but what about the. techniesl
documents which tell thein what to do? A clever sub-
verter could easily aller an engineering. 41‘.:"1“'0 wire list
to include his modifications, or could send spurieus
change documentation. A CE would then unwittingly
install the subverter’s “cnginecring change.” Since it
is - sking too much {o expeet a CE to undersiand on
wire-by-wire basis each change he perf ornis, SOmMe new
step is necessary if one wants o be sure that engineering
changes are made for {~chnical rcasons only. In other
words, the computer manufacturer’s engineering
changes are sceurity objecls in the sense that their
integrity must be guaranteed. Special paths of trans-
mittal and post-installation verification by the manu-
facturer might be an adequate way to sceure eng neering
changes; there are undoubtedly other ways. It is clear
that a problem exists.

Finally, it should be noted that the 360/50 1ROS
storage clements, or any cquivalent parts of another
manufacturer’s hardware that contain all system micro-
programming, ought {o be treated in a special manner,
such as physically sealing thein in ph(zo as part of
hardware cerlification. New storage elements containing
engineering changes are sceurity objects of even higher
order than regular engineering-change documents, and
should be handled accordingly, from their inanufacture
through their installation.

GJe \’1 RALIZATIONS AND CONCLUSIONS

Some {';c-unr.-xl points aboul hardware design that
relite {o sceure time-shaving and some shor{-r;

Adininisty:
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Fail-sccure vs. fail-soft hardware

Television programs, novels, and motion pictures
have made it well known that if something is “fail-safe,”
it doesn’t blow up when it fails. Tn the same vein,
designers of high-reliability computers coined the term
“fail-soft” to deseribe a machine that degrades its
performance when a failure occurs, instead of becoming
completcly useless. It is now proposed to add another
terin {o this family: “Ifail-sccure: to proteet sccure
information regardless of failure.”

The ability to deteet failures is a prerequisite for
fail-secure operation. Howcever, all system provisions
for corrective action based on failure detection must be
carefully designed, particularly when hardware failure
correction is involved. Two cases were recently de-

“seribed wherein a conflict arose between hardware and

software that had been included to civeuravent failures.®
Automalic corrcetion hardware could likewise mask
problems which should be brought {o the attention of
the System Security Officer via security softwere.

Clearly, something between the extremes of system
crash and silent automatic correction should occur
when hardware fails. Definition of what dees happen
upon failue of eritical iwrdware should be a design
requirement for fail-sccure time-sharing systems. 1ail-
soft computers are not likely to be fail-sceure com-
puters, nor vice vers: unless software and hardware
have been designed with both coneepts in mind.

Failure delection by faully system opcialion

Computer hardware logic can be grouped by the
system operation or operations it helps perform. Somne
logic—for exanple, the clock distribution logic—helps
perform only one system operation. Other logic--such
as the read-only storage address logic in the 360/50—
helps perform many system operations, from floating

point multiplication to memory proteetion interrupt

handling. When logic is needed by more than one system
operation, it is cross-checked for proper performance:
Should an clement needed for system operations A and
‘At the “Wotkshop on Hardware-Softwere Interaction for
Systemn Reliability and Recovery in Fault-Dolerant Cotaputers,”
held July 1415, 1060 et Pacific Palisades, California, J. W,
Herndon of Bell Telephione Labs reported that a problem had
arizen in a developmental version of Bell’s “Flectronie Switching
System.” 1t seems that an elaborate setup of relays would begin
reconfiguring a bad communieations ehannel sl the same time
that softwere in FSS was trying to find out what was wrong.
R. I, Thomas, Jr. of the Los Alunes Scieatifie Laboratory,
laving had a similar problem with o self-cheeking data acquisi-
o syatem, sgeced vith Heondon that havdware is not clever
ciough to know what (o do about system failures; software

f1)iasy R | 3 P

B fail, the failure of system operation B would indicate
the malfunction of this portion of operation A’s logic.

Such interdependence is quite useful in a fail-sceure
system, as it allows failures to be deteeted by faulty
system operation—a scemingly inelegant error detection
mechanism, yet one which requires ncither software nor
hardware overhead. Some ideas on its uses and limi-
tations follow.

The result of a hardware logic failure can usually Le
defined in terms of what happens to the system oper-
ations associated with the dead hardware. Some logic
failure modes are detectable, because they make logic
clements downstream misperform unrelated system
operations. Analysis will also reveal failure modes which
spoil only the system operation which they help per-
form. These failures must be detecled in some other
way. There are also, but more rarely, cases where a
hardware failure may lead to an operation failure that
is not obvious. In the 360/50, a failure could cause
skipping of a segment of a control microprogram that
wasn’t really needed on that cycle. Such failwres are
not deteetable by faulty system operation at least part
of the time. .

Advantape may be taken of this failure-cetection
technique in certifying hardware to be fail-scewre as
well as in original hardware design. In general, the
more interdependencies existing among chunks of logic,
the more likely arc failures to produce faulty system
operation. For example, in many places in a computer
one finds situations as sketched in Figure 1. Thercin,
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TABLY 1—Contyol Signal Error Deteelion by Odd Parity
' Check on Odd-Length Data Ficld

—— e e

DATA BI17S

o2 r MEANING

000 0 data error or control logic errort
000 1 0

001 0 - 1

001 1 data error

010 0 .2

010 1 data error

011 0 data error

011 1 3

100 © 4

100 1 data error

101 0 L. data crror

101 1 5

110 0 data error

1101 ° 6

111 0 7

111 1 dat error gr control logic error**

*Control logic incorrectly ret all bits {o zero,

**Control Jogic incorrectly set all bits to oiie,

System Operation A needs the services of Logic Group
I and Logic Group 3, while System Operation 1 needs
Logic Group 2 and Logic Group 3. Note at this point
that, as above, if System Operation A doesn’t work
beeause of a failure in Logic Group 3, we have con-
currently detected a failure in the logic suppoiting
Systein Operation B.

A further poini is made in Figure 1. Often Systein
Operations A and B must be mutually exclusive; hayd-
ware must be added to prevent simultancous activation
of A and B. Two basic design approaches may be taken
to solve this problem. An “inhibiting” scheme may be
used, wherein logie is added that inhibits Logie Group 1
when Logic Group 2 is active, and vice versa. This

approach is iltustrafed by Figure 1(a). Alternatively,

a “sequencing” sehere may be used, wherein logic 1ot
dircetly involved with 1 or 2—such as system clock,
mode seleetion logie, or a status register—defines when
A and B are to be active, This approach is Mustrated
by Figure 1(b).

Now, “inhibit” logic belongs to a particular System
Operation, for its funetion is lo asynehronously, on
demand, condition the hardware to perform that System
Operation. 1t depends on nothing else; il it fails by
going permancently inaetive, only its System Operation
is affcetod, and no alarn, i given. On the other hand,
“sequencing” logie feeds meny areas of the machine:
its failure iy highly likely to be deteeted by faulty
system operation,

~

A further point can be made here which may ho
somewhat controversial: that an overabundance of
“inhibit”-type asynchronous logic is g good indicator
of sloppy design or bad design coordination. White a
certain amount must exist {o deal with asynchronoys
pieces of hardware, often it js put in to “pateh” piol-
lems (hat no one realized were there till system ehecl:out
time. Lvidence of such design may sugeest more
thorough serutiny is desirable.

System Operations can be grouped by their frequency
of occurrence: some operations are needed every CPU
cycle, some when the programmer requests them, some
only during maintenance, and so o Thus, some logic
which appears to provide a cross-check on other logic
may not do so frequently or predictably cnough to
satisly certification requirements.

To sum up, the fact that a system crashes when s
hardware failure occurs, rather than “failing soft” by
continuing to run without {he dead hardware, may be
a blessing in disguise. If fail-soft operation CHCOMPASSEs
hardware that is needed for continued sccurity, such
as the memory protection hardware, fail-soft operation
is not fail-sceure.

Data checking and control signal errors

Control signals which direct data transfers will often
be checked by logic that was put in only to verify
data purity. The nature and extent of this checking is
dependent on the error-deteetion code used and wpon
the length of the data ficld (excluding chicek bits).

What Lappens is that if logic fails which controls a
data path and its cheek bits, the data will be foreed to
cither all zeros or all ones. If one or both of these eases
is illegal, the control logic_crror will be defecled when
the data is cheeked. (Extensive parity cheeking on the
360/50 CPU results in much control logic {oilure de-
tection capability therein.) Table 1 demonstrates an
example of this eficet; Table 2 deseribes the conditions
for which it exists for the common parity cheel.

i

TABLE 2--Control Signal Error Detection by Parity Cheeking

T e e e e e e e e —

DATA CONTROL LOGIC
F11LD FRROR CAUSES:
LENGTI; PARITY: all zeros all ones
even odd JAUGHT MINIED
even even MISSEID cauany
odd odd CcAUGHT cauGHyr

odd (oY Al ;
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COXNCLUSIONS

From a short-range viewpoint, 360/50 CPU hardware
has some weak spots in it but no holes, as far as secure
{ime-sharing is concerned. Furthermore, the weak spots
can be reinforced with little expense. Several alterna-
tives in this regard have been deseribed.

Trom a longer-ranee viewpoint, anyone who contem-

plates specifying a requircment for hardware certifi-
cation should know what such an cffort involves. As
reference, some noles are appropriate as to what it
ook to examine the 360/50 memory protection system
to the level required for meaningful hardware certifi-

“cation. The writer first obtained scveral publications

which describe the system. Having read these, the
writer obtained the logic diagrams, went to the be-
ginning points of several operations, and traced logic
forward. Signals entering a point were traced backward
until logic was found which would definitcly cause
faulty machine operation outside the proteetion system
if it failed. During this tedious progess, discrepancics
arose between what had been read and what the logic
diagrams appeared to show. Some diserepancics were
resolved by fuither study; some were accounted for
by speeial features on the SDC 360/50; some remain.
After Jogic tracing, the entire profection system was
sketehed out on cight 83 X 11 pages. This drawing
proved to be extremely valuable for improving the
writer’s understanding, and enabled failure-mode chart-

ing that would have been intractable by manual means

from the manufacturer’s logie diagrams.

For certifying hardware, documentation quality and
currentness is certainly a problem. The manufucturer’s
publications alone are necessary but definitely not
sufficient, because of version diffcrences, errors, over-
simplifications, and insufficient detail. Both {hese and
machine logic diagrams are needed.

Though the hardware certification outlook is bleak,
an alternative docs exist: iesting. As previowsly de-
seribed, it is possible to require inclusion of low-over-
head functional testing of eritical hardware in a seeure

“

computing system. The testing techniques, whether

embedded in hardware, microprograms, or software,
could be put under security control if some protection
against hardware subversion is desired. Furtherimore,
admin’strative sceurity control procedures should ex-
tend to “Customer Iingineer” activity and to engineer-
ing change documentation to the extent neeessary to
insure that hardware changes are made for {echnieal
reasons only.

Carcful control of access to computer-based infor-
maticn is, and ought {o be, of general concarn today.
Access controls in a sceure time-sharing system such
as ADIPT-50 are based on hardware features.” The
latter deserve serutiny.
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Security and privacy: similarities

and differences

by WILLIS H. WARE
The RAND Corporaiion
Santa Monica, California

For the purposes of this p:zpei‘ we will use the term
“security” when speaking about compuier systems
which handle classified defense information, and
“privacy” in regard to those computer systems which
handle non-defense information which nonetheless
must be protected because it is in some respect sensi-

* tive. It should be noted at the outset that the context

in which security must be considered is quite different
from that which can be applied to the privacy question.
With respect to classified military information there
are federal regulations which establish authority, and
discipline to govern the conduct of people who work
with such information. Morcover, there is an estab-
lished sct of categories into which information is
classified. Once information is classified Confidential,
Secret, or Top Secret, there are well-defined require-
ments for its protection, for controlling access (o it,
and for transmitting it from placc to place. In the
privacy situation, analogous/conditions may ecxist
only in part or not at all.

There are indeed Federal and State staiutes which
protect the so-called “sccrecy of communication.”
But it remains to be established that these laws can
be extended to cover or interpreted as applicable to
the unauthorized acquisition of information from com-
puter equipment. There are also laws against thievery;
and at least onc casc involving a progranuner and
theft of privileged information has been tricd. The
telephone -companies have formulated regulations
governing the conduct of employeces (who are subjee
to “sccrecy of communication™ laws) who may intrude
on the privacy of individuals; perhaps this experience
can be drawn upon by the computer field.

Though there apparently exist fragments of law and
some precedents bearing on the protection of infor-
mation, nonctheless the privacy situation is not so
neatly circumscribed and tidy as the security situa-
tion. Privacy simply is not so tightly controlled. Within
computer nctworks serving many companics, organi-

zations, or agencies, there may be no uniform govern-
ing authority; an incomplete legal framcwork; no
established discipline, or perhaps not even a code of
ethics among users. At present there is not even a
commonly accepted set of categories to desciibe levels
of sensitivity for private information.

" Great quantities of private information are being
accumulated in computer files; and the incentives to
penetrate the safeguards to privacy are bound to in-
crease. Existing laws may prove inadequate, or may
need more vigorous enforcement. There may be need
for a monitoring and cnforcement establishment
analogous to that in the sccurity situation. Jn any
e\ :nt, it can not be taken for granted that there now
exist adeauate legal and ethical umbrellas for the pro-
tection of private information.

The privacy probler is really a spectruimn of prob-
lems. At onc end, it may bz necessary to provide enly
a very low level of protection to the information for
only a very short time; at the opposite end, it may be
necessary 1o invoke the most sophisticated technigues
to guarantec protection of information for extended
periods of time. Federal regulations state expliciily
what aspect of national defense will be compromised
by unauthorized divulgence of cach category of classi-
fied information. There is no corresponding par-
ticularization of the privacy situation; the potential
damage from revealing private information is nowhere
described in such absolute terms. 1t may be that a
small volume of information leaked from a private
file may involve inconscquential risk. For example,
the individual names of a company’s cmployees is
probably not cven sensitive, whereas the complete
file of employces could well be restricted. Certainly
the “big brother™ spectre raised by recent Congies-
sional hearings on “invasion of privacy™ via massive
computer files is strongly related to the volume of
information at risk.



288 Spring Joint Computér Conlf., 1967

Because of the diverse spread in the privacy situa-
tion, the appearance of the problem may be quite
diffcrent from its reality. One would argue on principle
that maximum protection should be given to all in-
formation labeled private; but if privacy of informa-
tion is not protected by law and authority, we can ex-
pect that the owner of sensitive information will re-
quire a system designed to guarantec protection only
against the threat as he sces it. Thus, while we might
imagine very sophisticated attacks against private
files, the reality of the situation may be that much
simpler levels of protection will be accepted by the
owncrs of the information.

In the end, an engineering trade-off question must
be asscssed. The value of private information to an
outsider will determine the resources he is willing to
expend to acquire it. In turn, the value of the informa-
tion to its owner is related to what hie is willing to pay
to protect it. Perhaps this game-like situation can be
playcd out to arrive at a rational basis for establishing
the level of protection. Perhaps a company or govern-
mental agency —or a group of companics or agencics,
or the operating agent of a multi-iccess computer
service—will have to cstablish its own sct of regula-

“tions for handling private information. Further, a
company or ageney may have to establish penalties
for infractions of these regulations, and perhaps even
provide extra remuncration for thosc.assuming the
extraordinary responsibility of protecting private
information.

The sccurity measurcs deemed neccssary for a
inulti-processing  remote termiral computer system
operating in a military classified environment have
been discussed in the volume.* This paper will com-
pare the security situation with the privacy situation,
and suggest issues to be considercd when designing a
computer system for gearding private infermation.
Technology which can be applied against the design
problem is described clsewhere.d

First of all, note that the privacy problem is to some
extent present whenever and wherever sharing of
the structures of a computer system takes place. A
time-sharing system slices time in such a way that
cach user gets a small amount of attention on some
periodic basis. More than onz user program is resident
in the central storace at one time; and hence, there
are obvious opportunities for leakage of information
from onc program to another, although the problem
is alleviated to some extent in systemns operating in
an interpretive software mode. Ina multi-programmed
Peters, B., “Security Considerations in a Multi-Programmed Sys-
tem™,

PPetersen, T E, and R. Turn, Systems Implications of Privacy."

computer system it is also {ruc that more than one
user program is normally resident in the core store
at a time. Usually, a given program is not cxecuted
without interruption; it must sharc the central storage
and perhaps other levels of storage with other pro-
grams. Even in the traditional batch-operated system
th2re can bec a privacy problem. Although only one
program is usually resident in storage at a time, paits
of other programs reside on magnetic tape or discs;
in principle, the currently executing program might
accidentally reference othicrs, or cause parts of previ-
ous programs contained on partially re-used magnetic
tape to be outputed.

Thus, unless a computer system is completely
stripped of other programs—and this means clear-
ing or removing access to all levels of storage--
privacy infractions are possible and might permit
divulgence of information from onc programm to an-
other.

Let us now reconsider the points raised in the
Peters* paper and extend the discussion to inciude
the privacy situation. =

(1) The problemn of controlling user access to the
resource-sharing computer system is similar in both
the security and privacy situations. 1t has been sug-
cested that one-time passwords are necossary 1o
satisfactorily identify and authenticate the user in
the security situation. In some university time-shar-
ing systems, permancntly assigned pesswords are
considered acceptable for user identific.iion. Even
though printing of a password at the console can be
suppressed, it is easy to ascertain such a password by
covert means; hence, repeatedly used passwords
may prove unwise for the privacy situation.

(2) The incentive to penctrate the system is present
in both the security and privacy circumstances.
2evelation of military information can degrade the
country’s defense capabilitics. Likewise, divolgence
of sensitive informalion can to.some extent damage
other parties or organizations. Private information
will always have some value to an outside party, and
it must be expected that penetrations will be at-
tempted against computer systems handling such in-
formation. 1t is conceivable that the legal liability
for unauthorized leaking of sensitive information
may become as severe as for divuluing classified
material. '

(3) The computer hardware requircments appear
to be the same for the privacy and security situations.
Such features as memory read-wrile protection,
bounds registers, privilezed instructions, and 2
privileped mode of operation are required to protect

Peters, B, loc cit.
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information, be it classificd or sensitive. Also, over-
all softwarc requirements seem similar, although cer-
tain details may differ in the privacy sitnation be-
cause of communication matters or difference in user
discipline. '
(4) The file access and protcction  problem s
similar under both circumstances. Not all psers of a
shared computer-private system will: be autliorized

access to all files in the system, just as not all users

of @ secure cemputer system will be authorized access
to all files. Hence, there must be some combination
of hardwarc and software fcatures which controls
access to the on-ine classified files in conformance
with sccurity levels and need-to-know restrictions
and in conformance with corresponding attribules
in the privacy situation. As mentioned carlier, there
may be a minor diffeience relative to volume. In
classified files, denial of access must be abselute,
whereas in private files access 1o a small guantity
of sensitive information might be an acceptable risk.

(5) The phitosophy of the overall system organiza-
tion will probably have to be differcent in the privacy
situation. In the classified defense environment,
users arc indoctrinated in securily measuics and their
personzl responsibility can e cousidered as pait of
the system design. Just as the individual who finds
a classificd document in a hallway is expected to
return it, so the man who accidentally receives classi-
ficd information at his console is expected to report
it. The users in a classified system arc subject to the
regulations, authority, and discipline of a govern~
mental agency. Similar restrictions may not prevail
in a commercial or industrial resource-sharing com-
puter network, nor in government acencies that do
not operate within the framework of government
classification. In general, it would appear that one
cannot exploit the good will of users as part of a priva-
¢y system’'s design. On the other hand, the co-opera-
tion of users may be pait of the design philosophy if it
proves possible to impose a uniform code of cthics,
aathority, and discipling within a multi-access sys-
t2m. Uniform rules of behavior might be possible if
) users are members of the same organization, but
(ite difticult or impossible if the uscis are from many
Companies or agcncics.

() The certifying authority is certainly different

the two situations. I is easy to demonstrate that
2 total number of internal states of a computer is
Cr cnormous that some of them will never prevail in
" lifetime of the machine. It is cqually casy to
“rmanstrate that large computer programs have a
e number of internal paths, which implics the
“tential existence of error conditions which may ap-

governing the internal schicduling and operation of
multi-programmed, time-sharing or batch-operated
machines are likely to be extensive and complex;
and if security or privacy is to'be guaranteed, some
authority must certify that the monitor is properly
programmed and checked out. Similurly, the hard-
ware must also be certificd to posscss appropriate
protective devices. _

In a sccurity situation, a security officer is rc-
sponsible for establishing and implementing measures
for the control of classificd information. Granted -
that he may have to take the word of computer ex-
perts or become a cemputer expert himself, and
granted that of itscll his presence does not solve the
computer security problem, there is nonetheless at
least an assigned, identifiable responsible authority.
In the case of the commercial or industiial system,
who is the authority? Must the businessman tzke the
word of the computer manufacturer who supplied
the software? If so, how does he assure himself that
the manufacturer hasn’t provided “Ins” to the sys-
tem that only he, the manfacturer, knows about?
Must the busincssman create his own analog of de-
fense seccurily practices?

(7) Privazy and securiiy situations are certainly
simitar in that deliberate penctrations must be antici-
pated, if not expectéd; butindustrial espionage against
comput rs may be less scrious. On the other hand,
industrial penctrations against computers could be
very profitable and perhaps safer from a legal view-
point.

It would probably be’difficult for a potential pene-
trator to mount the mognitude of effort against an
industrial resource-sharing computer system  that
foreign agents are presumed to mouint against sccrecy
systems of other governments. To protect against
large-scale cfforts, an industry-established agency
could keep track of major computing installations
and know where penetration cfforts requiring heavy
computer support might originate. On the other hand,
the resourceful and insightful individual cen be as
great a threat to the privacy of a system. 1f one can
cstimate the nature and extent of the penetration
cffort expected against an incustrial system, perhaps
it can be uscd as a design parameter (o establish the
level of protection for sensitive information.

(8) The security and privacy situations are cer-
tainly similar in that cach demands secure communi-
cation circuits. For the most part, methods for assur-
ing the sccurity of commu nication channels have been
the exclusive domain of the military and goveri-
ment. What about the non covernment user? Could
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implicd warranty of 2 private circuit be extended?

Does the problem become onc for the common

carricrs? Must they develop communication sccurity
equipment? If the problem is left to the users, does
each do as he pleases? Might it be feasible to.use the
central computer itself to encode information prior
to transmission? 1f so, the console will require special
cquipment for decoding the messages.

(9) Levels of protection for communications arc
possibly different in the two situations, If one be-
licves that a massive efiort at penetration could not
be mounted against a commercial private network,
a relatively Jow-quality protection for communication
would be sufficient. On the other hand, computer
networks will inevitably go internationz!. Then what?
A foreign industry might find it advantageous 1o tap
the traffic of U.S. companies eperating an intcina-
tiona! znd presumably private computer network.
Might it be that for reasons of national interest we
will someday find the professional cryptoanalylic
effort of a foreign government focuscd on the privacy-
proteciing measures of a computer network?

If couirol of internationzl trade were to become an
importunt instrument of government policy, then any
international communications network involved with
industrial or commercial computer-private systems
will need the best protection that can be providad.

This paper has attempted to identify and bricfly
discuss the differences and similaritics  between
compuier systems operating with classified military
information and computer systems handling private
or sensitive informetion. Similar hardware and soft-
ware and systems precautions must be talien. Jn most

" respects, the differences between the two situations

- are only of degree. 1Howevcr, there arc a few aspects
in which the two situations genuinely differ in kind,
and on these points designers of a system must take
specicl note. The cssential differences between the
two situations appear 10 be the following:

(1) Legal foundations for protecting classificd

information arc well established, whereas in

the privacy situation a uniform authority over
users and a penalty structure for infractions
are Jacking. We may not be able to count on the
good wiil and disciplined behavior of users as
part of the protcctive measures.

(2) While penctrations can be expccted against
both classified and sensitive information, the
worth of the material at risk in the two situa-

_tions can be quite different, not only to the
ovner of the data but also to other partics and
to society.

(3) The magnitude ¢ the resources aveilable for
protection and for penetration are markedly
smaller in the privecy situation.

(4). While sccure communications arc required in
both situations, there are significant ciffcrences
in details. In the defense nvironment, proteciac
communications arc the responsibility of 2
government agency,—appropriaic cquipment is
available, and the importance of protection
ovcr-rides  economic considerations. In the
privacy circumstance, sccure satisfactory conr-
munication cquipment is generally not availahle,
and the cconomics of protecting communica-
tions is likely to be more carcfully assessed.

by

(5) Some software details have to - ¢ handled dif-
ferently in the privacy situation to accommodat2
differences in the security of communications.

It maust be remembered that since the Feders!

authority and regulations for handling classified mili-

tary information do not function for privatc or scnsi-

tive information, it does not automatically follow tht

a computer network designed to safciy protect classi-

fied information will equally well protect sensitive

information. The-all important difference is that ths
users of a computer-private network may not be sub-
ject to a cominon authority and discipiine. Dut evern
if they arc, the strencth of the authority may not be
adequate to deter deliberate attempts at penetration.
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Information leakage in a resource-sharing
compuier system

With the advent of computer systems which share

- the resources of the configuration among several

users or scveral probleins, there is the risk that in-
formation from onc user (or computer program) will
be coupled to another user (or proziem). In many
cases, the information in gestion will bear a military
classification or be sensitive for some reason, and
safeguards must be provided to guard against the
lcakuge of information. This session is concerned with
accidents or deliberate attempts which divolpe com-
puter-resident information to unauthorized partics.

Espionage attempts to obtain military or defense
information regularly appear in the news. Computer
systems are now widcely used in military and defense
instullations, and deliberate attempls to penetrate
such computer systems must be anticipated. There
can be no doubt that safegnards must be conceived

which will protect the information in such com- .

Puter systems. There is a corresponding situation
in the industrial world. Much business iuformation
Is company-confidential because it relates to pro-
prictary processes or technology, or to the success,
Frilure, or stutc-of-health of the company. One can
inagine a circumstance in which it would be prof-
table for onc company to mount an industrial es-
Fionage attack acainst the computer system of a
seimpetitor. Similarly, one can imagine scenarios in
»hich confidential information on individuals which
“okept within a computer is potentially profitable to
*opaity not authorized to have the information.
Hence, we can cxpect that penctrations will be
“teinpted aedinst computer systems which contain
Snmilitay information.

This session will not debate the existence of es-

pionage attempts against resource-sharing systems.
Rather, it is assumed that the problem exists, at least
in principle if not in fac(, and our papers will be
devoted to discussing technological aspecis of the
problem and possible approuches to safeguards.
First of all, clarification of terminology is in order.
For the military or defense situation, the jargon is
well established. We speak of “classified info: mation,”
“military sccurity,” and “secure computer in-talla-
tons.” There wie rales and regulations governing the
use and divulgence of military-classified infarmation,
and we need not dveell further on the issue. T the non-
military arca, terininclogy is not established. The
phrase “industrial security™ includes svch things as
protecting proprictary designs and business infor-
mation; but it also covers the physical protection of
plants and fuacilities. For our purposes, the term is
too broad. In most circles, the problem which will
concern us is being called the “privacy problem.”
The words “private” and “privacy” arc nonmally
associated with an individval in a persona! seuse,
but Webster's Third New Internutional Dictionary
also provides the following definitions:

Private:... intended for or restricted to the use
of a particular person, or group, or
class of persons; not freely available
to the public .

Privacy:. .. isolation, seclusion, or freedom from
unauthorized oversight or observation.

We are talking about restricting information within
a computer for the use of a specified group of per-
sons; we do not want the information frecly avail-
able to the public. We want to isolate the infor-
mation from unanthorized observation. Hence, the
terminology  appears approprizte cnoupgh, although
onc might hope that new terms will be found that do
not alrcady have strongly established connotations.
Y, otsecurity THA A
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will refer to military or defense information or situa-
tions; “private” or “privacy,” 10 the corresponding
industrial, or non-military governmental situations.
In cach case, the individual authorized to reccive
the information will have “neced to know” or “access
authorization.”

We will do the following in this session. In order to
bring all of us to a common level of perspective on
resource-sharing computer systems, 1 will bricfly
review the configuration of such systems and identify
the major vulnerabilitics to penetration and to leak-
age of information. The folkowing paper by wr. Peters
will describe the sccurity safeguards provided for
a multi-programimed remote-access computer system.
Then 1 will contrast the sccurity and privacy situ-
atjons, identifying similaritics and differences. The
final paper by Dr. Petersen and Dr. Turn will discuss
technical aspects of security and privacy safeguards.
Finally, we have ‘a pancl of three individuals who
have faced the privacy problem in real-lifc sys-
tems; cach will describe his views toward the prob-

‘lem, and his approach to a solution. In the end, it

will fall upon cach of you to conceive and implement
satisfactory safeguards for the situation which con-
cerns you.

A priori, we cannot be certain how dangerous a
given vulnerability might b, Things which arc serious

for some computer systems may be only a nuisance
f. r others. Let us take the point of view that we will
not prejudge the risk associated with a given vulnera-
bility or threat to privacy. Ratlier, let us try only to
suggest some of the ways in which a computer system
might divulge information to an unauthorized pariy
in either the scauity or the privacy situaticn. We'll
leave for discussion in the context of particular in-
stallations the question of how much protection
we want to provide, what explicit safeguards must
be provided, and how serious any particular vulnere-
bility might be. ;

The hardware configuration of a typice] resource-
sharing computer system is shown in Figure 1.
There is a central processor to which are attached
computer-based files and a communication network
for linking to remote users via a switching center.
We observe first of all that the files may contain
information of different levels of sensitivity or
military  classification; theicfore, access. to thes2
files by users’ mest be controlied. Improper or tn-
authorized access to a file can divulge information
to the wrong person. Certainly, the file can also be
stolen—a rather drastic divulzence of information.
On the other hund,-an unauthorized copy of a file
mizht be made using the computer itself, and the copy
revealed to unauthorized persons.,




The central processor has both hardware and soft-
ware components. So far as hardware is concerned,
the circuits for such protections as bound registers,
memory read-write protect, or privileged mode might
fail and permit information to lcak to improper
destinations. A large varicty of hardware failures
might contribute to software failures which, in turn,
Jead to divulgence. Since the processor consists of
high-speed clectronic circuits, it can be expected
that large quantitics of electromagnetic encrgy will
radiate; conceivably an eavesdropping third party
might acquire sensitive information. [Failure of the
software may disable such protection features as
access control, user identificition, or memory bounds
control, leading to improper routing of information.
Intimately involved with the central computer are
three types of pérsonncl: operalors, programmers,
and maintenance engineers. The operator who is
responsible for minute-by-minute functioning of the
system might reveal information by doing such things
as replacing the correct monitor with a non-protecting
one of his own, or perhaps with a rigged monitor which
has special “ins” for unauthorized parties. Also, he
might reveal to vrauthorize ! nartics some of the pro-
tective measures which are designed into the system.
A co-operative cffort between & clever progranuncr
and an engincer could “bug” a machine for their
own gain in such a sophisticated manner that it might
remain unnoticed for an extended period. (“Bug”
as just used docs not refer to an ciror in a program,
but to some computer cquivalent of the famous
transmitter in a martini olive.) Bugging of a machine
could very casily appear innocent and open.

Operator-less machine systems are practical, and in
principle one might conjecture that 2 machine could
be bugged by an apparently casual passerby. There
are subtle risks associated with the maintenance
process. While attempting 10 diagnose a systein
failure, information could casily be generated which
would reveal to the maintenance man how the soft-
ware protections are coded. I7rom that point, it might
be ecasy to rewire the machine so that certain in-
structions appeuared to behave normally, whereas in
fact, the protective mechanisms could be bypassed.

While some of the things that I've just proposed
require deliberate  acts, others could happen by
accident.

Thus, so far as the computing central itselfl is con-
cerned, we have potential vulnerabilities in control
of access to files; in radiation from the hardware;

in hardware, soft
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The communication links from the central processor
to the switching center, and frem the switching center
{o the remote consoles are similarly vulnerable. Any
of the usual wiretapping methods might be cmployed
to steal information from the lines. Since some
communications wil! involve rclatively high-fre-
quency signals, clectromagnetic  radiation  might
be intercepted by an eavesdropper. Also, crosstalk
between communication links might possibly reveal

“information to unauthorized individuals. Further-
1

4

more, the switching central itself might have a radi-
ation or crosstalk vulnerability; it might fail to make
the right connection and so link the machine to an
incorrect user.

A remote console might also have a radiation
vulnerability. Moreover, there is the possibility that
recording devices of various Kinds might be attached
to the console to pirate information. Consideiation
might have to be given to destroying_the ribbon in the
printing mechanism, or designing _the platen so that
impressions could not be read fromit.

Finally, there is the user of the system. Since his
link to the computer is via a switching ceater, the
centrol processor must nrake certain with whom it
is conversing. Thus, there must be means for properly
identifying the user; and this nteans must be proof
against recording devices, pirating, unanthorized
use, et . Even after a user has satisfactorily es-

tablished his identity, there remains the problem:

of verifying his right to have access to certain files,

.and possibly to certain ccmponcits of the config-

uration. There must be a means for authenticating
the requests which he will meke of the systeny, end
this means must be proof against bugging, recorders,
pirating, unauthorized usage, elc. Finally, there is the
ingenious user who skillfully invades the software
system sufficiently to ascertain its structure, and to
make changes which are not apparent to the operators
or to the systems programmers, but which give him
“ins” to normally unavailable information.

To summarize, therc are human vulperabilitics
throughout; individual acts can accidentally or delib-
crately jeopardize the protection of information in
a system. Hardware vuli erabilities are shared among

" the computer, the communications system, and the

consoles. There are sofiware vulnerabilitics; and
vulnerabilitics in the system’s organization, ¢€.8.,
access control, user identification and authentication.
How scrious any onc of these michi be depends on
the sensitivity of the information being handled, the
class of users, the operating environment, and
certainly on the skill with which the network hios boen
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invasions which have been suggested plus many
readily conceivable. :
This discussion, although not an exhaustive con-
sideration of all the ways in which a resourcc-sharing

computer system might be ecither accidentally or

deliberately penetrated for the purposes of unauthor-

ized acquisition of information, has attempicd to out-
line some of the major vulnerabilitics which exist in
modern computing systems. Succeeding papers in this
scssion will address themselves to a more detailed
examination of these vulnerabilities and to a dis-
cussion of possible solutions.
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from electromagnetic radiation. This  “sheltered”
approach promofes one-at-a-time, batch usage of the
facility. Modern hardware and software technology Las
moved forward to more powerful and cost/offcctive
time-shared, mulli-access, multiprogrammed, systems.
However, three features of such s systems pose a challenge
to the shelicred mede of protection: (1) concurrent
multiple users with different sccess rights operating
remote from the shiclded room; (2) multiple programs
with different aceess rights co-resident in memory; and
(3) multiple files of different data sensitivities mmul-
taneously accessible. These features appear to violate

traditional methods of accountability based upon &’

single user (or mulliple users with like clearances)
operating within strictly controlled facilities. The
problem s of such magnitude that ne time-sharing
system Lus yot been certified for use in the manner
deseribed! However, some multi-acesss systems are in
operation in a elassificd mode,7* and & number of
design approaches have heen sugoesied s A0

In addition {o the usual goul of building an eflect
time-sharing system, the ADEPT project boran with o

number of seenri

- objectives as well

2. Dezign ’11
mannoy {

by sceuri!

‘sopporied by Daran' r

.u‘wt.w :,": sovin sueh o

wlf unek

ifica unidl primed
5, o point
HETGIE CeMm-

:,»-i!.):):; Faremmitel

strovely

mumeatons secuvity.

3. (_‘.:n'z.vi,rufr‘- 1";~ ,‘3(""1 v conlrol ruechauism as an
ctoted tive-charing ta
(--;:-\n’?,.‘\ sarubinized
eteness, and reliability.

S f}"k!j;ad {

s to

v IRCICT &5 Pos
considering ('.uﬁ;i {a Im\,t fe
opcrate. Good sysltem performance
cipal criferion in sslecting anmoeng
techideal solutions, as noted by
clsewhere 18 ’

design,

tha avnthor

In approaching our {ask, we recopgnize seourily £ &
tolal systera problan nvelving haredware,
tion, personnel, and softwaie safequard.. l‘..‘x-.\".\'\«rr, our
focus is primarily onmoattar soft
with the other areas. This view s not poreshial: ovr
havdware 1z ooste -*M FRAE 3
tlon secviity s an es :v.l:"‘:':,u‘n.l frat of study
considerable teehnologicn) know-how;' and the policy,
personnel balivior in
, with Legad founda-

COMMUNICH-

are, ind s wlerfaces

360 odel G0 eammunica-

RGTAN
Wital

doctrine,
cle xn’l“‘\l environraents we extensive,

and proecduves {or

tions. Thus, cur only degree of frecdom is e canir. g
build into the time-sharing exceutive softyw are,

A security control formalism

A formal model of softwiare sceurity contio! for s

]
to sensitive portions of ADEPT is develoyod Lye.

Security ohjects

Four kiuds of security ehjeets are to be nnnnazod 0 -
ur model: veer, terminel, job, and file. Iof v -

: -y Iy e Y oA TNy \ ) | . y Y g . - °
FOIMe USer, { 50ine L(ﬂl!xll-.,‘:i, JERIMC JO; Qi o Coine ]
Seceuriiy propertics

Eagh securiiy object, is ¢
that is an crdered t:m]a of 18
thority (A), Cr Legory (C), and Franchise
15 & set of L Cored cocurils
Category 1z a st of discicic seenrily

crarchically or

Franchise iz a set of wsers licensed wiik :
security jucicdiction. |
13 % " .
The property “Authority " isdefined as neol A, =
N = {'bo < ot L e . < a}
end the specific member s seounity
jwrisdictions ,I:Tf‘l'i’.l‘(:h!(‘f:"
U Vi bnmineaa?? e 6018 i -
“Category” 15 & shrusnte ¢f
C = { i
p ' > s — 1 vy oo e
('v:,t:r.}‘):‘.m;r:-w.~; sre mutushy exciusive socuniy Si
tearies with diserele juri 3
s . Ty ia3
“Franchize’ is o securd 4 i

given set of vseis, Le.,

¥ = {wuis a user}

For a given {erininal, {) leb o g _
be denoled by Ay, or In geneval, Jet o ghvert eotic.

. ™y { V2 1 -
object, ¢, denclo o given property, P,

to mean ihe s

we can spenls of Ay, or (;,', ste.,
A\)i‘uorif\: set ) U m'ﬂ;f.‘ apoeili
el Tor a given job, 7, respee fively,
I(‘\'x imjoriant sets (of uvsers) arise with respee:
the Franelise property, )::ﬂ-;w;f:f, Franchize for
terminals, jobe, and nsers

for g glven user

T'o disting R

which a ghven user 1s ])(‘*1“’, consid

o
by the scewriiy object undder consideration.
means the user with jurisdiction to Rlo J; vy

Henve, gy

; iy e
;‘.i]nﬂ.’\k‘l_‘y defined. For (‘.0:1t};!.("\\'l',‘.:-:u, WeE GG W
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define Franchise for each

. Lenly w. We can now

ity objuct,

=
L
i

{u} ' : )

I?‘ = {u‘{).- l‘.;," ) UN (5)

)
.
i

{uf, v}, -+ -, ' (6)

SR S
Fy= {uy vy -, u} il )
Tquation (4) states that the Franchise for a user is
aeneted to himeelf; his jurisdiction is unique, and no
e user 18 50 endowed. Equation (3) siates that the

eitnal Franchise is poss

!

wed by L difTerent users who

we jurisdietion over the terminal € Likewise, equi-
coana (G end (7) define the job and file Ianehise sets.,
I s-'mn‘ii\' discussions, one };m"» the familiar phrase,
a higher-Jovel cletwrance.” We can now define

"-r-c.'* 'm'o] with our model.

et o and B e security objects and let p be some
ctiny v sieh that p(l\ )c\
i hen,

. !“\.‘,’, 2 }\Ll; > II(A ,,) :‘ [,/ v \ (S)

Co 2 Cs G 2.Cp ()

Lountion (€) elaims thet the Authority of a seadrity
Meet, A3 nb o “higher Jevel”

it

) T R X R
SN A ;\4\~}-a", 1he s

specifis ity
fiis """r““-{ 1 GGUiinns apactfic

] § Y
hortites, af, ot I

:
winibude velytionstins {o hold, l',(iU‘\:u«u“? () ;.?.'.'.{ { 7‘-‘/

j’( {o }.\‘ ereater ib:’.'x ]’.; i1l ;U:l.i, (l‘i_!_\‘ if
of P :

«
4,'.'151;"; may alier the mombership of propoerty sets,

<2 U e the oth Py in s given context.

dory, Ay, ot the cdhoevent o

An{0) = 00 (13)

Au(e) = max (Anle — 1), p(AD), ¢ > 0 12)

. fewte, define the
cend

CL(0) = ¢ (13)

Cadepory history ), at the cth

C}.((") = C,'.(_C ]) U C;, e >0 (11)

Equations (11) throngl (14) recursive v define two
useful sets that accumubute n history of file references as
a function of file reference events, e, A history of the
highest -&u(hm-"f\-, Ay, is defined bv cquation (12) as
cither the previous set, Au(e — 1), or the ewrrent sel,

p(AS ), whichever is Loger in the sense of equation (8).

anai-mn (31) pives the iniiial condition as some Jow

specific file anthority, af. Fquation (14) defines the
highest Category history as the union of {he picvians
set, Cale — 1), and the current sct, Cf; while cguation
(13) states that the wniow is inilially the empty cot.
Though I, conlrl be defined in our model, no need is
seen &t this time for a Franchise listory, More will ba
said aboul these hlim_"j' sebs Jater, .

Property delcrin

Table 1 preseuts in a 3 X 4 matrix a swinmery of the
rules for detenaining the seenrity profile tripk
“’(‘; shall exmuine these rules hare. Yor the

« and C, are given «rn.n“.ut,—;, and 1, ds give
. A R
(‘.quuf‘( n (4). I‘-u.a the terminatl ¢, A, and C arve ¢
B 2 peivein s er st e Coiven
easbants, and Fyis given by equation (). Given AL,

Ay, We decermine Aj as:
A; = min (A, A)) (15)

- o . . ~ 3 . B s - 1 —
I kewise, given C, and €y, we determine C; as:

3 . N e s e .
Yipuation (G) gives 1% to compleie the job seionty
profile {rnplet.

Arexisting file has its seewmity prefila
with Ay and Oy s given constonts, and |

cquation (7). ‘iu- over, a new file =one Just orentcd--

. 1 * Y . o
devives its secunily ]:AO("J {rom the job’s file sceoss
n

]

history cecordine to the fellowmg:

1'\.; == ‘\;(,) ' '. (17)

o

C/ = Cl-(‘l) (Jt;')
I, = uj (19)

Trom cquations (11) throveh (1) we soe how the
} Caterory histerios ;',(',(Ll\ul‘.’l’-'.: as &

Authority
arve the specifie tines

function of event, . The:

It A T e
are aveessad by o joh.

woevents

L4 b 3 - “1 -
whes fes 'o maintain sceuriby
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TABLIE I—Security property determination matrix

Property Authority

‘Object o=r T

Category Franchise

' C  F

User, u Given Constant Given Constant u
Terminal, t Given Constant ‘Given Constant uf

Job, j _ min{A,, A,)

C. " C; . uf

Lzisting file

File, { Given Constant

Existing file 7 v
Given Constant W - .

New file

max(A(Ge—1), ps(Af),e > 0

New file : '
Cle—=1UyCe>0 _ u

integrity, these histories can never exceed (e, he
greater than) me job seenrity profile. Thisis specified as,

A;.(oo) — Aj ’ . (‘20)
Ch‘(w) =y (1)

= (), we see the properties initialized 1o their
large, the histories
accumulate, but never exeeed the upper it sot by the
job. Ap(e) and Cu(e) are haporiant new concopts,
discussed ju furiher detail lﬂu-" We speak of {hem,
aficetionztely, ss the seenrily “Jn'-m-w:u(,-r mark,” with
anslogy to {he bath tub ring that m: ks
water lovel atfinined.

e Franchize of a Deu' file 3s always obtainad from
the Franchize of the job given by equation (G). When
i == p = 0, the jobis controlled by the s'ngle usar v; who
becomes *l ¢ owuer and creator of the file with thz' sole
Franchise for tiwe {ile,

For e=

the highest

Accest confrol

of access ('m\(m-. We wizh (u ot aiml acCess by . user to
the system, to s furminal, and to & file. Access is grantad
1o the systenif and only if

uelU (22)
cis known to the

where U s {he cob of all senctioned us

* gystem.

Aceess is granted to a terminal if and ouly if

u e F| (23‘/

It equations (22) and (23)11(;(1, then by definition

u = U = uj (245)

Access i3 granted lo & file if and only if
2)
P,' > P 7 (2'3;'

for properties A and C according to equations (8) nud

(©), and

v, eIy (26)

‘tl.\“ a00eAas 3 ;,_’ 'a 1’-"‘",

tie) are cale J](\{V‘L by equations (12}

If equations (25) and (26) hiold,
and Aj(e) snd
and (14)

Model interpretation

l;\
Three
sensitive information and information processes ore
possible with the security profile triplet. The geieralily
of this icchniu\‘-eh-xs considerablo .'-}El‘lic:cw,.n Lo P
and military systems, For the systeny of ints
however, the Anthority property corre:
Seeret, Seeret, cte., levdds of government avd 1‘.1:}:1&-
security: C.tw-:.m.\ corresponas to the host of spo
control comptrtiments used to rostrict nceess by pro ek
and area; such us those of the Intelligence and sfon
Eneigv  communitics; and the Tranchise po

corresponds lo access sauctioned on the basis of

different dimensions for restricting acesss 15

P
Lav
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peed-to-know. With this interpretation, (ht, popular
security terms “classification” and “clear: mee” can be
1«\ﬁncd by our model it the same dimensions--as a

min/max test on the security profile triplet. € lossifica- -

(ion is atiached to a sceurity objeet to designate lhc
minimum seeurity profile required for necess, \\hcr
clesranco granis o a seaurity object the maximum
sccurity profile it has permission to exercise. Thus, legal
acecss obtains if the clearance is greater than or equal
to the classification, i.e., if cquation (25) holds.

: Another observation on  the  modd is the “job
ambrella” coneept implied by equations (22) through
{26); ic., the derived clearance of the job (not the
clearance of the user) is used as the security e cantrol
triplet for file access. The job umbrella spreads a
homogeneous clearance {o normalize access to &
heterogeneons assortment of program and data files.
This simplifics the problem of control in & multi-level
seurity system.®Also note how the job umbrells’s
Kgh-water mark (equations (11) through (14)) is used
to automatically classify new fies (equations (17) and
{18)); this subjeet is discussed further below.

A final obzervation on the madel is its spplieation of
need-lo-kiow to terminal aceess, equation (23). This
{esture zllows terminals to be restricted to special
people and/or special groaps for greater control of
personnel inferfaces—ie., systems programmers, com-
puter opeintors, ete.

Seeurily control implementation

The seleetion of a sel theorctic model of ok(,ll’ll\
control was not fortuitous, but o deliberate chojee biased
toward cainputation! elficieney and ease of iinplemen-
tution. 1 permits the clean separation and isolation of
seeurity control code from the security contiel daty,
which cnables Al)‘r‘l"l"\- cecurity mechanisms {o be
sienly disenssed and stifl remein safe--o point advo-
cited by (){l:(:x's.“-‘C We achicve this safety by “arming”
the system with sceurity coutrol date only. once at
tert-up tine by the SYSLOG procedure discussed later.
VLo, the model improves the eredibility of the seearity
stew, enhancing its understending and thareby pro-
toling its certifiention. :

Securily objects: Identity and structure

Enelseenrity objeet ins s unigue identificetion (I1)
LA I . s i o ié

’_-hl“ the system sueh that it ean be managed individu-

3O The Jorma of the 1D depends upon the security-

geet type; the syntax of exch s given below.

User identification

Yor generality of definition, each user is uniquely
identified by his wser:id, which must be less than 13
characters with no embedded blanks.

The user:id can be any nenningful enceding for the
local installation. JFor examply, it can be the individual's
Social Sceurity number, his military serial jounber, his

- last name (if unique and less than 13 characters), or

some loeal installation man-number conveution. The set
of all user:ids constitutes the universal set, U.

Terminal identification

All peripheral devices in ADEPT are identifled
uniquely by their IBAM 360 device addresses. Besides
interactive terminals, this includes dise drives, tape
drives, line printer, card reader-punch, drums, and 1032
keyboard. Therclore, ferminal:id must be & two-digit
hexadecimal numnber corresponding to the unit address

.of the device.

Job identification ay

ADEPT consists of two parts: - the Dasic Executive
(BASEX), wliich handles the allocation and s cheduling
of lmd\\x.re resources, &nd the Extended Fxeculive
(EXEX), which interfaces user progians with DASEX.
ADEPT is designed to operate itsell and user programs
as & set-of 4006-byte pases. BASEX is identified &
certalr pages that are fixed in main core, whereas EXEX
and user programs are identificd as sets of pages that
move dynamically between main and swap memory.
A sot of user pregrams are idoatificd as a )o‘) with p' e
sels for each program (the program nvm) &
the job’s environment ares, i.e., ihﬂj vh's Hstate
Lvery job in ADEPT has an env ironment avea that
is swapped with tho job. It contains dynamic system
bhoal:keeping ixformation pertinent to the j jobh, ineluding
the contents of the machine yegistess (saved when the
job is swapped out), internalfile and I/ contrel tables,
a !'1':.1) of all the program’s paies on drum, wserid, and
- control 1)"\. meters, The en \no.lmcnt
spaiust reading and

the job scevriiy
paue(s) are memory-protos eled
writing by wser Programs, as they are reatly swappable
extensions of the monitor's trbles. .

The jobsid is then a transitory internal parvameter
which changes with eagh user entrance and ¢ xii from the
system. The job:id is a nl dive core memory address
used by the cxeculive as a manjor index nle cuntral
system tables. Tt is mapped into an external two- digit
number thet is typed to tho user in resporse fo
successful LOGIN. :
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File identification

ADEPT"s file system is quite rich in the variety of
file types, file organization, and equipment permitted.
There are two file types: temporary and permanent.

Temporary files are transitory “seratch” dise files,
which disappear from the system inventory when thew
parent job exits from the system. They are always
placed on resident system volumes, and are private to
the program that ereated them.

Permancnt files censtitute the majority of files
catalozed by the system. Their permanence derives from
tho fact that they remain inventoried, cataloged, and
available cven after the job that ereated or last refer-
enced them is no longer present, and even if they are not
being used. Permanent files may be placed by the user

on resident system volumes or on demountable private

volumes. ;

There are six file organizations from which & nser may
select 1o structure the records of his file: Physicul-
sequential, S1; non-formatied,S2; index-sequential, 83;
partitioned, 54;muliple volume fixed record, 85; and
single volume fixed record, 9. Regardless of the
organization of the records, ADEPT manages them as a
collection, called & file. Thus, seeurity control 15 at the
file Jevel only, waitke moie deflidive selicines  of
sub-clement centrol.$1¢1 . '

All the control information of a file that describes
type, organization, plsical storage Jocation, date of
ereation, and seeurity i» distinet from the data records
of the file, and is the catalog of the file.

All cataloged ADEPT files are uniquely icentified by
a four-part name; each put has various oplions and
defaults (svstem assamptions). This name, the file:id,
has the foliowing forim:

file:id 11 = name, form, useriid, volwime:id

Name is n user-generated character siving of up to
cight characters with e embedded blanks, 14 must be
unique on a private volume as well zs for Publie files
(deseribed below). :

Form is a deseriptor of the internal cading of & file.
Up to 236 encodings are possible, although only these
seven arc eurrently applicable:

= binary data

reloeatable program
non-relocatable prograam
card images

calidog

DLO (Delayed Quiput)
line images

il

i

Pon

N O TS W N =
i

"
L]

User:id corrcspouds to the owner of the file, ic., the
creator of the file. :

Volume:id is the unique file storage device (tape, dise,
disc pack, cte.) on which the file resides. For various
reasons, including reliability, ADEPT file inventories
are distributed across the available stornge media,
rather than centralized on one particular volume. Thus,
all files on a given dise volume are invenforicd on

that volume.

Security properties: Encoding and structure

Implementation of the security properties in ADEPT
is not uniform across the security objocts as suggested
by our model, particularly the Franchise property. Lack
of uniformity, brought about by real-world considera-
tious, is not a liability of the system but 2 reflection of
the simplicity of the model. Extensions to the modcl are
developed here in accordance with that actually
implemented in ADEPT. :

Authority ‘ s

Authovity is fixed at four levels (@ = 3 for equation
(1)) in ADEPT, specifically, UNCLASSIFIED, CON-
FIDENTIAL, SECRET, ond TOP SECRET in
accordance with Department of Defense security
regulations. The Authority set is encoded as a logical
4-bit item, where positional erder is important. Megni-
{ude tests are used extensively, such that the hi gh-order
bits imply bigh Authority in the sense of equation (8).

Category

Category is limited to o maximum of 16 compar
ments (¢ < 15 for echaation (2)), encoded s a Jogical
16-bit item. Ioolean tests are used exclusively on this
datum. The definition of (sud bit position corresponid-

ence to) specific compartments is.an installution oplion

at ADEDT start-up time (see S SLOCY), Typieal
examples  of  compartments  are EYES,' ONLY,
CRYPTO, RESTRICTED, SENSITI VE, cte.

Tranchise

Property Franchise correzponds  to ’c.hél military
concept of necd-to-know. Tasentiully, this corresponds
to a scb of weer:ids; however, the ADEPT implementa-
tion of Franchise is different for cach sceurity objeet:

1. User: All users wishing ADEPT serviconust be
known {o the system. This knowledgeis i_-.'nlmrt-f-d
by SYSLOG at start-up tinme and limited to
approximately 500 weersids (nax(U) < 569).

A

e

T
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2.

Terminal: Equation (5) specifics the Franchise
of a given terminal, Fy, as a set of user:ids. In
ADEPT, F, does not exist. One may define all
the users for a given terminal, i.e;, 1°; or alterna-
tively, all the terminals for a given user. Breause
SYSLOG orders its tables by wser:id, the latter

definition  was  found more couvenient to
implement. -
Job: The I'ranchise of a job is tha wser:id of the

creator of the job at the time of LOGIN to the
system. Currently, only one user has aceess te
(and control of) & job (1 = 0 for equation (6)).

File: Implementation of Franchise for a file (1),
is more extensive than equation (7). In ADEPT,
we wish to control not only who accesses a file,
but also the quality of access granted. We have
defined a setof four exclusive quulities of access,
uch that a given quality, q, is defined if

q ¢ {READ, WRITE, ‘EAD -‘\\*J)- .
WRITE, READ-AND- -
WI’lII-LO(/hOU'l-OVLR]\_i.D‘!;} (27)

ADEPT permits simultancous access to a file by

many jobs if the quality of access is for READ

ouly. Iowever, only une job may access a file
with WRITE, or READ-AND-WRITE quality.

ADEPT automatically locks out access to g file

being written to avoid simultancous reading and

writing conflicts. A speeizl access quality, how-

ever, does permit Jockout override. Bqualtion (7

can now be extended as a set of pairs,

(28)

1 ((dn ('0)1 (Un 4 ) Yy (\l}', (17)} ’

where gfare not necessarily distinet and ave given
by equation (27).

The implementation of cquation (28) is depend-
ent upon v, the number of franchised uscrs.
When v = 0, we have the ADLEPT Privaie file,
exclusive to the owner, u" for v = max(l7), we
have the Publie file; A]ut-s of 7 between these
extremes yicld the Semi-Private file. 5 s
implicitly encoded as the ADEPT “privacy”
e in the file’s eatalog control d“f'-., and {akes
the place of I, for all eases exeept a Seini-Private
ﬁ]o.l or that casc exclusively, equation (23) liolds
and an actual Iy list of wser:dd, qualily pairs
exists as a need-to-know list. The owner of & file

-speeifies and controls the file's privaey, incuding

the composition of {he need-to-know list.

Security control initialization: gysyoq

SYSLOG is a component of the ADREPT initialization

package ros'p'»nsiblo for arming the scewrity controls. I
operates as onc of a number of system start- up options
prior to the time when {erminals are enabled. SYSLOG
sets un the sceurity profile data for wser:id cand
lerminalidd, i.¢., the “given constants” of Table L.

SYSLOG creates or updates a highly sensitive
system disc file, where cach record corresponds {o an
authorized user. These records are constructed from a
deck of cards consisting of separate data sets for
compartment definitions, lerminal:d classi ification, and
user:id clearance. The dietionury of compartizent defini-
tions contains the less-than-9-character mncmonic for
each member of the Category set. Data sets are formed
from the card types shown in Table 11, Use of passwords
is deseribed later in the LOGIN procedure.

AnIDT eard must exist for each authorized user; the
PWD, DEV, SEC, and CAT card types are optional.
Other card types are possible, but not germane to
security control, e.g., ACT for accounting purposes.
More than one PWD, DEV, and CAT eard is aceeptable
up to the current maximun: data limits (i.c., 64 pass-
words, 48 lernunal:ids, and 16 comportents).

A varicty of legality cheeks for proper data syntax,
quantity, and order are provided. SYSLOG assumes the
fellowing -default conditions when the corresponding
card type is omitted from: each data set:

’

PWD ‘No password required
DEV - All terpanal:ids anthorized
SEC : A = UNCLASSIITIZD
CAT C = null (all zcro mask)

This gives the lowest user clearance as the defauls,
while permifting convenient user aceess. Various eptions
exish in SYSLOG to permnit maintenance of tho internal
SYSLOG {ables, including the re pmccm“m or deletion
of existing data sets in total or in par A

The sensitivity of the information in the security
contro! deck is obvious. Procedures have been developed
at cach installation that give the function of deck
creation, control, and loading {o specialiy  cleaved
seeurtty personvel. The internal SYSLOG file itself is
protecied in a special manuner deseribed Jater, R

Access cenirol 4

A fundemental sceurdy concern in mulii-access sys-

is that many users with different clearanees will be

simultancously using the system, thereby raising the
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TABLE 1I--SYSLOG control cards B

Card Type o Purpose
DICT

compartimenty  +--  com parlment,,

TERMINAL

UNIT terminal:id
IDT user:id

PWD password - -
DIV terminaliid, - --

password
terminaliidy

SEC Authority
CA'T compartmenty -+ comparimenty

poszibility of sceurity compromise. Since programs are
the “active agents” of the user, the system must
maintain the intezrity of each and of itself from
accidental and/or deliberate intrusion. A mulifile
system must permit coneurrent access by one or more
jobs to ene or more on-line, independently classified files.

ADEPT is all these things—multiuser, multiprogram,
and multifile systeni. ‘Thus, this seeiion deals with aceoss
control over users, programs, and files.

User aceess contvol: LOGIN

To gain admitt:auce ‘o the system, a user must first
satisfly the ADEDPT LCGIN deeision procedure. This
procedure attempts {o authentieate the user in a foshion
analogous 1o challenge-response practices.

The syntax of the ADEPT LOGIN comn:and, typed
by a user on lis terminal, is as follows:

JLOGIN wscrsid password accounting

Figure 1 pictovialiy digplays the LOGIN decision
procadire based upon the user-specified input param-
olers. User:id is the index into the SYSLOG file used to
retricve the user seenrity profile. If no such record exists
(i.c., cquation (22) fzils), the LOGIN iz unsuceessfiul and
system seeess is denied. I the see wity profile is found,
LOGIN next retrieves the terminal:i? for the keybeard
jn wse from internal svstem tables, and searches for a
mateh in the terminal:id st for which the vseriid wos
franchised by SYSLOG. An unsuceessful ser relt 18 an
unsuceessful LOGIN.

If the terminal is franchised, then the current poss-
word is retrieved fron the SYSLOG file for this usorid
and matehed azainst the password entered asa keyvboard
parameter to LOGIN. An unsuceessiul mateh is again

8L

~ Identifics start of data set of compartment definitions.
Defines up to 16 compartments.

Identifics start of data sots of terminal definitions.
Identifics start of 2 terminal data sct.

Identifics start of a user
Defines legal passwords for user:id up to 64.
Defines legal terminals for usersid vp to 48.

ata sct.

‘Defines user:id Authorily.
_Defines user:id Category set.

an unsuccessful LOGIN. Furthermore, the terminal is
ignored (will not honor input) for approximately 30
scconds to frustrate high-speed, computer-assisted,
penetration attempts. If, however, the match s
successful (equation (22) holds), the current password in
the SYSLOG file for this wserid is discarded and
LOGIN proceeds to create the job clearance.

All Xo Notify user

required —d|of uvnguccess-
parascters vl LOGIN
ent_inc‘

Equation (22)

Retrieval
terninal
security

profile

user:id

franchised Equatica (23)

ketrleve fincre .
cuireat inet =
passocrd termiral for

319 seceads ;
“
LIS No .

legnl) for
pave:id?

----- Equaticn (22)

-

RE o
w2
(L]

2

Figure 1-—LOGIN decision procedure

--e-= Equatfens (i3) aud (1o

-
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e



Security Controls in ADEPT-50 Time-Sharing System

et 0 e

127

Passwords in ADEPT obey the same syntax conven-
tions as wuscr:id. (Sce the cavlier deseription of User
Jdoutifieation.) Although easily inersased, currently
SYSLOG permits up to 64 passwords. JXach successful
LOGIN tlrows away the user password; 64 successful
LOGINs are possible before a new set of passwords
need be established. If other than ravidom, once-only
passwords arc desirved, the 64 passwords may be encoded
in somo alcorithmic manner, or replieated some number
of times. Once-only passwords is an casily impleraented
technique for user authentication, which has been
advocated by others.?? It is a_highly eficelive and
seeure technique because of the ligh permutability of
12-character-passwords - and  their {imo and order
interdependence, known only to the user. .

Once the authentication process is completely satis-
fied, LOGIN croates the job security profile according to
equations (15) and (16) of ournodel. That is, the lower
Authority of the user and the torminal becomes A;, and
the intersection (logical AND) of the user and terminal
Category scts becomes the Catogory of the job, Cj. Tor
example, a user with TOP SECRET Autlority aud a
Category set (1001 1001 00630 1101) opervuting from a
SECRET leve! terminal with a Category set (0030 0000
0000 0010) controls a job cleared to SECRIET with an
empty Category sct.

Program sccess control: LOAD

As noted carlier, the ADYXTT Excentive cousists of
two parts: BASEX, the residend part, end EXEX, the
swapped prart. BXEX is & Lody of reentyant code
ghared by oll users; however, i is trented as a distined
program in cach user’s job. Up to four prograins can
exist concurrantly in the job. Pach operates with the job
clearance—the job clearance umbrella.

LOAD is the ADEPT component used to load the
programs chosain by the user; it is part of EXLX and
henee operades as part of the user's job with the job’s
clearance. Programs are eataloged files and ns siich may
be classificd with a given seeurity profile. As s deseribed
in “File Access Control” below, LOAD can ouly load
those programs for which the job clearance is suflicient.
Once loaded, however, the new program operates with
the job cleavaned.

In this meumer, we sce thie power of the joh wmbrella
in providing smootl, flexible user operation conewrent
Program flles may be
and then

with necessary seeurity control.
classificd with a varicty of security profiles
operate with yet another, i.c., the job elearance. By tlis
{eehnique security is assured ) programs of different
classifications may Le operated by auser as one job. 1t

permits, for example, an unclussificd program file (e.g.,
a file editor) to be loaded into a highly classified job to
process sensitive elassified data files. '

TIile aceess control: OPEN

Before input/output can be performed on a file,

a program must first acquire the file by an OPXN call
to the Cataloger. Ench program must OPEN & file for
itself befor it can manipulate the file, even if the file is
already OPENed for another program. A successful
OPEN requires proper specification of the file’s deserip-
- tors--some of which are in the OI'EN call, othcrs of
-which arc picked up direetly by the Cataloger from the
job environment area (e.g., job cluarance, uscr:id)—and
sotisfactory job clearance and wser:id need-to-know
qualifications according to equations (25) and (26) of
our model. Equation (25) is iinplemented as (&) as a
straichtforward magnitude comparison between A and
A;. Equation (25) is implemented us () as an cquality
test between C,y and (C; A Cy). We use (C; A Cy) to
ensire that Cy is a subset of the juh categories; ie., the
_job umbrella. Lastly, cquation (26)3s a NOP if the file
is Public; a simple equality test between uy andy if the
Vile is Private; znd o table search of Iy for u, if the file
is Semi-Private. These tests do increase processing time

" for file accesa; however, the tests are performed only

once al OPEN time, where the cost is insignidicant
relative to the I/0 processing subzequently performed
on the file.

The quality of aceess arented by & successiul OPEN,
and subsequently enforced for 21 1/0 transfers, is that
pequested, even if the user hos o groater Franchize. For
cxample, during program dnbuesing, the owner of & file
mey OPLEXN it for READ access only, even {hough
READ-AND-WLITE accoss quality is permitted. He
thereby protecis his file from possible uncontrolled
modifierdion by an erroneous WRITE call.

Censiderable  coniroversy gurrounds  the
sutomnatic elassification of new file= formed by sithset or

jusue of

merger of existing files. The heart of the issve is the poor

accuraey of many such classification technigues? and
the fewr of {oe mony over-clnssificd files (u feor of
operations personnel) or of foo many under-classified
files (a fear of the
finesses {he problem with a clever heuristic—inost new
files are crested from existing files, henee clageify the new
file ne o private file with the composite Authority end
Catecoryof all fies referorced, This is achioved in
ADEPT by use of the “high-water mark.” '
Sparting with the Poundeary conditiors of conations
(11) and (13), the Cataloger spplics equatiors (12) end

* : s CaAaNT DY
sacurily control officers). ADEPY
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(14) for cach successful file OPEN, and hence maintains
the composite classification history of all files referenced
by the job. For each new and temporary file OPEN, the
Cataloger applies equations (17), (18), and (19); they
are reapplied for each CLOSY of a'new file, o update
the classification (due to changes in the high-water mark
since the OPEN) when the file becomes an existing
cataloged file in the inventory. The scheme rarely
underelassifies, and tends to overclassify when the new
file is created late in the job cycle, as shown by boundary
equations (20) and (21). ’

Trans-formal sccurity features

ADEPT contains a host of features that transcend
the formalism presented earlier. They are described here
because they are integral to the total security control
system and form a bedy of experience from which new
formalisms can draw. '

Computer hardware
- t .

ADEPT operates on an IRM System 360/50 and is,
therefore, limited to the hardware available. Studies by
Bingham? sugzest a variety of hardware feafures for
security control, many of which are possessed by
Systom 3G0.

IBM System 360 can operate in ene of two stutes: the
Supervisor state, or the Problem state. ADEPT cxeeu-
~tive programs operale in the Supervisor steic; user
programs operate in the Problam state.

A nmumber of machine instructions are “privileged” to

the Supervisor state only. An attempt to exceute them
in the Problem state is trapped by the hardware and
control is returned to the excentive program for
remedial action. ADEPT dispozes of these alarms by
suspending the guilty job. (A suspended job may ha
resumed by the vser.) Clearly, instructions that ehange
the machine state are privileged to the exceutive only.

Another class of privileged instruetions consists of
those dealing with input/cutput. Problem state pro-
grams cannot direetly access information files on
secondary memory storage devices such as dise, tape, or
drum. They must access these files indirectly by
requests to tho exceutive system. The requests ave
subjected to interpretive sercening by the exeeutive
software.

Main memory is sclectively protected against un-
authorized change (write protected). We have also had
the 360/50 modifiad to include feteh profection, which
guards against unauthorized yeading of-— or exeeuting
from—protected memory. The memory protect instruc-

multi-access system. Those system components

tions are also privileged only in the Supervisor state.
ADEPT software protects memory on a 4036-byte
“page’”’ basis (the hardware perinits 2048-byte pages),
allowing a non-contizuous mostic of protected pages in
memory for a given progran. To satisfy multiprogram-
ming, many different protection gmupzs are needed.
Through the use of programmable 4-bit hardware n 1asks,
up to 15 difierent protection groups can he accon-
modated in core concurrently. ADEPT exccutive
programs operate with the all-zero “master key' ihask,
permitting universal sceess by all Basic and Extended
Txecutive components.
“ There are five classes of interrupts processed by
System/300 hardware: input/output, program, super-
visor eall, external, aud maclive cheek. Any interrupts
that oceur in the Problem siate cause an automatic
hardware switch to the Supervisor state, with CPU
control flowing to the appropriate ADEPT exccutive
interrupt controller. All seeurity-vulnerable funetions
including hardware errors, external timer and keyboeard
actions, user prograny service requests, illegal instrue-
tions, memory profect violations, and input/output, aie
called 1o the atiention of ADEPY by the System /300
interrupt system. The burden for seeurity inteprity is
then one for ADEPT software.

Llonitor soffware .

Inducing the system to violate its own proteetion
meclanisms is one of the most likely ways of breaking o
thad
perform {asks in response to user or program requesis
ave most suseeptible to steh seduietion.

On-Line debuzeing

: s N s Yo oy i
The debuggmng program provides anon-line eapaiiiy

3 8 Yooramiea v ool ¢
for the professional progranumey to dyruamic allv Jook ab
hig progran’s memory.

S

and change seloeted portions ol n
DEBUG ecan be direeted to aceess sensilive core
memory that would not bo trapped by IEINOTY )»':-\'rt‘«.-(--
tion, sinee, as an BXIX component ('»pm'n;in';; in the
Supervisor state, DIPUG operates .\\'.l“l 1!'(',!11".”.!"-(!.";'\;
protection masier key. ‘To cloxe {his “trap door,

DEBUG always performs interpretive (‘1:(-(-!‘:55 (“.n the
legatity of the debueeing request. 'l‘lz(-._\e.. (~|'1<.-<~,;.<; :\_T?
based upon :u_l,dr(:xf\'»(m(-(»f-}‘un'.-.d,s. (‘.)‘1?(:‘;'¥:x, ‘}.(,'., ﬂ';,':
rc«li_wslod debuseing nddress must le \\'1(\h11} the 1).\(-1] s
program srea. If not, the request will be denicd :\.mlr 1..“1:
user warned, but he will not be terminated as )ms been

suggested.



Security Controls in ADEPT-50 Time-Sharing System

129

Input/output w i

Input/output in System/3€0 is handled by a number
of special-purpose processors, called Selector Channels.
To initimte any I1/0, it is necessary for & channel
program {0 be executed by the Selector Channel.

SPAM, the BASEX component that permits symbolic
input/ovtput calls from user programs, is really a
special-purpose compiler that produces 1/0 channel
programs from the SPAM calls. Thesce channel progams
are subsaguently delivered and execuied by the ADEPT
Input/Catput Supervisor, JOS. '

SPAM permits a variety of calls to read, write, alter,
search for, and position to records within eataloged files.
To achizve these ends, SPAM depends upon a variety
of contro! tables dynamically created by thio Cataloger
in the job environment. '

The initisting and subsequent monitoring of channel
prograas exceution is the responsibility of the BASEX
Input/Cutput Supervisor, 108. 108 is ealled to execute
a channel program (EXCP). System components, such
as SPAR], branch to 108 at » known entey point that is
foteh-pretected against entry in the Problem state. 108
is off-limits to user programs attempiing lo access
calaloged storage. For profection against unauthorized
EXCP roquests, JOS always performns legality checks
before exzeuting a ehennel pregram. These checks bagin
by examination of the device addressed by the channel
program. Xf it is the device address for cataloged
storage, further checks are made to determine the
maching sfate of the callivg pregram. That state must be
Supervizur state for the eall to ke honored. A call in the
Problem state would indicsts an illegal EXCP call from
a U 2r program.

JOS 1s k. ther checks to guarantee the validity of
anl;C request | checks to see that the spenified bufior
arcas for the {ransfer do not overlay the chennal
program itscll, an lie within the user’s  program
memory area, i.c., do not modify or access cystem or
protected memory. !

Covert 1/Q violations ave also forestalled sinco 1/0
componcnts take direction fron infon nadion stored
the job crvironment—an area read- and wribe-protected
from Probleny state programs.

Classificd residue

Classisied residue is classificd information (either code.
or data) left behind in memory (e, core, druom, or
dise) after the program that referenced it s boen

disissesd, swapped out, or quit fronu the systen. The
stardard solution to the problem is to dyramically
purge thie contaminated memory (¢.g., overwrito with

random numbers, or zeros). In a system supporting over
14 billion bytes of memory, that solution is unreasonable
and in conflict with high performance goals. ADISPT’s
solution to the dilemma of denying access to classified
residue while maintaining high performance depends
upon techniques of controlled memory allocation.

1. Core Residuc

As noted carlier, 1l cove storage is allocated as
4005-byte pages. These pages are always cleared
to zero when allocated, thereby overwriting any
poténtial residue.

Via the program’s page map, the ADEPT
executive system labels all code and data pages
_(they need not be contiguous) belonging to a
given program with a single herdware memory
protection key, thereby prohibiting unauthorized
reading or writing by other, potentinlly co-
resident user programs that may be in execution.
Furthermore, BASEX Leeps a running account
of the status and disposition of all peges of core.

The Loader and Swapper components of
ADEPT always work with full 4096-byte pages.
Unfilled partions of pages at Joad time ars kept
cleared to zero as when they were alloeated, and
the full 4096 bytes are swapped into core, if not
shendy resident, cach scheduled time  slice.
Further, newly alloeated pages are mearked as
“changed” pages, thus guaranteeing subsequernt
swap out to drum.

With these procedures, ADEPT de. ies aceess
by a wser or program to those pages of core not
identified ns part of his program, & W cloars core
residue by over-writing sceeasible core at Joad
and swap times.

2. Drum Residue .

ADEPT always clears & drum page to zero
before it is sllocated. The page may subscquently
be cleared again to user-specified dota. ADEPT
also maindains & drem nap that notes the
disposition of all drun pages (200 pages for the

TBM 2303 drum). Drum input/outpul, like all
ADEPTI/0, is controlied by exeeutive 1)1"1\'“"};!('-(1
instructions. : :

3. Disc Residue -
Dise files in ADIPT are maintained as
“dirty” memory. That is, the larye ('::}_1:{('.:'\}.')01
{he file system makes it infeasible Lo consiaer
automatic over-writing techniques for residue

1 aalre are Yye-

control; thercfore, delefed dise tracks wre ¥
turncd to the available storage pool contaminat ed
and unclean. 1t then beeomes the burden of the

\

B, AL oM
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. . ADEPT file system to contro! any unanthorized
file access, whether to cataloged fies or un-
cataloged dise memory. :

Team work between the Cataloger, SPAN end
I0S components of ADEDPT achicves this control
via legality checking of all OPLEN and 1/0

requests.
For example, all dise packs are labeled
. internally and externally with their rolume:id,

and this label is chiceked at the time of mounting
by the Cataloger OPEN procedure to assure

labeled and checked es a user option.
Of particular note, SPAN ahways assumes that
“an end-of-file (EOY) immediately follows the
last record writlen in a new file, and it prohibits
reading beyond that LOI. Contaminated tracks
allocated to new files cannot be read until they
ave first written. The act of writing advances the
EOTF and the user simultareously over-writes the
classified residue with his own data. The user
cannot skip over the LOF, and the EOT loeation
is itselfl protected in the job environment arca.

Tape Residue

Nospacial foatures for tape residue control nre
implemented in ADEPL. Tape residus control is
casily satisficd by manual, cfi-line tape de-
gaussing prior to ADEPT uxe.

Comand
AUDIT*
AUDOFI*
CHANGI
the file.
- CREATE
. - LISTU*
RIECLASS

RELOG

REPLACE*
SECURLTY
VARYON/VARYOFI'™*

WRAPUP*

* Restricted to Security Officer’s Station only:.

e

Tinables a user to mov
Print on the user’s terminal approximately every 100 lines (or only by requestd
the job high-wator mark (or elearance by request) as a reminder to the user an)
as 2 classifieation stamp of the level of current security activity. -
Permits {erminals {o be varied on- and off-line for
maintenance and configuration control. .

Shuts down system after a specified ¢lapsed time.

proper volume mounting. Tzpes may also be ‘

Lists by terminal:id ol the current logeed in usersids. _
Tnables o user {o raise or lower his job clearance between the bo\'mds of the
original LOGIN and eurrent high-water mark clearsnee.
Like LOGIN, but reconnects a wser to on alrendy existing job, as when a remote
terminal drops off the commurications line. » 1
¢ liis job to another terminal or Lo reclossify & given device.

System files

Equation (28) led us to examine Private, Semi-
Private, and Public files. ADEPT possesses two
additional file privecies that transcend our model; both
are system files. Privacy-4 system files are the need-to-
know lists created by the Cataloger itself for Semi-

- Private files. Privacy-5 system files are private system

memory for the SYSLOG files and the catelogs
themselves. : . '

Access to these files is restricted to the system only.
Special access checks are made that differ from those of
equations (25) and (26). First, a special userid is
required that is not s member of U (i.c., not in the
SYSLOG file). Seconud, the program meking the OPEN
call must be in Sunervisor state. Third, the program
makirg the OPEN call must be a member of o short list
of EXEX programs. The list is built into the Cataloger
at the time of compilation. In this manver, access to
system files is severely restricted, even to system
programs.

Seceurity service commands

ADEPT provides & varicty of service commands that
involve scewrity control. The commands ave listed in

ohle 711, Note that commands VARYON, VARYOIT,
REPLACE, LISTU, AUDIT, AUDOFT, and WRAP-
UP are restricted to a particular terrainal-—the Seeurity
Officer's Station.

TABLE 11I--Security service commands

Purpose

Turns on security audit recording.
Turns off security audit recording.
Tnables the owner of a file to change any of the access control information of

LEnables a user to ereate a Semni-Private file and its need-to-know list.

fexibility n systeir



Security Controls in ADFPT-50 Time-Sharing System 131
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Audit ' : E Y . Implementation of AUDIT is quite straizhitforward,

a product of geneal ADEPT recording and instrumen-
tation.s? AUDIT is an EXEX component that is
called by, and at the completion of, each function o be
recorded. The information to be recorded is pass d to
AUDIT in the general registers. Additional 170
overhead is the primary cost inewrred in the operation
of AUDIT, for swapping and file maintenance. This
cost is nominal, however, amounting to less than one
pereent of the CPU time.

The AUDIT function records certain travsactions
relating to files, torminals, and users, and is the clec-
tronic equivalent of manual seenrity accountability logs.
Tts purpose is to provide a record of user access in order
to determine whether security violations have oceurred
and the extent to which secure data has been com-
promised. The AUDIT function may be initiated only
at start-up time, but may be terminated at any time.
All data re recorded on disc or tepe in real time so the
data is safe if the system malfunctions. An auxliary
utility program, AUDLIST, may be used to Jist the
AUDIT file. The information recorded is shown in  In summary we muay ask: How well have we met our
Table IV. s : - goals? First, we belicve we have developed and success-

-

SUMAIARY

" TABLE IV—Security cvents and information audited by ADEPT-50

}‘)48'
EVENT
_‘ . Lo X | x b3 X X | x X

__locour X p X X _-_- RN PR
OPEN FILE X X = x |x Uxqx 4x 4
REOPEN] FILE X X . X x VP x X X L.

| cnancp Pl LX L X X__|x X | x_ L% .
CLOSE FILE ] x X o . X | X _1X SO B

_DELETE FILL b p A i) s —-"‘.—~—q—"—‘-—» SN 1 S SN SRR
RECLASS . , 'L_ ____L ___X__ﬁ__ [ . [N IR B !
REFLACE B o dox X X X - | S, (—
pevice viste ___lx f o R N NN I S A N N N S

_carvcony_viemosan’ 1 X | . [ I S N T U S

sttt o - i [N I PO T B T -
TN\ SR . S M— I - | e

3

This is the "OFiN existing file" cormand.

: ¢ : . it i sad
A list of all the terminal devices and their assigned sccurity and catepories 1S recorded at each systen lead.

w N -

’

A list of the prose category nawes is recorded at each system load.

™~

whepever the system is restarted on the same day (and AUDIT had been turned on earlier that day) the time of
the restart is recorded. $
> The time that the AUDOFF actjon was taken, or the time that the WRAPUP function called AUDIT, to terminate the

AUDIT function. E

S R
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fully demonstrated a security control mechanism that
more than adecuately supports heterogeneous levels and
“typos of classification. Of note in this regard is the
LOGIN decision procedure, access control tests, job
umbrella, high-water mark, and audit trails recording.
The approach can be improved in the direction of more
compartments (on the order of 1000 or more), extension
of the model to include system files, and the imple-
mentation of a single Franchise test for all security
objects. The implementation needs redundant encoding
and crror detection of security profile data to increase
confidence in the system-—though we have not ourselves
experienced difficulty here. The incrcase in memory
requirements to achievé these improvements may force
numerical encoding of security data, particularly
Category, as suggested by Peters? .

Sccond, SYSLOG has been highly suceessful in
demonstrating the concept of “sceurity arming” of the
system at start-up time. Our greatest difliculty in this
area has been with the human element—the computer
operators—in preparing and hendling the control deck.
In opposition to Peters,? we believe the operator should
not be “designed out of the operation as much ns
possible,” but rather his capabilitics should be upgraded
to mect the greater levels of <'lph‘sf ication and Josponkl-
bility required to upu(.uv a thie-sharing systemn.”® Ile
should be considered part of Jine menagement. ADEPT
is oriented in this direction and work now in progress is
aimed at building a real-time sceurity surveillance and
operations station (SOS].

Third, we missed the iarget in our atiempt to isolate
and Jimit the amount of eritical coding. Though uch
of the control mechanizm is restricied to a few com-
pounents—LOCGIN, SYSLOG, CATALOGER, AUDIT
—cnough is spri: LLk- 1 around in other arcas to meke it
impossible to restrict the omnipotent capabilities of the
mouitor, ¢.g., to run JSNEX in Problem state. Some
additional design forethought could have avoided some
of this dispersal, pavticelarly the wide distribution in
memory of system data aud programs that set end use
these data. The effect of this shortcoming is the need for
considerably greater eheckout time, and the lowered
confidence in the systemn’s integrity.

Lastly, on the brighter side, wo were surprisingly
frugal in the cost of implementing this security contrel
mechanism. It took approximately five percent of our
effort to desizn, code, and checkout the ADEVT
security control features. The code represents about ten
pereent of the 50,000 instruetions in the system. Thoeugh
the code is widely distributed, SYSLOG, security
commands, LOGIN, AUDIT, and the CATALOGER
account for about 80 pereent of it. The overliead cost of

operating these controls is diflicult to measure, but it is
quite low, in the order of one or two percent of total
CPU time for normal operation, excluding SYSLOG.
(SYSLOG, of course, runs at card reader speed.) The
most significant area of overhead is in the checking of
I/0 channel programs, where some § 1o 10 msee are
expended per call (on the average). Since this tine is
_overlapped with other I/0, only CPU bound programs
“suffer degredation. AUDIT recording also contributes
to service call overhead. In actuality, the net operating
cost of our security contrels may be zero or possibly
negative, since AUDIT recordings showed us numerous
trivial ways to measurably lower system overhead
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INTRODUCTION

Ia the past decade, many cor mputer systems intended
for operziionsl use by large military and govern-
mental organizations !ave been “ecustom made” to
meet the necds of the particular operational sitnation
{or which they were intended. In recent years, how-
ever, there has beeu a growing res Jdization that this
design approach is not the best method for long term
system development.  Rathior, the, development of
veneral purpose systems has been pro: moted that
srovide o broad, general base on which to (ouﬁ‘fme
vew systems. The concepls of time-sharing and gen-

ral-purpose data mansgenent have been uunder de-

lu})m'*n for several years, particalarly o umn tversity
ot reseavch settingst#? These methods of computer
usage have been tested, cvaluated, and refined to
the point where today they are ready to be exploited

by a broad user community.

Work on the Advenc cd Development l’mtot\p‘,
IADP) contract was begun in January 1967 for the
varpoze of demonstrating—in an operational envi-
tonment—ihe  potential of automatic information-
fandling made possible by recent advances in com-
"“1(' technology, particnlarly advances in time-

sharing executives and gene ral-purpose dita manage-
went teehniques, The result of this work is a large-
seale, multi-purpose system known as ADEPT, which

oporf\teﬁ on IBM gystem 300 computers, 4

The entire ADEPT system is now being \. ed at
four field installations in the Washington, D. C. arce
as well as at SDC in Santa Monica. The system wes
installed at the National Military Commnand Sysiem
Support Center in May 1968, at the Air Foree Co:n-
mand Post in August 1908, and at two other govern-
ment agencies in Jfanuary 1069. These {our fmu Jtcs
collectively run ADIEPT from 80 to 100 Lours per
week, providing a total of some 2000 terminal hours
of time-shating service monthly to their users.

The ADBEPL system concists of three major com-
pf)namq a time-sharing exccutive; a datw manage
ment system adapted from. SDC’s Time-Shared
Management System (TDMS) dese eribed by Bleier,*
and & programmer’s package. This paper deals ex-
ADEPT Time-Sharing Iixecutive,

clusively with the
the more novel aspects of its

and particularly with

architeetire and construction. Before examining these
aspects it will be instructive if we review the haszice
design and hardware configuration of the, system.

\

Data

A general purposc o;ura!'na system 4
The ADEPT (,\L(,HLW" is a general- pm,m {ime-

* Development of ADE PT wes supported in part by the Ad-
venced Jtesearel Projects Agoncy of the Departiment of Defense,
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sharing system. The system operates on a 360 Model

- 50 with approximately 260,000 bytes of core memory,
4 million bytes of drum memory, and over 250 million
bytes of dise memory, shown graphically in IMigure
1 and schematieally in the appendix. With this machine
configuration, ADIPT is designed to provide respon-
sive on-line interactive service, us well as background
service to approximately 10 concurrent,user jobs. It
handles a wide variety of different, independent ap-
plication programs, and supports the use of large
random-access data files. The design—basically a
swapping system-—provides for flexibility and expan-
sion of system functions, and growth to more powerful
modelsin the 360 family. '

ADEPT functions both as a batch processor (where-
by jebs arc accuinulated and fed to the CPU for opera-
tion one by one) and as an interactive, on-line system
(in which the user controls his job directly in real
timne simply by Ly ping console requests).

-~
{

Viewed as a bateh system, ADEPT allows jobs to

be submitied to console operators or submitted from -

consoles via romote batch communds (remote job
entry). In either case, jobs are “stacked” for execution
by ADEPT iu a first-in/first-out order. The stack is
serviced by ADLEPT as a background task, subject
to the prioiities of the inutaliation and the demands
of “foreground”, interactive users. Viewed as an inter-
active system, ADEDPT allows the user to work with
a typewriter, allowing computer-user dialog in real
time. Via ADEPY console commmands, the user iden-
tifies himself, liis programs, and his data files, and
sclectively controls the sequence and exteul of opera-
tion of his job in an ad lib manner. A prime advantage
of the interactive use of ADIPT is that the system
provides an extendable library of service programs
that permit the uger to edit data files, compile or
assemble progeams, debug and climinate program
crrovs, and generally manage large data bases in a

responsive on-line manner.

Syslem archileclure

The architecture of the ADEPT executive is that
of the “kernel and the shell”. The “kernel,” referred
to as the Dasic Bxecutive (BASEX), handles the
major problems of allocating and scheduling bard-
ware resources. It is small cnough to be permanently
resident in'low core memory, perinibiing rapid response
to urgent tasks, c.g., interrupt control, memory al-
Jocation, and input/output traflic. The “shell,” ve-
ferred Lo us the Extended Jxecutive (BXI5X), provides
the interface between the user’s application program
aud the “kernel”. It contains those non-urgent, large-

) CORE (.26M BYTES)
/

2303 HRUM
(3.5 BYTES)

2311 DISC PACKS
(7.25M BYTES Pill PACK)

2314 DISC STORAGE -
(207M BYTES)

2302 DISC STOPAGE
(2244 BYTES)

Yicwre 1—-Relative capacity of various ADEPT diiect-nccess
storege media aveiluble in less than 0.2 seconds. The initial
system thet operates ot SDC utilizes core, 2303 drum, 2211 and
2314 disc packs, =nd 2302 dise stornge. The NMCISC  sysien
ulilizes 2314 dise storage in lieu of 2311 or 2302 dives. ]
feeture of the ADEPT exeeutive is such that it peiu:ds
combinstionof the shovetypes of disy storage in varying eizounts

tasl extensions of the basic “Lernel” proeesses that
arc  user-oriented rather than  hardware-oricsiied;
they may, thercfore, be scheduled and  swapped.

The version of the ADEPT time-sharing system,
thus far developed has multiple levels of control
beyond the two-level “kernel-shell” structuwre -1.e.,
it esn be thought of figuratively as an “onion shin®.
Figure 2 shows these relationships graphically.

Beyond EXIEX, “object systems” may exisl as
subsystems of ADEDPT (developed by the usor cornt-
munity without modification to BEX EX or BASEX),
thus further disivibuting aud controlling the system
resources. for the object programs that form still
another level of the system, The design ideas embodied
in ADEPT parallel those of Dijkstra Corhaio,t
and Lampson,? but differ in techuiques of inplemen-
tation.

The ADEPT Basic Bxecutive operates in the Jower
quarier of memory, thereby providing three guariers
of memory for user programs. With the current H
core configuration, ANEPT preempts the first 635,000
bytes of core memory, the bulk of which is (l(.'(l-iC:ll(’(l
to BASEX; EXEN must then operate in user memory
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Figure 2—Multiple levels of control in ADLYPT

in a fashion similar to user programs. ADEPT is
designed {o operate itsell and user programs as a
collection of 4096-byte prges. BASEX is identified
as certain pages the=t are fixed iv main storage and
that cannot be overlayed or swapped. BEXJX and
other programs are identificd as sets of pages that
move dynamically between main storage and swap
storage (i.c., drum). It is necessary to meintain con-
siderably more descriptive information about these
swappable programs  than about BASEX. This
deseriptive information is cariied in a sclb of system
tables that, at any point in time, deseribe the current
state of tlie system and each program. .
ADEPT views the user as a job consisting of some
nuimher of programs (up to four for the 260/50H
confignration) that were Joaded st the user’s reauest.
These programs may be independent of one another
or, with proper design, different segments of a larger
task. Implicitly, BXEX Is considered to be one of
these programs. To simplify system scheduling, com-
munication, and control, only onc program in the
usr's set may be active (eligible 1o run) at a time.
When ADEPT scheduling determines that a job may

e serviced, the current job in core is saved on swap”

storage, and the active program of the next job is
brought into core from swap storage and exceuted
for i maximum period of time, called a quantum. The
process then vepeats for other jobs. Figures 3 and 4
schematically depict these relationships,

Figure 3—Simple comuutation of

and NASEX. Each spolke reprezents

providing the intorfnce between

users progrems. This figure
iustretes the reletionship between user's programs’ DBXEX

& neer’s joh, with his BXEX
BASEX and the lerdvisre

resources. The meximurn  number of interactive job ihe
IBM 360,501 configuration is ten.

I

2% EXEX O OSJECT FRROGIAA EXTCUTDN >

L

4

|2 bl O [

J

oY

Tigure 4—ADEPTs liasic sequence of operation. This figue
shows the basic opersting system eycle: idle loop is interrupted
by an external interrupt (an activity request); & prograi is
scheduled, swapped into core from the drum, znd exccuted
cs':np(-.fwm‘.hcu.\‘cmtionph:we oceurs when quanium termina-

tion condition (e.g., thue expiratior

ice or 1/O call, crror

\y s

condition) is met; the prograunis {hen swapped out and contro!
is returned to {he idie 1oop (if no other prograps are clipible to
be scheduled). ?

Basic exceutive (BASEX

) E

4 ) OGN . - 1§
Table T lists the DASIX compounents and thon
general functions as of the eighth and latest execulive
release. These basic system components form an

integrated, non-recutrant,

non-relocatable, permas-

L ——
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nently-resident, core memory package 16 pages long
(each paze is 4096 bytes). They are invoked by hard-
ware interrupts in response to service requests by
users of terminals and their programs. Note the

“division of input/output control into cataloged (SPAM

and JOS), terminal (TWRI), and drum (BXEC)
activitics to permit local optimization for improved
system performance.

TABLE I—Basic exccutive components

Component " Function

ALLOC Drum and core memory allocation.

 BXBUG Debugger for executive programs.

BXEEC ‘Basic sequence and swap control.

BXECSVC SVC bandlers for WAIT, TIML,
DEVICE, STOP AND DISMISS
calls.

EXEX Linkage routines for EXEX (BASEX/
EXEX interfaces); also services com-
mands DIALOYF, DIALON.

INTRUP First-leve! interrent eontrol.

1085 Channel-program level input/output
supervisory control.

RECORD Reco: Is SVC, interrupt aclivity in
BASEX.

SKIED Scheduler.

SPAM Input/output access methods to eais-
loged storage.

TWRI Terminal input/output control.

Resident system data areas for com-
munication table (CONTAR), logged-
in uscr’s table (JOB), loaded programs
table (PQU), drum and core statis
tables (DETAT,  CHTAT), and a
varicty of other tables.

Systr-.m Tables

Extended execulive (BXEX)

Unlike the tight, closed package of integrated
BASIEX components, EXEX is a loose, open-ended
collection of scniautonomous programs, Table 11
lists his coliection of programs. I5X1SX s treated
by BASEX as a user program, with certain privileges,
and ecach user is given ! “copy"’ of the EXIEX.

his own
It is transparent to the user that XX is reentrant

TABLE II—Extended cxecutive components

Component
AUDIT
BMON 5
CAT
DTD
DBUG

LOGIN
SERVIS

RUN

- XXTOO

SYSDER

SYSLOG

TEST

SYSDATA

-

Function

Maintains a real-time recording of «ll
security transactions as an account-
ability log.

Batch monitor for control of back-
ground job execution.

3 A )
Cataloger for file storage access con-

trol; also services FORGET command.

Transfers recording information from
drum to disc.

Debugger for non-exccutive (user)

pregrams.

User authentication and job creation.

Libr ary of service commands thut are

reentrant, interruptible and scheduled:
APPEND, CIIANGE, CREATE,

CYLS, DELETE, DRIVES, INIT,
LISTF, LISTU, LOAD, LOAD,),
LOAD and GO, OVERLAY, RE-

Py\r*m RESTORN llESlJLTLz,

MA AT Vi 4 ALy
SAVE, SEARCH, . VARYCIT
VARYON.
Remote bateh job subraission control
servieing commands RUN and
CANCIEL.
Library of smell, fast,. exccutive

service commands: CPU, DBGO,

BQUIT, BSTOP, DL‘:L, DRUALS,
GO, L.OGOUT, QUIT RESTARTY,
SKED, gleDu]"‘ STATUS,
SrIOP TI VI, USERS.

Defines m')ut/m"')ut lmnm are con-
figuration at time of sttnm start up.

Defines authorized use r/tclmmz‘l e~
curity profiles at time of gystem
start up.

Initializes system tables af time of

system start up.

Non-resident, shared, data
table for dial messages snd o“"
common data, e. g,l.sf of alllozg 1'-1
users; other non-resident, JO\)-‘sp' e
tables also exist, .., job envirenme! at

o

page, push-down list data page.

.‘1\'\‘ {- Om
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and is being shared with other users, except for its
data space. Each job has its own “machine state”
{ables saved in its unique set of eavironment pages.
This structure permits fiexible modification and ordexly
system expansion in a modular fashion. EXEX is
always scheduled in the same way as other user pro-
grams. ' '

Though BXEX components are, in large part,
non-self-modifying reentrant routines and thus, could
at small cost, be relocatable; ncither user programs
por XX components are relocited between swaps.
The lack of any mapping hardware on the IBM 360/50
and the design goal and kpowledge that most user
programs would be of maximum size made unnecessary
a software provision to relecate programs dynamieally.
User programs may be relocated once at load time,
however. ’

Communication and contrel fechnigues used in ADEPT

Communicationis the gencric termused to cover those

services that permit two (or more) programs to inter- -

communicate, be they system program, user program,
or both. From this communication vantage point we
shall cxamine the conuective mechanism used hetween
the Basic and Estendad Vixeentives; the teehniques
that allow components within the BXEX to make
use of one another; and the systen design that perils
an objest program to control its own Lehavier as well
as to communicate witt the system and with ether
object pro crams,

The ADEPT job or process

Before we diseuss the system mechanics, lot us
exatnine how the svstem treats cach user logiculiv.
med a job number. Bach

A user in the system is as
job in the system may be viewed as a separate pree:
and each proecess is, by definition, independent of all
ther processes running on the machine. A process—
or joh—- is not a program. Jt is the logieal entity for
the exceution of a program cn the physical processor,
and it may contain as many es feur separate programs,
A prozram consists of the set of machine instructions
swapped into the processor for cxceation, and the

Extended Fxeeutive is one of these programs.

The ADIPT exceutive requives a large number of

system tables to permit Basic and Pixtended Iixeeu-

tive comnunication. Conceplually, the use of descrip-
tive tables defining the condition of a user’s process
is snilozous to the state veelor (or state word) dis-
cussed by Lampson and Saltzer®* That is, the col-
lection of information contained by these tables is

sufficient to define an inactive user’s process state
at any given moment. By resetting the central proc-
essor from the state vector, a user’'s job proceeds
from an inactive to an aclive state as if no interrup-
tion liad occurred. The state vector contains such
items as the program counter, the processor’s general
registers, the core and drum map of «ll the programs
in the job, and the peripheral storage file data. All
of the colleetive daia for each program or task in the

- procesé are contained in the state vector.

Basic and extended exceutive communication

Each ADEPT ueer (ie., any person who initiates,
some activity within the system by typing in com-
mands) is given a job number and assigned au entry
i the JOB table. The JOB table contaius the system’s
top-level bookkeeping on user activity. It contazins
the user's identification, his location, his security
clearance, and a pointer to his program queue. Toach
user is assigned onc cntry, or JOB,; in the table. As-
“sociated with cach JOB are the one or more programns
that the useris running,. .

Top-level bookkeeping on programs is containsd
in the Program Quens (PQU) table. Tach PQU entry
contains & program identification and some (bt not
all) information that describes that program in terms
of its space requirements, its current activity, its
scheduling conditions, and its relationship to othe:
programs in the PQU that belong to the same JOB.
The detaited deseriptive information and the stotns
of each JOB. and ils programs are carried In the swap-
pable cnvironment space.

The environment pages (there
four) comprise a nuwber of separate {ables that con-
tain such information as the contents of the oenerel
registers, the swap storage page numbers where the
balanee ‘of the program resides, the program map,
and lisis of all active data files. A single cavironment
page (ov pages) is shered by all programs that belong
to the same JOB (user). The system design allows for
environment page overilow at which time additional
pages are assigned drnamieally. The environmernd
pages, PQU table, JOB table, and data pages com-
prise thestate veetor of the user’s job. 3

To pormit storage of “plobal’”’ system variables,
and to allow system components to reference system
data that may be periodically relocated, there exists
a system communication table, which resides in low
cor;: co that it can be referenced without Joading &
base register.

The 1BM

.

an be as many &%

. - . o = -
360 supervisor call (SVC) is usea exelu-
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sively by EXTX components and object programs to
request BASEX services. Though additional overhecad
is incurred in the handling of the attendant interrupt,
the centralization of context switching provided is
of considerable value in system design, fabrication,
and checkout.

Extended execulive communication

An BXEEX may make use of another EXEX fune-
tion by use of the SVC call mechanism. To support
the recursive BXEX, an additional SYC processing
routine is required to manage the different recursive
contexts. This routine, called the SVC Dispatcher,
processes calls from user and BXISX functions alike,
- * manages a swappable data page, and switches to an
interface linkage routine. The data page contains
a system communication stack that consists of a
program’s general registers and the Program Status
Word at the time of the SVC. This technique is
analogous to the push-down logic of recursive pro-
cedure calls found in ALGOL or LISP language
systems, The stack provides a conveniend means of
passing parameters between routines in the EXIX.
' Since caeh job has its own unique data page and en-
i vironment page, XX is both yeeursive and reentrant.
i The environment status table (ESTAT) contains
l
i

the swap and core location for each component in
the BXEX and for eat’
in the job environment page. When an EXEX service
is requested, only that particular ENEX program i
brought in from swap gtorage, ruther than the full
| service library. The interface Jinlkage roubine provides
: this manszyement function; it lies as @-dink belween
i the SVC Dispatcher and the particular  BXEX
|
|

program in the job. It resides

function. The iuvterface routine picks up necessary

work ‘pages for the JINTX component invelved and

: branches {o that component after it is brought info
core. The interfuce routine maintains a separate push-

- down stack of return addresses providing the means
for the BXIX compouent to properly exit and return
control to its interfuce routine and then to the system.
Phe BN BX component ealled may make additional
EXEX SVC ealls before exiting. To provide correch
worlk page aliecation Quring recursive ealls, the inter-
face routine also saves the work page core and drum
page addresses in the push-down alack. Upon com-
pletion of a enll, the NN component returns to
its interfnce rouling; the interfuce routine releases
all alloeated work pages to the system and branches
to a comnion unwind procedure. :
The unwind procedure, Jike the SVC Dispateher,
is stnply a switching, mechanism. It determines, via

the stack, whether to return to a still higher level
ENXEX fpnctimi, or to turn the IEXEX ofl and exit
to the Basic Sequence. This recursive/reentrant con-
trol is the most complex portion of ADEPT and is
the “glue” that binds BASEX and BEXEX together.
Figure 5 illustrates the recursive process.

Object program communication

One of the more stringent services required of an
operating system is the rapid interchange of large
quantities of data between objeet programs. The
interchange of even simple arrays, matrices, and tubles
via stack parameters or a common file suffers from the
inadequacy of limited capacity or extensive 1/0 time.
X[any operating systems ignore this  reguirement,
thereby restricting the gencral-purpose applications.
Yet there are solutions to this problen, and ouc suc-
cessful technique employed in the ADEPT system is
that of “shared memory™. Shared memory is achicved

_ by using the basic mechanism for managing reentrancy,
pamely the program environment page map. Through
the ADEPT STIARE Page eall, an objecet program
can request that designated pages of another program
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in the job be added to its map. If core page numbers
arc passed as parameters in various service ealls, whole
pages of dita may be passed between programs. EXEX
-and many objeet progirams operating under this system
use this method for inter-program commuunication.
ADEPT operating on the-IBM 360/5011 restricts
its user programs to 40 active core pages. However,
by utilizing the GETPAGY call, an object program
may acquire up {o 128 drum pages and may subse-
quently activate and deactivate various page sets
by utilizing another cervice call, ACTDEACT (scti-
-vate/ deactivate). T his sehee permits bulk data from
dise storage to be placed on drm and operated upon
ab “swap” speeds. Thus gkilled system users can
achicve efficient use of time and memory by managing
their own “paging”. We consider this the best alterna-
tive considering the questionable state of other, auto-
matic paging algoritlims 1011218 Most BX X com-
pouents use {hese calls for just such purposes. Jor
example, the interfzce routines mentioned above use
activate calls to “turn on’ called components of the
XX

The Allocator component of ADEPT manages the
page map for cach program. This software map re-
flects the corresponicnee hetween drum end core
PRges, cstablished juiticly by tha SRRVIS (corvice)
component at Joad time. The Allocator’s function is
to invenlory available core and drwm pages by main-
taining two resident swsfem iables: one for core, the
other for drum. Whe ever dram poges are relcased
or obtained, the Allocator updates the page map in
the job’s envivonment page. The Allocator processes
the SHARE (page), GIVPPACE, PREEFAGE, and
ACTDEACT calls from ENEX and objeet programs.
SHRVIS wllows a program ab run time to add dain
pages or to overlay program segments from dise or
tepe. In so doing, GLERVIS makes use of the various
Allocator calls. ‘

Gimulating console communas

An important attribute of ADYEPT time-sharing
is that nearly all the funciions aud services that can
be initinted at the nser's congolo can also be ealled
forth within a user’s program. A program designer
can, for example, buitd a system of programs, which
wan operute in bateh mode under the contro! of a pro-
gram by jssuing internal commands in much the same
manner as the user sitting ot (he console. With this
appreach, the ADIPT bateh monitor controls back-
ground tasks by simulating user germinal requests.
Bateh regquests can be enquened by users from any

concole and then processed in turn by this supervisor
function. : ’

Armed inferrupts and reccue function

The basic design of ADEPT conveniently provides
for processing object program “armed”  interrupt
calls. This means thal an object program is able to
conditionally start (wakeup) and stop (sleep) the
cxccution of its own programs, and others as well.
The conditions for gmploying wakeup calls include
too much clapsed time, or the occurrence of unpre-
dictable but anticipated cvents, e g., €ryors and other
program calls. In “arming’’ these “goftware-inter-
rupt” conditions by objecct program calls, the program
entry peint(s) for the various conditions are specificd.
\When such conditions occur, the operating system
transfers to the specified eutry point and gives the
appropriate condition code. (Note that if we take this
call one step further, snd permit one object program
to arin the goftware and hardware interrupts of another
object program, we have the basic control mechanism
necessary to permit the operation of “object systems.
necessary to permit the operation of “object syvsteins,”
ie., subexecutives-—another Jevel in the“onion skin”
of ADEPT control) -

User programs interface withibe ADTDT system
primarily via the supervisor call BVO) instruction;
a secondary interface is provided via the progran
check interrupt that protects the program and system

lesign
e

i

after various Crro¥ conditions. The eveeutive
allows user progiams to trap w11 such interfaces with
the system via its reseue ariming mechaniem. Tiis

means that one program can trap and get first-Jevel

Tall D, S
i CHCCKE

control of &1 ocenrrences of av (s and progiw
within a single job. ‘This mee Janist also means, then,

that the responsibility aud meaning for these inter-

faces can be redefined at the user prograin level.

As of this writing, this mechafism is being employed
to construct object systems for an improved hateh
monitor, an interface for the proposed ARPA Net-
work,M and to experiment ith automatic trunslators
for compatibility with other operaling systom?.O'\‘.x?r
uses include improvements in program TCCOVETY M

a varicty of user tools, e.& compiter diagnostics.
\

Resource aliecalion, access, and managemen!

. y $ Voudas A COM-
ADEPT system design, of course, includes acom
plete set of resource controls that moniter :(’{C()i\(‘.’&?j\’
storage devices.
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The cataloger

The Cataloger, an.2X12X component, is functionally
analogous to the core/drum Allocator, but is used
for devices aceessible by user programs. It maintains
an inventory of all assignable storage devices, assigns
unused storage on the deviees, maintains deserip-
tions of the files placed on these devices, controls
access to these files, and—upon authorized request-—
_deletes any file. Specifically, the Cataloger:

«Assigns storage on 2302, 2311 and 2314 discs.
« Assigns tape drives.

.Locates an inventoried file by its name and cer-
tain qualifiers that uniquely ideatify the file.

«Issues tape or disc pack mounting instructions
“to the operator when necessary.

. Verifies the mounting of labeled volumes.

. Passes deseriptive information to the user pro-
gram opening a file.

. Allows the user of a file to request more storage
for the file.

« Denies unauthorized users access to files.

.Returns assigned storage to available storage
whenever a file is d leied.

« Maiutains a table of contents on cach dige velume.

As the largest single component of the ADEPT
fexcutive (63,000 bytes), the Cataloger was wittien
in o new, experimental programining language called
MOL-360 (Mauchine-Oiiented Language for the 360).»
It is a “higher-leve! machine Janguage” developed
wuder an ARPA-sponsored SDC research project on
metacompilers, It resolved the dilemma involving
our desive for highes-level source language and our
need to achieve flexibility with machine code. The
Cataloger design and cheekout, enhanced by the use
of MOJ.-360, showed simultaneously the validity
of MOIL compilers for difiicult machine-dependent
programming. -

The SPAM component

SPAM is a BASEX component that permils syn-
bolie, user-oriented 1/0. 1t can be viewed as a speeial-
purpose compiler that compiles symbolicuser program
1/0 culls into 360 chanuel programs, snd delivers then
to the Inpul/Outpat Supervisor (108) for exceution
via the EXCP (exceute channel program) eall. The

results of EXCP for the call are “interpreted” by

SPAM end returned to the user program as status in-
formation. As such, SPAM represents a more symbolic
I/0 capability than the EXCP level. It provides a
relatively simple method for exceuting the operations
of reading, writing, altering, searching for, and po-
sitioning records within ADEPT cataloged and con-
" trolled disc-based and tape-based file structures.

Resource management

As of this writing, the computer operator has a set
of commands at his disposal that allow him to control
the system resources.: Various privileged on-line com-
mands enable him to monitor the terminal activities
of system users and to control assignment and availa-
bility of storage devices. However, there is an in-
creasing need for a “manager” to be given more
latitude in dynamically controlling the system rc-
sources and observing the status of system users,

- particularly because ADTPT was desigued to handle

sensitive informeticn in classified government and
military facilities, To meet these objectives, a design
offort is under way that gives the computer operator
system-manager status, ~with the ability to chserve
and control the actions of system users. The result
will Le a program that encorpasses sOmae of the man-
agement techniques reported by Linde and Changy*®
tailored to present needs.

Swapping and scheduling user programs

Most of the programs that run under ADEFT
occupy all of the corec menory thot s not used by
the resident Basie Jxecutive (46 pages on the 369/
5011). If the set of needed pages could be reduced
considarable reduction iu swap overhead could be
expected, One way to achieve thisis 1o mark for swap-
out only those pages that were changed during pro-
gram exceution, The hardware needed 1o autoaticaily
mark changed pages 18 unavailable for the.860/50;
however, through use of the store-protect fcn"‘-;um on
the Model 50, ADEPT software can gimulate the ef-
feel and produce noteworthy savings in swap tune.

Page marking '

Vheneyver @ user pregram is swapped into core, its
Whenever @ user preg, ]
pages are sebina read-only condition. As the program
exccutes, it periodically attempts to store u.,xt.n. Q. rm?
in its write-protected pages. The resulting mierrupy
is ficlded by the system. After satisfying itself that
: - i % B
the store is legal for the program, {he exceutive Marks
the target page as Gyyritten,” turns ofl wite profect

T T T O A R R
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amm——

{or that page, and resumes the program’s execution.
The sitnation repeats for each additional page written.
At the completion of the program’s time slice, the
swapper has a map of all the program pages that
were changed (implied in the storage keys with no
write protoction). Only the changed pages are swapped
aut of core. Measurement of this scheme shows that
about 20 peveent of the pages are changed; hence,
jor every five pages swapped i, only onc need be
swapped oud, for a total swap of six pages, rather -
thau the full swap of ten pages (five in, five out). The

. cheme malkes the drum appear to be 40 percent faster. .

The use of the storage proteetion keys is based on
“the functional status of each paze rather than on
some user identity. User prograics always run with
g progiam status word key of onc, and the bitsin
the storage key associated with the programs start
aut at zcro. After o page has heen initially changed,
its key is set to one also. The other bits in the key are
used to indieate:  first, a page is transient, not yet
completely moved to or from swap storage; second,
a page is unavailable, ie., it belougs to someone clse;
third, a page s locked and cantiot be swapped or
changed; and finally, a page is feteh-protected beeanse
it may contain seosttive information.

; L 5

3 v . .
Scheduling algerithm

The scheculing algorithm provides for three levels
of scheduling. Jobs thet are in & “torminal I/0 com-
plete” state get first preference in the schedule. Jobs
in the sccond level, or background qucue, are run if
th re are no level-onc jobs to run. A job is placcd n
vel two when the two-sceond quainium clock alarm
{zrrninates its operation two cons ative times. Com-
pute and T/0-bound programs are treated alike. A
level-two job—-when allawed to run— is given quanfum

interval cqual to the basie quantum time multiplied
by ihe scheduling level (e, 2 so¢ X 9 = 4 sce).

However, a level-two background job may be pre-
empled after two sceends for {erminal 1/0. Any opr
tion a level-two job iakes that terminates s quan-
g prematurely will retuin the job to o level-one
status, The bateh rmenitor job s run when the fust
two quenes are emply. User programs may be written
o overlap exceution and 1/0 activity. Our choice of
vedicduting parameters for quantum size, and nun-
bar of service levels was selected empirically and os @
result of prior expericnee.!”?

A command SKED, whieh is limited to the opera-
tar's teoninal, bas the efleet of forcing top priority
for o job (the job stays ot level one all the time). Only

one job may run in this privileged scheduling state
at a time.

Pervasive sccurity controls

Tntegrated throughout the ADEPT executive are
software controls for safeguarding seeurity-sensitive
information. The conceptual  framework is based
upon fow “goeurity objects”: user, terminal, file,
and job. Each of these security objects 1s formally
identificd in the system and is also described ‘by 2
gecurity profile triplet: Authority (e.g., TOP Sb-
CRET, SECRET), Need-to-I{now Pranchise, 2nd
Special  Category (e.c., EYES OXNLY, CRYPTO).
At system initialization time, user and terminal-
security profiles are cstablished by security officers
via the system component SYSLOG. SYSLOG alwo
permits the association of up to 6% passwords with
each user. At LOGIN {iroe, a user identifies himself
by his unique name, up to 12 charncters, and enters
his private password to authenticate his identity. The
LOGIN component of ADEPT validates the user
and dynamieally derives {he security profile for the
user’s job as & coroplex funciion of the user and tor-
minal security profiles. The job security profile is
used cubsequently 2s o st of “keys,” used when acesss
is made to ADEPT iifes. The file sccurity profile is
the “Tock” and is under control of the file subsystem.

File access Need-fo-1now is perwmitted for Privale,
Qemi-Private, and Public use. With the SREATE
command, a list of suthorized users and the extent of
their accoss authorization (i.e., read-only, write-only,

“read sod write) can be eatablished cosily for Semn-

Private files. Newly created files are automaticably
classificd with the job's “ligh watcer mark” securty
triplet—a cumulative sceurity profile lListory of the
seeurity of files referenced by the jeb. Through ju-
ANGE commanid, these propess

dicious uze of the Cli
ties may bealtered by the ownerof the file.

Security controls ave also involved o the contre!
of classificd memory residue. Software and -hardware
memory  protection ‘35 extensively used. " Softwore
memory proteetion is achieved by inderpretive, le-
gality checking of memory bounds fov 1/0 buirer
transfers, Jegality checking of device addresses for
upauthorized hardware aceess, and checks' of other
uger program attempls to seduce the o;»-;r:ati!}';; syzter

into violating sceurity controls. -

The hurdwate protection keys ore usced to feich-
protect all address space outside the user program and
data arca. Also, newly allocated space to user Prograts
is zcroed out to avoid classified memory ‘residue.

e BP0 b
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for that page, and resumes the progeam’s exccution.
The situation repeats for cach additional page written.
At the completion of the program’s time slice, the
swapper has a map of all the program pages that
were changed (implied in the storage keys with no
write pro{(‘(,hou) Only the changed pages are swapped
out of corc. Measuremcnt of this scheme shows that
about 20 pereent of the pages are changed; hence,
for every five pages swapped in, only one nced be
swapped out, for a total swap of six pages,
than the full swap of ten pages (five in, five out). The
scheme makes the drun appear to be 40 peveent faster.

The use of the storage protection keys is based on
the functional status of each page rather than on
some uscr identity. User programs always run with
a program status word key of one, aud the bitsin
the storage key associated with the programs start
out at zero. After a page has been initially changed,
its key is set to one alzo. The other bits in the key are
used toindicate: first, a page is transient, not' yet
comple '=lf-}y noved to or [rom swap
a page is unavailable, i.e., it belongs to someone else;
third, a page is locked and cannot be swapped or
changed; and ﬁn’h]\, a page is {eteh-protected because
it may contain sensibive information.

Scheduling algorit

The scheduling alzorithm provides for three levels
of scheduling. ] olm that are in a “torminel I/0 coin-
plete” state get first prefercnce in the schiedule. Tobs
in the sceond level, or background qucue, are run if
there are no level-one jobs to run. A job is placed in
level two when the t.\":» weond guantum clock alarm
terminates its opel 1aiion two consecutive times. Com-
pute end 1/0-bound pm('unv are treated alike. A
level-two job—when aliowed to run- ~is given quanfum
interval equal to the basie quantum timce multiplied
by the scheduling level (e, 2 sce X 2 = 4 8CC).
However, a level-two background job may be pre-
empted sfter two seeonds for terminal 1/0. Any opera-
tion a level-two job makes that terminates its quan-
tum prematurcly will return the job to a level- o'u
status. The bateh movitor job is run when the fivs
two queues are empty. User programs may be \\nth
to overlap exceution and I/0 activity. Our choice of
scheduling perameters for quantum size, and mun-
ber of service levels was seleeted empirie: \ll\' and as a
result of prior experience.V

A command SKIED, which is limited to the opera-
tor's terminal, has the eficet of fercing top priovity
for a job (the )ob stuys ut level one all the {ime). Only

rather

storage; sccond,-

one job may run in this privileged
at a time.

scheduling state

Pervasive security controls

Integrated throughout the ADEPT executive are
software controls for safeguarding sceurity-sensitive
information. The conceptunl framework is based
upont four ‘“sccurity objeets”: wuser, terminal, file,
and job. Each of these sccurity objects is formally
identified in the system and s also deseribed by a

security profile triplet: Authority (e.g., TOP SE-
CRET, SECRET), Need-to- I\uow Franchise, and

Special Category (e.g., EYES ONLY, CRYPTO).
At sysfem inifialization time, user and terminal
sceurity profiles ure established by security officers
via the system eomponent SYSLOG. SYSLOG also
permits the association of up to 64 passwords with
cach user. At LOGIN time, & user identifies himself
by his unique name, up to 12 characicrs, and enters
his privete password to suthenticate his identity. The
LOGIN component of ADEUT the user
and (‘yn'uni cally derives the scewrity profile for the
user’s job s o complex function of the user and fer-
minal soevvity profiles, The job security profile i:
used subsequently as a set of “keys,” used when access
is made to ADEPT files. The file security profile is
the “lock” and is under coutrol of the file subsystan.
File o cess Need-to-Xnow is permitted for Private,
Semi-rivate, and Public use. With the CREATL
contmand, a list of 2uthorized users and the (\th of
their sceess nuthorization @ e., read-only, write-only,
read and write) can be established cesily for Semi-
Private files. Newly created files are avtomaticsdly
classificd with the job's “high water mork” security
triplet—a cwmulative seeurity profile history of the
security of files rveferenced by the job. Through ju-
dicious use of the CHHANGL ecommand, these propei
ties mav be altered by the owner of the file. ;
Sceurity esntrols are also involved
of classificd memory residue. Suft\\.uc and hardwave
memory protection iz extensively used.  Software
memory protection is achicved by interpretive, le-
gality checking of memory bounds for 1,/0 bulier
h;m\fc s, legality checking of device addresszes for

~alidates

7

in the (ﬂnhm

unauthorized hardware access, and checks of oth

user program atfempts to seduce the operating sy s*< i
into viclating, seeurtty confrols,

The hardware protection keys are used to feteh-
protect all address space outside the user progrim and
data area. Also, newly allocated space to user programs
is zeroed out to avoid clussified memory residue.
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Typically, the complete system reachces “on the air”
status in less than a minute. ‘

System instrwmcendation

Many of the parameters built into the scheduling
and swapping of early ADEPT versions were based
upon empirical knowledge. The lutest versions of
the Basic and Pxtended Ixecutives include roulines
to record system performance, reliability, and security

~ Jocks.

' Built info the BASEX is a routine to measure the

overall and the detailed system performance.®® Such .
factors as the number of users, file usage, hardware .

and software errors, and page transaction response
time are recorded on unused portions of the 2303
drum. These mensurcments provide a better under-
standing of the system under a variety of inpute and
give the designers insizht into how the hardware and
software components of the system affect the per-
formance of the human user.

An AUDIT prograra was mads part of thé BXBX
to record the security interaction of terminals, users,
and files. AUDIT records BXEX setivity in the arves
of LOGIN, LOGOUT, and File Manipulation. This
routine strengthens the scourity safeguards of the
executive. Specific items that are recorded involve:
type of eveut, uscr identification, user account nunm-
ber, job seeurity, dovice identification, time of cvent,
£l identification, file security and event success. In
addition, this routine provides accounting informa-
tion and is used as a means of debuging the sceurity
Jocks of new systern releases.

In addition to the DASEX recording  function,
several object pradrams have hoen written that simat
late various modes of usecr activity aud provide con-
trolled  job  distributions. Thesc called
“benelimarks,” run under controlled conditions and
enhance {he means of hmproving system performance
and throughput, as deseribed clsewhere by Karush
The programs are designed to gather performnnes
yncasures cn the major routines of the cxeentive and
have been of considerable help in system “tuning,”’
‘because they reflect the cffeet of coding and design
chauges {o various gyeiem youtings. The routines n
the executive that ave of primary conecn are the
swapper, the scheduer, {he terminal read/vaite pack-
age, and the inferrupt handling processes. Attempts
are being made to desigh & sl of benchmarks thab
represent o typical job i, owever, we are primarily
interested in measuring the performance of our system
against various modifications of iteolf and in measuring
its behavior with respect to different joby nixes.

programs,

SUMMARY

The ADEPT exceutive is a second-gencration, general-
purpose, timo-sharing system designed for IBM 360
computers. Unlike the monolithic systems of the past,'?
it is structured in modular fashion, employing distrib-
uted executive design techuigques that have permitted
evolutionary development. This design has not only
produced o fiexible exceutive system but has given the
user the eame facilities used by the exccutive for
controlling the behavior of his programs. ADEPT"s
sceurity aspeets are unique in the industry, and the
testing and fabrication methods cmploy a number
of novel approaches to system cheekout that con-
tribute 1o its operational reliability.

It is important to note that this system deals par-
ticularly well with size lireitation probleras of very
large files and very Jarge programs. The provisions
made for multiple programs per job, active/inactive
page status for programs larger than core size, page
sharing between programs, common file aceess &cross
programs within jobs, aud the conunitment of con-
siderable space to active file chvironment tahles (up
to four pages worth) contribute to this suceess. Never-
theless, all these capabilitics arc designed to handle
the smaller cntities as well. We feel ADEDPT-30 is
o significant contribution to the teehnology of general-
purpose time-sharing. .
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NATIONAL, ACADEMY COF SCIENCES

OMPUTER SCIENCE & ENGINEERING BOARD
101 CONSTITUTION AVENUE
WASHINGTON, D. C. 20418

June 1, 1970

Mr. Milo Peterson

“Chairman, Technical Committee on

Industrial Classification
Bureau of the Budget
Washington, D. C. 20503

Dear Mr. Peterson:

The Data Base Panel of the Computer Science and Engineering Board
has been examining in depth the dynamics and economics of the Computer
Industry in order to take advantage of the present opportunity for revision
of the Standard Industrial Classification. Of particular interest to this
panel is the significance of the contribution of the total information
processing industry to our economy. Of particular concern to this panel
is the lack of defiaitive data as to what is being produced by this
industry and what trends prevail.

We are informally submitting herewith a suggested SIC format

to adequately define the Information Processing Equipment and Supplies

as well as the Information Proces sing Product and Services activities in

the U. S. with (where available) 1969 estimates of activity and 1974 pro-
jections. It is our opinion that the total significance of the contribution
and activity of the Information Processing Industry and its potential growth
justifies it receiving 2 two-digit SIC designators, one for Equipment and
Supplies, the other for Product and Services. In the attached, we have
jdentified these as 3X, the X standing for a second digit which is convenient
to the Bureau's planning, and 74 respectively.

In éupport of this suggestion, we offer the following evaluation of
category 3X to indicate its economic significance. Published 19567 Census
data has been usad for this calculation despite the fact these figures are
smaller than the 1969 estimates shown in the suggestion and far short of
1964 projections. Applying the formula (see Table 1) for manufacturing
categories to the data in the 1967 Census for SIC 3573 (this includes
3X1 and 3X2 of our suggestion) results in a significance factor of 313%.

The 1967 Census figures also indicate specialization and coverage factors
of 94% cach. If, in addition to 3Xl and 3X2, we add the category 3X3
(Adding Machines, Desk Calculators, Accounting Machines, and Tabulating

Machines), the economic significance factor goes to 412%. Continuing

e el R S e R




Mr. Milo Peterson
1 June 1970
. Page 2

this sequence by the addition of 3X4 (Typewriters) brings the factor to 483%.
course the specialization and coverage ratios decrease with this addition,
but not too greatly. We estimate these would become approximately 85%
each. -

These figures can be compared to those obtzined for other SIC two-digit
categories using the same formula and the corresponding 1967 Census data.
SIC 21 is calculated to be 270% and SIC 31 660% . These industries (Tobacco
and Leather) do no: exhibit the dynamic characteristics of the Information
Processing Industry and hence we believe that th.e proposed SIC 3X will
easily surpass SIC 3l in a few y~ars. Within the next ten years, SIC 3X
may compare very favorably with other manufacturing groups.

" We would welcome the opportunity of informally discussing our

suggestion with ycu or the Technical Committee on Industrial Classification
at anytime and assure you of any co-operation we are capable of providing.

Sincerely yours,

/7 ’ 73 ' - |
/’J ('/C(\/vv/’l A =

S. Fernbach .
Chairman, Data Base Panel

SF/adc
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® ' e o S ® |  TABLE I

The formula used is that offered by BOB, namely

No..of No. of
Establishments Employees - Payroll Value added
1/8 715 +2 55,000~ T2 §z19,000 T2 $448,000,000

The .1967 Census date is summarized below

- -

No. of No. of
Establishments Employees_ Payroll «
(thousands) (thousands)

. Computers and peripheral 175 98 . $798
Equipment (Current SIC 3573) '

Above plus Accounting machines 313 ; 136 - $1,092 .
(Current SIC 3573 & SIC 3574) ' :

Above plus Typewriters 338 _ 163 $1,265
(Current SIC 3573 + SIC 3574 +
SIC 3522)

Value of Shipment

$998, 000,000

Value added

(m1illions)

$1,921

$2, 439,

$2,894

Value of
Shipments

(millions) . .

$3, 761

$4, 469

$5, 065 -



The Data Base Panel
of the
Computer Science and Engineering Board
of the

National Academy of Sciences

PROPOSED CHANGES
TO ~
THE STANDAPD INDUSTRIAL CLASSIFICATION
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The U. S. Standard Industrial Classification (SIC)* is used by all Govern-
ment agencies (and by many pr'ivatc concerns, such as Dun and Bradstreet) as a
common framework for collecting and reporting industrial, commercial, and
economic statistics. The SIC provides a four ~digit industry code for identifying
_the major economic activity of any "establishment,' which, to simplify data re—
porting and collecting, is vaguely defined and need not necessarily correspond to

any organizational or geographic entity.

Related incdustries are organized into g)‘bups, which are distinguished by
the first three digits of their SIC code. Related groups are o“rganized into major
groups, distinguished by the first two digits of the code, and related major
groups are organired into the.following divisions: (a) agriculture, forestry, and
‘fisheries; (b) miniag; (c) contract construction: (d) manufacturing; (e) transoor-
tation, communication, and utilities; (f) wholesale and retail trade; (g) finance,

. insurance, and real estate; (h) services; (i) government; (j) nonclassifiable
establishments.

: ".S‘ince the digit 0 is used to identify an unknown establishment (where not
‘enough informatio: is available to completely classify it), and since the digit 9
js used to identify miscellaneous categories, a group may contain no more than
eight, non-misceliancous industries, and a major group no more than eight non-
miscellancous grouaps.

" An inter-agency Technical Committee on Indﬁstrial Classification, chaired
by Milo Peterson of the Bureau of the Budget; is now engaged in revising the
SIC. The'y will consider proposed revisions {rom any source, if accompanied
by documented justification, until June 30, 1970. The revised edition of the

classification will be effective January 1, 1972.

‘ Mo 4 % , ) ;

% Published in the "Standard Industrial Classification Manual, 1967,' available
from the Government Printing Office for $4.50 a copy. '

1

.
¢
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7392

"the same division.

are currently identified by the following codes:

. } Acpofding to the criteria established by this Committee, a proposed

new industry should be significant, specializec, and inclusive. A new industry
" is considered to be significant if it has at least 20 percent of the number of

establishments, employees, and dollar-«valué-addcd of the average industry in

It is considered to be specialized if at least 80 percent of

the products pr oduced by establishments in the industry are those defining the

" jndustry. And it is considered to be inclusive if at least 70 percent of the pro-
ducts defining the industry (50 percent where these-products are produced in
significant amounts in other industries for internal use) are produced by estab-

lishments in the in‘dustry.

Still another criterion is comparabilily. A new classification that in-
volves only the siinple amalgamation or division of current industries facilizates
comparisons with statistics kept under the old classificatibn, and is thus pre-
ferred to a classijication wherein new industries are made up of bits and picces
of several current industries. The fragmentation of miscellaneous industries

. and groups is presumably acceptable, however,
COMPUTING ITE14S IN CURRENT SIC MANUAL

Establishnents in what is commonly called the computing industry

Die Cut Paper and Paperboard and cardboard

-(which includes tabulating card manufacturing)

Electronic Computing Equipment

Business, Management, Administrative and

Consulting Services (which includes computer

‘programming & ervices)




o

7394 Equipment Rental and Leasing Services
(which includes electronic equipment

rental and leasing)

8242 Vocational Schools (which includes data

processing schools)

8931 A ccounting, Auditing, and Bookkee ping
Services (which includes-data processing

services)

The Panel proposes that the Board recommend changes to the SIC that
will better reflect both the structure and the iraportance of the computing ir.Cus-

try as it now exisis and as it is likely in the next few years to become.

. The Panel's goals in this are two-fold: (1) that the revised SIC perrnit
the separate ident fication of all the various scb-i;ldustries that ﬁake up the
computmg industry and (2) that it reflect the present and near future structure
of the computmg industry in as much dctaﬂ as is consistent with the established

criteria.

_ The Panecl's proposed change to the SIC calls for the segments of the com-

puting industry, with a few necessary exceptions, to be concentrated in two-Major .
Groups -~ one, Information Processing Equipraent and Supplies, within the
"Manufacturing Division, (which would replace Group No. 357: Office, Com-
puting, and Accounting Machines), the other, “nformation Processing Products

and Serv1ces, a new MaJor Group within the Services Division.

The data in support of the proposal was prepared by the International
Data Corporation at the request of the panel. The following comments by IDC
. ind.i'c'atc the significance of the data.
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The estimates for 1969 are based on an extensive survey and analysis

of the expenditures for computer -related products and services by .users of

' .-computers and data processing equipment in the United States. We have esti-
. mated exports of ’cémputer—related cquipment znd services in order to provide,

an estimate of the total value of equipment and services produced by establish-

ments within the United States. The preliminary estimates were checked
against statistics on the computer installation census file maintained by IDC,

from various trade reports, government statistics, and related informatior.

The counts for the number of establishraents were estimated from an

ana1y51s of trade directories, association officzrs, annual reports and related

references. Theire establishment was defined 1s a single physical location en-

gaged in the identified activity. Generally it was a plant, office, or local ser-

.vice facility. Particularly in the case of the equipment manufacturing sectors,

cach of the principal firms engaged in the designated industry have several to

“over 50 establishinents.

4

The "number of employecs” estimate was prepared from an analysis of

_ questlonnalres received from firms designated in industry, trade directories,

annual reports, government statistics and related information. An employee
was counted as participating in an industry if he spent at 1cast 25% of his time
engagcd in the activities of that industry. There is, ther efore, considerable

double -counting of employees in the computer systems/peripheral equlpmen‘

. sector where administrative and marketing personnel support the administration

and sales of heterogeneous product lines.

Likewise, in the proprictary soItwarc/programm'mg/systems analysis
sector, many of the management, marketing, and technical personnel are in-

volved simultancously with two or threc of these activities on a continuing basis.

The forecasts for 1974 are made by combining projections of customer
demands established by customer requirement studies, investigation of the un-

tapped potential of the user computer systems, analysis of the contr1butlons of




’ new information technology to the growth of cornputer applications, a projection

of the economic environment under which the sales of computer reléted products ~

_and services will take place. Because of the high levels of uncertainty involved

in cach of the elements of this projection, the figures must be considered highly
'speculative. This is particularly true in the measurement of the number of

establishments.
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yposed | Proposed

Industry Description,

INFORMA TION PROCESSI\IG EQUIPMT?N’I‘
AND SUPPLIES

3X1 COMPU TERS

3X11 Digital Computers (Value relates.

to Central Processor and mternal

core storage only)

Miscellaneous Computers,
including Analog and Hybrid
Computers (not elsewhere
classified) '

3X19

3X2 COMPUTER PERIPHERAL EQUIPMENT

3X21 Punched Card I;a.uda.;.uo
Equipment (on and off- h.ne)
3X22 Printers
-3X23 - Optical and Magnetic Cha_ra:cter
' Readers and Writers :
3X24 Display Equipment (including
graphic display, plotters, and
interactive line and character
.disglays)

Estimates for. Analog computers

‘Estimated Value of Shipments or Scrvices Produced

Withih Establishments in the United States

(including exports)

‘Size Mecasures

1969 1974
No. of Total Value of No. of Total Va.lue of
Estab. Employ. Shipments  Estab. Employ. Shlpmex}ts
* o " or-Services or Services
($ Mill.) ($ Mill.)

375 ° 148,000 2260 ° 350-420 160,000 3300

40, 2,800 .52 " 35-45 ©1,350 | 30

35 168, 606 700 40-50 159,000 920 -

40 95,000 650 50-60 105,000 885

35 20, 000 110 55-65 50, 000 260

25 18,000 40 70-85 50,000 165




roposced Proposed ' - Estirnated Value of Shipments or Scrvices Produced

[C Industry Description : | B Within EsLabhshrncnt: in the United Sta.tcs
. s = o - (1nc1ud1ng cxports) )
- ' ' ' ."Size Mcasures

_ 1969 | . 1974

No. of Total Value of No. of Total ‘Value of

Estab. Employ. Shipments  Estab. Employ. Shipments

: ' ' " . or Services "t - .. or Services
($‘M'i11.) Y. ($ Mill, )‘

3X25 Auxiliary Storage Equipment
. . (magnetic tape drxves disk files,
" disk pack drives, rrdagnetic card ‘
and strip readers, 'mannet*c T Ct SPELL N . C
drums, and related equipment.) .’ 45 . 130,000 1650 68-85 - 155,000 2600
3X26 Computer Terminals (Including

Conversational and Remote Batch,

except purely communication . - ' : .
termma;s) : 140 96, 000 220 "+ 250-300 120,000 960

3X29 Miscellane ous

‘3%3 ADDING MACHINES, DESK CALCULATORS, - SR SR
ACCOUNTING MACHI\IES AND TABULA.TING L Sl L e -
. MACI—TINES (Now listed as 3574) I T R R T e L

3X4 TYPEWRITERS (Now listed as 3572)

3X5 COPYING AND DUPLICATING MACHINES . . .
(Now listed under 3579) L e -

3X6 MICROFORM EQUIPMENT

. " 3¥X7 INFORMATION PROCESSING EQUIP- ' ) . .
R MENT SUPPLIES AND ACCESSORIES 450 ~ 48,000 . 880 . 500-600 70,000 1410




poned Proposed b ' -, Estimated Value of Shipments or Services Produced

" Industry Description Y LA " Within Establishments in the United Statc.s ,

(mcludmg exports) i
Size Mcasures .

1969 ' © 1974

No. of Total Value of No. of Total Value of
Estab. ° Employ. Shipments Estab.. ~Employ. Shipments
P . .+ -or Services or Services

(S Mill.) ’ : (S Mill.)

3’>~.9 MISCE LLANE OUS INFORMATION | e e P JRRT gR T G p med 0
PROCESSING EQUIPMENT © .= .’ o T L L P S TI I

3X91 Mailing and Addressmo . .; o - ‘7» K ) iy 3 r-,-_"-'.: -
. Eanpmen (Now listed as 3579) e e . . : g T Tawte J

3X92 Scales and Balances,

Except Laboratory (Ndw listed . , P
as 3574) . ' "
"3X99 Information Processing and _ -
Office Equlpment Not Elsewhere R A T B TR
 Classified. R R S Y. L T PSS SO A )
i
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"Proposed

o

Estimated Value of Shipments or Services Produced

C Industry Description Within Establishments in the United States
o. ' s - (including exports) )
Size Mcasures
. 1969 1574
: . No, of  Total Value of No. of = Total Value of
A Estab. Employ. Shipments Estab. Employ. Shipments
e 5 E _ or Services : .or Service
($.Mill.) (S Mill.)
INFORMATION PROCESSING PRODUCTS & -+ - 3l nlfwti v oo LR At
A_\‘TD SPR‘VTCES . : .' . : ;'..‘ -” ...}: ...:.‘.‘:..:-.:...:.-'...._» “i, 1- . e ' 2 - .-_‘ G ) . . ;.‘
.741 COMPUTER PROGRAMS AND' R e T R e L e A e Y .
* PROGRAMMING SERVICES ORI DRE SR SR RSN e A S T
7411 Proprietary Computer Programs
. (Computer programs designed to
_ be sold with no or 2 minimum B I _
" amount of customization to the S ' : T, } B ) - .
individual customer.) © . 200 2,500 - 20 700-900 100,000 1550 .
«- 7412 Computer Programming Ser - .
: vices (custom contract services e
in programming and coding com-
puter instructions, including work : : 4
done on an hourly or daily rate SE L : e e A
basis.) 1000 21,000 360 2000-3000 . 110,000 1335
"74.-13 C:- rgtoeme Ara SZ'.S‘ nnswrvv‘. 'ctvr—\xnﬂ- “ y

. R tion, Selection and Consulting Ser- L
o vices (Limited to those dlrectly o '
involved with the application of

computer systems.) 300 3,800 65 1500;'.2009 . 110,000 625 .
-7419  Computer Programs and Program- | .
— _ ming Services (Not Elsewhere
. j Classified)




poscd PTOPOSCd . 4 R o5 G kg g & o FACHG S R L I g L n Bttt L G i
Industry Description LA Within E stablishments in the United States

(including exports)

Size Mecasures
1969 1974

No. of Total Value of No. of Total Va-lue oi.
Estab, Employ. Shipments  Estab. Employ. Shipments
; or Services - or Services

($ Mill. ) | ($ Mill.)
742 COMPUTATIONAL AND ALLIED
SER VICES .
‘7421 Computing Services - . 2500 28,000 860 . 3800-5000 130,000 1800
7422 Data Preparation and Conversion v _
‘Services | . 2800 12,000 80 3000-4000 28,000 - 175
7423 Computer Facility Management . o : '
and Turnkey System Development 30 . 1,200 20 200-300 8,000 - 109
7429 Miscellaneous Computatiéna.l
St Services (Not Elsewhere \
Classified) :
743 . COMPUTER-BASED TEXTUAL

SERVICES

The preparation and/or marketing of
documentary, bibliographic, abstracting,
indexing, catalog, search and retrieval
products and services which rely signifi-
cantly on computer manipulation, prepara- 4
tion, or storage of the informational ' ' e = _
‘material. . _ 500 . 10,000 400 1,000 . 20,000 800




roposed Proposcd o , ' . ' ESTIMALCTHE "V @ UG Uk 6113 pahs L SFRST R WS TR T W e gl L -
| ‘

Industry Description ' Within Establishments in the United States

(including exports) ) . .

Size Measures
1969 ' 1974

-, | ¥ " No. of Total Value of No. of  Total Value of
TR E : " Estab. Employ. Shipments  Estab. Employ. Shipments
s or Services ' . or Service
($-Mill.) ‘ (S Mill.)

744 INFORMATION PROCESSING EQUIP- .
MENT REPAIR AND MAINTENANCE 400 40, 000 500 ~700-800 75,000 1100

745 | INFORMATION PROCESSING EQUIF-
' MENT RENTAL AND LEASING AND
USED EQUIPMENT SALES (OTHER . A\ ; N . c
" THAN THE MANUFACTURER) 250. 5,000 - 330 ' 350-400 10,000 700

746 ACCOUNTING,.AUDITING, AND BOOK-‘ - | : "y o
: KEEPING SERVICES (replaces current i :
Group No. 893)

749 MISCELLANEQUS INFORMATION PRO- .
CESSING PRODUCTS AND SERVICES
(NOT ELSEWHERE CLASSIFIED)




In addition to these two major groups, the Panel recommends one new

category; namely,

736z Information Processing Employment Agencies

.and the addition of, °

Data Processing Vocational Schools
(under Group No. 8242) .

within Group No. 736 (Private Employment Agencies) and Group No. 824

(Vocational Schools, Except Vocational High Scliools) respectively.
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AUERBACH

121 n. broad st.

philadelphia

penna. 19107

: 215-491-8200

June 12, 1970 cable; auerinfo

Dr. Anthony G. Oettinger, Chairman
Computer Science & Engineering Board
National Academy of Sciences

2101 Constitution Avenue

Washington, D. C. 20418

Subject: Proposal for International Computer Activities Panel

Dear Tony:

This is in response to your request to formulate a proposal for the establishment
of an International Computer Activities Panel to monitor and report to the Computer
cience & Engineering Board on subjects of possible interest in the international

arena of computer sciences and engineering.

Mission:

1. To assess the importance of international computer
sciences and engineering activities to the industry
and the country and to report on them periodically

2. To report on matters of significance pertaining to
the activities of intergovernmental organizations
in the computer sciences and engineering field.

3. To provide advice, guidance and methods for obtaining
assistance to the Foreign Secretary of the National
Academy of Sciences pertaining to international
matters in the field of computer sciences and engineering
and relevant to requests from AID, OECD, and similar
organizations and for tours requested from foreign
delegations.

philadelphia
washington
new york
boston

san francisco
london

e s e R e R e
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‘T;r. Anthony G. Oettinger

une 12,
Page 2

Plan of Action:

Finances:

The initial efforts of the Panel will be to segment the inter=
national computer sciences and engineering activities so that
task forces may be assigned to assess and report on the impor-
tance of overseas developments to our country.

A survey will be assembled on significant intergovernmental
activities in the computer sciences and engineering field, for
the Board.

" An actual budget of $20,000 for the formative stages is requested.

Additional grants will be requested as the work becomes more
specific.

Sugegested Panel Members:

It is proposed that initially the Panel consist of six individuals
who are knowledgeable in the international computer sciences and
engineering field. The Panel will be expanded as the missions

are better defined.

The suggested candidates are:

Dr. Willis H. Ware

The RAND Corporation

1700 Main Street

Santa Monica, California 90406
213 393 0411

Dr. Richard Tanaka, Vice President
California Computer Products
305 N. Muller Street
Anaheim, California 92803
714 774 9141

Mr. Benjamin Kessel, Vice President
International Computer & Com=
munications Division
Honeywell, Inc.
60 Walnut Street
Wellesley Hills, Mass. 02181
617 235 7450




AU;RBALH

Dr. Anthony G. Oettinger
June 12, 1970

' Page 3—’

Dr. Herbert Freeman

50 Shelley Lane

Great Neck, New York 11023
516 482 7748

Dr, William F. Atchison, Director
Computer Science Center
University of Maryland

College Park, Maryland 20742

Mr. Harry D. Huskey
Computer Center

University of California
Santa Cruz, California 95060
1

408 429 011

Mr. Hugh P. Donaghue

Control Data Corporation
Facility Code WSAASO

2000 L Street, N. W. = Suite 424
Washington, D. C. 20036

[ ) 202 296 0200

~

Representative from General Electric Company

rom International Business Machines Corporation

Fh

Representative

Sincerely,

/,’_f B

Isaac L. Auerbach
President
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330 WEST 42nv0 STREET, NEW YORK, N.Y. 10036

WILLIAM T. KNOX

VICE PRESIDENT (212) 971-6486

May 11, 1970

Daay Tony :

Wally's Apvi1 “Oth letter emphasizing the opportunity for
retraining physicis in computer science maskes a very good
point, and I, too, wouid like to see something done about it.
All the pub11c and private programs for gradvate training
that I know of are plCdJC&oCd on the assumption that the
student is pursuing at the graduate-level a specialty for
which he has received undcrgr .duate training.

... Hally suggests a small scale, OXpoerontal Federal support
. . program might be .JL&""L;OQ. " xould prefer to see the CSEB push
é}cu}@,prlv tely supported program first. Some of the larger
el ﬁ;prlvate foundations, many of whlch have long been interested
+in education might f1nd a retreading program quite interesting.
( If the program is successful under private auspices, then there
il some reason to houe that it will work under Federal auopiceu,
kﬁﬁtartlnﬁ such a prcgram under Federal auspices might doom it
§ either to failure or gross inefficiencies from the very beginning,
i anﬂ give the whole Ldea of retreading a black eye.
J & -

SR SR Slnoeroly,
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‘ o PRESLUTATION PAPER N CAD/CAI

‘ | The_%ncr_casing interest of industry and government agencies --
particularly the Dzpartment of Dgfensé -~ in Computer Aided Design'and'
Computer A1dud Manufacturing (CAD/CAI) has reached a point where a central
author1tat1ve o%flcc is noeded to serve as a national coord1nat1nq cvnter.
Spocwflca]1y. a group of individuals from 1ndustry that has been uork1nq on

a wide var1ety of CAD/CHH prou]nms would like to exp]otc possible
affiliation with the Computer Research & Engnn ering Board to continue
their quk on such topics as new technoloay, education and management in

- this subject arca.

The backqfounq on the above development involves the gathering
of é group -of specialists to assist the Department of Defense in putting on
' the nétiona] CAD/CAI cozﬁcrénce 'that' was heldé at Davenport, lowa, during
October of 1959. This grdup Was organized into panels, .12 of which coverad
different aspects of CAD/CAM operations. Panel 13 summarized the findinbé
of the twelve panels and Pancl 14 assurzd the respdnsibi]ity for preparing
recommendations thaf wﬁu]d benefit the national CAD/CAl program. One of

these  recommendations expresses the need for a national coordinating centzr..

Panel 14 is the only panel that is still active. It is ﬁadé up
of two representdtives from each of the following engihcering societies and
associations: Hational Security Industrial Associatfon, Mmerican Ordnance
Association, Electronic Indu;tr1es Association, ferospace Industries Associatjon,
the Society of tanufacturing Engineers, and tie qumerical Control Society.
. ‘This group has workcd well together for many months and has been quite
’ effective in acmcvmg its imrediate objactives. It now feels tha need

for communicating and plannina with a knowledgeable permanent group on a series

™~
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of problems which require further attention. These problems exist in areas
. p .

such as training, languages, standards, contracting, etc.

Panel 14 will reat on 1 & 2 of May at Cocoa Beach, Florida, to
further consider selected problems that it believes warrant imnediate
attention. If your reaction to this inquiry is favorable, plans could be

made for more formal discussions and presentations at a future meeting

of the Board, _ | 3 /
. ) . » ' 74 —r
, : -
. '/’
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NATIONAL ACADEMY OF SCIENCES
2101 CONSTITUTION AVENUE
WASHINGTON, D.C. 20418

OFFICE OF THE FOREIGN SECRETARY

June 12, 1970

Mr. Warren House

Executive Secretary

Computer Science and Engineering Board
National Academy of Sciences

Dear Mr. House:

On behalf of the Foreign Secretary, I want to thank you for the
considerable help you gave our Office in regard to the visit of Professors
Denis Leite and Antonio Olinto, the Brazilian computer scientists. The
advice on universities to visit and people to meet was particularly valuablea.
Because of this guidance, the Brazilian scientists were extremely well

received at each institution.

This success has permitted the Office of the Foreign Secretary to
move ahead in the Brazil-U.S. computer science program. Four U.S. computer
scientists have been nominated to serve on the U.S. panel and each has
accepted. Significantly, the four gentlemen were selected from among the
computer scientists met by Professors Leite and Olinto during their trip,
and three have some prior experience in Brazil. The four professors are:

‘ 1. Harry D. Huskey, Chairman of the U.S. Panel, University of California,
Santa (ruz, California.

2. Barry W. Boehm, Mathematician, Rand Corporation, Santa Monica,
California.

3. Bruce Gilchrist, Executive Director, American Federation of Data
Processing Societies (AFIPS), Montvale, New Jersey

4. Michel A. Melkanoff, Chairman, Dept. Computer Science, University
of California, Los Angeles, California.

The status of the program is that these names have just been submitted
to the Brazilian National Research Council, along with the suggestion for the
first meeting of the joint study group in Rio during the week of August 10-15,
1970. :

Again, I thank you and Mr, Kettle for your advice.

Sincerely yours,

0 “ a9 P+ Al
vV N v 4 /4
'James G. Zavistoski
q Professional Associate
Board on Science and Technology
for International Development




