The Lincoln TX-2 Computer Development”

WESLEY A. CLARK Y

INTRODUCTION

HE TX-2 is the newest member of a growing fam-

ily of experimental computers designed and con-

structed at the Lincoln Laboratory of M.I.T. as
part of the Lincoln program for the study and develop-
ment of large-scale, digital computer systems suitable
for control in real time. Although, in general character-
istics and design philosophy, it owes a great deal to its
predecessors, Whirlwind I and the Memory Test Com-
puter, the Lincoln TX-2 incorporates several new de-
velopments in components and circuits, memories, and
logical organization. It is the purpose of this paper to
summarize these new features and to give some idea of
the historical development and general design objectives
of the TX-2 program. Fig. 1 shows TX-2 in its present
development stage.

Fig. 1—The Lincoln TX-0 and TX-2 computers. Foreground: TX-0
console; middle center: TX-0 central computer frame; right rear:
partially completed TX-2 frame showing plug-in unit construc-
tion; left rear: the 256 X256 memory.

History

With the development by Lincoln and IBM en-
gineers of the SAGE computer for air defense, real-time
control computer systems had reached an impressive
level of size, sophistication, and complexity. The highly
successful 64X 64 coincident-current, magnetic-core,
memory array was in operation in the Memory Test
Computer which had given up its earlier 32X 32 array
to Whirlwind. Vacuum tubes abounded in all directions.
It was apparent that the further advances in system
design which could be made by increasing memory size,
eliminating vacuum tubes wherever possible, and or-
ganizing input-output buffering, control, and communi-
cations into more efficient forms, would be well worth-
while.

* The research reported in this document was supported jointly
by the Army, Navy, and Air Force under contract with Mass. Inst
Tech.

t Lincoln Lab., M.L.T., Lexington, Mass.

The development of a 256 X256, switch-driven, mag-
netic-core memory array was begun and the Philco sur-
face-barrier transistor made its appearance. After some
very promising bench experiments with flip-flops and
logic circuits, it became apparent that this transistor
was potentially well-suited to use in large-scale systems
and warranted further study. Accordingly, plans were
laid for a succession of experimental digital systems of
increasing size and complexity which would make pos-
sible the development and evaluation of circuits using
the surface-barrier transistors, and which would lead
to a computer of advanced design that would be capable
of making efficient use of the 256 X256 memory. A

A double-rank shift register of eight stages and con-
taining about 100 transistors was constructed and put
on life-test in April, 1955. It has since been circulating a
fixed pattern almost continuously with no known errors
and no natural transistor failures.

As the next step, it was decided to build a small,
high-speed, error-detecting multiplier and incorporate
marginal checking and other system features. The value
of a multiplier as a preliminary model had been well
demonstrated by the 5-digit system built during Whirl-
wind’s early development. The shift, carry, count, and
complement operations, under closely controlled timing
conditions, were felt to be representative of all of the
operations in the manipulative elements of the type of
computer planned. Accordingly, an 8-bit system using
600 transistors was designed and completed in August,
1955 and has been in nearly continuous operation since.
Operating margins are periodically checked, and in
steady state operation, the multiplier’s error-rate has
been about one every two months, or one error per
5X 10" multiplications at 10° multiplications per second.
Most of these errors appear to have been caused by
cracks in the printed wiring which open intermittently.

During this period, a better idea of the general char-
acteristics of the projected computer began to develop
and the engineers who were designing the 256X256
memory were encouraged to think in terms of a word of
36 bits. The notion of a logically separate input-output
processor was examined and rejected in favor of a mini-
mum buffering scheme in which data is transferred
directly to and from the central memory of the com-
puter. The possibility was recognized of programming
these transfers by means of additional program se-
quences and associated program counters, thus taking
advantage of the extensive facilities of the central ma-
chine itself for processing input-output data.

It was realized that another development step was
desirable before attempting such an elaborate 36-bit
system. The 8-bit multiplier had produced a certain
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measure of confidence and familiarity with circuits,
packaging, and techniques of logical design, but there
remained the problems associated with communicating
with memory units and input-output equipment operat-
ing at vacuum-tube levels over relatively large dis-
tances from a central machine which operated at tran-
sistor levels. It appeared that the memory development,
which had now entered the construction phase, would
also benefit by a preliminary evaluation of the 256 X256
array and its switching, timing, and noise problems in
an operating computer of some kind, possibly with a
reduced word length. It was, therefore, decided to design
and build next a simple machine—in fact, the simplest
reasonable machine—in order to bring about an early
intermediate closure of the various efforts within the
program.

After some thought about the various possible mini-
mal machines, a design was completed in which the word
length would be 18 bits—a graceful half of the projected
final form. We began to refer to this computer as the
TX-0 and to the projected machine as the TX-2. Be-
cause the 256 X256 memory array required 16 bits for
complete addressing, the single-address instruction word
of the TX-0 was left with 2 bits in which to encode in-
structions. The particular set of instructions chosen in-
cluded three which required a memory address (add,
store, and conditional jump) and one which did not. In
this last instruction, the remaining 16 bits were used to
control certain necessary and useful primitive opera-
tions such as clearing and complementing the accumu-
lator, transferring words between registers, and turning
on and off input-output equipment.

The TX-0, equipped with a Flexowriter, a paper-
tape reader, and a cathode-ray tube display system was
completed, except for the memory, in April, 1956.
Twenty planes of the 256X256 memory array were in-
stalled the following August and the TX-0, now con-
taining about 3600 transistors and 400 vacuum tubes,
began to function as a complete computer. Since that
time, it has been used to run a variety of testing and
demonstration programs, and a symbolic address com-
piler and other utility programs have been constructed
and are currently in use.

Not only has the TX-0 served the evaluational pur-
poses for which it was built, but it has also demon-
strated an effectiveness as a usable computer that is
somewhat surprising in view of its simplicity. Its rela-
tively high speed of about 80,000 instructions per sec-
ond and its 65,536-word memory compensate in large
measure for the limitations of its instruction code and
logical structure.

With the successful completion of the TX-0, the final
steps in the development were undertaken in packag-
ing, circuit refinement, and logical design of the TX-2.
A great deal had been learned about the performance of
the transistors and memory, the types of logical circuits
which are practical, techniques of marginal checking,
and the lesser system problems such as color scheme

selection and the proper location of pencil sharpeners.
As design work progressed, the TX-2 took form as a
system of about 22,000 transistors and 600 vacuum
tubes. It is an interesting fact that at each step of the
development since the shift register, the number of
transistors involved was about 6 times the number in
the preceding step. This is graphically shown in Fig. 2.
At the time of writing, approximately 16 million tran-
sistor-hours have accumulated in the shift register,
multiplier, and TX-0. There have been two natural
deaths and a dozen or so violent ones, primarily due to
contact shorting with clip leads and probes.
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memory array, the Lincoln TX-2 has two major and TABLE 1
distinguishing design characteristics: PEAK OPERATING SPEEDS OF TX-2

1) The structure of the arlthme?lc elem'ent can be Word Lesgttis Adididons Multipfications
altered under program control. Each instruction specifies (in bits) per second per second
'a particular form of' machine in which to operate, rang- 36 150,000 80,000
ing from a full 36-bit computer to four 9-bit computers 18 300,000 240,000
with many variations. Not only is such a scheme able to 9 600,000 600,000

make more efficient use of the memory in storing data
of various word lengths, but it also can be expected to
result in greater over-all machine speed because of the
increased parallelism of operation.

Peak operating rates must then be referred to par-
ticular configurations. For addition and multiplication,
these peak rates are given in Table I.

2) Instead of one instruction counter, the TX-2 has
32 such counters which are assigned separately to dif-
ferent users of the computer, who then compete for
operating time from instruction to instruction. A special
part of the machine selects a particular user based

partly on a predetermined priority schedule and partly
on the current needs of that user. This multiple-sequence
operation, in which many essentially independent in-
struction sequences interrupt and interleave one an-
other, is an extension of the breakpoint operation found
in DYSEAC of the National Bureau of Standards.

The value of these features will have to be assessed
during the course of future machine operation. The
features themselves are discussed in more detail in the
next two papers.
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Fig. 2—Steps in the Lincoln TX-2 development program.

DEsiGN OBJECTIVES

In describing design objectives, it should be pointed
out that speed of operation was not the primary consider-
ation to which all other attributes were sacrificed. It
would have been possible, at the expense of a few more
logic circuits, to increase the speed of multiplication,
division, and shift-type operations. Similarly, the opera-
tion of the index register system could have been made
more efficient at the cost of an additional small, fast
memory. The principal objective was rather that of
achieving a balance among the factors of speed, relia-
bility, simplicity, flexibility, and general virtue.

A key aspect is that of expandability which, in an
experimental computer in an active environment, cer-
tainly ranks with the foregoing qualities in importance.
The address structure in the TX-2 permits an expansion
of the memory by about a factor of 4, partly to allow
for new memory developments, such as the transistor-
driven 64X 64 array which was begun following the
completion of TX-0. New instructions and pieces of ter-
minal equipment will certainly be added during the
course of future operation. Extra space and spare plugs
have been artfully distributed about in constructing
the computer frame. Finally, modular construction will
permit a fairly easy physical expansion when required.

The result of all this activity has been a computer of
relatively large capability. In addition to incorporating
high-speed transistor circuits and a large magnetic-core

Discussion

P. C. Miller (Logistics Research): When
several programs are being run simultane-
ously, are there any provisions to prevent
each of the users from stealing another’s
storage space?

Mr. Clark: This is a provision which, of
course, has to be made by the programmer
himself. Actually, suppose we were talking
about the multisequence type machine that
will be discussed in the next paper, I might
mention that there are certain things that we
can't acquire in the control of the program-
mer, if the programmer does try to use the
same area of storage that another program-
mer is using, and there is no way at all
that we are going to try to attempt to de-
tect this.

F. S. Preston (Norden Labs.): What uses
are planned for the TX-2?

Nelson Blachman (Sylvania EDI) and
Howard Bedford (North American Avia-
tion): Will the TX-2 Computer be used in
any manner by the SAGE system?

Mr. Clark: What motivated the com-
puter was an obvious desire to make some-
thing better. Is this a direct part of the
SAGE development? The answer to that is,
“No direct part,” This is a development
project of experimental systems, one of
many development projects at the Lincoln
Laboratory, and the Lincoln Laboratory is,

of course, very deeply involved in the SAGE
program, but no other form of connection
exists. This machine is to be used in simu-
lating physical systems.

W. A. Farrand (Autonetics Div. of
N.A.A., Bellflower, Calif.): I would like to
know what checking methods are used?

Mr. Clark: I am not sure just what
checking methods are meant here. So far as
the circuits go, we check the memory sys-
tem by means of a parity loop; this is a
very simple check. We expect the memory
to be quite reliable in that we do check all
of the core memories with the parity; other-
wise, there is no checking while the machine
is running. We have to check the machine
before the machine is actually doing the
programming, but this will be gone into
later.

L. Kolbo (RAND Corp.): Does this ma-
chine make use of extract and deposit
operations by use of masks?

Mr. Clark: The three floating functions
that I mentioned originally, the and/or
instructions, are not masked instructions;
the only one which is, is the masked stored
instruction, which is not, strictly speaking,
a logical instruction but a digit and memory
substitution type instruction.

W. Heising (IBM): What is the time
to execute typical floating “add” (pro-
grammed)?

Mr. Clark: The reason why we did not
wire floating-point operations into the ma-
chine is because we found that with con-
figuration control it is very easy to program
these instructions. Floating addition, for
instance, takes 7 to 9 instructions, depend-
ing on how many there are going to be of
them, to be actually executed in sequence to
develop in 10 microseconds per instruction.
That is, about 70 microseconds are required
to execute an interpretive floating addition
operation. Multiplication and division are
much shorter: they take 3 or 4 instructions
apiece.

R. Frohman (National Cash Register
Co.): It appears that the TX-2 was well
and thoroughly planned. Could you please
indicate about what amount of time was
spent in preliminary planning?

Mr. Clark: The preliminary planning was
done largely in the previous systems which
were developed. The actual manpower
which went into the design and building of
the computer is roughly broken down: three
engineers doing logical design; three engi-
neers doing the memory work; and three
engineers designing and building the hard-
ware. This is besides shop facilities, drafting
facilities, and a good number of very good
technicians. It was approximately nine
people for one year.
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HisTtory

With the development by Lincoln and IBM en-
gineers of the SAGE computer for air defense, real-time
control computer systems had reached an impressive
level of size, sophistication, and complexity. The highly
successful 64X 64 coincident-current, magnetic-core,
memory array was in operation in the Memory Test
Computer which had given up its earlier 32X 32 array
to Whirlwind. Vacuum tubes abounded in all directions.
It was apparent that the further advances in system
design which could be made by increasing memory size,
eliminating vacuum tubes wherever possible, and or-
ganizing input-output buffering, control, and communi-
cations into more efficient forms, would be well worth-
while.
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The development of a 256 X256, switch-driven, mag-
netic-core memory array was begun and the Philco sur-
face-barrier transistor made its appearance. After some
very promising bench experiments with flip-flops and
logic circuits, it became apparent that this transistor
was potentially well-suited to use in large-scale systems
and warranted further study. Accordingly, plans were
laid for a succession of experimental digital systems of
increasing size and complexity which would make pos-
sible the development and evaluation of circuits using
the surface-barrier transistors, and which would lead
to a computer of advanced design that would be capable
of making efficient use of the 256 X256 memory.

A double-rank shift register of eight stages and con-
taining about 100 transistors was constructed and put
on life-test in April, 1955. It has since been circulating a
fixed pattern almost continuously with no known errors
and no natural transistor failures.

As the next step, it was decided to build a small,
high-speed, error-detecting multiplier and incorporate
marginal checking and other system features. The value
of a multiplier as a preliminary model had been well
demonstrated by the 5-digit system built during Whirl-
wind’s early development. The shift, carry, count, and
complement operations, under closely controlled timing
conditions, were felt to be representative of all of the
operations in the manipulative elements of the type of
computer planned. Accordingly, an 8-bit system using
600 transistors was designed and completed in August,
1955 and has been in nearly continuous operation since.
Operating margins are periodically checked, and in
steady state operation, the multiplier's error-rate has
been about one every two months, or one error per
5 X 10" multiplications at 10° multiplications per second.
Most of these errors appear to have been caused by
cracks in the printed wiring which open intermittently.

During this period, a better idea of the general char-
acteristics of the projected computer began to develop
and the engineers who were designing the 256 X256
memory were encouraged to think in terms of a word of
36 bits. The notion of a logically separate input-output
processor was examined and rejected in favor of a mini-
mum buffering scheme in which data is transferred
directly to and from the central memory of the com-
puter. The possibility was recognized of programming
these transfers by means of additional program se-
quences and associated program counters, thus taking
advantage of the extensive facilities of the central ma-
chine itself for processing input-output data.

It was realized that another development step was
desirable before attempting such an elaborate 36-bit
system. The 8-bit multiplier had produced a certain
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measure of confidence and familiarity with circuits,
packaging, and techniques of logical design, but thére
remained the problems associated with communicating
with memory units and input-output equipment operat-
ing at vacuum-tube levels over relatively large dis-
tances from a central machine which operated at tran-
sistor levels. It appeared that the memory development,
which had now entered the construction phase, would
also benefit by a preliminary evaluation of the 256 X256
array and its switching, timing, and noise problems in
an operating computer of some kind, possibly with a
reduced word length. It was, therefore, decided to design
and build next a simple machine—in fact, the simplest
reasonable machine—in order to bring about an early
intermediate closure of the various efforts within the
program.

After some thought about the various possible mini-
mal machines, a design was completed in which the word
length would be 18 bits—a graceful half of the projected
final form. We began to refer to this computer as the
TX-0 and to the projected machine as the TX-2. Be-
cause the 256 X256 memory array required 16 bits for
complete addressing, the single-address instruction word
of the TX-0 was left with 2 bits in which to encode in-
structions. The particular set of instructions chosen in-
cluded three which required a memory address (add,
store, and conditional jump) and one which did not. In
this last instruction, the remaining 16 bits were used to
control certain necessary and useful primitive opera-
tions such as clearing and complementing the accumu-
lator, transferring words between registers, and turning
on and off input-output equipment.

The TX-0, equipped with a Flexowriter, a papgr-
tape reader, and a cathode-ray tube display system was
completed, except for the memory, in April, 1956.
Twenty planes of the 256 X256 memory array were in-
stalled the following August and the TX-0, now con-
taining about 3600 transistors and 400 vacuum tubes,
began to function as a complete computer. Since that
time, it has been used to run a variety of testing and
demonstration programs, and a symbolic address com-
piler and other utility programs have been constructed
and are currently in use.

Not only has the TX-0 served the evaluational pur-
poses for which it was built, but it has also demon-
strated an effectiveness as a usable computer that is
somewhat surprising in view of its simplicity. Its rela-
tively high speed of about 80,000 instructions per sec-
ond and its 65,536-word memory compensate in large
measure for the limitations of its instruction code and
logical structure.

With the successful completion of the TX-0, the final
steps in the development were undertaken in packag-
ing, circuit refinement, and logical design of the TX-2.
A great deal had been learned about the performance of
the transistors and memory, the types of logical circuits
which are practical, techniques of marginal checking,
and the lesser system problems such as color scheme

selection and the proper location of pencil sharpeners.
As design work progressed, the TX-2 took form as a
system of about 22,000 transistors and 600 vacuum
tubes. It is an interesting fact that at each step of the
developmenu since the shift register, the number of
transistors involved was about 6 times the number in
the preceding step. This is graphically shown in Fig. 2.
At the time of writing, approximately 16 million tran-
sistor-hours have accumulated in the shift register,
multiplier, and TX-0. There have been two natural
deaths and a dozen or so violent ones, primarily due to
contact shorting with clip leads and probes.
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Fig. 2—Steps in the Lincoln TX-2 development program.

DEesioN OBJECTIVES

In describing design objectives, it should be pointed
out that speed of operation was not the primary consider-
ation to which all other attributes were sacrificed. It
would have been possible, at the expense of a few more
logic circuits, to increase the speed of multiplication,
division, and shift-type operations. Similarly, the opera-
tion of the index register system could have been made
more efficient at the cost of an additional small, fast
memory. The principal objective was rather that of
achieving a balance among the factors of speed, relia-
bility, simplicity, flexibility, and general virtue.

A key aspect is that of expandability which, in an
experimental computer in an active environment, cer-
tainly ranks with the foregoing qualities in importance.
The address structure in the TX-2 permits an expansion
of the memory by about a factor of 4, partly to allow
for new memory developments, such as the transistor-
driven 64X 64 array which was begun following the
completion of TX-0. New instructions and pieces of ter-
minal equipment will certainly be added during the
course of future operation. Extra space and spare plugs
have been artfully distributed about in constructing
the computer frame. Finally, modular construction will
permit a fairly easy physical expansion when required.

The result of all this activity has been a computer of
relatively large capability. In addition to incorporating
high-speed transistor circuits and a large magnetic-core
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memory array, the Lincoln TX-2 has two major and
distinguishing design characteristics:

1) The structure of the arithmetic element can be
altered under program control. Each instruction specifies
a particular form of machine in which to operate, rang-
ing from a full 36-bit computer to four 9-bit computers
with many variations. Not only is such a scheme able to
make more efficient use of the memory in storing data
of various word lengths, but it also can be expected to
result in greater over-all machine speed because of the
increased parallelism of operation.

Peak operating rates must then be referred to par-
ticular configurations. For addition and multiplication,
these peak rates are given in Table I.

2) Instead of one instruction counter, the TX-2 has
32 such counters which are assigned separately to dif-
ferent users of the computer, who then compete for
operating time from instruction to instruction. A special
part of the machine selects a particular user based

TABLE 1
PEAK OPERATING SPEEDS OF TX-2

Word Lengths Additions Multiplications
(in bits) per second per second
36 150,000 80,000
18 300,000 240,000
9 600,000 600,000

partly on a predetermined priority schedule and partly
on the current needs of that user. This multiple-sequence
operation, in which many essentially independent in-
struction sequences interrupt and interleave one an-
other, is an extension of the breakpoint operation found
in DYSEAC of the National Bureau of Standards.

The value of these features will have to be assessed
during the course of future machine operation. The
features themselves are discussed in more detail in the
next two papers.

Discussion

P. C. Miller (Logistics Research): When
several programs are being run simultane-
ously, are there any provisions to prevent
each of the users from stealing another’s
storage space?

Mr. Clark: This is a provision which, of
course, has to be made by the programmer
himself. Actually, suppose we were talking
about the multisequence type machine that
will be discussed in the next paper, I might
mention that there are certain things that we
can’t acquire in the control of the program-
mer, if the programmer does try to use the
same area of storage that another program-
mer is using, and there is no way at all
that we are going to try to attempt to de-
tect this.

F. S. Preston (Norden Labs.): What uses
are planned for the TX-2?

Nelson Blachman (Sylvania EDI) and
Howard Bedford (North American Avia-
tion): Will the TX-2 Computer be used in
any manner by the SAGE system?

Mr. Clark: What motivated the com-
puter was an obvious desire to make some-
thing better. Is this a direct part of the
SAGE development? The answer to that is,
“No direct part,” This is a development
project of experimental systems, one of
many development projects at the Lincoln
Laboratory, and the Lincoln Laboratory is,

of course, very deeply involved in the SAGE
program, but no other form of connection
exists. This machine is to be used in simu-
lating physical systems.

W. A. Farrand (Autonetics Div. of
N.A.A., Bellflower, Calif.): I would like to
know what checking methods are used?

Mr. Clark: I am not sure just what
checking methods are meant here. So far as
the circuits go, we check the memory sys-
tem by means of a parity loop; this is a
very simple check. We expect the memory
to be quite reliable in that we do check all
of the core memories with the parity; other-
wise, there is no checking while the machine
is running. We have to check the machine
before the machine is actually doing the
programming, but this will be gone into
later.

L. Kolbo (RAND Corp.): Does this ma-
chine make use of extract and deposit
operations by use of masks?

Mr. Clark: The three floating functions
that I mentioned originally, the and/or
instructions, are not masked instructions;
the only one which is, is the masked stored
instruction, which is not, strictly speaking,
a logical instruction but a digit and memory
substitution type instruction.

W. Heising (IBM): What is the time
to execute typical floating “add” (pro-
grammed)?

Mr. Clark: The reason why we did not
wire floating-point operations into the ma-
chine is because we found that with con-
figuration control it is very easy to program
these instructions. Floating addition, for
instance, takes 7 to 9 instructions, depend-
ing on how many there are going to be of
them, to be actually executed in sequence to
develop in 10 microseconds per instruction.
That is, about 70 microseconds are required
to execute an interpretive floating addition
operation. Multiplication and division are
much shorter: they take 3 or 4 instructions
apiece.

R. Frohman (National Cash Register
Co.): It appears that the TX-2 was well
and thoroughly planned. Could you please
indicate about what amount of time was
spent in preliminary planning?

Mr. Clark: The preliminary planning was
done largely in the previous systems which
were developed. The actual manpower
which went into the design and building of
the computer is roughly broken down: three
engineers doing logical design; three engi-
neers doing the memory work; and three
engineers designing and building the hard-
ware. This is besides shop facilities, drafting
facilities, and a good number of very good
technicians. It was approximately nine
people for one year.
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A Functional Description of the
Lincoln TX-2 Computer”

J. M. FRANKOVICHT anp H. P. PETERSON+{

INTRODUCTION

HE TX-2 is a large scale digital computer de-
Tsigned and built at the Massachusetts Institute of

Technology Lincoln Laboratory utilizing new
memory and circuit components and some new logical
design concepts. The computer will be applied as a re-
search tool in scientific computations, and in data-
handling and real-time problems. The design of the com-
puter reflects not only the characteristics of the com-
ponents available, but also the nature of the intended
applications. This paper explains the functional and
organizational aspects of the computer which are im-
portant from the user’s point of view.

GENERAL STRUCTURE OF TX-2

TX-2 is a parallel binary computer with a 36-digit
word length. The internal memory is all random-access
and will initially consist of 69,632 registers of parity
checked magnetic-core memory and about 24 additional
toggle switch and flip-flop registers. About 150,000 in-
structions can be executed per second. Instructions are
of the indexed single-address type, and a fixed-point,
signed-fraction, one’s complement number system is
used.

Several unusual ideas incorporated in the system
organization reduce the amount of information unneces-
sarily manipulated during program sequences. Further-
more, the system organization facilitates the execution
of several operations simultaneously, thereby increasing
the effective speed of the computer.

The principal registers and information paths in the
computer are illustrated schematically in Fig. 1.
4, B, C, D, E, F, M, and N are the 36-bit flip-flop
registers in the machine. M and N are memory buffer
registers, each of which has a parity flip-flop and asso-
ciated circuitry used to check the parity of memory
words. P, Q, and X are 18-digit registers; X also has a
parity digit which is used to check the parity of words
in the X memory. Control flip-flops are not shown in
Fig. 1.

Instructions are full memory words and are placed in
the Control Element during the instruction memory
cycle. During the operand memory cycle, an operand is
usually transmitted between the Memory Element and
some other element—always through the Exchange

* This research was supported jointly by the Army, Navy, and
Air Force under contract with the Mass. Inst. Tech., Cambridge,
Mass.

1 M.L.T. Lincoln Lab., Lexington, Mass.
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Fig. 1—TX-2 system schematic, showing the principal registers and
transfer paths.

Element. The 36-digit configuration of the memory is
not, however, maintained throughout the computer
during operation timing. A programmer can, in effect,
control several independent, shorter operand word
length computers simultaneously during the execution
of each instruction. This flexibility is realized by speci-
fying a particular system configuration with each
instruction.

The computer communicates with the outside world
through units in the In-Out Element, several of which
can be simultaneously operated. Whenever an input or
output information transfer can occur, signals to the
Program Element from the In-Out Element automati-
cally call into operation the associated instruction se-
quence. This multiple-sequencing aspect of the computer
will not be described in this paper.!

ISJ. W. Forgie, “The Lincoln TX-2 in-out system,” this issue-
p. 156.
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MEeEMORY ELEMENT

The availability of a large, fast, core memory for
TX-2 permitted an emphasis on the design of a machine
with an all random-access memory which could be as
large as 262,144 words. The homogeneous aspect of so
large a memory system simplifies the programmer’s
coding problems and permits continued high-speed
operation regardless of the program location in the in-
ternal memory.

The TX-2 Memory Element (see Fig. 2) is divided
into four independently operating memories, each con-
taining up to 65,536 36-digit words. The operating speed
of TX-2 is determined by the cycle time for the mem-
ories: the 65,536-word S Memory is expected to have a
cycle time of between six and seven microseconds; and
the 4096-word T" Memory, a cycle time between five and
six microseconds. Both memories are parity checked.

=8 iz
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Fig. 2—TX-2 Memory Element. Two address and two buffer registers
are used to permit simultaneous operation of any two of the four
memories.

Although the U Memory currently is not specified, it
may contain a 4096-word core memory in the initial
system. The V Memory consists of 8 flip-flop registers
in the central machine and 16 toggle switch registers
which contain the program sequence executed whenever
the START button on the operator’s console is pushed.
The contents of the toggle switch registers can be used
as instructions or operands, but naturally cannot be

altered by a program. The six 36-bit registers 4, B, C,
D, E, and F are also part of the VV Memory but their
contents can be used only as operands during the execu-
tion of an instruction. The programmer has, in a limited
sense, a two address instruction machine when he refers
to these registers in load and store type instructions. The
other two flip-flop registers in the V' Memory are a 60-
counts-per-second clock and a random-number register.

When an instruction calls for the storing of an oper-
and in memory, the operand memory cycle can be ex-
tended up to two microseconds. The extension occurs
between the time that the memory register is read and
the time that it is rewritten. During this extension time
the memory register transfers in the central computer
take place, the parity of the word read from memory is
checked, and the parity of the new memory word com-
puted. Because the extended cycle is less than the two
complete cycles traditionally used for word-modifying
instructions, an increase in computing efficiency is
realized.

The P Register in the Program Element specifies the
location of an instruction in memory and the N Register
in the Control Element holds the instruction after it has
been read from memory. The two leftmost digits of P
select the memory system from which the instruction
word is to be obtained; the right 16 digits address the
word within the memory. Similarly, the Q Register lo-
cates the operand in one of the memory systems, the
operand being placed in M.

CONTROL AND INDEXING

An instruction word read into NN has the structure
shown in Fig. 3. The first two digits of the word specify
information to the In-Out Element, and the four ¢f
digits specify the computer configuration. The interpre-
tation of the & and d digits is not discussed here.? The
¢f digits will be discussed later.

The operation code for the instruction is specified by

IN—OUT BREAK & DISMISS BITS PERMIT
CHANGE OF PROGRAM SEQUENGE

CONFIGURATION NUMBER SELECTS ONE OF 16 SYSTEM
/CONFIGURATIONS (PERMUTATION, ACTIVITY, COUPLING)

A~
b| dl4 cf op j ; y
1 {1 6 6 18
OPERATION/ \INDEX OPERAND MEMORY
CODE OF MEMORY ADDRESS (USUALLY
INSTRUCTION WORD ADDRESS INDEXED)
e : >
S
INDEXED OPERAND ADDRESS Y=y+(j)
Fig. 3—TX-2 instruction word layout.
2 Jbid.
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the six op digits. On simple load and store type instruc-
tions these six digits are further subdivided intotwo
groups of three. The first group determines the operation
and the second specifies the register in the central com-
puter which is being loaded or whose contents are being
stored.

The base address for the operand, formed by the 18 y
digits, is usually modified by the contents of the index
register selected by the six j digits. The index registers
form a unique 64-register, parity-checked core memory
which has a 1 microsecond access time. The contents of
the specified index register is read into the X Register
of the Program Element via the paths indicated in Fig.
4. The base address and the index are fed into a full
adder circuit which produces the sum, Y=y4-(j), in
about 1 microsecond. The over-all complexity of the
Program Element was reduced by having the adder pro-
duce both the sum, Y, and the unmodified base address,
y; either of these quantities can be directed to the
operand memory address register . Whenever the
zeroth index register is chosen, the adder produces only
the unmodified base address. The effect is the same as
having the index register contain zero, so the pro-
grammer can avoid index modification altogether.

The instruction memory address register P normally
is indexed by one as each instruction is executed, but
jump instructions may cause the output of the index
adder to be directed to P. The adder also provides a com-
munication path for index jump instructions from the
X Memory to the Memory Element by way of the
Exchange Element.

ARITHMETIC ELEMENT

The registers and sufficient basic operations in the
Arithmetic Element (AE) to implement addition, multi-
plication, division, shift, and various logical operations
are shown in Fig. 5. Operation timing for most of the
TX-2 instructions is also performed in the AE.

The design of the AE reflects the desire to attain high-
speed operation for TX-2 even when long-time instruc-
tions are being performed in the AE. The only instruc-
tions which require more than a memory-cycle time for
execution are those which involve shifting. These are,
for example, multiply, divide, shift, and normalize. For
this reason the AE contains a sufficient number of
storage registers to permit these instructions to be car-
ried out in the AE while the remainder of TX-2 is freed
to perform other instructions.

The four registers in the AE can each communicate
with the E Register in the Exchange Element and thus
with the Memory Element. As mentioned earlier, these
registers are addressable as part of the V' Memory
System. Therefore, programmers have access to the re-
sults in any register of an AE computation.

The AE registers, designated by 4, B, C, and D, are
described on the next page.
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Fig. 4—TX-2 Program Element, determining the instruction and
operand memory addresses, performing X memory operations.
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Fig. 5—TX-2 Arithmetic Element, showing the circuits
and transfer paths for AE operations.
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The A Register accumulates the results of all the
arithmetic operations except division for which it holds
the remainder. It holds one of the operands and accumu-
lates the results of the three logical operations (AND,
INCLUSIVE OR, EXCLUSIVE OR) which, it should
be noted, are bit-wise operations. The information in
the A Register can also be shifted (i.e., multiplied by
some positive or negative power of two) or cycled (i.e.,
shifted, without preserving the special significance of
the sign bit, as in a closed ring).

The B Register serves as an extension of A during
multiplication, certain shifts and cycles, and, in a sense,
during division when the least significant digits of the
double-length dividend are stored in B. The resulting
quotient then appears in B. Moreover, the information
in B can be shifted or cycled independently of 4. In
multiplication, the multiplier originally in 4 is trans-
ferred via parallel paths directly into B (where the least
significant digit then controls the operation).

The C Register stores the partial carries during arith-
metic operations, most important during multiplication
as described later. Since these partial carries are actually
bit-wise logical products (AND), C is also used to ac-
cumulate logical products.

The D Register holds the multiplicands, divisors, ad-
dends, and one of the operands for the logical operations.
It also holds the numbers which control the shifting and
cycling of A and B, namely the number of places, up
to 72, and the direction, right or left. The facility of D
to count is used also in accumulating the results of the
normalizing of 4 and counting ones in 4.

Besides the above mentioned facilities, each of the
AE registers can be complemented, which allows sub-
tractions to be done.

AE CiIrcuiTs

There are four Add One circuits on D, so that different
parts of A and B can be controlled separately and
simultaneously. For simplicity, just one 4dd One circuit
is shown in Fig. 5. These Add One circuits use the simul-
taneous carry principle, permitting one count to occur
every 0.4 microsecond. Each can count up to 127.

The Logical Product circuit of 4 and D into C and the
Sum Modulo 2 (EXCLUSIVE OR) circuit of 4 and D
into A when used at the same time are called a Partial
Add. When the Complete Carry circuit is activated after
a Partial Add, the result is a full addition of D and 4
into 4. The Complete Carry circuit uses the high-speed
carry principle and takes about 1.5 microseconds for 36
bits.

The Partial Carry and Shift Right circuit is also
known as “multiply step” and was, we believe, first used
on Whirlwind I. As used in multiplication, this circuit
obviates the need for a full addition for each “one” in
the multiplier. Carries are propagated only one stage
during each step except the last when a complete carry

is executed. This iterative process takes about 16 micro-
seconds in the worst case for a full 36-digit multiplica-
tion. The iterative process for division, on the other
hand, requires a complete addition at each step and
consequently takes about 72 microseconds in the worst
case.

Two features of the AE control ought to be mentioned
here. A 7-bit step counter, like the Add One circuit on
D, is used to control multiplication and division and to
limit the shifting in normalizing and the cycling in
counting “ones.” A flip-flop signifying overflow during
addition and division is also used to remember the sign
of the product during multiplication and the sign of the
quotient during division. If a division overflow occurs,
the sign is replaced by the overflow state and the
quotient is lost.

Control of the Arithmetic Element is independent of
the rest of the machine, thus providing the time-saving
device of continuing to execute non-AE instructions
while AE is performing one of the longer shift operations
or a division.

SysTEM TIMING

In part, the high speed of TX-2 is attained by over-
lapping the operation of as many components as is
logically possible without incorporating large amounts
of circuitry. The time-consuming cyclic operations in
an indexed single-address computer are the instruction-
memory cycle, the index-memory cycle, the index-addition
time, the operand-memory cycle, and the operation
timing. These cycles occur in the mentioned sequence
during the execution of ordinary instructions.

Several asynchronous “clocks” which use a 5-mega-
cycle pulse source control the various cycles. The in-
struction and operand memory cycles can be overlapped
if they take place in different memory systems.

The overlap of these cycle times for a sequence of load
type instructions is illustrated in Fig. 6(a). Here dif-
ferent instruction and operand memories with roughly
equal cycle times are assumed. If a sequence of store
type instructions is executed which requires extended
memory cycles for the operand, then the situation
shown in Fig. 6(b) results. Fig. 6(c) shows the time used
when both the instruction and the operand are in the
same memory.

“Peak” operating speed for the computer is attained
only in Fig. 6(a); additional circuitry could improve
Fig. 6(b) and Fig. 6(c), but only at considerable cost.
It is interesting to note that if the computer is to run
at peak speeds, the address of the operand used by the
current instruction must be available before the earliest
moment at which the next instruction memory cycle
could begin. If the total accumulated time from the be-
ginning of an instruction memory cycle until the time
that the address of the operand is known is greater than
the instruction memory cycle time, then the computer
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cannot run in the ideal manner shown in Flg 6(a). This
means that the access time of all memories, and the
index add time must be kept as short as possible.

Fig. 6(d) depicts the timing of events when the In-
Out Element causes a change in program sequel?c.e by
changing the contents of the P register. The. addltIOflal
X Memory cycles which must be performed in carrying
this out produce a timing situation simil'ar to that of the
X Memory load and store type instructpns._

The operation timing for an instruction is executed
when the operand is available from memory. Only. the
Arithmetic Element step counter iIlStI‘L.ICtIOIl'S, _multlply,
divide, shift, etc., require an operating tlmll.lg cyc!c
longer than a memory cycle. Since only .the Arithmetic
Element is tied up when these instructions occur, the

Control Element permits any non-Arithmetic-Element
instruction to be executed while the AE is busy. Division
takes up to 75 microseconds, so the programmer can
write as many as 14 non-AE instructions following a
divide, all of which can be executed before the division
is completed.

CONFIGURATION

The design of a general purpose computer must neces-
sarily reflect the contradictory demands for both short
and long word lengths, floating and fixed point arith-
metic operations, and a multitude of logical and decision
instructions. The computer should be able to process
information at an optimum rate in a variety of problems
without the need for intricately coded programs. This
ability should be achieved without excessively complex
and costly circuitry.

The full 36-digit word in TX-2 represents a reasonable
length for operands in some numerical computations,
notably scientific and engineering computations.
Though floating point arithmetic operations are not
included in the instruction code, both they and multiple-
precision operations can be easily synthesized by means
of the existing instructions. The logical instructions in
the code facilitate operations on individual digits, but
also, a configuration which the programmer specifies
anew with each instruction permits him to perform
arithmetic operations on operands which are less than
36 digits long. When such is the case, several shorter
operands can be manipulated simultaneously.

The four ¢f digits in an instruction word (see Fig. 3)
are decoded as shown schematically in Fig. 7. The con-
tents of the selected one of 16 9-digit configuration
words are placed in a flip-flop register whose output
levels determine a static configuration for the entire
computer during the execution of the instruction. The
contents of the first twelve registers are specified by a
notation whose meaning will be clarified in the follow-
ing discussion.

The full 36-digit word length is always maintained for
instruction words, but during operation timing, every
36-digit register in the Memory, Exchange, and Arith-
metic Elements is considered broken into four 9-digit
quarters [numbered from 1 to 4, from right to left as in
Fig. 8(a)]. While the instruction is being executed,
these quarters are recombined on the basis of the con-
figuration.

Parallel register transfers are the usual means for
moving information about in the machine. The EE
permutation digits select one of the four permutations
PO, P1, P2, or P3 as defined in Fig. 8(b). The chosen
permutation effects the corresponding cross-communi-
cation paths between the quarters of the E and M
registers of the Exchange Element. As operands are
transmitted through the EE, the quarters of the word
follow the set of paths determined by the selected per-
mutation. The result is that the operand is shifted 9%
places to the left as it moves from M to E or 97 places
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to the right as it moves from E to M, n=0, 1, 2, or 3.
Thus the programmer can have any quarter of the AE
communicate with any quarter of the ME.

This communication ability is focused more sharply
by having the configuration specify a system activity. All
operation timing events in a given quarter of the AE
and EE and the quarter of the ME connected via the
selected permutation path in the EE are controlled by
the activity flip-flop of that quarter. If the activity
flip-flop of a given quarter holds a “one,” as specified by
the configuration, then the operation timing events of

lateral information paths between quarters in the AE.
Information flows laterally only through the shift and
the carry circuits, and the connection of these circuits
alone determines the word length of the numerical
quantities manipulated in the AE.

In Fig. 9(a) (next page) every quarter of the AE has
coupling units at each end which receive the shift and
carry information entering the quarter. The general
type of connections among several quarters is shown in
Fig. 9(b). The digit length of operands during add and
shift operations is determined by the number of quarters
coupled together. In TX-2 from one to four quarters
can be coupled together to permit arithmetic operations
on 9, 18, 27, or 36-digit operands. The various combina-
tions of coupling unit connections actually chosen by
the AE coupling are symbolized in Fig. 9(c). Since
A-register, B-register, and AB-register shifts are per-
mitted in the Arithmetic Element, the programmer can
obtain 18, 36, 54, or 72-digit shifts. All the possible shift
(and cycle) configurations are shown in Fig. 9(d).

Only those inputs to the coupling units which would
vield useful arithmetic element structures are realized
by the AE coupling. It should be emphasized that the
programmer can realize several arithmetic elements
simultaneously. The coupling (36) gives only one 36-bit
AE, but the coupling (18, 18) gives two complete, inde-
pendent 18-bit arithmetic elements which are separately
but simultaneously controlled by the instruction being
executed. Two arithmetic elements are again available
with the coupling (27, 9), one 27 bits and the other 9 bits
long, and the (9, 9, 9, 9) case gives four 9-bit arithmetic
elements. The permutation paths in the Exchange Ele-
ment permit each arithmetic element to communicate
with any quarter of a memory word and the activity
flip-flops can specify just which of the realized arith-
metic elements will actually be active and in active
communication with the connected part of memory.

In Fig. 10, several examples are given of the different
configurations which can be realized in TX-2. The most
straightforward configuration has one 36-digit arith-
metic element and communicates directly with memory.
The notation (PO, 36) signifies the permutation (no
shift) and the form of the arithmetic element (one 36-
digit). The underlining indicates that the whole system
is active. Slightly more varied is the (P0, 9, 9,9, 9) con-
figuration which specifies four 9-digit arithmetic ele-
ments communicating directly with memory, but with
only two of them active. The (P2,9,9,9, 9) configura-
tion has the same arithmetic elements but with the asso-
ciated memories interchanged. The (P2, 18, 18) con-
figuration illustrates an 18-digit arithmetic element
which uses the “other” half of memory.

One of the 9 configuration digits is at the moment
unused, but will probably be used to. control the ex-
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tension of the sign of numbers as they pass through the
EE on the way from the ME to the AE. The scheme
presently under consideration would permit program-
mers to add, for example, a 9-digit memory operand to
an 18-digit arithmetic element. This scheme would per-
mit closer packing of operands'in memory and signifi-
cantly increase the speed of solving some real-time prob-
lems, where short data words need to be extended so
higher precision can be maintained during computations.
Working details of the scheme have yet to be fixed.
The configuration memory from which the program-
mer chooses a configuration for use with each instruc-
tion was shown in Fig. 7. Twelve of the configuration
memory registers are fixed circuitry whose contents
cannotrbe changed WithOUt. changing the wiring of the
computer. These configurations are assumed to be ones
which will be useful to most programmers. The last four
registers in the memory consist of the 36 digits of t_he
F register. As will be seen the programmer can quite
simply alter the contents of this register and thereby
obtain any of the (less than 2°) possible configurations.

\
m§§ t t [t:1 XXX /™ 7 7
\\\‘\\\\\}Q}\\\\\\\\\\\\\\\ 7//41497//5 A
e R == i el
E N // 7
N QAN D) N
Ll & [0 ] [0 [ [
(©) (d)

Fig. 10—Illustrative example of different configurations. Areas of ac-
tivity during execution of instruction are shown shaded. Effects
of AE coupling are shown by juxtaposition. (a) (P0, 36) configu-

ration. (b) (PO, 9, 9,9, g) configuration. (c) (P2, 18, @) configu-
ration. (d) (P2. 9, 9,9, _9_) configuration.

InsTrRUCTION CODE

Of the 64 possible operation codes, only 51 are cur-
rently decoded to define instructions. In Table I (oppo-
site) the effect of each instruction is described. If several
computers are defined by the configuration, then the ef-
fect occurs in all of them simultaneously and independ-
ently. The notation used in the definition of the operation
is described in Table IT (p. 154).

The instructions are grouped according to type. Load
and store type instructions simply effect an operand
transfer between the selected register and memory. The
load complement instructions are variants which load
the one’s complement into the specified registers. Ex-
change simply interchanges the contents of 4 and the
indicated memory register. The insert instruction allows
any set of bits in 4, as specified by the bits in B, to be
stored in memory. In the index memory load and store
instructions, the j bits select the index register involved
so the operand address is not modified.

All of the add and step-counter instructions can also
be classed as load type instructions in so far as the
operand memory cycle is concerned. The multiply in-
struction forms the full product in the 4 and B registers.
Division is the inverse of multiplication, the double
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TABLE 1
Type Mnemonic Code Operation Name I
Ida A Load into 4
1db B Load into B
Idc '8 Load into C
1dd (7)—{D Load into D

Load lde E Load into E
1df F Load into F
Ica 6%) A Load complement into 4
Icb ()— B Load complement into B
1dx ) —j Load into index
sta (4) Store A
stb (B) Store B
stc (€) Store C
std (D) —Y Store D
ste (E) Store E
tf (F) Store F

e :xa (Y) ——>A} Exchange 4

(4)-Y
ins (B) & (4) v(B) & (Y)Y Insert digits of 4
stx () —y Store index
add (4) + ()4 Add
sub 4) + (¥) -4 Subtract
dma [(A) ]| +(Y)]|—4 Difference of magnitude
and 4) & (Y)—-4 Logical and ? ;
ori (4) v (YY) -4 Logical or—inclusive

Add (4) & (Y) —4 : 3
ore { 4) & (¥)v(C)—C Logl(:al or—exclusive (and accumulate product)
axm D+ )—y Add index to memory
amx @D+—7 Add memory to index
sbo 1-Y; Set j-th bit one

Set bit sbz 0-Y; Set j-th bit zero
sbe (Y)—-Y; Set j-th bit complement
mul (A)X(Y)—AB M_ul_tiply
div (AB) +(Y)—[A (remainder) Divide

B (quotient) "
sha (4) A Shift 4
sab (AB) XZ(Y)—R(AB Shift AB together
shb (B) BA ghiflt 1?4
-C (4) ycle

Beplugat (C;Zg (AB)} cyc(Y)—<A4B Cycle AB together
cyb (B) B Cycle B
nab (AB)X2"—AB Normalize AB

(Y)—nf —D
coa (Y)4+no —-D Count ones in 4

. rds (Y)—I0 Read and shift
(I0-Y .
In-out rdn (Y)—IO Read without shift

(I0-Y
jpe If (E;) =1, then y—>P Jump if j-th bit of E is a one »
ipp If any (4)>0 Jump if the contents of any 4 is positive
jpn If any (4)<0 Jump if the contents of any 4 is negative
1pz If any (4)=0;then Y—P Jump if the contents of any 4 is zero
jpo If any (4) .

Jump overflowed Jumop if the contents of any 4 has overflowed
jXp If (7)>0, then (j) —¢f—j, y—P Jump if index positive and decrease index
jxn If (7)<O0, then (j) 4c¢f—4, y—P Jump if index negative and increase index

If ¢f =1, 3, then (P)+1—j iy
jpu If ¢f=0, 1, then y—P Jump unconditionally
If ¢f=2, 3, then Y—P

Misc. ios In-out select

opr Operate

length dividend in 4 and B being divided by the mem-
ory operand. The remainder is left in 4 and the quotient
in B. Normalize shifts the contents of 4 and B left until
the magnitude of the number in 4 is between one-half
and one. The number of shifts to do this, the normalizing
factor, is subtracted from the memory operand in D. The

shift and cycle instructions use the memory operand,
rather than the address section of the instruction, to
specify the number of places to shift. This is necessary
since more than 18 bits are required to specify all the
possible shifts for the (9, 9, 9, 9) configuration. The
count ones instruction adds the number of bits in 4
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TABLE II
Notation Meaning
— goes into
(x) contents of x
Y=y4() indexed memory address
IQ_)( magnitude of (x)
(x) one'’s complement of (x)

logical and operation

v inclusive or operation

@ exclusive or operation

+ one’s complement addition
nf number of shifts to normalize
no number of ones

¥ j-th digit of register V'

which are ones to the memory operand in D. This pro-
vides a simple means for determining bit density in
areas of storage, since the one’s count for several words
can be accumulated in D.

The two replace add instructions, using the index
memory, facilitate instruction and index modification.
Both require two memory cycle times for execution.

The two in-out read instructions transmit information
between the memory and the selected in-out unit. The
details of these and the in-out select instruction are
given in another paper.

Single bits in memory can be manipulated with the
three bit-setting instructions. The bit-sensing instruc-
tion facilitates the use of single bits in memory as
operands.

The variety of jump instructions available simplifies
the coding of logical decision functions. The two-index
jump instructions permit indexed program loops to refer
successively in either the forwards or backwards direc-
tion to operands in a data block. The unconditional
jump instruction uses the ¢f digits to specify whether the
selected index register will be used to remember the
previous contents of P. These contents are always trans-
mitted to the E register whenever a jump occurs.

Arithmetic overflows can be caused by addition,
subtraction, and division instructions. Such overflows as
do occur are remembered in overflow flip-flops in the
arithmetic element. The overflow condition can be de-
tected by a jump instruction, or by the in-out element
in a manner described in another paper. If an overflow
is anticipated, however, it can be shifted into the 4
register by executing a normalize instruction. A normal-
ize usually shifts A B left, but if an overflow exists 4B is
shifted right one place, and the overflow placed in the
most significant digit position of A to the right of the
sign digit. The memory operand is increased by one in
the D register, when this occurs, rather than decreased.
This interpretation of an overflow permits floating-point
operations to be programmed quite simply in the arith-
metic element. The in-out select and operate instruc-
tions differ from all the others in the sense that the y
digits are used to specify different operations. In-out
select chooses the mode in which an in-out unit will run.

The operate instruction will control individual useful
commands, as for example, round-off.

INsTRUCTION TIMES

The average execution time for instructions depends
upon whether one memory or two different overlapped
memories are used for instructions and operands. In the
latter case the average time is the longer of the instruc-
tion memory and the operand memory cycle times, and
in the first case the sum of the two cycle times. It
should be remembered that any instruction which in-
volves storing an operand in memory has the normal
operand memory cycle time extended by from one to
two microseconds. Instructions which alter or transfer
the contents of index memory registers, require approxi-
mately two normal memory cycles even when instruc-
tion and operand memory cycles are overlapped.

Successive step counter instructions require a time
which depends upon the length of the longest active
arithmetic element. In the case of multiply, divide, and
count ones, this time is a function of the operand word
length only, but the shift, cycle, and normalize times
depend upon the number of places actually shifted. Di-
vide requires about 2 microseconds per digit and all
other step counter instructions 0.4 microsecond per
digit. These shift times become significant only when
they exceed the one or two memory cycles already re-
quired. In the worst 36-digit case about 75 microseconds
is required for division and 19 microseconds for multi-
plication. A 72 place shift would take 32 microseconds.
These are the times required for these instructions when
they are written in sequence. If the operand word length
is shorter, then these times become proportionally less,
down to the minimum memory times required.

CONCLUSION

The organization of TX-2 permits a programmer to
pay considerable attention to coding details and receive
a worthwhile reward in the form of increased efficiency
of operation. The operating speed can be doubled when
instructions and operands are stored in different mem-
ories. Further increases result by the sequencing of in-
structions so that non-Arithmetic-Element instructions
are executed concurrently with AE step-counter in-
structions. And the ability to choose a configuration
with each instruction means not only that some instruc-
tions take less time, but also that many of them can be
eliminated from a program altogether.

However, this versatility and efficiency is not accom-
panied by a disastrous loss in simplicity. The system
organization is such that details can be easily ignored by
the naive programmer, without the details having even
subtly obtrusive effects. If all the digits in an instruction
word are zero except for the operation code and the base
address, then TX-2 appears as a simple singlé address

36-bit operand word computer with a single, uniformly
addressed 70,000 word memory.

If the j bits are used, then the machine is enlarged to
become an indexed single-address 36-bit operand word
computer for which the entire instruction code is mean-
ingful. When the b and d bits are used, then the pro-
grammer can control the manner in which several in-out
units running concurrently can cause program sequence
changes. And by selecting various configurations the
programmer can perform more operations simultane-
ously with each instruction.

The different facilities for indexing, memory overlap,
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instruction overlap, multiple-sequencing, and con-
figuration can be ignored or used as the programmer de-
sires. Ignoring them would seem to permit straight-
forward coding; using them actually permits much
shorter and faster codes for a given function. Each facil-
ity is easily represented by a clear conceptual picture of
what the facility permits, the only real difficulty being
the greater number of simultaneous actions possible
with each instruction. However, higher speeds and
greater system capacity are obtained by shorter cycle
times, increased bit storage, and greater simultaneity of
events. In TX-2 all three aspects are emphasized.

Discussion

C. H. Richards (Convair-Astronautics):
What is the accumulator length of TX-2,
and where is the binary point located?

Mr. Frankovich: This is a 36-bit word
accumulator, in a ones-complement ma-
chine. The binary point really exists only by
virtue of what happens during multiplica-
tion or division type instructions. The left
digit is the sign digit of whatever configura-
tion you have, and the remaining digit is a
numeric digit; and ordinarily during multi-
plication you can consider the binary point
to be between the sign digit and the first
significant digit on the remainder of the
operand. During division, however, we have
a different interpretation, so we cannot really
say that this is a fractional machine. During
addition it makes no difference where you
put the binary point. During division the
quotient is generated in a different register
than the accumulator, so we cannot say that
it is a fractional machine during that opera-
tion.

Chairman Pfister: When you multiply
two 36-bit words, together you have a 72-bit
product; where does the product go when
you have an accumulator with only 36 bits?

Mr. Frankovich: There are 4 registers
in the arithmetical element; and another
register which acts as the right-hand exten-

sion of this accumulator—a B register.
During multiplication the full 72-digit prod-
uct is generated in the accumulator in the
B register. The binary point is at the left-
hand of the accumulator during the entire
process. The other two registers are used,
one to hold the partial carry during addition
operations; another is used to carry out
division, thereby enabling the arithmetical
element to be completely selfcontained dur-
ing such a long period of instruction.

D. L. Shell (General Electric): What
happens on overflow?

Mr. Frankovich: We have four over-
flow indicators in the arithmetical element.
If we have a full 36-bit operand for an
instruction, then we use only the left-most
overflow indicator, and associate one over-
flow indicator with each quarter; none of
the other overflow indicators are affected at
all. On the other hand, if we have four 9-bit
operands, then we use all four overflow indi-
cators to indicate overflow for any one of
them.,

" 1 might also mention that during the
jump on overflow instruction you can specify
it by means of configuration control, in a
very straightforward manner. There are
further techniques for handling such situa-
tions which are devised to make program-
ming easier.

Mr. Groelinger (Ramo-Wooldridge): Can

the exchange element be used to store ac
cumulator content in several places in
memory?

G. G. Chapin (Remington Rand UNI-
VAC): Can you read from one memory ele-
ment into more than one arithmetical ele-
ment?

Mr. Frankovich: This can be done in
two ways. As far as the one and one instruc-
tion in each transfer: if you want to store
one-half of the arithmetical element in
several places in the memory, be it in the
left half, or the right half, wherever your
location might be, then you give instruc-
tions to each transfer, unless the transfer
were to be done in the same register. If you
are loading the arithmetic element, you
can load either half of the accumulator from
a given memory register, but again this
takes two instructions.

G. G. Chapin (Remington Rand UNI-
VAC): Can jump instructions be condi-
tioned on more than one 9-bit section of the
accumulator simultaneously?

Mr. Frankovich: Yes. The configuration
control device is used universally and homo-
geneously upon all arithmetical instruc-
tions. If you have four 9-bit operands, and
you want to jump on the basis of two of
them, the jump instruction is interpreted to
be “jump on either the first-quarter or the
third-quarter.”
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central electronic system; the system will
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an access time of about 30 seconds. It is
particularly well suited for use with a
computer of large random-access storage
capacity such as 7X-2, which has a core

memory of 2/, million bits. A simple
tape transport having a high-speed search
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will make the ultimate library system
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The tape transports are controlled by
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the computer. A permanent, constant-
density timing track on the tape provides
the speed reference for the control circuits
and makes possible fixed position address-
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Fig. 1. Tape transport mechanism

ing and a variable rate of information
transfer. The transport does not employ
a constant speed capstan: two conven-
tional 3-phase motors pull the tape in
either direction. The control system
varies the speed by modifying the torque
on the driving motors after comparing the
timing track bit rate with the desired bit
rate. By this means, the computer can
select an appropriate speed for recording
data in real time over prolonged periods.
A separate channel of block marks en-
ables the computer to locate information
blocks at any speed, including high-speed
search at 920 inches per second (ips).
Read and write speeds are 30 to 100 ips
and acceleration time to these speeds
is 1,2 to 11/5 seconds.

High reliability in the transfer of in-
formation to and from the tape is gained
by making five channels out of ten re-
dundantly paired tracks. Thus in the
ten-track head assembly there are three
information channels, one timing channel,
and one block mark channel. Appro-
priate head shielding reduces crosstalk
and permits reading of the timing chan-
nel when other channels are being used
for writing. Since the amplitude of the
signal from the tape varies greatly with
speed, a system of recording is used
that allows the polarity of the flux
change, rather than its amplitude, to
be sensed in reading. High-gain ampli-
fiers may then be used in which the out-

Fig. 2 (left).
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put stages are normally saturated and the
gain need not be closely controlled.

Computer/Tape Library
Relationship

The primary objective, a large library
of quickly accessible information, is pro-
vided by a large number of tape transport
mechanisms controlled by a small number
of circuits which are closely integrated
with the computer. One feature of
TX-22 is its multiple sequence control;
that is, it can share its attention between
equipments which are operating simul-
taneously in real time. The computer
commands the selected tape drive to at-
tain some mode of operation, then turns
its attention elsewhere until the tape con-
trol tells the computer that the desired
mode has been attained. Multiple se-
quence control also enables the computer
to vary the speed of the tape during in-
formation transfer: this feature would be
used, for example, if the computation
itself depended upon external, real-time
events and the information transfer
had to be synchronized with the results of
the computation.

Another feature of TX-2 is its large,
random-access core memory?® which can
store large blocks of information at one
time and which can be used as a buffer
while the tape is accelerating. The
control element for the tape library ac-
cepts the computer’s commands rapidly
but does not require instant response by
the computer to events in the tape system.
Generally the control takes care of the
simple local problems and leaves the com-
plex problems of operation to the com-
puter, and therefore the programmer.

The tape mechanism, which has a wide
variety of speeds, can search through a
reel of tape much faster than the computer
can accept information. For this reason,
blocks of information on the tape are

tagged with block marks that can be
read at speeds up to the maximum, 920

DIRECTION SENSOR

Motor control

2

MAG. AMP

ips. The read and write instructions
command only a single 9-bit transfer
between memory and tape. A series of
such instructions is necessary to transfer
large blocks of information; the instruc-
tions must occur at an average rate
determined by the tape’s speed.

Transport Design and Motion
Control

MECHANICAL DESIGN

The tape transports used in this system
were made as simple and fool-proof as
possible: they consist of a read-write head
assembly, two reels, two drive motors, and
a tape guide. The drive mechanism has
no capstan. Thus a good deal of me-
chanical complexity is eliminated and a
wide range of tape speeds is made possible.
Fast starts and stops are precluded,
however: 1/2 second and 7!/, inches of
tape are required to reach 30 ips.

Figs. 1 and 2 show the transport mech-
anism. The motors are flange mounted,
1,800 rpm, 3-phase induction motors of
the conventional type which have roughly
constant torque characteristics when
operating well below synchronous speed.
The horsepower (hp) rating, and there-
fore the torque, is as high as possible,
limited by the tensile strength of the
tape. One-eighth-hp motors, each driven
by a magnetic amplifier, provide the
proper torque to operate 10-inch reels
mounted directly on the motor shaft
and loaded with polyester tape, 0.001-
inch thick and 1/2-inch wide. Maxi-
mum tape speed is about 920 ips when
the driving reel is full.

The head assembly and guide are shown
in the insert, Fig. 2. The relatively
large, constant radius of the guide re-
duces the pressure between tape and
guide: At speeds above 20 ips the tape
floats on an air cushion and is thus easy
to edge guide. Skew, caused by non-

uniform tape tension across the width of
the tape and by variations in tape width,
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is minimized. There is no wrap around
the head. Variations in tape tension,
which are large in this transport, do not,
therefore, cause excessive pressures on
the head and wear is reduced. Because
only short wave lengths (0.0025 and 0.005
inch) are used in the system, the area of
tape-head contact need not be large.

The direction in which the transport
is moving is determined by a sensing
device mounted on the rear shaft ex-
tension of one motor. The sensor con-
sists of an iron cup dragged against one
of a pair of stops by hysteresis from a
star-shaped permanent magnet on the
motor shaft. The cup operates a mercury
switch by rotating an attached magnet.
This scheme gives positive direction
information even at the slowest tape
speed. A mercury wetted contact switch
provides computer-level signals to the
control without contact bounce and with
good reliability.

Mortion CONTROL

Each motor can generate torque in only
one direction to pull the tape from one
reel to the other. The control of the
motors is therefore simpler than if torque
had to be reversed. Since tension is
limited by tape strength, acceleration is
relatively slow. A sudden change of
torque, which might allow a loop to form,
is prevented by a long time constant in
the control windings of the motor mag-
netic amplifier.

To stop the tape, full torque is first
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Fig. 5. Speed-sensing logic

applied by the trailing motor until the
tape speed falls below 20 ips: at that
point d-c is applied to the trailing motor
to bring the tape to a smooth stop.
The direction sensor indicates which
motor is trailing. With d-c in the motor
field winding the rotor will resist applied
torque even at zero velocity due to the
hysteresis in the rotor. Voltage is never
completely removed from either motor
in order that some tape tension always
be maintained. The end of the tape is
sensed by a photoelectric cell which
receives light through transparent leaders
ateach end of the tape. The timing track
is continued on the edges of the 100-foot
transparent strips so that the control ele-
ment will know when the tape has fallen
below 20 ips as previously described.

The control circuit for one of the motors
is shown in Fig. 3. The transistor, Q-1,
regulates the current through the control
windings of the 3-phase magnetic ampli-
fier, and it switches between saturation
and cutoff at various duty cycles. When
Q-1 is cut off, D-1 conducts, so that the
control winding-time constant is deter-
mined solely by its own inductance and
the 470-ohm resistor. This time constant
is made long enough to prevent abrupt
torque changes and to average the
control current.

Feedback was included to provide close
control of minimum torque. Too much
minimum torque will either allow the
tape to creep or require excessive d-c
holding currents in the trailing motor.
Too little torque will fail to overcome
static friction, and allow a loop of tape
to form. The feedback prevents large
variations in the output current of the
magnetic amplifier which would be
caused by unbalanced line voltage or
small variations in reactor control cur-
rent, especially when the amplifiers are
nearly cut off. The feedback signal is
derived from the sum of currents in all
three motor leads. The diode D-2 limits
the sum output voltage of the current
transformers to 10 volts and thus keeps
the voltage drop across their primaries
negligible under high current conditions.

3

To generate full torque, one of the other
transistors such as Q-3 is saturated, cut-
ting off the magnetic amplifier control
current independent of the feedback and
allowing full current to flow to the motor.

The direct current which is applied to
the trailing motor when the transport is
slowing to a stop is switched to one
lead of the motor by a relay contact (not
shown on Fig. 3). The d-c flows into that
motor lead and out the other two, back
through the magnetic amplifiers. Al-
though the magnetic amplifiers are biased
into a low torque condition they will pass
the d-c (approximately 1 ampere) since
the average voltage across any one re-
actor must be zero.

DicitAL SPEED CONTROL

To determine which motor should re-
ceive full torque, minimum torque, or
d-c, the desired condition of the trans-
port is compared with the existing one.
As shown in Fig. 4, the motion control is
based on a group of speed domains: too
fast (f), faster than controlled (fc), slower
than controlled (s;), and too slow (s).
Various torque commands are shown as a
function of speed and direction for several
desired conditions.

The speed sensing logic is diagrammed
in Fig. 5. The speed is detected by com-
paring the interval between timing pulses
from the tape with the delays of delay
units, as shown in Fig. 6. Two pulses
are generated from a tape timing channel
as it travels over the head, Fig. 6(A) and
(B). The first is used to fire three de-
lay units, two of which, Fig. 6(C) and (F),
establish the boundaries between the
area of usable speeds and too fast or too
slow. The third delay unit, Fig. 6(D),
can be set by the computer to any one of
several delay times representing speeds in
the useful range and provides close speed
control at preset and selectable tape
speeds. It in turn drives a fourth delay
unit, Fig. 6(E), to provide a controlled
zone. In this condition the transport
coasts. The second timing pulse occurs
at a time determined by the speed of the
tape. Itis used to sense the condition of
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the delay units and to set flip-flops to
define the speed domain. It is also used
to reset the units so they have time to
recover before the next “set’” pulse. The
dotted waveforms in Fig. 6(E) and (F) in-
dicate this resetting when the tape is in
the controlled-speed zone. The delay
units must be resettable, and the delay
time of one must be capable of electronic
variation.

Head Assembly and Read-Write
Method

HeAD ASSEMBLY DESIGN

The 10-track head assembly contains
five channels: three information, one tim-
ing, and one block mark. Each channel
consists of two redundantly paired tracks;
the tracks in each pair are nonadjacent
to minimize the effect of a speck of dirt
lifting a portion of the tape. The timing
channel occupies the two outside tracks
which are heavily shielded from the
interior ones in order that the timing
channel may be read while the others are
being written.

The timing channel controls tape speed,
information density, and the fixed address
feature. It assures constant informa-
tion density regardless of tape speed and
makes possible the changing of a single
word in a message. Its density must
therefore be known and constant. It is
permanently recorded, either with a con-
stant-speed capstan temporarily at-
tached or on a separate constant-speed
machine.

READ AND WRITE PRINCIPLES

Since the amplitude of the signal from
the tape varies greatly with speed, a
system of recording is used that allows
the polarity of the flux change to be
significant rather than its amplitude.
High-gain amplifiers may then be used in
which the gain need not be constant. Fig.
7 shows the flux pattern and other wave-
forms. The idealized timing-track flux
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pattern consists of 200 complete cycles of
flux per inch, or 400-flux reversals per
inch, see Fig. 7(A). The timing track
read voltage, Fig. 7(B), is the expected
derivative waveform from a 0.0005-inch
gap looking at a signal of this density.
The signal is amplified and squared in a
Schmitt circuit, Fig. 7(C); the finite
hysteresis of the Schmitt circuit delays
the signal slightly as shown. Time pulses
are generated from the transitions of the
Schmitt circuit; time pulse 0 (TPO)
from the negative transitions and time
pulse 1 (TP1) from the positive transi-
tions, 7(D) and 7(E). The time pulses
must then be slightly delayed, 7(F) and
7(G), so that the information flux pattern
may be written in phase with the timing
flux pattern. The delay is a function of
tape speed and is varied by an analog
voltage fed to the delay circuit. The
analog voltage is in turn derived from a
circuit whose output is a predetermined
function of the average frequency of the
time pulses fed to it. The flux is laid on
the tape in phase with the timing flux so
that information may be read or written
while the tape is moving in either direc-
tion.

The delayed time pulses control the
transfer of information to the writing flip-
flops. Delayed TPO transfers the bit to
be written to the flip-flop which is control-
ling write current; delayed TP1 comple-
ments the flip-flop. Thus a flux change
is written in the center of each line
corresponding to the bit to be written;
there may or may not be flux changes
between the lines. A typical information
pattern and resulting ideal flux pattern
are shown in Fig. 7(H) and 7(I). The
voltage which would be read from this
channel during read time is shown in Fig.
7(J). Notice that there is a saturation
signal at the center of each line, whereas,
in between lines there is sometimes a sig-
nal and sometimes not. The signal is then
amplified more than necessary, Fig. 7(K).
The amplifier has enough gain so that one

4

eoch

| 2 TRACKS—l

| IN SERIES | oI
i

2K

+30
2K 10K

D2y D6

oﬁﬁ

Fig. 8. Read-write switch and write circuit

of the redundant tracks may be complete
ly separated from the head by a spe
dirt while a half-amplitude signal is b
received from the other track; a sat
signal will still be delivered by the an
fier at the center of the line. The an
fier is strobed by delayed TP1, so
the logic doesn’t know what the amp
output looks like at any other time.
saturation output received at the center ¢
each line with phase-modulated nonr
turn-to-zero recording also allows the tap
to be read correctly with plenty of amp

fier gain

tape speeds.

ReEAD AND WRITE CIRCUITS

The read-write switch and write @
cuit for one digit are shown in Fig.
During ‘“‘write,” Q4 is cut off and Q3
saturated. With Q4 cut off, its 1C
collector resistor lifts the bases of Q5 a
06 towards 430, leaving them cut off a
the read amplifier disconnected.
silicon diodes at the amplifier input p
vent any large voltage excursions fre

reaching

urated, the digit flip-flop will cause
Q1 or Q2 to also be saturated. W
circuit values shown, 15 millia
(ma) will flow through the two
connected tracks and 30 ma thro
saturated transistor (Q1 or (Q2)

direction

tracks is determined by the flip-flop st:
i.e., whether Q1 or Q2 is saturated.

oTE
Q's ARE 2N393

D3y D4 o a6
o i
= ;,\(—‘,\__

+10 o—ww-

08 100k 100K
-0
Q2
Q4 10 :
FROM READ-WRITE ff
Q3 0 s~
Z3RER0,  Bwrire

+10°

margin over a wide range

the amplifier. With Q3

of current flow through

Fig. 9. Read amplifier

During “read,” Q3 is cut off and Q4 is
turated. (04 takes the full write current
rough diodes D5 and D6, back biasing
D1 through D4. With Q4 sat-
diodes D7 and D8 are back biased,
g 05 and Q6 to be saturated, thus
ecting the two series-connected tracks
" the read amplifier at a d-c level of
;p oximately zero.

EAD AMPLIFIER

‘he read amplifier, Fig. 9, has two
ence-amplifier stages and one out-
it stage with more than enough gain to
e a saturation output signal at a tape
seed of 20 ips. In the first two stages,
e common mode gain per stage is less
an unity while the difference signal

Y

gain is approximately beta. The low
common mode gain insures that power
supply noise will not be amplified. Each
transistor (Q1-Q4) is biased to a constant
d-c operating point of approximately 3.8-
smitter-collector volts and 1.9-ma col-
lector current. The capacitors shown
must only be large enough to have negli-
gible signal attenuation at 20 ips, the
lowest tape speed of interest. The low-
est frequency signal will be at 20 ips and
100 cycles per inch [alternate ones and
zeros; see Fig. 7(J)] for a frequency of 2
ke.  The highest frequency will be at 920
ips and 200 cycles per inch (all ones or all
zeros) for a frequency of 184 kc. The
micro-alloy 2N393 transistors have more
than enough bandwidth for this applica-

Reprinted from Special Publication T-107
Proceedings of the
Western Joint Cf)gnslguter Conference

tion. The signal amplitude at the input
to Q5 and Q6 is large enough so that,
most of the time, one of these transistors
is saturated. The output signals are of a
computer-type amplitude (0 or —3) and
are sampled by TP1 using conventional
TX-2 logical circuits.*
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The Lincoln TX-2 Input-Output System”

JAMES W. FORGIEt

INTRODUCTION

HE input-output system of the Lincoln TX-2

computer contains a variety of input-output de-

vices suitable for general research and control ap-
plications. The system is designed in such a way that
several input-output devices may be operated simul-
taneously. Since the computer is experimental in nature,
and changes in the complement of input-output devices
are anticipated, the modular scheme used will facilitate
expansion and modification. The experimental nature
of the computer also requires that the input-output sys-
tem provide a maximum of flexibility in operating and
programming for its input-output devices.

The input-output devices, currently scheduled for
connection to TX-2, include magnetic-tape units for
auxiliary storage; photoelectric paper-tape readers for
program input; a high-speed printer, cathode-ray-tube
displays, and Flexowriters for direct output; analog-to-
digital conversion equipment; data links with other
computers; and miscellaneous special-purpose equip-
ment. This paper will not be concerned with the details
of these devices, but will limit itself to a discussion of the
logical incorporation of them into the system.

In describing the TX-2 input-output system, refer-
ence will be made to certain design aspects of other parts
of the TX-2 as set forth in the previous paper.

THE MULTIPLE-SEQUENCE PROGRAM TECHNIQUE

Of the various organizational schemes which permit
the simultaneous operation of many devices, we have
chosen the “multiple-sequence program technique” for
incorporation in TX-2. A multiple-sequence computer
is one that has several program (instruction) counters.
If the program sequences associated with these program
counters are arranged to time-share the hardware of the
central computer, a machine can be obtained which will
behave as if it were a number of logically separate com-
puters. We call these logical computers sequences and
therefore refer to TX-2 as a multiple-sequence computer.
By associating each input-output device with such a se-
quence, we effectively obtain an input-output computer
for each device.

Since the one physical computer in which these se-
quences operate is capable of performing only one in-
struction at a time, it is necessary to interleave the se-
quences if they are to operate simultaneously. This in-
terleaving process can take place aperiodically to suit
the needs of and under the control of, whatever individ-

* The research in this document was supported jointly by the
Army, Navy, and Air Force under contract with Mass. Inst. Tech.
1 Lincoln Lab., M.L.T., Lexington, Mass.

ual input-output devices are operating. The number of
sequences which can operate simultaneously, and the
complexity of the individual sequences, is limited by the
peak and average data-handling rate of the central
computer hardware.

In a multiple-sequence computer, the main body of
the computation can be carried out in any sequence, but
if maximum efficiency of input-output operation is to be
achieved, the bulk of arithmetic operations must be con-
fined to a few special sequences, called main sequences,
which have no associated input-output devices. The in-
put-output sequences may then be kept short, and a
large number of them can be executed at once.

MULTIPLE-SEQUENCE OPERATION IN TX-2

In TX-2, one-half of the index-register memory has
been made available for storing program counters. Thus,
a total of 32 sequences may be operated in the machine.
(Actually an additional sequence of special characteris-
tics is obtained by using index register number 0 as a
program counter. This special sequence will be dis-
cussed later.) Some of these sequences are associated
with input-output devices. Others perform functions,
such as interpreting arithmetic overflows, that are called
into action by conditions arising within the central
computer. Finally, there are the main sequences which
are intended to carry out the bulk of the arithmetic com-
putations performed by the machine.

A priority scheme is used to determine which sequence
will control the computer at a given time. If more than
one sequence requires attention at the same time, con-
trol of the machine will go to the sequence having the
highest priority, and instructions addressed by its pro-
gram counter will be executed.

Table I is a list of the sequences currently planned for
inclusion in TX-2. They are listed in approximate order
of priority with the highest at the top. Asterisks mark
sequences which are not associated with any particular
in-out device. A special sequence (number 0) has first
priority and will be used to start any of the other se-
quences at arbitrary addresses. The next two sequences
interpret alarms (under program control). These three
sequences have the highest priorities, since they must be
capable of interrupting the activities of other sequences.
The input-output devices follow, with high-speed, free-
running units carrying next highest priorities. The main
sequences (we anticipate three) are at the bottom of the
list. The priority of any sequence may be easily changed,
but such changes are not under program control. Priori-
ties are intended to remain fixed under normal operating
conditions. The list totals about 25 sequences, leaving
eight spaces for future expansion.

i 4 l
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TABLE 1
TX-2 SEQUENCE ASSIGNMENTS IN THE ORDER OF THEIR PRIORITY

*Start-Over (special index register number 0 sequence)
*In-out alarms
*Arithmetic alarms (overflows, etc.)

Magnetic tape units (several sequences)

High-speed printer

Analog-to-digital converter

Photoelectric paper tape readers (several sequences)
Light pen (photoelectric pick-up device)

Display (several sequences)

MTC (Memory Test Computer)

TX-0

Digital-to-analog converter

Paper tape punch

Flexowriters (several sequences)
*Main sequences (three)

* The sequences have no input-output device.

Switching between sequences is under the control of
both the input-output devices (generalized to include
alarms, etc.) and the programmed instructions within
the sequence.

Once a sequence is selected and its instructions are
controlling the computer, further switching is under con-
trol of the programmed instructions. Program control of
sequence switching is maintained through two bits,
called the break and dismiss bits, in each instruction.
The break bit governs changes to higher-priority se-
quences. When the break bit permits a change, and
some higher-priority sequence requests attention, a
change will be made. The dismiss bit indicates that the
sequence has completed its operation (for the moment,
at least) and that lower-priority sequences may receive
attention. The interpretation of the break and dismiss
bits will be discussed in more detail.

THE TX-2 INpUT-OUTPUT ELEMENT

The TX-2 input-output element is shown schemati-
cally in Fig. 1. It consists of anumber of input-output de-
vices, associated buffers, and a sequence selector. Each
device has enough control circuitry to permit it to oper-
ate in some selected mode once it has been placed in
that mode by signals from the central computer. Asso-
ciated with each device is a buffer storage of appropriate
size. This buffer may be large or small, to suit individual
data-rate requirements, but the buffers used in TX-2
will generally be the smallest possible. For the most
part, buffering for only one line of data from the device
(e.g., 6 bits for a paper-tape reader) will be provided.
Each input-output device is associated with one stage of
the sequence selector. The sequence selector provides the
control information necessary for proper interleaving of
the program sequences. When it is desired to add a new
input-output device to the computer, the three pack-
ages, in-out unit, buffer, and sequence-selector stage,
must be provided.

As shown in Fig. 1, data is transferred between the in-
put-output element and the central computer by way of
the exchange element. Fig. 1 indicates two-way paths
between the E register and all in-out buffers. Actually,

c-en303
PROGRAM
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IN-QUT ELEMENT NUMBER

: \ (INDEX
* |cooe MEMORY

ADDRESS)

PRIORITY DECREASES
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Fig. 1—Block diagram of TX-2 in-out element.

most devices are either readers or recorders, but not
both, and therefore require one-way paths only. Only
the necessary paths are provided; the drawing simply
shows the most general case.

Signals from the sequence selector connect the ap-
propriate buffer register to the E register to transfer
data. When a sequence is selected (i.e., its program
counter is supplying instruction locations), the asso-
ciated buffer is connected to the E register, and all other
buffers are disconnected. A read instruction will effect a
transfer of information between the buffer and the E
register. A particular buffer is thus accessible only to
read instructions in the sequence associated with the
buffer’s in-out unit.

Fig. 1 shows paths from the sequence selector to a
coder which provides an output called the program-
counter number. These paths are used in the process of
changing sequences to be described in a later section.

Fig. 1 also shows paths for mode selection in the in-
out element. The use of these paths is described in the
next section under 7os.

INPUT-OUTPUT INSTRUCTIONS

In addition to the break and dismiss bits on all in-
structions, the programmer has three computer in-
structions for operating the input-output system. There
are two read instructions, rdn and rds, which transfer
data between the in-out devices and the central com-
puter memory. The third instruction, 7os, selects the
mode of operation of the in-out devices.

rdn and rds

Both of the read instructions obtain a word from
memory. If the in-out device associated with the se-
quence in which the read instruction occurs is in a read-
ing (input) mode, appropriate bits of the memory word
are altered, and the modified word is replaced in mem-
ory. If the in-out device is in a recording (output) mode,
appropriate bits of the memory word are fed to the se-
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lected in-out buffer, and the word is replaced in memory.
Thus, the same read instruction suffices for both input
and output operations. The distinction between rdn
and rds lies in the assembling of full memory words
from short buffer words. An rdn instruction will place
the 6 bits from a tape reader in the right 6 bits of a 36-
bit memory word. The remaining 30 bits will be left un-
changed. An rds instruction for the same tape reader will
place the 6 bits in a splayed pattern (every sixth bit
across the memory word) and will shift the entire word
one place to the left before replacing it in memory.
Except for the shift, the other 30 bits remain un-
changed. A sequence of 6 rds instructions, one for each
of 6 tape lines and all referring to the same memory ad-
dress, will suffice to assemble a full 36-bit word.

The distinction between 7dn and rds could be obtained
from mode information in the in-out device, but the in-
clusion of both instructions in the order code allows the
programmer to interchange the two types freely to suit
his needs. The 7dn instruction makes use of the permu-
tation aspect of the TX-2 configuration control and is,
therefore, particularly convenient for dealing with al-
phanumeric Flexowriter characters. Configuration is not
applicable to the rds instruction.
10S

The ios instruction serves to put a particular in-
out device into a desired mode of operation. The j
bits of the instruction word, normally the index register
number, in this case specify the unit number of the
in-out device. This number is the same as the pro-
gram counter number for the associated sequence, al-
though the correspondence is not necessary. The y bits
of the instruction word specify the mode of opera-
tion in which the unit is to be placed. Two of the y bits
are sent directly to the jth sequence selector stage and
serve to control the sequence, regardless of the mode
of its associated in-out device. These two bits allow 7os
instructions to arbitrarily dismiss or request attention
for any sequence in the machine. By means of these in-
structions, one sequence can start or stop all others in
the machine. A third y bit determines whether the mode
of the in-out device is to change as a result of the in-
struction. If it is to change, the remaining 15 bits
specify the new mode. An os instruction occurring in
any sequence can thus start or stop any sequence and /or
change the mode of its in-out device.

A further property of the 7os instruction is that it
leaves in the E register a map of the state of the speci-
fied in-out control prior to any changes resulting from
the instruction itself; zos instructions may, therefore,
be used to sense the state of the in-out system without
altering it in any way.

SEQUENCE-CHANGING AND OPERATION OF THE
SEQUENCE-SELECTOR

At some point just before the completion of the in-
struction memory cycle in TX-2, the Control must de-
cide whether the next instruction would be taken from

the current sequence or from some new sequence. The
information on which this decision must be based comes
from the break and dismiss bits of the instruction word
currently in use and from the sequence selector. Fig. 2
is a detailed drawing of one stage of the sequence se-
lector. All stages, except that with the highest-priority,
are identical. The lowest-priority stage returns the final
three control signals to the control element.

Each stage of the sequence selector retains two pieces
of information concerning its associated sequence. One
flip-flop (ss j.1) remembers whether or not the sequence
is selected (z.e., whether or notitisreceiving attention).
The priority signal (labeled no higher priority sequence
requests attention) passes from higher to lower priority
stages until it encounters a stage which requests, but is
not receiving attention. Such a stage is said to have
priority at the moment, and its output to the program-
counter-number coder prepares the number of the new
program counter in anticipation of a sequence change.

The process of changing sequences involves storing
the program counter for the old sequence and obtaining
the counter for the new. Actually, to speed up the over-
all process, the new program counter is obtained first,
so that it may be used while the old is being stored.
Using the paths shown in Fig. 1, the new program
counter number is placed in the j bits of the N register.
The new program counter is then obtained from the X
memory and interchanged with the old program counter
contents which have been in the P register.! The K
register, which has been holding the old program counter
number since the last sequence change, is now inter-
changed with the j bits, and the old counter is stored at
the proper location in the X memory. The state of the
sequence selector is changed, to conform to the change
of sequence, by sending a select new sequence command
from Control. This command clears the ss j.2 flip-flop in
the old-sequence stage and sets the ss j.2 flip-flop to a
ONE in the new-sequence stage.?

INTERPRETATION OF THE BREAK BitT

The programmer uses the dreak bit of an instruction
word to indicate whether or not change to a higher pri-
ority sequence may occur at the completion of the in-
struction. The fact that a programmer permits a break
does not mean that the sequence has completed its cur-
rent task, but merely that no harm will be done if a
change to some higher-priority sequence is made. Breaks
should be permitted at every opportunity if a number
of in-out devices are operating. The sort of situation in
which a break cannot be permitted occurs when the £
register is left containing information which the pro-
gram requires at a later step. If a change occurred in
this case, the contents of the E register would be de-
stroyed and lost to the program.

! The P register is shown in Fig. 4 of Frankovich and Peterson,
this issue, p. 148.

2 The relative timing of the central computer actions during the
change process is shown in Fig. 6(d) of Frankovich and Peterson,
this issue, p. 150.
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When a break is permitted by the current instruction,
a sequence change will actually take place only if some
higher-priority sequence requests attention. A signal
from the sequence selector to the control element pro-
vides this information (Fig. 2). When a break type of se-
quence change is made, the ss j.1 flip-flop in the sequence
selector remains unchanged, and the sequence which
was abandoned in favor of one of a higher-priority con-
tinues to request attention.
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Fig. 2—Block diagram of TX-2 sequence selector stage.

INTERPRETATION OF THE DisMiss Bit

The dismiss bit is used by the programmer to indicate
that the sequence presently in use has completed its task.
To provide synchronization in the in-out system, dis-
miss bits must be programmed between attention re-
quests from the in-out devices. In this case, the dismziss
operation guarantees that the computer will wait for
the next signal from the in-out device before proceeding
with the associated program sequence.

The dismiss bit is also used to accomplish the halt
function in TX-2. A multiple-sequence computer halts
when all sequences have been dismissed and all in-out
units turned off. The priority signal from the sequence
selector to the control element provides the information
as to whether or not any sequence in the machine re-
quests attention. When none request attention, the
control stops all activity in the machine as soon as a
dismiss bit appears on an instruction in the sequence be-
ing used. Activity is resumed in the machine as soon as
some in-out device or push button requests attention.

The sequence change which results from a dismiss
bit is identical with that resulting from a break except
that a dismiss current sequence command accompanies
the select new sequence command from Control to the
Sequence Selector (Fig. 2).

STARTING A MULTIPLE-SEQUENCE COMPUTER
In a single-sequence computer the starting process in-
volves resetting the program counter to some arbitrary
value and starting the control. In a multiple-sequence
computer, the program counter for a particular sequence

must be reset and the sequence started. In TX-2 a
special sequence (number 0) has the highest priority
and is used to facilitate starting. This sequence has the
special feature that its program counter always starts
at an initial memory location specified by a set of toggle
switches. Attention for the sequence is requested by
pushing a button on the console. By executing a short
program stored in the toggle-switch registers of the
memory, this sequence can start (or stop) any other se-
quence in the machine. The starting process for an ar-
bitrary sequence involves resetting its program counter
by means of an /dx (load index register) instruction, and
starting its sequence with an zos instruction.

THE ARITHMETIC ELEMENT IN MULTIPLE-
SEQUENCE OPERATION

While efficient operation requires that the bulk of
arithmetic operations be carried out in a main sequence,
the arithmetic element in TX-2 is available to all se-
quences. Since once a change has been made to a higher-
priority sequence, control cannot return to a lower-
priority sequence until the higher-priority one has been
dismissed, a simple rule allows the arithmetic element to
be used in any sequence without confusion. If, when-
ever a higher-priority sequence requires the arithmetic
element, it stores the contents of any registers it will
need (4, B, C, D, or F) and reloads them before dis-
missing, all lower-priority sequences will find the regis-
ters as they left them. This storing and loading opera-
tion requires time and, therefore, lowers the total data-
handling capacity, but the flexibility obtained may well
be worth the loss in capacity.

The step-counter class of arithmetic element instruc-
tions is a special problem. These instructions can require
many microseconds to complete, and while TX-2 is de-
signed to allow in-out and program element instructions
to take place while the arithmetic element is busy, the
case can arise in which an arithmetic element instruction
(load, store, etc.) appears before the AE is finished with
a step-counter class instruction. The machine would
normally wait in an inactive state until the operation is
complete, but since there is a chance that some higher-
priority sequence may request attention in the interim
and have instructions which can be carried out, provi-
sion is made to keep trying changes to higher-priority
sequences as they request attention. The machine thus
waits in an inactive state only when no higher-priority
sequences have instructions which can be performed.
This provision allows the programmer to ignore the
arithmetic element in considerations of peak- and aver-
age-peak rate calculations when he desires to operate a
maximum number of in-out devices.

CONCLUSION

Multiple-sequence operation of input-output devices,
as realized in TX-2, has a number of significant char-
acteristics. Among them are:

1) A number of in-out devices may be operated con-
currently with a minimum of buffering storage.
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) imeis used efficiently, since no time
Machine t1 waiting for input-output devices to
i Fieliiteir :Dperation. Other machine activity
comple
may p.rocee>d utput device may be treated sepa-
Each II}PUL—OO ,ramming purposes. Efficiency of
rately .tor‘ e }iaillCd automatically when several
Operatlon_ls orogrammed devices are operated
sflparligrti‘;lsougvyk although average- and peak-rate
umitations must be considered.

i | flexibility in programming for input-
Maximum es is obtained. The full power of the
output deVlkCl.nc may be used by each input-output
central mzl?f l(lesirea. Routines for each device

meanwhile.

sequence

5)

6)

may be as long or as short as the particular situa-
tion requires.

The modular organization of the input-output
equipment simplifies additions and modifications
to the complement of in-out devices.

The organization of buffering storage allows the
amount and kind of such storage to be tailored
to the needs of the individual devices and the data-
handling requirements to be met by the system.
The multiple-sequence program technique appears
to be particularly well suited to the operation of a
large number of relatively slow input-output de-
vices of varying characteristics, as opposed to a
smaller number of high-speed devices.
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The Lincoln TX-2 Input-Output System

JAMES W.

INTRODUCTION
7 " YHE input-output system of the Lincoln TX-2

computer contains a variety of input-output de-

vices suitable for general research and control ap-
plications. The system is designed in such a way that
several input-output devices may be operated simul-
taneously. Since the computer is experimental in nature,
and changes in the complement of input-output devices
are anticipated, the modular scheme used will facilitate
expansion and modification. The experimental nature
of the computer also requires that the input-output sys-
tem provide a maximum of flexibility in operating and
programming for its input-output devices.

The input-output devices, currently scheduled for
connection to TX-2, include magnetic-tape units for
auxiliary storage; photoelectric paper-tape readers for
program input; a high-speed printer, cathode-ray-tube
displays, and Flexowriters for direct output; analog-to-
digital conversion equipment; data links with other
computers; and miscellaneous special-purpose equip-
ment. This paper will not be concerned with the details
of these devices, but will limit itself toa discussion of the
logical incorporation of them into the system.

In describing the TX-2 input-output system, refer-
ence will be made to certain design aspects of other parts
of the TX-2 as set forth in the previous paper.

TeE MULTIPLE-SEQUENCE PROGRAM TECHNIQUE

Of the various organizational schemes which permit
the simultaneous operation of many devices, we have
chosen the “multiple-sequence program technique” for
incorporation in TX-2. A multiple-sequence computer
is one that has several program (instruction) counters.
If the program sequences associated with these program
counters are arranged to time-share the hardware of the
central computer, a machine can be obtained which will
behave as if it were a number of logically separate com-
puters. We call these logical computers sequences and
therefore refer to TX-2 as a multiple-sequence computer.
By associating each input-output device with such a se-
quence, we effectively obtain an input-output computer
for each device.

Since the one physical computer in which these se-
quences operate is capable of performing only one in-
struction at a time, it is necessary to interleave the se-
quences if they are to operate simultaneously. This in-
terleaving process can take place aperiodically to suit
the needs of and under the control of, whatever individ-

% The research in this document was supported jointly by the
Army, Navy, and Air Force under contract with Mass. Inst. Tech.
t Lincoln Lab., M.LT,, Lexington, Mass.
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TABLE 1
TX-2 SEQUENCE ASSIGNMENTS IN THE ORDER OF THEIR PRIORITY

*Start-Over (special index register number 0 sequence)
*In-out alarms
*Arithmetic alarms (overflows, etc.)
Magnetic tape units (several sequences)
High-speed printer
Analog-to-digital converter
Photoelectric paper tape readers (several sequences)
Light pen (photoelectric pick-up device)
Display (several sequences)
MTC (Memory Test Computer)
TX-0
Digital-to-analog converter
Paper tape punch
Flexowriters (several sequences)
*Main sequences (three)

* The sequences have no input-output device.

Switching between sequences is under the control of
both the input-output devices (generalized to include
alarms, etc.) and the programmed instructions within
the sequence.

Once a sequence is selected and its instructions are
controlling the computer, further switching is under con-
trol of the programmed instructions. Program control of
sequence switching is maintained through two bits,
called the break and dismiss bits, in each instruction.
The break bit governs changes to higher-priority se-
quences. When the break bit permits a change, and
some higher-priority sequence requests attention, a
change will be made. The dismiss bit indicates that the
sequence has completed its operation (for the moment,
at least) and that lower-priority sequences may receive
attention. The interpretation of the break and dismiss
bits will be discussed in more detail.

Tue TX-2 InpuT-OUTPUT ELEMENT

The TX-2 input-output element is shown schemati-
cally in Fig. 1. It consists of anumber of input-outputde-
vices, associated buffers, and a sequence selector. Each
device has enough control circuitry to permit it to oper-
ate in some selected mode once it has been placed in
that mode by signals from the central computer. Asso-
ciated with each device is a buffer storage of appropriate
size. This buffer may be large or small, to suit individual
data-rate requirements, but the buffers used in TX-2
will generally be the smallest possible. For the most
part, buffering for only one line of data from the device
(e.g., 6 bits for a paper-tape reader) will be provided.
Each input-output device is associated with one stage of
the sequence selector. The sequence selector provides the
control information necessary for proper interleaving of
the program sequences. When it is desired to add a new
input-output device to the computer, the three pack-
ages, in-out unit, buffer, and sequence-selector stage,
must be provided.

As shown in Fig. 1, data is transferred between the in-
put-output element and the central computer by way of
the exchange element. Fig. 1 indicates two-way paths
between the E register and all in-out buffers. Actually,
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Fig. 1—Block diagram of TX-2 in-out element.

most devices are either readers or recorders, but not
both, and therefore require one-way paths only. Only
the necessary paths are provided; the drawing simply
shows the most general case.

Signals from the sequence selector connect the ap-
propriate buffer register to the E register to transfer
data. When a sequence is selected (i.e., its program
counter is supplying instruction locations), the asso-
ciated buffer is connected to the E register, and all other
buffers are disconnected. A read instruction will effect a
transfer of information between the buffer and the E
register. A particular buffer is thus accessible only to
read instructions in the sequence associated with the
buffer’s in-out unit.

Fig. 1 shows paths from the sequence selector to a
coder which provides an output called the program-
counter number. These paths are used in the process of
changing sequences to be described in a later section.

Fig. 1 also shows paths for mode selection in the in-
out element. The use of these paths is described in the
next section under 7os.

INpPUT-OUTPUT INSTRUCTIONS

In addition to the break and dismiss bits on all in-
structions, the programmer has three computer in-
structions for operating the input-output system. There
are two read instructions, rdn and rds, which transfer
data between the in-out devices and the central com-
puter memory. The third instruction, 7os, selects the
mode of operation of the in-out devices.

rdn and rds

Both of the read instructions obtain a word from
memory. If the in-out device associated with the se-
quence in which the read instruction occurs is in a read-
ing (input) mode, appropriate bits of the memory word
are altered, and the modified word is replaced in mem-
ory. If the in-out device is in a recording (output) mode,
appropriate bits of the memory word are fed to the se-
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lected in-out buffer, and the word is replaced in memory.
Thus, the same read instruction suffices for both input
and output operations. The distinction between rdn
and rds lies in the assembling of full memory words
from short buffer words. An 7dn instruction will place
the 6 bits from a tape reader in the right 6 bits of a 36-
bit memory word. The remaining 30 bits will be left un-
changed. An rds instruction for the same tape reader will
place the 6 bits in a splayed pattern (every sixth bit
across the memory word) and will shift the entire word
one place to the left before replacing it in memory.
Except for the shift, the other 30 bits remain un-
changed. A sequence of 6 rds instructions, one for each
of 6 tape lines and all referring to the same memory ad-
dress, will suffice to assemble a full 36-bit word.

The distinction between 7dn and rds could be obtained
from mode information in the in-out device, but the in-
clusion of both instructions in the order code allows the
programmer to interchange the two types freely to suit
his needs. The 7dn instruction makes use of the permu-
tation aspect of the TX-2 configuration control and is,
therefore, particularly convenient for dealing with al-
phanumeric Flexowriter characters. Configuration is not
applicable to the rds instruction.

105

The 4os instruction serves to put a particular in-
out device into a desired mode of operation. The j
bits of the instruction word, normally the index register
number, in this case specify the unit number of the
in-out device. This number is the same as the pro-
gram counter number for the associated sequence, al-
though the correspondence is not necessary. The y bits
of the instruction word specify the mode of opera-
tion in which the unit is to be placed. Two of the y bits
are sent directly to the jth sequence selector stage and
serve to control the sequence, regardless of the mode
of its associated in-out device. These two bits allow ios
instructions to arbitrarily dismiss or request attention
for any sequence in the machine. By means of these in-
structions, one sequence can start or stop all others in
the machine. A third y bit determines whether the mode
of the in-out device is to change as a result of the in-
struction. If it is to change, the remaining 15 bits
specify the new mode. An 4os instruction occurring in
any sequence can thus start or stop any sequence and/or
change the mode of its in-out device.

A further property of the Zos instruction is that it
leaves in the E register a map of the state of the speci-
fied in-out control prior to any changes resulting from
the instruction itself; Zos instructions may, therefore,
be used to sense the state of the in-out system without
altering it in any way:.

SEQUENCE-CHANGING AND OPERATION OF THE
SEQUENCE-SELECTOR

At some point just before the completion of the in-
struction memory cycle in TX-2, the Control must de-
cide whether the next instruction would be taken from

the current sequence or from some new sequence. The
information on which this decision must be based comes
from the break and dismiss bits of the instruction word
currently in use and from the sequence selector. Fig. 2
is a detailed drawing of one stage of the sequence se-
lector. All stages, except that with the highest-priority,
are identical. The lowest-priority stage returns the final
three control signals to the control element.

Each stage of the sequence selector retains two pieces
of information concerning its associated sequence. One
flip-flop (ss j.1) remembers whether or not the sequence
is selected (i.e., whether or notitisreceiving attention).
The priority signal (labeled no higher priority sequence
requests attention) passes from higher to lower priority
stages until it encounters a stage which requests, but is
not receiving attention. Such a stage is said to have
priority at the moment, and its output to the program-
counter-number coder prepares the number of the new
program counter in anticipation of a sequence change.

The process of changing sequences involves storing
the program counter for the old sequence and obtaining
the counter for the new. Actually, to speed up the over-
all process, the new program counter is obtained first,
so that it may be used while the old is being stored.
Using the paths shown in Fig. 1, the new program
counter number is placed in the j bits of the NV register.
The new program counter is then obtained from the X
memory and interchanged with the old program counter
contents which have been in the P register.! The K
register, which has been holding the old program counter
number since the last sequence change, is now inter-
changed with the j bits, and the old counter is stored at
the proper location in the X memory. The state of the
sequence selector is changed, to conform to the change
of sequence, by sending a select new sequence command
from Control. This command clears the ss j.2 flip-flop in
the old-sequence stage and sets the ss j.2 flip-flop to a
ONE in the new-sequence stage.?

INTERPRETATION OF THE BREAK BiIT

The programmer uses the break bit of an instruction
word to indicate whether or not change to a higher pri-
ority sequence may occur at the completion of the in-
struction. The fact that a programmer permits a break
does not mean that the sequence has completed its cur-
rent task, but merely that no harm will be done if a
change to some higher-priority sequence is made. Breaks
should be permitted at every opportunity if a number
of in-out devices are operating. The sort of situation in
which a break cannot be permitted occurs when the E
register is left containing information which the pro-
gram requires at a later step. If a change occurred in
this case, the contents of the E register would be de-
stroyed and lost to the program.

! The P register is shown in Fig. 4 of Frankovich and Peterson,
this issue, p. 148.

2 The relative timing of the central computer actions during the
change process is shown in Fig. 6(d) of Frankovich and Peterson,
this issue, p. 150.
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When a break is permitted by the current instruction,
a sequence change will actually take place only if some
higher-priority sequence requests attention. A signal
from the sequence selector to the control element pro-
vides this information (Fig. 2). When a break type of se-
quence change is made, the ss j.1 flip-flop in the sequence
selector remains unchanged, and the sequence which
was abandoned in favor of one of a higher-priority con-
tinues to request attention.
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Fig. 2—Block diagram of TX-2 sequence selector stage.

INTERPRETATION OF THE Dismiss Bit

The dismiss bit is used by the programmer to indicate
that the sequence presently in use has completed its task.
To provide synchronization in the in-out system, dis-
miss bits must be programmed between attention re-
quests from the in-out devices. In this case, the dismiss
operation guarantees that the computer will wait for
the next signal from the in-out device before proceeding
with the associated program sequence.

The dismiss bit is also used to accomplish the halt
function in TX-2. A multiple-sequence computer halts
when all sequences have been dismissed and all in-out
units turned off. The priority signal from the sequence
selector to the control element provides the information
as to whether or not any sequence in the machine re-
quests attention. When none request attention, the
control stops all activity in the machine as soon as a
dismiss bit appears on an instruction in the sequence be-
ing used. Activity is resumed in the machine as soon as
some in-out device or push button requests attention.

The sequence change which results from a dismiss
bit is identical with that resulting from a break except
that a dismiss current sequence command accompanies
the select new sequence command from Control to the
Sequence Selector (Fig. 2).

STARTING A MULTIPLE-SEQUENCE COMPUTER
In a single-sequence computer the starting process in-
volves resetting the program counter to some arbitrary
value and starting the control. In a multiple-sequence
computer, the program counter for a particular sequence

must be reset and the sequence started. In TX-2 a
special sequence (number 0) has the highest priority
and is used to facilitate starting. This sequence has the
special feature that its program counter always starts
at an initial memory location specified by a set of toggle
switches. Attention for the sequence is requested by
pushing a button on the console. By executing a short
program stored in the toggle-switch registers of the 17
memory, this sequence can start (or stop) any other se-
quence in the machine. The starting process for an ar-
bitrary sequence involves resetting its program counter
by means of an ldx (load index register) instruction, and
starting its sequence with an 7os instruction.

THE ARITHMETIC ELEMENT IN M ULTIPLE-
SEQUENCE OPERATION

While efficient operation requires that the bulk of
arithmetic operations be carried out in a main sequence,
the arithmetic element in TX-2 is available to all se-
quences. Since once a change has been made to a higher-
priority sequence, control cannot return to a lower-
priority sequence until the higher-priority one has been
dismissed, a simple rule allows the arithmetic element to
be used in any sequence without confusion. If, when-
ever a higher-priority sequence requires the arithmetic
element, it stores the contents of any registers it will
need (4, B, C, D, or F) and reloads them before dis-
missing, all lower-priority sequences will find the regis-
ters as they left them. This storing and loading opera-
tion requires time and, therefore, lowers the total data-
handling capacity, but the flexibility obtained may well
be worth the loss in capacity.

The step-counter class of arithmetic element instruc-
tions is a special problem. These instructions can require
many microseconds to complete, and while TX-2 is de-
signed to allow in-out and program element instructions
to take place while the arithmetic element is busy, the
case can arise in which an arithmetic element instruction
(load, store, etc.) appears before the AE is finished with
a step-counter class instruction. The machine would
normally wait in an inactive state until the operation is
complete, but since there is a chance that some higher-
priority sequence may request attention in the interim
and have instructions which can be carried out, provi-
sion is made to keep trying changes to higher-priority
sequences as they request attention. The machine thus
waits in an inactive state only when no higher-priority
sequences have instructions which can be performed.
This provision allows the programmer to ignore the
arithmetic element in considerations of peak- and aver-
age-peak rate calculations when he desires to operate a
maximum number of in-out devices.

CoNCLUSION

Multiple-sequence operation of input-output devices,
as realized in TX-2, has a number of significant char-
acteristics. Among them are:

1) A number of in-out devices may be operated con-
currently with a minimum of buffering storage.
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2)

3)

4)

1957 WESTERN COMPUTER PROCEEDINGS

Machine time is used efficiently, since no time
need be lost waiting for input-output devices to
complete their operation. Other machine activity
may proceed meanwhile.

Each input-output device may be treated sepa-
rately for programming purposes. Efficiency of
operation is obtained automatically when several
separately programmed devices are operated
simultaneously, although average- and peak-rate
limitations must be considered.

Maximum flexibility in programming for input-
output devices is obtained. The full power of the
central machine may be used by each input-output
sequence if desired. Routines for each device

5)

6)

7)

may be as long or as short as the particular situa-
tion requires.

The modular organization of the input-output
equipment simplifies additions and modifications
to the complement of in-out devices.

The organization of buffering storage allows the
amount and kind of such storage to be tailored
to the needs of the individual devices and the data-
handling requirements to be met by the system.
The multiple-sequence program technique appears
to be particularly well suited to the operation of a
large number of relatively slow input-output de-
vices of varying characteristics, as opposed to a
smaller number of high-speed devices.
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Typical PRESKAM five-board assembly
with cam lock in open position. Board
is being dropped into place between
card guides. Actual contacts can be
seen directly below the PC board. Con-
tacts are on (0.025” centers.

P.C. BOARDS

PRESSURE
SPRINGS

LOCKING

Drawing illustrates the PRESKAM system for five PC boards.
Flat circuit packs on boards are shown for size comparison. The
five boards are released simultaneously when the cam lock is
turned 90° in either direction. The card guides hold the boards
in position when pressure is released. Cards have connector
density of 80 connections per lineal inch (0.025” centers

External Clamping Assembly

Offers Many Advantages
in High Density Packaging

An entirely new concept in electron
interconnection devices has been an-
nounced by Cinch Mfg. Co. of Chica-
go, Ill. Called PRESKAM, it permits
substantially increased contact density
and reliability. The PRESKAM sys-
tem was designed primarily for use in
the interconnection of microelectronic
circuit boards. However, the princi
ple involved is applicable to any size
or thickness of circuit board.

As shown in the accompanying
photos, the system utilizes a cam-ac-
tuated insulating bar to provide con-
tact with the printed circuit boards
by external clamping—after the bourd
is inserted into the device. A resilient
material recessed in the insulating bar,
behind the connector contacts, ap-
plies pressure over the entire length
of the contact surface.

Contact forces in conventional PC
board connectors are said to be limited
by insertion and withdrawal forces,
as well as by the amount of contact
“drag” on the board terminals Ac-
cording to Cinch, these limitotins
do not exist> m their PRES - AM ap-
proach, because the contu  pressure
is not applied until after the board
has been inserted in the connector.
Thus, higher contact pressures ¢
be achieved with a resultant incre. -
in connection reliability.

Reliability of PRESKAM is also in-
creased by a substantial increase in
the mated contact area. Conventional
spring-type contacts provide electrical
contact only over a portion of their
length, whereas the PRESKAM con-
tact surface is parallel to the circuit
board and electrical contact is made
over its entire length. PRESKAM of-
fers, according to the companyv. o
erally about 50-70% more surf. o .
in the same contact length th.n
provided by a conventio
type connector.

The PRESKAM assembl i«
rently being produced with 0.027"

centers. It is anticipated that n
closer spacings can be de ' ed,
should they be required ‘he
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interconnecting Micro PC Boards

PRESKAM approach, contact spacing
is no longer limited by connector de-
sign, but by printed circuit board
technology.

Standard, proved materials are used
in the PRESKAM so that environ-
mental reliability can be readily es-
tablished. Contacts are of gold-plated,
copper-base alloy. Insulating members
are currently made of Lexan, and
neoprene is used for the pressure
materials. Other materials can be util-
ized to meet specific environmental
conditions.

According to Roy Witte, vige presi-
dent of engineering at Cinch, the new
technique offers many advantages
over conventional connectors in high
density  packaging  applications.
Among these are: greatly increased
resistance to shock and vibration due
to the increased contact forces of the
PRESKAM; use of glass or ceramic
substrates, since insertion and with-
drawal forces are no longer a factor.
High densities can be achieved in
equipment packaging design. Not only
does PRESKAM permit closer spacing
of the contacts, but also closer spacing
of the boards. The boards have been
spaced with as little as 0.100” clear-
ance between them.

Equipment maintenance is simpli-
fied and a reduction of component
damage in the removal and replace-
ment of circuit boards can be anti-
cipated. A board can be lifted out
and a new board dropped into place
without the pressures normally in-
volved in pulling or pushing the board.

PRESKAM can be used singly or in
multiple stacks controlled by a single
locking device. Assemblies containing
as many as ten connectors have been
designed. The company reports that
individual connectors or multiple
stacks show no evidence of deteriora-
tion when subjected to tests for con-
tact resistance, moisture resistance,
temperature cycling, vibration, and
salt spray per MIL-STD-202B.

Circle No. 110 on Inquiry Card

e

GhIN
it

PRESSURE
SPRINGS

PRESKAM system for 12 PC boards.
System illustrated provides 432 connections.

LOCKING
MECHANISM

Drawing illustrates flexibility of the PRESKAM system. Packag-
ing approach uses four single-board assemblies. Assemblies can
be controlled by individual clamping devices as illustrated, or by
a single clamp that would control all four (or more) simul-
taneously. Board size is approximately 114" x 114". Each
board has 104 connections to mother board.

or
nic



Nanoamp Leckage Measuremenh wmith e [ype 379

The following article, by Pete Sylvan of GE Semiconductor, Syracuse, describes a simple, effi-
cient method of making nanoamp measurements of reverse leakage currents in diodes, using the
575

Briefly, Pete filters the collector supply so that DC is available from the collector terminal. By
using 20 k series resistance in the collector supply and tying a 1 mfd capacitor from the collector
terminal to ground, the normal 120-cycle collector sweep is converted to essentially DC. The
base step generator is turned off and disconnected from the base terminal by the method described. .
« « cor by holding the lever switch in the UP position with a rubber band from a knob above. A

10 meg, 1% resistor is tied from the base terminal to ground and used as a current-sampling resis-
tor. The diode can now be inserted between the collector and base terminal, and its &akage cur-
rent sampled and read out on the CRT.

Settings and additional circuitry are shown in the illustration that follows Pete's presentation,

below:

"The introduction of passivated silicon diodes and transistors has made necessary the measure=-
ment of leakage currents in the nanocampere (10-9 ampere) range. Present techniques require
the use of a special test set up using a regulated power supply and a sensitive current meter.
This ties up expensive test equipment for use only in leakage current tests.

"A technique and test jig has been developed for measuring the leakage currents of transistors
and diodes in the nanoampere range using a standard Tektronix transistor curve tracer. This
measurement technique requires no auxiliary equipment, provides a quick, accurate measure=
ment of leakage currents down to 0.2 nanoamperes with tEe convenience of a X-Y presenta-
tion of the relationship between leakage current and voltage. The jig, which plugs into the
binding posts on the front of the scope, is shown schematically in Figure 1. The jig construc-
tion is not critical but should proviJ:eshielding for the components, %inding posts and device
under fest so as to minimize 60 cps pickup. The base source switch, which must be kept in
the open position, is a spring return switch, but can be converted to a lockin type switch by
bending fﬁe leaf spring with pliers. The 1 ufd capacitor together with the co?lector limiting
resistor provides a d-c voltage across the diode wﬁile the collector limiting resistor protects
the rectifiers inside the scope against the high reverse voltages.

“To make a measurement, all controls are set as shown below and the zero setting is made with
no dicde or transistor in the test socket (the regular zero adjust control is not accurate for this
test). The diode or transistor is inserted in the test clips, and the collector voltage control is
moved slowly up and down to sweep the spot over the desired voltage range.”

FEN, February 22, 1963 : 4
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Nonoamp Leckage Measuremenn with e [yps 375

The following article, by Pete Sylvan of GE Semiconductor, Syracuse, describes a simple, effi-
cient method of making nanoamp measurements of reverse leakage currents in diodes, using the

575. '

| Briefly, Pete filters the collector supply so that DC is available from the collector terminal . By

! _ using 20 k series resistance in the collector supply and tying a 1 mfd capacitor from the collector

‘ terminal to ground, the normal 120-cycle collector sweep is converted to essentially DC. The
base step generator is turned off and disconnected from the base terminal by the method described..

i _ . . cor by holding the lever switch in the UP position with a rubber band from a knob above. A

| 10 meg, 1% resistor is tied from the base terminal to ground and used as a current-sam ling resis-
tor. The diode can now be inserted between the collector and base terminal, and its eakage cur-
rent sampled and read out on the CRT.

lS):}'ﬂngs and additional circuitry are shown in the illustration that follows Pete's presentation,
ow: . '

"The introduction of passivated silicon diodes and transistors has made necessary the measure-
ment of leakage currents in the nanoampere (109 ampere) range. Present techniques require
the use of a special test set up using a regulated power supply and a sensitive current meter.
This ties up expensive test equipment for use only in leakage current tests.

"A technique and fest jig has been developed for measuring the leakage currents of transistors
and diodes in the nanoampere range using a standard Tektronix transistor curve tracer. This
measurement technique requires no auxiliary equipment, provides a quick, accurate measure=
ment of leakage currents down to 0.2 nanoamperes with tﬁe convenience of a X-Y presenta-
tion of the relationship between leakage current and voltage. The jig, which plugs into the
binding posts on the front of the scope, is shown schematically in Figure 1. The jig construc=
tion is not critical but should provicf; shielding for the components, gbinding posts and device
under test so as to minimize 60 cps pickup. The base source switch, which must be kept in
the open position, is a spring return switch, but can be converted to a locking type switch by
bending fﬁe leaf spring with pliers. The 1 ufd capacitor together with the co?lector limiting
resistor provides a d-c voltage across the diode wEile the collector limiting resistor protects
the rectifiers inside the scope against the high reverse voltages.

"To make a measurement, all controls are set'as shown below and the zero setting is made with
no dicde or transistor in the test socket (the regular zero adjust control is not accurate for this
test). The diode or transistor is insorted in the test clips, and the collector voltage control i3
moved slowly up and down to sweep the spot over the desired voltage range .” :

()

FEN, February 22, 1963 | ¢
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Ncnoamp Leckage Measuromonts with s [yoe 375

The following article, by Pete Sylvan of GE Semiconductor, Syracuse, describes a simple, effi-
cient method of making nancamp measurements of reverse leakage currents in diodes, using the

875,

Briefly, Pete filters the collector supply so that DC is available from the collector terminal . By
using 20 k series resistance in the collector supply and tying a 1 mfd capacitor from the collector
terminal to ground, the normal 120-cycle collector sweep is converted to essentially DC. The

base step generator is turned off and disconnected from the base terminal by the method described. .
.« cor by holding the lever switch in the UP position with a rubber band from a knob above. A

10 meg, 1% resistor is tied from the base terminal to ground and used as a current-sam ling resis-
tor. The diode can now be inserted between the collector and base terminal, and its eakage cur-
rent sampled and read out on the CRT.

Settings and additional circuitry are shown in the illustration that follows Pete's presentation,

below: g

*"The introduction of passivated silicon diodes and transistors has made necessary the measure-
ment of leakage currents in the nanoampere (10=9 ampere) range. Present techniques require
the use of a special test set up using a regulated power supply and a sensitive current meter.
This ties up expensive test equipment for use only in leakage current tests.

"A technique and test jig has been developed for measuring the leakage currents of transistors
and diodes in the nanoampere range using a standard Tektronix transistor curve tracer. This
measurement technique requires no auxiliary equipment, provides a quick, accurate measure-
ment of leakage currents down to 0.2 nanoamperes with the convenience of a X-Y presenta-
tion of the relationship between leakage current and voltage. The jig, which plugs into the
binding posts on the front of the scope, is shown schematically in Figure 1. The jig construc-
tion is not critical but should provicﬁeshielding for the components, gbinc!ing posts and device
under test so as to minimize 60 cps pickup. The base source switch, which must be kept in
the open paosition, is a spring return switch, but can be converted to a locking type switch by
bending fﬁe leaf spring with pliers. The 1 pfd capacitor together with the co?lector limiting
resistor provides a d-c voltage across the diode wﬁile the collector limiting resistor protects
the rectifiers inside the scope against the high reverse voltages.

"To make a measurement, all controls are set'as shown below and the zero setting is made with
no diode or transistor in the test socket (the regular zero adjust control is not accurate for this
test). The diode or transistor is Insorted in the test clips, and the collector voltage control is
moved slowly up and down to sweep the spot over the desired voltage range.” :

FEN, February 22, 1963 _ ' 4
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From a Constant Current Source‘

\

The trick is to sample the voltage across the load as well as

the current through it. The positive feedback developed in this
_ manner can raise the output impedance to infinity for a given

range of load conditions.

OW CAN a conventional constant-cur-

rent supply be modified for infinite out-
put impedance? One answer is, by adding a
regulating loop that senses and compensates
for the circuit variable causing the departure
from ideal behavior.

The culprit is the voltage developed across
the load. This voltage increases in proportion
to the size of the load; with large loads it can
become big enough to divert some of the cur-
rent through the supply’s internal shunt-re-
sistance. If the presence of this voltage can
be sensed and used to introduce a compensat-
ing current, the supply can be made to act as
if it had infinite output impedance.

A circuit incorporating this load voltage
compensation, in addition to the regular cur-
rent-sensing control, is shown in Fig. 1. The

.circuit is simple enough, but its evolution will.

give designers an appreciation of the con-
cepts involved.

The problems in designing a high-per-
formance current source are- illustrated by
the differences between a perfect and a prac-
tical constant-current source. The perfect
current source, Fig. 2a, is by definition one

. that delivers a specified current into any load

to which it may be connected. The specified
current may be a steady dc level or any de-

 sired function of time or other variable. The

voltage across the load may be any value
from plus infinity to minus infinity and will
be determined solely by the current delivered
and the value of the load impedance. The
compliance of the source, defined as its out-

put voltage capability, is, therefore, infinite.

\

i

The practical current source, on the other
hand, only approximates a perfect source. In
its linear range it may be described, as in
Fig. 2b, as a perfect current source in paral-
lel with a practical impedance. For short-
circuited conditions, Z, = 0, there is no prob-
lem. But as the load Z, is increased, a load
voltage V, is developed, which diverts some
of the current through the source impedance
Z;. Unless Z, can be made very high with
respect to the highest expected Z,, the load
current will not be constant. But if Z, can
be made infinite, none of the source current
will be diverted through the source imped-
ance and the load current will always equal
the source current.

Conventional Circuit
Is Base for Modifications

A simplified schematic of a conventional

current regulator is shown in Fig. 3. Here,
the load current I, flows through a sensing
resistor, R, to develop a voltage that is pro-
portional to I,. This voltage is compared to
a reference voltage developed across a Zener
diode, D1. Any difference is amplified by Q1,
which acts as a differential amplifier. The
amplified signal drives the regulator or
“pass’ transistor Q2, which controls the cur-
rent delivered by battery E to the load. Re-
sistor R, is needed only to provide current
for the ‘Zener diode. .

If the load impedance decreases, the load
current increases, along with the voltage
across R,, driving the emitter of Q1 more
positive with respect to its base and tending

ELECTRONIC DESIGN



! to cut off Q2. This counteracts the original
.. increase of I;.

The regulator acts to maintain the load

. current at a value that makes I, R, approxi-

mately equal to the reference voltage across
the Zener diode. The output current can be
changed through adjustment of R,.

The performance of conventional current-
source supplies is adequate for low and mod-
erate load impedances, but higher load im-
pedances tend to upset the regulating action.

The clue to the desired modifications is
found in Fig. 2b. As long as Z, = 0, all the

_source current flows through the load.

It is the voltage developed across a non-
zero Z, that causes the current to flow in
Z,, upsetting the current regulation. But if
this voltage could be sampled and used to in-
crease the current delivered by the “perfect”
current source, this effect could be counter-

) a};bed. If this increase could be made just
equal to the current drawn by Z,, there

\jould be no change in the current through
Z, and the desired infinite Z, will have been
achieved.

The first of the series of modification to
realize this objective is shown in Fig. 4a. Any
voltage developed across the load is sampled

at the arm of poteﬁtiometer R, and applied.
through D1 to the base of Q1, tending to turn -

Q1 further on. This in turn drives Q2 further
on, permitting more load current to flow.
In effect, this modification provides a nega-
tive output impedance that is parallel with

and cancels the positive output impedance
of the unmodified source. The parallel com-

bination can be made positive, negative or
infinite by the setting of R..

Further inspection of Fig. 4a shows that :

the Zener current flows through the lower
part of R,, developing a dc voltage in series
with the Zener voltage. Any changes in Zener
current, such as would be caused by a varia-
tion in the dc supply voltage E, would change
the effective reference voltage for the regu-
lator and, correspondingly, the current de-
livered.

This difficulty can be circumvented by feed-
ing the developed load voltage signal back to
the amplifier base in parallel, rather than
in series, with the reference diode. This tech-
nique is illustrated in Fig. 4b. Rheostat R,
is varied to control the amount of feedback,
and thus the regulator output impedance. Re-

sistor R; limits the amount of feedback to

protect the circuit.

The current through R; returns to the
minus side of the dc supply by two paths.
The first is through the low-impedance Zener
diode and the second is through the relatively
high-impedance path made up of R, and the

, v

base-emitter diode of Q1. Thus, it is apparent
that only a small fraction of the feedback
current reaches Q7 and that this fraction is
affected by the dynamic impedance of the
Zener diode. ‘

' A more sensitive and more stable current
injection scheme is shown in Fig. 4¢. Resistor

R, forces a larger fraction of the feedback
current through R, into the transistor base
and also stabilizes the total impedance into
which the current flows. The effect of Rs on
the basic regulator performance is negligible.
The value of R, now can be increased; there
still will be enough feedback to produce the
infinite impedance effect.

Positive Feedback May
Cause Stability Problem

The two. transistors in the conventional
regulator shown in Fig. 3 were used as cas-
caded voltq,ge amplifiers. If the negati\?e side
of the dc supply is considered as a reference
point, it will be seen that Q1 was operated
in the common-base mode while Q2 was op-
erated in the common-emitter mode. A signal
starting at the emitter of Q1 would appear
amplified without phase reversal at the col-
lector of Q1, and from there would feed into
the base of Q2. The load impedance on the
collector of Q1 is the base input impedance of
transistor Q2.

The signal at the base of Q2 appears am-
plified and inverted at the collector of Q2.
The load for Q2 is Z,—the external load im-
pedance—plus the parallel combination of
R, and the input emitter impedance of Q1.

The signal at the collector of Q2 is divided
between Z, and the combination of R, and
Q@1 input impedance and appears at the emit-
ter of Q1 out of phase with the initiating
signal. This feedback is, therefore, negative
for frequencies at which extraneous phase
shifts are negligible.

But with increasing frequencies, additional
phase lags become more noticeable, and when
the total lag reaches 360 degrees, the feed-
back becomes positive. If the loop gain is

greater than unity when the lag reaches 360
degrees, self-oscillation occurs, and the ad-
vantages of the regulator are lost.

A series RC feedback from collector to
base of Q1, as shown in Fig. 4d, helps combat
this tendency by reducing the loop gain at
higher frequencies without introducing ad-
ditional phase shift. As the frequency in-
creases from zero, the reactance of the capac-
itor C begins to shunt the collector load for
Q1 and the loop gain will decrease. Some:

- phase lag will be introduced at this point.



As the frequency increases further, the
~ reactance of C becomes negligible with re-

spect to R, and the load for Q1 is nearly'

the value of R,. Because of this resistive load,
the extra phase shift disappears and because
of the small size of R, the loop over-all gain
is materially reduced. The bandwidth over
which the constant current effect is produced
depends on the bandwidth of the amplifier
loop. This stabilization is at the expense of
the supply’s bandwidth.

The modification for infinite output imped-

ance also may cause instability. The new loop
that senses the presence of voltage across the
load introduces a small amount of positive

feedback. When the supply 1s exactly adjust- !

ed for infinite output 1mp_edance it is on the
. verge of instability for ‘the case of infinite

. load impedance. But the finite load imped-
- ance that would be encountered in any real

' . application reduces the galpfof this secondary

-, loop to less than unity, ensurmg stability.

°  The circuit of Fig. ¥ uses the modified

- parallel-injection scheme of Fig. 4c. The
- transistors used are complementary germani-

um types chosen as representative of a broad :

class of low-cost, general-purpose and switch-
ing devices. Since Q1’s collector must supply

the base current for Q2, Q1 must be able to
operate with collector currents on the order
of 10-100 pa.

The second Zener, D2, protects the regula-
- tor in case of an open-circuit load. Without
D2, an open circuit-load would result in an
excessive forward base-emitter bias on Q1.
In that case, the Q2’s base-emitter diode, the
saturated Q1 and R, would be in series across
the 12-v supply. The large resultant current
surge could easily damage the circuit. Thus,
it is important to have D2 available to carry
the entire specified load current in the event
of an open-circuit load.

Experimental Setups to Help
Designer Evaluate and Adjust Supply

The dc output impedance of the regulator'

can be measured as shown in Fig. 5a. Meter
M1 reads the total load current, which for
this circuit falls between 1 and 5 ma. Meter
M2 registers the difference between the load

current I, and the test loop current I,. If

this difference is made approximately zero
through adjustment of Rs;, M2 may be a very
sensitive meter capable of showing a change
of a fraction of a microampere. Any change
indicated by M2 results from a change in

| I, or: 4
| R, + R
b Al = AL, —2—X%
: L M2 R,
where:
Al;, = change in load current.

Aly, = change in current through M2.
Ry = resistance of M2.

If the switch is moved to change the load
voltage by an amount AE, = E,, the regu-
lator output impedande is given by:

E2 EZRB

%=1 = AL, R, + Ry

Measurements on the unmodified source—
that is, the cn'cult of Fig. 1 with R, = 0,
R; = R; = wo—will show an output imped-
ance of 95 K'at a load current of 5 ma, in-
creasing nearly linearly to 400 K at 1 ma
The load- current output can be reduced: by
increasing Rz “This also increases the: ’loop-
gain and the output impedance.

Feedback i m ‘the regulator can be adJusted
so that Al,, is zero for non-zero E,, yleldmg
infinite output impedance at de. A further in-
crease in the amount of feedback in the regu-
lator results in_ an increase of I, for an in-
crease of E,, demonstrating that a negatlve
output impedance can exist.

It will be noted that there is a gradual,
rather than immediate, change in I, on the
order of 1 pamp soon after the test circuit
switch is thrown. The voltage drop across °
Q2 changes by an amount very nearly equal
to E, and the internal dissipation changes ac-
cordingly.

The change in dissipation alters the device
temperature, which in turn causes a slight
change in the operating point. This accounts
for the slow response observed in I.

Setup to Show Regulation
As Function of Frequency

The output impedance as a funetion of fre-
quency may be measured as shown in Fig. 5b.
The current “i” is a small ac component
superimposed on the de load current I,. Its
value is given by:

)

i=—

and the output impedance is then:
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As Z, becomes large, e, far exceeds e; and
this expression reduces to:

el
Z,-R,—

o
ez

As Z, becomes infinite, 7 and e, become zero;
e, being a particularly good indication for
the adjustment for infinite Z,.

If e, is read on a sensitive oscilloscope
synchronized to the audio oscillator, it will
be seen that the phase of e, reverses as the:
null is traversed. This shows that the output
impedance of the current regulator actually

~ becomes negative.

As a practical matter in the setup of this
test circuit, the transformer used for signal

_injection must be able to operate without
saturation over the frequency range of in-
terest. It must be remembered that the trans-
former will at times be carrying dc as well
ag ac signals. In presenting the results of
tests on this sort of supply, it is convenient
to use the reciprocal of output impedance or
the admittance. Fig. 6 shows the output ad-
mittance of the regulator as a function of
frequency for any load current in the range
of. 1 to 5 ma.

If it is possible to omit the stabilizing
network, the bandwidth can be extended, the
amount of this increase being shown in the
graph, Fig. 6.

The high output impedance at the higher
frequencies can be maintained by using an
inductor in series with the output lead. This
is, of course, analogous to the use of a shunt
capacitor in the more common voltage-regu-
lated supplies. The disadvantage of this tech-
nique is that some of the output voltage
capability of the current regulator may be
lost across the inductor, thus reducing the
amount available for the load. = =
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Fig. 1. The modified tonstant-current source
achieves infinite output impedance by the
positive feedback loop (shaded), which senses
any voltage developed by the load.
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Fig. 2. Review! of symbols for perfect (@) and practical
(b) current sources: Though the ideal current squrce is
by definition able to deliver a specific value of current
regardless of the nature of the load, practical sources
have internal shunts, Z,, that make them sensitive to the
nature of the load and the frequency of the source or
any system disturbance. The ideal current source is
S.hO\.Nn as a function of time to indicate that the analy-
sis 1s not necessarily limited to dc.
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Fig. 3. Conventional constant-current sources depend
entirely on sensing the load current. Changes in the
load current alter the voltage across R, and the base-
emitter voltage into Q1, which in turn alters the amount
of current that Q2 passes.
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Fig. 6. Curves of admittance against frequency show
the effect of the stabilization loop. It is possible to
dispense with the stabilization under certain load-im-
pedance conditions.
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——Purpose of Three Loops
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When the constant current. circuit is redrawn in the classical servo for-
mat, the action of each of the three loops in the circuit is made more
obvious. Loop No. 1 is the conventional current-sensing loop. Loop No. 2 .
: : . +E
is the positive feedback loop that senses the presence of voltage across the .
load, and loop No. 3 is the stabilizing loop that cuts down the gain at
higher frequencies. 3
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(o) TEST FOR DC OUTPUT IMPEDANCE. (b) TEST FOR AC OUTPUT IMPEDANCE.
Fig. 5. Test circuits to check out and adjust an in-
finite-impedance current source supply, showing meas-

urement of dc output impedance (a) and measurement

of ac output impedance (b).
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(¢) FURTHER IMPROVED LOAD VOLTAGE FEEDBACK (d) STABILIZATION LOOP

Fig. 4. The four stages of circuit development . feedback can be introduced directly into the
leading to ‘the circuit in Fig. 1. (a) Voltage base of the transistor. (c) Resistor Rq directs
across the load is sensed and used to change more of the feedback to the transistor. (d)

" the reference set by Zener D1. (b) The positive Stabilization is added to offset the phase lags.
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The trick is to sample the voltage across the load as well as

the current through it. The positive feedback developed in this
. manner can raise the output impedance to infinity for a given

range of load conditions.

OW CAN a conventional constant-cur-

rent supply be modified for infinite out-
put impedance? One answer is, by adding a
regulating loop that senses and compensates
for the circuit variable causing the departure
from ideal behavior.

The culprit is the voltage developed across
the load. This voltage increases in proportion
to the size of the load; with large loads it can
become big enough to divert some of the cur-
rent through the supply’s internal shunt-re-
sistance. If the presence of this voltage can
be sensed and used to introduce a compensat-
ing current, the supply can be made to act as
if it had infinite output impedance.

A circuit incorporating this load voltage
compensation, in addition to the regular cur-
rent-sensing control, is shown in Fig. 1. The

.circuit is simple enough, but its evolution will.

give designers an appreciation of the con-
cepts involved.

The problems in designing a high-per-
formance current source .are illustrated by
the differences between a perfect and a prac-
tical constant-current source. The perfect
current source, Fig. 2a, is by definition one

., that delivers a specified current into any load

to which it may be connected. The specified
current may be a steady dc level or any de-

. sired function of time or other variable. The

voltage across the load may be any value
from plus infinity to minus infinity and will
be determined solely by the current delivered
and the value of the load impedance. The
compliance of the source, defined as its out-
put voltage capability, is, therefore, infinite.

\

The practical current source, on the other
hand, only approximates a perfect source. In
its linear range it may be described, as in
Fig. 2b, as a perfect current source in paral-
lel with a practical impedance. For short-
circuited conditions, Z, = 0, there is no prob-
lem. But as the load Z, is increased, a load
voltage V, is developed, which diverts some
of the current through the source impedance
Z;. Unless Z, can be made very high with
respect to the highest expected Z,, the load
current will not be constant. But if Z, can
be made infinite, none of the source current
will be diverted through the source imped-
ance and the load current will always equal
the source current.

Conventional Circuit
Is Base for Modifications

A simplified schematic of a conventional
current regulator is shown in Fig. 3. Here,
the load current I, flows through a sensing
resistor, R,, to develop a voltage that is pro-
portional to I,. This voltage is compared to
a reference voltage developed across a Zener
diode, D1. Any difference is amplified by Q1,
which acts as a differential amplifier. The
amplified signal drives the regulator or
“pass” transistor Q2, which controls the cur-
rent delivered by battery E to the load. Re-
sistor R, is needed only to provide current
for the Zener diode. .

If the load impedance decreases, the load
current increases, along with the voltage
across R,, driving the emitter of Q1 more
positive with respect to its base and tending

ELECTRONIC DESIGN
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increase of I;.

The regulator acts to maintain the load

current at a value that makes I, R, approxi-
- mately equal to the reference voltage across
- the Zener diode. The output current can be

changed through adjustment of R,.

The performance of conventional current-
source supplies is adequate for low and mod-
erate load impedances, but higher load im-
pedances tend to upset the regulating action.

The clue to the desired modifications is
found in Fig. 2b. As long as Z, = 0, all the

__source current flows through the load.

to cut off Q2. This counteracts the original |

- base-emitter diode of Q1. Thus, it is apparent

that only a small fraction of the feedback:
current reaches Q1 and that this fraction is
affected by the dynamic impedance of the
Zener diode. '

A more sensitive and more stable current
injection scheme is shown in Fig. 4c. Resistor

R, forces a larger fraction of the feedback
current through R, into the transistor base
and also stabilizes the total impedance into
which the current flows. The effect of Rs; on
the basic regulator performance is negligible.

It is the voltage develouped across a non-

zero Z, that causes the current to flow in

' Z,, upsetting the current regulation. But if

this voltage could be sampled and used to in-
crease the current delivered by the “perfect”
current source, this effect could be counter-
acted. If this increase could be made just

. equal to the current drawn by Z, there

would be no change in the current through
Z, and the desired infinite Z, will have been
achieved.

The first of the series of modification to
realize this objective is shown in Fig. 4a. Any

~ voltage developggi_. across the load is sampled

at the arm of potentiometer R, and applied.
through D1 to the base of Q1, tending to turn
- Q1 further on. This in turn drives Q2 further

on, permitting more load current to flow.

In effect, this modification provides a nega-
tive output impedance that is parallel with
and cancels the positive output impedance
of the unmodified source. The parallel com-
bination can be made positive, negative or
infinite by the setting of R..

Further inspection of Fig. 4a shows that
the Zener current flows through the lower
part of R,, developing a dc voltage in series
with the Zener voltage. Any changes in Zener
current, such as would be caused by a varia-
tion in the dc supply voltage E, would change
the effective reference voltage for the regu-
lator and, correspondingly, the current de-
livered.

This difficulty can be circumvented by feed-
ing the developed load voltage signal back to
the amplifier base in parallel, rather than
in series, with the reference diode. This tech-
nique is illustrated in Fig. 4b. Rheostat R
is varied to control the amount of feedback,
and thus the regulator output impedance. Re-

sistor R, limits the amount of feedback to

protect the circuit.

The current through R, returns to the
minus side of the dc supply by two paths.
The first is through the low-impedance Zener
diode and the second is through the relatively
high-impedance path made up of R, and the

/" The value of R; now can be increased; there

still will be enough feedback to produce the
infinite impedance effect.

Positive Feedback May
Cause Stability Problem

The two transistors in the conventional
regulator shown in Fig. 3 were used as cas-
caded voltage amplifiers. If the negative side
of the dc supply is considered as a reference
point, it will be seen that Q1 was operated
in the common-base mode while Q2 was op-
erated in the common-emitter mode. A signal
starting at the emitter of Q1 would appear
amplified without phase reversal at the col-
lector of Q1, and from there would feed into
the base of Q2. The load impedance on the
collector of Q1 is the base input impedance of
transistor Q2.

The signal at the base of Q2 appears am-
plified and inverted at the collector of Q2.
The load for Q2 is Z,—the external load im-
pedance—plus the parallel combination of
R, and the input emitter impedance of Q1.

The signal at the collector of Q2 is divided
between Z, and the combination of R, and
Q1 input impedance and appears at the emit-
ter of Q1 out of phase with the initiating
signal. This feedback is, therefore, negative
for frequencies at which extraneous phase
shifts are negligible.

But with increasing frequencies, additional
phase lags become more noticeable, and when
the total lag reaches 360 degrees, the feed-
back becomes positive. If the loop gain . is :

greater than unity when the lag reaches 360
degrees, self-oscillation occurs, and the ad-
vantages of the regulator are lost.

A series RC feedback from collector to
base of Q1, as shown in Fig. 4d, helps combat
this tendency by reducing the loop gain at
higher frequencies without introducing ad-
ditional phase shift. As the frequency in-
creases from zero, the reactance of the capac-
itor C begins to shunt the collector load for
Q1 and the loop gain will decrease. Some:
phase lag will be introduced at this point.



As the frequency increases further, the

~ reactance of C becomes negligible with re-

spect to R; and the load for Q1 is nearly
the value of R,. Because of this resistive load,

- the extra phase shift disappears and because

of the small size of R,, the loop over-all gain
is materially reduced. The bandwidth over
which the constant current effect is produced
depends on the bandwidth of the amplifier
loop. This stabilization is at the expense of
the supply’s bandwidth.

The modification for infinite output imped-

ance also may cause instability. The new loop
that senses the presence of voltage across the
load introduces a small amount of positive

feedback. When the supply is exactly adjust- |

ed for infinite output impedance, it is on the
verge of instability for the case of infinite

load impedance. But the finite load imped-
| ance that would be encountered in any real
- application reduces the gain of this secondary

loop to less than unity, ensuring stability.
The circuit of Fig. 1 uses the modified

parallel-injection scheme of Fig. 4c. The

transistors used are complementary germani-

um types chosen as representative of a broad .

class of low-cost, general-purpose and switch-
ing devices. Since Q1’s collector must supply

the base current for Q2, Q7 must be able to
operate with collector currents on the order
of 10-100 pa.

The second Zener, D2, protects the regula-

~ tor in case of an open-circuit load. Without

D2, an open circuit-load would result in an
excessive forward base-emitter bias on Q1.
In that case, the Q2’s base-emitter diode, the
saturated Q1 and R, would be in series across
the 12-v supply. The large resultant current
surge could easily damage the circuit. Thus,
it is important to have D2 available to carry
the entire specified load current in the event
of an open-circuit load.

Experimental Setups to Help
Designer Evaluate and Adjust Supply
The dc output impedance of the regulator
can be measured as shown in Fig. 5a. Meter
M1 reads the total load current, which for
this circuit falls between 1 and 5 ma. Meter
M2 registers the difference between the load
current I, and the test loop current I1,. If
this difference is made approximately zero
through adjustment of R,, M2 may be a very
sensitive meter capable of showing a change
of a fraction of a microampere. Any change

indicated by M2 results from a change in -

I, or:
R, + R,
where: ’
Al;, = change in load current.

Aly, = change in current through M2.
R, = resistance of M2.
If the switch is moved to change the load

voltage by an amount AE; = E,, the regu-
lator output impedande is given by:

E, ___ ER,
Al (R, + R,)

Z, Al
Measurements on the unmodified source—
that- is, the circuit of Fig. 1 with R, = 0,
R; = Ry = wo—will show an output imped-
ance of 95 K at a load current of 5 ma, in-
creasing nearly linearly to 400 K at 1 ma.
The load-current output can be reduced by

increasing R,. This also increases the loop-

gain and the output impedance.

Feedback in the regulator can be adjusted
so that Aly, is zero for non-zero E,, yielding
infinite output impedance at de. A further in-
crease in the amount of feedback in the regu-
lator results in,  an increase of I, for an in-
crease of K, demonstrating that a negative
output impedance can exist.

It will be noted that there is a gradual,
rather than immediate, change in I, on the
order of 1 pamp soon after the test circuit

switch is thrown. The voltage drop across '

Q2 changes by an amount very nearly equal
to E, and the internal dissipation changes ac-
cordingly. :

The change in dissipation alters the device
temperature, which in turn causes a slight
change in the operating point. This accounts
for the slow response observed in I;.

Setup to Show Regulation
As Function of Frequency

The output impedance as a function of fre-
quency may be measured as shown in Fig. 5b.
The current “” is a small ac component
superimposed on the de load current I,. Its

value is given by:

)

R,

1=

and the output impedance is then:

]
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As Z, becomes large, e, far exceeds e; and
this expression reduces to:

As Z, becomes infinite, 7 and e, become zero;
e, being a particularly good indication for
the adjustment for infinite Z,.

If e, is read on a sensitive oscilloscope
synchronized to the audio oscillator, it will
be seen that the phase of e, reverses as the
null is traversed. This shows that the output
impedance of the current regulator actually
becomes negative.

As a practical matter in the setup of this
test circuit, the transformer used for signal
injection must be able to operate without
saturation over the frequency range of in-
terest. It must be remembered that the trans-
former will at times be carrying dc as well
as ac signals. In presenting the results of
tests on this sort of supply, it is convenient
touse the reciprocal of output impedance or
the admittance. Fig. 6 shows the output ad-
nﬁttance of the regulator as a function of
frequency for any load current in the range
of 1 to 5 ma.

If it is possible to omit the stabilizing
network, the bandwidth can be extended, the
amount of this increase being shown in the
graph, Fig. 6.

The high output impedance at the higher

- frequencies can be maintained by using an

inductor in series with the output lead. This

is, of course, analogous to the use of a shunt
capacitor in the more common voltaoe-regu-
lated supplies. The disadvantage of this tech-
nique is that some of the output voltage
capability of the current regulator may be
lost across the inductor, thus reducing the
amount available for the load. = =
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Fig. 1. The modified tonstant-current source
achieves infinite output impedance by the
positive feedback loop (shaded), which senses
any voltage developed by the load.
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Fig. 2. Review of symbols for perfect (o) and p{"acﬁcal
by definition ahle to deliver a specific value of current
regardless of the nature of the load, practical sources
have internal shunts, Z,, that make them sensitive to the
nature of the load and the frequency of the source or
any .system disturbance. The ideal current source is
st\.Nn as a function of time to indicate that the analy-
sis is not necessarily limited to dc.

(b) current sources: Though the ideal current source is
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Fig. 3. Conventional constant-current sources depend
entirely on sensing the load current. Changes in the
load current alter the voltage across R, and the base-
emitter voltage into Q1, which in turn alters the amount
of current that Q2 passes.
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Fig. 6. Curves of admittance against frequency show
the effect of the stabilization loop. It is possible to
dispense with the stabilization ‘under certain load-im-
pedance conditions.
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When the constant current circuit is redrawn in the classical servo for-
mat, the action of each of the three loops in the circuit is made more
obvious. Loop No. 1 is the conventional current-sensing loop. Loop No. 2
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Fig. 5. Test circuits to check out and adjust an in-
finite-impedance current source supply, showing meas-
urement of dc output impedance (a) and measurement
of ac output impedance (b).
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range of load conditions.

OW CAN a conventional constant-cur-
rent supply be modified for infinite out-
put impedance? One answer is, by adding a
regulating loop that senses and compensates
for the circuit variable causing the departure
from ideal behavior.

The culprit is the voltage developed across
the load. This voltage increases in proportion
to the size of the load; with large loads it can
become big enough to divert some of the cur-
rent through the supply’s internal shunt-re-
sistance. If the presence of this voltage can
be sensed and used to introduce a compensat-
ing current, the supply can be made to act as
if it had infinite output impedance.

A circuit incorporating this load voltage
compensation, in addition to the regular cur-
rent-sensing control, is shown in Fig. 1. The
circuit is simple enough, but its evolution will
give designers an appreciation of the con-
cepts involved.

The problems in designing a high-per-
formance current source are illustrated by
the differences between a perfect and a prac-
tical constant-current source. The perfect
current source, Fig. 2a, is by definition one
that delivers a specified current into any load
to which it may be connected. The specified
current may be a steady dc level or any de-
sired function of time or other variable. The
voltage across the load may be any value
from plus infinity to minus infinity and will
be determined solely by the current delivered
and the value of the load impedance. The
compliance of the source, defined as its out-
put voltage capability, is, therefore, infinite.

The trick is to sample the voltage across the load as well as

the current through it. The positive feedback developed in this
manner can raise the output impedance to infinity for a given

The practical current source, on the other
hand, only approximates a perfect source. In
its linear range it may be described, as in
Fig. 2b, as a perfect current source in paral-
lel with a practical impedance. For short-
circuited conditions, Z, = 0, there is no prob-
lem. But as the load Z, is increased, a load
voltage V, is developed, which diverts some
of the current through the source impedance
Z,. Unless Z, can be made very high with
respect to the highest expected Z,, the load
current will not be constant. But if Z, can
be made infinite, none of the source current
will be diverted through the source imped-
ance and the load current will always equal
the source current.

Conventional Circuit
Is Base for Modifications

A simplified schematic of a conventional
current regulator is shown in Fig. 3. Here,
the load current I, flows through a sensing
resistor, R., to develop a voltage that is pro-
portional to I,. This voltage is compared to
a reference voltage developed across a Zener
diode, D1. Any difference is amplified by Q1,
which acts as a differential amplifier. The
amplified signal drives the regulator or
“pass” transistor Q2, which controls the cur-
rent delivered by battery E to the load. Re-
sistor R, is needed only to provide current
for the Zener diode. /

If the load impedance decreases, the load
current increases, along with the voltage
across R,, driving the emitter of Q1 more
positive with respect to its base and tending

ELECTRONIC DESIGN




increase of Ir. Bk
The regulator acts to maintain the load

frent at a value that makes I, R, approxi-
ately equal to the reference voltage across
» Zener diode. The output current can be
anged through adjustment of R,.
he performance of conventional current-
ree supplies is adequate for low and'm.od—
ate load impedances, but higher load im-
dances tend to upset the regulating actior.l.
he clue to the desired modifications 1s
ind in Fig. 2b. As long as Z;, = 0, all the
arce current flows through the load.

NI

ero Z; that causes the current to flow in
l‘ s, upsetting the current regulation. But if
‘ i—’ is voltage could be sampled and used to in-
¢rease the current delivered by the “perfect”
rrent source, this effect could be counter-
ed. If this increase could be made just
al to the current drawn by Z,, there
uld be no change in the current through
and the desired infinite Z, will have been
hieved.
The first of the series of modification to
alize this objective is shown in Fig. 4a. Any
Itage developed across the load is sampled
t the arm of potentiometer R, and applied
through D1 to the base of Q1, tending to turn
Q1 further on. This in turn drives Q2 further
on, permitting more load current to flow.
In effect, this modification provides a nega-
tive output impedance that is parallel with
and cancels the positive output impedance
of the unmodified source. The parallel com-
bination can be made positive, negative or
infinite by the setting of R..

the Zener current flows through the lower
part of R,, developing a dc voltage in series
with the Zener voltage. Any changes in Zener
current, such as would be caused by a varia-
tion in the dc supply voltage E, would change
the effective reference voltage for the regu-
lator and, correspondingly, the current de-
livered.

This difficulty can be circumvented by feed-
ing the developed load voltage signal back to

the amplifier base in parallel, rather than

in series, with the reference diode. This tech-
nique is illustrated in Fig. 4b. Rheostat R,
is varied to control the amount of feedback,

and thus the regulator output impedance. Re-
sistor R, limits the amount of feedback to

protect the circuit.

The current through R, returns to the
minus side of the dc supply by two paths.
The first is through the low-impedance Zener

diode and the second is through the relatively

high-impedance path made up of R, and the

Further inspection of Fig. 4a shows that

base-emitter diode of Q1. Thus, it is apparent
that only a small fraction of the feedba
current reaches Q7 and that this fraction
affected by the dynamic impedance of
Zener diode.

: A more sensitive and more stable curre
injection scheme is shown in Fig. 4c. Resist

R forces a larger fraction of the feedba
current through R; into the transistor ba
and also stabilizes the total impedance i
which the current flows. The effect of R, ¢
the basic regulator performance is negligib
The value of R; now can be increased; the;
still will be enough feedback to produce t
infinite impedance effect.

Positive Feedback May
Cause Stability Problem

The two transistors in the conventio
regulator shown in Fig. 3 were used as ca
caded voltage amplifiers. If the negative sic
of the dc supply is considered as a referen
point, it will be seen that Q1 was operates
in the common-base mode while Q2 was o
erated in the common-emitter mode. A sign
starting at the emitter of Q7 would appes
amplified without phase reversal at the co
lector of Q1, and from there would feed in
the base of Q2. The load impedance on t
collector of Q1 is the base input impedance of
transistor Q2.

The signal at the base of Q2 appears am-
plified and inverted at the collector of Q2.
The load for Q2 is Z,—the external load im-
pedance—plus the parallel combination of
R, and the input emitter impedance of Q1.

The signal at the collector of Q2 is divided
between Z, and the combination of R. ande
Q1 input impedance and appears at the e
ter of Q71 out of phase with the initiati
signal. This feedback is, therefore, nega
for frequencies at which extraneous ph
shifts are negligible.

But with increasing frequencies, additio
phase lags become more noticeable, and w
the total lag reaches 360 degrees, the fee
back becomes positive. If the loop gain &&&s

greater than unity when the lag reaches &
degrees, self-oscillation occurs, and the 2
vantages of the regulator are lost.
A series RC feedback from collector
base of Q1, as shown in Fig. 4d, helps comb
this tendency by reducing the loop gain
higher frequencies without introducing 4
ditional phase shift. As the frequency 1}
creases from zero, the reactance of the capd
itor C begins to shunt the collector load
Q1 and the loop gain will decrease. Some
phase lag will be introduced at this point\.



As the frequency increases further, the
reactance of C becomes negligible with re-
spect to R; and the load for Q1 is nearly
the value of R,. Because of this resistive load,
the extra phase shift disappears and because
of the small size of R., the loop over-all gain
is materially reduced. The bandwidth over
which the constant current effect is produced
depends on the bandwidth of the amplifie
loop. This stabilization is at the expense o0
the supply’s bandwidth.

The modification for infinite output imped-
ance also may cause instability. The new loop
that senses the presence of voltage across the
load introduces a small amount of positive

feedback. When the supply is exactly adjust- }

ed for infinite output impedance, it is on the
verge of instability for the case of infinite
load impedance. But the finite load imped-
ance that would be encountered in any real
application reduces the gain of this secondary
loop to less than unity, ensuring stability.
The circuit of Fig. 1 uses the modified
parallel-injection scheme of Fig. 4c. The
transistors used are complementary germani-
m types chosen as representative of a bro
lass of low-cost, general-purpose and swit
ng devices. Since Q1’s collector must sup

e base current for Q2, Q1 must be able
erate with collector currents on the ord
10-100 pa.

The second Zener, D2, protects the regul

cessive forward base-emitter bias on Q1.

In that case, the Q2’s base-emitter diode, the :

saturated Q1 and R, would be in series across

the 12-v supply. The large resultant current

surge could easily damage the circuit. Thus,

it is important to have D2 available to carry

the entire specified load current in the event
‘ of an open-circuit load.

Experimental Setups to Help
Designer Evaluate and Adjust Supply
The dc output impedance of the regulator
. can be measured as shown in Fig. 5a. Meter
M1 reads the total load current, which for
this circuit falls between 1 and 5 ma. Meter
M2 registers the difference between the load
current I, and the test loop current I,. If
this difference is made approximately zero
through adjustment of R, M2 may be a very
sensitive meter capable of showing a change
of a fraction of a microampere. Any change
indicated by M2 results from a change in

r in case of an open-circuit load. Without :
, an open circuit-load would result in an _‘

S W
AL = AL, BRS
where:
Al;, = change in load current.

Aly, = change in current through M2
R, = resistance of M2.

voltage by an amount AE, = E., the regu
lator output impedande is given by:

Ez EZRS
zZ,= =
0 ALk AL AR R

Measurements on the unmodified source
that is, the circuit of Fig. 1 with R, = (
R; = R; = wo—will show an output imped
ance of 95 K at a load current of 5 ma, i
creasing nearly linearly to 400 K at 1 ma
The load-current output can be reduced b
increasing R,. This also increases the loo
gain and the output impedance.

Feedback in the regulator can be adjusted
so that Aly, is zero for non-zero E,, yielding
infinite output impedance at de. A further in-
crease in the amount of feedback in the regu-
lator results in_an increase of I, for an in-
crease of E,, demonstrating that a negative
output impedance can exist.

It will be noted that there is a gradua
rather than immediate, change in I, on tk
order of 1 pamp soon after the test cire
switch is thrown. The voltage drop acro
@2 changes by an amount very nearly equ
to K, and the internal dissipation changes a
cordingly.

The change in dissipation alters the devig
temperature, which in turn causes a slig
change in the operating point. This accoun
for the slow response observed in I;.

‘t“:‘”. S W

!
‘;‘ ¢
)

Setup to Show Regulation
As Function of Frequency

The output impedance as a funetion of £
quency may be measured as shown in Fig. ¢
The current “i” is a small ac componen
superimposed on the de¢ load current [ z. Its
value is given by:

. e2
l1 =

? R,

and the output impedance is then:

€;

Z,=—;
i

€

(%)

€,

o




As Z, becomes infinite, ¢ and e, become zero;

e, being a particularly good indication for

the adjustment for infinite Z,.
4 If e, is read on a sensitive oscilloscope
| synchronized to the audio oscillator, it will
. be seen that the phase of e, reverses as the
| null is traversed. This shows that the output
| impedance of the current regulator actually
| becomes negative.

As a practical matter in the setup of this
test circuit, the transformer used for signal
injection must be able to operate without
saturation over the frequency range of in-
terest. It must be remembered that the trans-
former will at times be carrying dc as well
. as ac signals. In presenting the results of
| tests on this sort of supply, it is convenient
to use the reciprocal of output impedance or
the admittance. Fig. 6 shows the output ad-
mittance of the regulator as a function of
frequency for any load current in the range
of 1 to 5 ma.

If it is possible to omit the stabilizing
network, the bandwidth can be extended, the
amount of this increase being shown in the
graph, Fig. 6.

The high output impedance at the higher
uencies can be maintained by using an
ctor in series with the output lead. This
f course, analogous to the use of a shunt
citor in the more common voltage-regu-
d supplies. The disadvantage of this tech-
e is that some of the output voltage
bility of the current regulator may be
across the inductor, thus reducing the
unt available for the load. = =

)

T T PV Y VR

L

Fig. 1. The modified constant-current source
achieves infinite output impedance by the
positive feedback loop (shaded), which senses
any voltage developed by the load.

————

(a)

(b)

Fig. 2. Review of symbols for perfect (a) and practical
(b) current sources: Though the ideal current source is
by definition able to deliver a specific value of current
regardless of the nature of the load, practical sources
have internal shunts, Z, that make them sensitive to the
nature of the load and the frequency of the source or
any system disturbance. The ideal current source is
shown as a function of time to indicate that the analy-

sis is not necessarily limited to dc.
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Fig. 3. Conventional constant-current sources depe
entirely on sensing the load current. Changes in f
load current alter the voltage across R, and the bas
emitter voltage into Q1, which in turn alters the amou
of current that Q2 passes.
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Fig. 6. Curves of admittance against frequency show
the effect of the stabilization loop. It is Possnble‘to
dispense with the stabilization under certain load-im-
pedance conditions.




. ——Purpose of Three Loops
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>
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LOOP NO | NEG F.B.‘—J
b
(a) LOOP NO | CONVENTIONAL CONSTANT E
CURRENT SUPPLY.

= = fRz

LOOP NO |

LOOP NO 2 POSITIVE FB.d/

AAA

VW

(b) ADDITIO NO. 2

When the constant current circuit is redrawn in the classical servo for-
at, the action of each of the three loops in the ecircuit is made more
obvious. Loop No. 1 is the conventional current-sensing loop. Loop No. 2

e positive feedback loop that senses the presence of voltage across the
and loop No. 3 is the stabilizing loop that cuts down the gain at
r frequencies.

Rs R

‘\ LOOP NO. | -———

(c) LOOPS NO. 1,2, &3 =

Ml
e
CURRENT , e ST "
SOURCE Zo @
' Auonsj
CURRENT
SOURCE OSCILLATOR

Re ’@
ps

(b) TEST FOR AC OUTPUT IMPEDANCE.

(a) TEST FOR DC OUTPUT IMPEDANCE.

Fig. 5. Test circuits to check out and adjust an in-
finite-impedance current source supply, showing meas-
urement of dc output impedance (a) and measurement

of ac output impedance (b).
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“(a) LOAD VOLTAGE FEEDBACK (b) IMPROVED LOAD VOLTAGE FEEDBACK

R R

- SO o A o
(c) FURTHER IMPROVED LOAD VOLTAGE FEEDBACK (d) STABILIZATION LOOP
Fig. 4. The four stages of circuit development feedback can be introduced directly into the
leading to the circuit in Fig. 1. (a) Voltage base of the transistor. (c) Resistor R; directs
across the load is sensed and used to change more of the feedback to the transistor. (d)

the reference set by Zener DI. (b) Th sitiy




ANOTHER NEW
COMPONENT

HOT CARRIER

DIODES Switch

In Picoseconds

Metal-semiconductor diodes increase
switching speed now limited in p-n
Junctions by minority-carrier
storage. Devices need very mre
materials and improved epitaxy

By S. M. KRAKAUER, Applications Engineer
S. W. SOSHEA, Project Leader

HP Associates, Palo Alto, California

EPITAXIAL SILICON hot carrier diodes were in-
troduced by HP Associates only recently, but many
of the principles of rectifying metal contacts have
been known for decades. The great advances in ger-
manium and silicon p-n junction devices in the last
15 years have tended to obscure the potential of
metal-semiconductor contacts. The p-n junction di-
odes are, however, approaching the limit of their

electronics » July 19, 1963 : \ £
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HOT CARRIER DIODE WAFER undergoing evaluation
of icakage ourrent by project engineer Bill Baker

high-frequency performance, because of storage of
minority carriers. Since minority carrier storage is
virtually eliminated, metal-semiconductor diodes
show renewed usefulness. The development of the
modern hot carrier diode was made possible by the
availability of very pure semiconductors, by im-
proved techniques of surface cleaning and passiva-
tion, and by the epitaxial construction method.

A hot carrier diode can be made in a variety of
ways. A typical epitaxial type is shown in Fig. 1.
Experimental models have been made on silicon using
evaporated gold, platinum, palladium, silver and many
other metals. Both hot elcctron (on n-type silicon)
and hot hole (on p-type silicon) forms are possible,
but the hot electron type is generally preferable be-
cause the higher electron mobility gives better high
frequency performance,

OPERATION—Hot carrier diode operation and the
distinction between it and a p-n junction can be un-
derstood most clearly by means of the appropriate
electron energy diagrams. Figure 2A shows the elec-
tron energy diagram of a hot electron diode with a
Schottky-type barrier, and Fig. 2B shows the corre-
sponding diagram for an abrupt p-n junction diode
with the n-type region more heavily doped than the
p-type region. When the hot carrier diode is forward
biased, the electrons in the n~type semiconductor
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HOT ELECTRON DIODE construction differs from that

of het hole where substrate would be p-plus material and -

epitaxial layer p-type silicon—F1ig. 1

diffuse over the barrier and are injected into the
metal.

The injected hot electrons interact with the lattice
and the electrons of the metal and when the diode
is reverse biased, these hot electrons are unable to
surmount the barrier, so they do not contribute to
the stored charge. When, however, the p-n junction
is forward biased, the electrons diffuse into the
p-type region and build up to a concentration that is
limited by the rate of carrier recombination, as de-
picted in Fig. 2B. When the p-n junction is reverse
biased, the stored electrons (minority carriers) flow
back into the n-type region, thus lowering the rectifi-
cation efficiency if the diode is used as a detector, or
increasing the reverse recovery time if it is used
as a switching diode.

The current-voltage characteristics of hot carrier
diodes can be described very closely by the ideal diode
equation

I, = Iy [exp(qV/kT) — 1]
in which the saturation current I, is proportional ta
exp(—qV./kT). The type of metal can be conven-
iently selected to have an internal barrier V, from
0.3 to 0.8 volt, corresponding to a saturation current,
for a typical diode size (about 6 x 10°° cm®), from
107" to 10~ amp. The junction capacitance of the hot
carrier diode varies as the inverse square root of volt-
age and is only slightly dependent on V.. This combi-
nation of characteristics is analogous to a family of
p-n junctions of incrementally varying energy band
gap and provides the circuit designer with an added
degree of freedom that was not previously available.
The reverse characteristics of hot carrier diodes ap-
pear very similar to those of p-» junction diodes. The

WHAT'S A HOT CARRIER?

Nothing radioactive! In rectifying metal-semiconduc-
tor contacts, current flow is predominantly by majority
carriers. When such a diode is forward biased, these
majority carriers are injected into the metal and have
much greater velocity than the thermal electrons—
hence the name hot-carrier diodes. With minority car-
rier storage virtually eliminated, these diodes surpass
conventional p-n junction types at high frequencies

54

CHARACTERISTICS OF HOT-CARRIER DIODES

HPA-2001 HPA-2101
Min Typ Max Min Typ Mg
Forward Current Ir in ma 20 30 . 20 30 -
(at Vp =1v) 4 h
Forward Current Irin ya 0.5 1.0 2,000 4,000
(at Ve = 0.4v)
Capacitance C, in pf 0.85 1.0 0.95 1)
(ﬂt VB = 0)
Breakdown Voltage Vginv 15 25 15 25
(at Tp = 10 ua)
Leakage Current I, in na 1 10 30 100
(ﬂt V[z =3 V)

reverse leakage current increases with reverse volt-
age gradually, owing to the internal Schottky effect,
until the avalanche multiplication voltage is reached.
~ Hot carrier diodes are similar in concept and in
operation to the ideal point-contact diode in which
the contact is neither formed, alloyed nor bonded,
Both the hot carrier diode and the ideal point contact
diode employ a Schottky barrier, but there are many
notable differences. Being of much larger area, the
hot carrier diode has larger capacitance than the
point contact, but it can handle greater power and
is less sensitive to current transients than is the ideal
point contact. The hot carrier diode, furthermore,
is more stable mechanically and has more nearly
ideal and reproducible electrical characteristics.

PERFORMANCE—Recovery time as a function of
minority carrier lifetime for these diodes is difficult
to measure. The lifetime is so low that its influence
is readily obscured by diode and circuit impedances
and by transient response anomalies in the associated
instrumentation. It has been found best to charac-
terize the recovery time for these diodes relative to
a sinusoidal excitation’. The circuit is shown in
Fig. 3, the resulting oscilloscope patterns in Fig. 4.

The effective minority carrier storage can be re-

- lated to the amplitude of the negative spike. Diode

capacitance causes the baseline to tilt, and so capac-
itive conduction can be separated from storage con-
duction by measuring the spike amplitude from this
tilted reference line, as shown in upper Fig. 4.
Measurement using this technique is not completely
quantitative, but it gives a convenient index of the
diode recovery that corresponds to most applications.
If, for example, the signal generator and amplifier
are adjusted to 53 mec with sufficient output to
produce a peak forward current flow of 20 ma and
scope gain set to give a 5-cm deflection for the
positive peak, then the amplitude of the negative
spike (read as shown) will be related to lifetime as
v = 500 ps/per cm for deflections less than 1.5 cm.
This value is an effective rather than a true minority
carrier lifetime. It is essentially the product of true
minority carrier lifetime by the ratio of minority to
majority carriers that is associated with forward
conduction. This ratio is made smaller with reduced
barrier height and reduced substrate resistivity. Cur-
rently available diodes have effective lifetimes below '
the resolution capability of this measurement (<50
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ps). Sufficiently high values of forward current
can cause minority carrier injection, and storage.

Hot carrier diodes now available are listed in the
table. The static characteristics of these diodes, both
in forward and reverse, are similar to conventional
p-n junction diodes. The type 2001 resembles a con-
ventional silicon p-n junction diode, and the type 2101
resembles germanium, as shown in Fig. 5.

To take full advantage of their fast response capa-
bility, care is necessary in mounting these diodes.
Minimum possible lead length will reduce to a min-
imum performance degradation owing to shunt ca-
pacitance and series inductance. The self-inductance
of the present package is approximately 3 nh. A
lower inductance package is under development.

In general the same considerations that apply to
the application of conventional p-n junction diodes
will apply to the hot carrier diode. The differences
between them is confined to the lower storage and
wider choice of barrier height that is associated with
the hot carrier diode. Accordingly, hot carrier diodes
might be substituted in many existing circuits with-
out design modifications being required, and with a

substantial gain in performance.

NO DELAYS—Minority carrier storage in the hot
carrier diode is so low that the turn-on and turn-off
delays that are present in conventional p-n junction
diodes will be essentially eliminated. Accordingly,
hot carrier diodes can be used effectively in those
pulse and high frequency applications where lag-free
response is required, such as detection, mixing and
limiting at microwave and high frequencies. Within
fractional nanosecond limits they can be used for
clamping and gating rapidly.

Freedom of choice in barrier height leads to appli-
cations that may or may not also require low storage.
Low barrier, low storage diodes permit an approach
to ideality for detection sensitivity, mixing efficiency,
and harmonic generating capability because of the
improved impedance matches. Also, tunnel diode logic
circuits which require very low turn-on voltage for
the associated diode may become possible,

REFERENCE
(1) S. M. Krakauer, Harmonic Generation, Rectification, and

Lifetime Evaluation with the Step Recovery Diode, Proc. IRE,
P 1665, July 1962.
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HIGH-SPEED SWITCHING DIODE (top) compared
with hot carrier diode. Sweep speed is 10 nsec per cm,
vertical sensitivity is 20 ma per cm. Applied signal is a

~ 80-Mc sine wave—F'ig. 4

STATIC CHARACTERISTICS of type 2101 (left) and
type 2001 show that the former starts conduction at about
0.8 v and latter around 0.5 v. Vertical calibration is 2 ma
per division and horizontal is 0.2 v per division—Fig. 5
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Metal-semiconductor diodes increase
switching speed mow limited in p;n
Junctions by minority-carrier
storage. Devices need very pzb"e
materials and improved, epitaxy

By S. M. KRAKAUER, Applications Engineer
S. W. SOSHEA, Project Leader
HP Associates, Palo Alto, California

EPITAXIAL SILICON hot carrier diodes were in-
troduced by HP Associates .only recently, but many
of the principles of rectifying metal contacts have
been known for decades. The great advances in ger-
manium and silicon p-n junction devices in the last
15 years have tended to obscure the potential of
metal-semiconductor contacts. The p-n junction di-
odes are, however, approaching the limit of their

electronics o July 19, 1963

HOT CARRIER DIODE WAFER undergoing evaluation
of ieakage current by project engineer Bill Baker

high-frequency performance, because of storage of
minority carriers. Since minority carrier storage is
virtually eliminated, metal-semiconductor diodes
show renewed usefulness. The development of the
modern hot carrier diode was made possible by the
availability of very pure semiconductors, by im-
proved techniques of surface cleaning and passiva-
tion, and by the epitaxial construction method.

A hot carrier diode can be made in a variety of
ways. A typical epitaxial type is shown in Fig. 1.
Experimental models have been made on silicon using
evaporated gold, platinum, palladium, silver and many
other metals. Both hot elcctron (on n-type silicon)
and hot hole (on p-type silicon) forms are possible,
but the hot electron type is generally preferable be-
cause the higher electron mobility gives better high
frequency performance.

OPERATION—Hot carrier diode operation and the
distinction between it and a p-n junction can be un-
derstood most clearly by means of the appropriate
electron energy diagrams. Figure 2A shows the elec-
tron energy diagram of a hot electron diode with a
Schottky-type barrier, and Fig. 2B shows the corre-
sponding diagram for an abrupt p-n junction diode
with the n-type region more heavily doped than the
p-type region. When the hot carrier diode is forward
biased, the electrons in the n~type semiconductor

53
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HOT ELECTRON DIODE construction differs from that
of hct hole where substrate would be p-plus material and
epitaxial layer p-type silicon—Fig. 1

diffuse over the barrier and are injected into the
metal.

The injected hot electrons interact with the lattice
and the electrons of the metal and when the diode
is reverse biased, these hot electrons are unable to
surmount the barrier, so they do not contribute to
the stored charge. When, however, the p-n junction
is forward biased, the electrons diffuse into the
p-type region and build up to a concentration that is
limited by the rate of carrier recombination, as de-
picted in Fig. 2B. When the p-n junction is reverse
biased, the stored electrons (minority carriers) flow
back into the n-type region, thus lowering the rectifi-
cation efficiency if the diode is used as a detector, or
increasing the reverse recovery time if it is used
as a switching diode.

The current-voltage characteristics of hot carrier
diodes can be described very closely by the ideal diode
equation

I. = I [exp(qV/kT) — 1]
in which the saturation current I, is proportional to
exp(—qV,/kT). The type of metal can be conven-
iently selected to have an internal barrier V. from
0.3 to 0.8 volt, corresponding to a saturation current,
for a typical diode size (about 6 x 10 cm®), from
10™ to 10~ amp. The junction capacitance of the hot
carrier diode varies as the inverse square root of volt-
age and is only slightly dependent on V.. This combi-
nation of characteristics is analogous to a family of
p-n junctions of incrementally varying energy band
gap and provides the circuit designer with an added
degree of freedom that was not previously available.
The reverse characteristics of hot carrier diodes ap-
pear very similar to those of p-n junction diodes. The

WHAT'S A HOT CARRIER?

Nothing radioactive! In rectifying metal-semiconduc-
tor contacts, current flow is predominantly by majority
carriers. When such a diode is forward biased, these
majority carriers are injected into the metal and have
much greater velocity than the thermal electrons—
hence the name hot-carrier diodes. With minority car-
rier storage virtually eliminated, these diodes surpass
conventional p-n junction types at high frequencies

CHARACTERISTICS OF HOT-CARRIER DIODES

HPA-2001 HPA-2101
Min Typ Max Min Typ Max
Forward Current I'r in ma 20 _ 30 ) 20 30 -
(at Ve =1v) ’ &
Forward Current Ir in yga 0.5 - 1.0 2,000 4,000
(at Vi = 0.4 v)
Capacitance C, in pf 0.8 1.0 0.95 1)
(ﬂt Vﬂ = 0)
Breakdown Voltage Vzinv 15 25 15 25
(at Ip = 10 pa)
Leakage Current I, in na 1 10 30 100
(&'. VR =3 V)

reverse leakage current increases with reverse volt-
age gradually, owing to the internal Schottky effect,
until the avalanche multiplication voltage is reached,
. Hot carrier diodes are similar in concept and in
operation to the ideal point-contact diode in which
the contact is neither formed, alloyed nor bonded.
Both the hot carrier diode and the ideal point contact
diode employ a Schottky barrier, but there are many
notable differences. Being of much larger area, the
hot carrier diode has larger capacitance than the
point contact, but it can handle greater power and
is less sensitive to current transients than is the ideal
point contact. The hot carrier diode, furthermore,
is more stable mechanically and has more nearly
ideal and reproducible electrical characteristics.

PERFORMANCE—Recovery time as a function of
minority carrier lifetime for these diodes is difficult
to measure. The lifetime is so low that its influence
is readily obscured by diode and circuit impedances
and by transient response anomalies in the associated
instrumentation. It has been found best to charac-
terize the recovery time for these diodes relative to
a sinusoidal excitation. The circuit is shown in
Fig. 3, the resulting oscilloscope patterns in Fig. 4.

The effective minority carrier storage can be re-

- lated to the amplitude of the negative spike. Diode

capacitance causes the baseline to tilt, and so capac-
itive conduction can be separated from storage con-
duction by measuring the spike amplitude from this
tilted reference line, as shown in upper Fig. 4.
Measurement using this technique is not completely
quantitative, but it gives a convenient index of the
diode recovery that corresponds to most applications.
If, for example, the signal generator and amplifier
are adjusted to 53 mc with sufficient output to
produce a peak forward current flow of 20 ma and
scope gain set to give a 5-cm deflection for the
positive peak, then the amplitude of the negative
spike (read as shown) will be related to lifetime as
7 = 500 ps/per cm for deflections less than 1.5 cm.
This value is an effective rather than a true minority
carrier lifetime. It is essentially the product of true
minority carrier lifetime by the ratio of minority to
_majority carriers that is associated with forward
conduction. This ratio is made smaller with reduced
barrier height and reduced substrate resistivity. Cur-
rently available diodes have effective lifetimes below '
the resolution capability of this measurement (<50

fule 10. 104% & wlumanmictts



VALENCE BAND

VALENCE BAND

(B)

ENERGY LEVELS in metal-semiconductor junction (A) and p-n junction of normal silicon diode (B)—Fig. 2

ps). Sufficiently high values of forward current
can cause minority carrier injection, and storage.

Hot carrier diodes now available are listed in the
table. The static characteristics of these diodes, both
in forward and reverse, are similar to conventional
p-n junction diodes. The type 2001 resembles a con-
ventional silicon p-n junction diode, and the type 2101
resembles germanium, as shown in Fig. 5.

To take full advantage of their fast response capa-
bility, care is necessary in mounting these diodes.
Minimum possible lead length will reduce to a min-
imum performance degradation owing to shunt ca-
pacitance and series inductance. The self-inductance
of the present package is approximately 3 nh. A
lower inductance package is under development.

In general the same considerations that apply to
the application of conventional p-n junction diodes
will apply to the hot carrier diode. The differences
between them is confined to the lower storage and
wider choice of barrier height that is associated with
the hot carrier diode. Accordingly, hot carrier diodes
might be substituted in many existing circuits with-
out design modifications being required, and with a
substantial gain in performance.

NO DELAYS—Minority carrier storage in the hot
carrier diode is so low that the turn-on and turn-off
delays that are present in conventional p-n junction
diodes will be essentially eliminated. Accordingly,
hot carrier diodes can be used effectively in those
pulse and high frequency applications where lag-free
response is required, such as detection, mixing and
limiting at microwave and high frequencies. Within
fractional nanosecond limits they can be used for
clamping and gating rapidly.

Freedom of choice in barrier height leads to appli-
cations that may or may not also require low storage.
Low barrier, low storage diodes permit an approach
to ideality for detection sensitivity, mixing efficiency,
and harmonic generating capability because of the
improved impedance matches. Also, tunnel diode logic
circuits which require very low turn-on voltage for
the associated diode may become possible.

REFERENCE

(1) S. M. Krakauer, Harmonic Generation, Rectification, and
Lifetime Evaluation with the Step Recovery Diode, Proc. IRE,
p 1665, July 1962.
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EFFECTIVE LIFETIME MEASUREMENT of diode
i8 made with this equipment setup—Fig. 8
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HIGH-SPEED SWITCHING DIODE (top) compared
with hot carrier diode. Sweep speed is 10 msec per cm,
vertical sensitivity is 20 ma per cm. Applied signal is a
30-Mc sine wave—Fig. }
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STATIC CHARACTERISTICS of type 2101 (left) and
type 2001 show that the former starts conduction at about
0.8 v and latter around 0.5 v. Vertical calibration is 2 ma
per division and horizontal is 0.2 v per division—Fig. 5




Designing Transistorized
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Differential Amplifiers

Equations are developed and techniques discussed for the design of
; transistorized, direct-coupled differential amplifiers having good dc
f stability and high common mode rejection. In a second and conclud-
ing article the performance of an experimental amplifier designed
with the recommended procedures will be discussed.

W. M. DeMatteis and J. W. Halligan
Philco Corp. ‘"« '

Lansdale Div,

Lansdale, Pa,
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N EFFICIENT method of amplifying
; low-level, low-frequency signals is by a
transistorized, direct-coupled differential am-
plifier. Design procedures for such an ampli-
fier are given here, along with techniques for
designing a device capable of amplifying very
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’%{’ low frequency signals of less than 1 mv.
, Convential ampliriers often cannot be used

A5 3
2

Bhavie

because extraneous signals introduced, by
ambient temperature variations and poorly
regulated supply voltages limit the mini-
mum signal. Although modulation tech-
5 niques have been used to Surmount this
3' difficulty, they sometimes introduce prob-
-28v it lems more serious than those encountered
1 ! % in straight dc amplification.

‘ zzx:% ouTPUT :tzzx i Two primary considerations in the de-
| T ¥, sign of a differential amplifier capable of
i e = amplifying very low frequency signals are:
o m A high degree of dc stability.

B m A high common-mode rejection.

% A transistorized amplifier suitable for am-
plifying very low frequency signals must
possess a high degree of dc stability. This
{» is necessary if the amplifier is to amplify
3¢ adequately true inputs while rejecting ex-
traneous dc signals introduced by temper-
ature variations and other undesirable ef-
fects. In a properly designed differential
amplifier, the output signal is proportioned
to the difference between input signals. Var-
iations in environmental conditions intro-
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SR
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O "Fig. 1. Direct coupled differential amplifier. Forward
, bias is applied to emitters of differential transistors
i through T3, biased as common-base current source.
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duces equivalent signals at both input
terminals that are cancelled in the output.

Well-matched transistors are required for
high dc stability. 'The simple differential
amplifier circuit shown in Fig. 1, with one
of its input terminals maintained at ground
potential, inherently possesses a high de-
gree of dc stability.

High Common-Mode Rejection
Is a Major Requirement

The differential amplifier circuit has fur-
ther utility in that two'isolated input termi-
nals are available. It thus is useful in pro-
viding an output proportional to the small
difference between two !very large signals.
The degree to which the amplifier performs
this function is indicated by the quantity
“common mode rejection.” This is a meas-
ure of the ability of the amplifier to reject
a signal common to both its input termi-
nals.

In addition to a high degree of dc sta-
bility and a high common mode rejection,
it is also desirable that both the input and
output terminals be at zero dc potential.
Several differential amplifiers then can be
conveniently cascaded to provide very high
gain dc amplifiers. Also, the fact that both
input and output terminals are at the same
potential will allow the introduction of
heavy dec feedback between output and in-
put. This configuration is particularly suited
to such applications as operational ampli-
fiers.

Referring to the circuit of Fig. 1, several
comments can be made regarding the gen-
eral procedure for designing the dc bias net-
works. To obtain a high gain per differen-
tial stage, the load resistors shouid be rela-
tively large. Also, the input impedance ap-
pearing at input 1 with input 2 shorted to
ground is approximately twice the input
impedance of a single common-emitter am-
plifier at the same operating point condi-
tions. Therefore, to obtain a relatively high
input impedance and to allow the use of high
load resistance with reasonable values of
supply voltage, the differential amplifier
transistors should be biased at relatively
low values of current.

Silicon Transistors
Provide Stable Operation

The use of silicon transistors allows ex-
tremely stable operation—even at elevated
temperatures—at emitter currents of the

order of 100 pa or less per transistor. So
that the input terminals will be at ground
potential, the required forward bias must
be applied to the emitter terminals of the
respective units. For a high common mode
rejection the impedance between the emit-
ters and ground should be extremely high.

Thus, the emitter bias current should be
supplied from a current source. This is done
readily through the use of a third transistor
in the emitter circuits. It is biased as a
common-base current source so that the ef-
fective impedance seen from the emitters
of the differential transistors is the very
high output impedance of a common-base
transistor.

The emitter bias current is applied to the
emitters through a small potentiometer con-
nected between the emitters of the two
differential transistors. This permits ad-
justments of minor imbalance between the
transistors or other components.

For true differential operation the base
of each transistor in a differential circuit
should see approximately the same resis-
tance. Generally, no matching of source re-
sistance is required for values of less than
several thousand ohms if silicon transistors
are used in the amplifier.

For higher values of source resistance,
however, the source resistance seen at each
input terminal should be well matched.
Since the base-to-collector reverse satura-
tion and leakage current (I;z) of each
transistor flows in its respective source re-
sistance, it introduces a small voltage that
appears as an input signal to each tran-
sistor. However, for silicon transistors with
extremely low Izo’s, the effect is negli-
gible for source resistances of less than
several thousand ohms.

In the circuit of Fig. 1, an output signa!
proportional to the difference between the
signals appearing at each input is available
at each collector. However, these output
signals are 180 deg out of phase with each
other. Consequently, an additional gain of
two can be realized in the amplifier by de-
fining the output as the difference signal
appearing between the collector of transis-
tor 7 and the collector of transistor 2.

The use of a double-ended output has the
added advantage that any difference in the
small signal gain between transistor 1 and
transistor 2 is cancelled in the output.
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Fig. 2. Multi-stage differential amplifier using complementary transistors to permit both input and out-
put terminals to be biased at ground potential. Stages thus can be c:zascoded for high gain.

Input, Qutput at Zero DC
Potential:: Why and How

Since the base of each transistor in the
differential circuit has been established at
ground potential, the collector of each tran-

sistor is, of necessity, not at ground po- °

tential for proper biasing. Thus, if the dif-
ferential amplifier circuit contains only a
single stage of amplification, a voltage trans-
lation network must be introduced in order
to return the output terminals to ground
potential under zero input-signal conditions.

For single-ended output this may be ac-
complished either by a passive resistor net-
work translating the voltage to ground po-
tential, or by an emitter follower circuit.
However, if more than one differential stage
of amplification is required, the necessary
voltage translation is much more easily ac-
complished by constructing the second stage
from a complementary type of transistor.

This second stage also is a differential
amplifier and the double-ended output of the
first stage can be used to drive the second
stage directly. The technique of voltage
translation via complementary transistors
is illustrated in a three-stage differential
amplifier circuit, Fig. 2. Here the input
stage uses pnp transistors and the second
stage uses npn transistors.

The stages are direct-coupled. By using

differential amplifiers in both stages, im-

balance between the units in the first stage
is attenuated by the common-mode rejéc-

tion of the input circuits in the second stage.
The third stage is a pnp transistor used as
an emitter-follower to a single-ended output.

Use of complementary-type transistors in
alternating stages allows both the input and
output terminals to be readily biased at
ground potential. The technique is applicable
to any number of cascaded stages, alternat-
ing the type of transistor in each successive
stage.

After several stages of differential am-
plification the signal is at a sufficiently high
level so that single-ended outputs may be
used from either side of the last differential
amplifier. For most direct-coupled amplifier
applications a very low output impedance
is desirable. Therefore, the final stage in
any such multistage differential amplifier
is usually an emitter-follower circuit.

In a derivation section, included with the
second part of this article in the next issue,
the differential output voltage for the cir-
cuit of Fig. 3 is shown to be:

_ _ 7 2R,
eOl eOz_—' _hpgl + h’Ez R ><
“' hnl hrxz * .
{ie = ) + @Vis + RI) -
(Rg, — Rg,)
(R, Ico, + Vee — Vas, — €2) _%E:E—z
Riale (1)
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Fig. 3a. Basic circuit for differential amplifier with
(b) its approximate equivalent circuit.

Note that the expression contains four
terms. The first is the desired output and
is proportional to the difference between the
input voltages e, and e,.

The second is the output due to differences
in Vgz and I¢o between T, and T.. In order
for this to be zero, Vg, and Ve, must be
equal, I¢o, and I¢o, must be equal, and they
must remain equal with variations in ambient
temperature.

The third term is the error voltage and
always appears in the output of a differen-
tial amplifier. If R, and Ry, are parts
of a potentiometer connected between the
emitters of the two transistors, the poten-
tiometer may be adjusted to produce zero
differential output for zero input at any
reference temperature. That is, the dc bal-
ance is obtained at a particular temperature
if

Vv
ZRE;:E (RE1 - REz)! (2)

AVyg + Realgo =

assuming that V. >> Rslco, — Vi,

Any drift of the output after balance will
be due to an unequal variation of V,; and
Ico, and wunequal junction temperatures
between the transistors. The junction tem-
peratures of the transistors may be made
approximately equal by mounting the tran-
sistors in a simple heat sink.

For reasonable values of R, the fourth
term of Eq. 1, i.e.,, R, A Ic, usually may be
neglected for silicon transistors.

The above holds true if Rs, and R, are
equal. If they are not, then (1) hecomes

2R,

€0y — €0, = R, R X

hrs, ¥ Rrg T+ fa

1

(e: — e1) + (AVye + ARl o)

. R
assuming that -ﬁ + Rp, << 2Rg;s.

In order to balance the output with zero
input,

Ve
2Rpr
R Ry
(Rm — Rg, + -’-lr-:l:— hr: ) (4)

2

AV))E + ARsIco =

The Vs of silicon transistors decreases
as temperature is increased. Fig. 4 is a plot
of Vg vs temperature of four 2N861 Sili-
con Precision Alloy Transistors (SPAT¥).
AVpe is the magnitude of the maximum
observed differénce in V;; between any two
of the transistors. If AVz; remains con-
stant throughout the temperature range,
then the differential output due to differ-
ence in Vy; will have a constant value dif-
ferent from zero. As shown in Fig. 4,
AVpy increases by approximately 1 mv
between —25 C and +125 C. The effect
of AVyzz may be made small by adjusting
the emitter balance potentiometer so that
zero differential output is obtained. at any
particular temperature. The output then
will remain essentially constant through-
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out the temperature range, differing from
zero only by the relatively small change in
AV of approximately 6 uv/C.

It should be noted that a difference of
0.01 C between the junction temperatures
of the transistors results in an equivalent
input drift of approximately 20 .v, even
for a perfectly matched pair of transistors.
If the junction temperatures of the two tran-
sistors are held approximately equal by using
an adequate heat sink, the drift of the ampli-
fier can be reduced appreciably.

Common Mode Rejection
Depends on Vz; Match

Common mode rejection (CMR) may be
defined as the ratio of the magnitude of the
smaller input signal to the magnitude of the
output signal. CMR exhibits the following

relationship (derivation is included in Part 2
of this article):

Vee
AVos + AR oo (5)

CMR >

Eq. (5) will hold true under balanced con-
ditions, i.e., if Eq. (4) is satisfied. Eq. (5)
also signifies that for any particular mis-
match in transistor parameters a desired
common-mode rejection may be obtained by
selecting Vigz for the desired rejection.
The diffex:ential gain of the amplifier stage

is:
2R,
Ge= R R, : (6)
i 1R 4+ 1 -+ R'
h’lz hfll



Derivations of Differential Output Voltage And Common-Mode Rejection

Derivations of differential output voltage
and commonmode rejection are given here.
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The approximate equ1valent circuit of the
differential amphﬁer is shown. The differential
output voltage is e, — . The output volt-

age (eo,) of T, is:

g i RL
0y RS (hFE| +hl"E2) &

hpg, hee,
(e, — €,) + AVy + RyAl,

Rb‘»
—

RFB

2

e, + Vpg, — Ryco, — Ve 1)

5 Ico, Ry, = Ve
where Rg, = R’g; + 7, ;

Rg,
Ry = Rg, + Rg, 5

AV = = Vi, s Aloo = Ico, —

=Rg', + 7ey s

Ve, Igo, ;

and assuming that:
(hpg + 1) =~ hpg ;
s = Rs, = Rg, ;
= By, =Ry, 5
Rgg >> Ry + Ry ;

Ry,

R, <<1:

A similar expression is obtained for the out-
put voltage (eo,) of T,. The differential out-

put voltage (eo, — €o,) is:

2R,,

€0y ~ €0 Rre. T Rrg,
Rs( hl:l-‘ by -) > il
iy Pora

(e. — €,) + (AVyy + RsAlco) — [ Rlco,

+ Vee — Ve, — e.]

Common Mode Rejection
Depends on Vz; Match

Common mode rejection (CMR) may be de-
fined as the ratio of the magnitude of the
smaller input signal to the magnitude of the
output signal. It may be derived as follows:

( Rg, — R,
. R )
hf'El hi‘Ez

is adjusted to zero, thus satisfying Eq. 4

If (AV"E + AR ICO)

the differential output is

(eol - 302) =

G, — G,

e A

w~where

REE
G =R, + Ry,

FE1

The first term of Eq. 6 is proportional to the
desirable differential gain, and the second
term is proportional to the undesirable com-
mon-mode gain. The common-mode rejection
is the ratio of the differential gain to the
common-mode gain, so that

2(1+G.)

CME = ¢ —3.

LY
2 Rgp,' 7;_ v Rf_.,

)'(4)

(2 + 2au) - s

It may safely be assumed that

R
Rg, + -E—;<< Rm-
If Eq. 4 now is substituted into Eq. 4
(above), the expression for commonmode
rejection becomes:

VP}

CMR > 2 Vo + ARilvo
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RANSISTOR direct-coupled differentia.
amplifiers can be an efficient means ot
amplifying low-level, low-frequency signals.
Fig. 1 shows the single stage, three-tran-
sistor, direct-coupled differential amplifier.
In order to insure that Rz >> Ry and
R, the effective R;; is simulated by the out-
put resistance of T, and is connected to the
emitters of T, and T, through the 100-ohm
otentiometer. The effective value of Rgg is
obtained by calculating the output resistance
of the stage containing T;. For -the particular
transistor used as T, the effective value of
Rgr was found to be approximately 30 K.
T, and T, were mounted as close together
as possible in a transistor clip* that is de-
signed to keep the temperatures of the two
TO-18 transistor cases equal. This clip main-
tains the junctions of the two transistors at

*Atlee Corp. Part No, 100-300-1-9

ARSI a.'-
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3
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Fig. 1. A single-stage, three transistor, direct-coupled
differential amplifier.
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approximately the same temperature. The de
drift of the experimental amplifier was meas-
ured at the output terminals for a tempera-
ture variation from +25 C to +125 C. At
the elevated temperature the output drift
was 75 mv, which corresponds to an equiva-
lent input drift of 4.5 uv per deg C. Refer-
ring to Fig. 4 in the first part of this article
(ED, Aug. 2, p 72) it is noted that the maxi-
mum change in AV g for a random group of
2N861’s over this temperature range is ap-
proximately 0.6 mv, or 6 uv/deg C. The fact
that the measured dc drift with ambient
temperature variations was 4.5 uv/deg C in-
dicates the efficiency of the clip in maintain-
ing the transistor junctions at the same
temperature. {

Fig. 2 shows the frequency response of
the experimental amplifier at +25 C and at
+125 C. The low frequency voltage gain of
the stage is 45 db at both ambient tempera-
tures. The response at +25 C is 3 db down at
40 ke, decreasing at a rate of 8 db per oc-
tave to unity gain at 4 mec. The response
at +125 C is 3 db down at 35 ke and is
within 2 db of the room temperature re-
sponse at the higher frequencies.

For the transistors used in the experimen-
tal amplifier,

hre, = 44,
Rs, =1K + 700 =1700,
hﬂ;Ez = 421

Rs, = 1K + 460 = 1460.

Remembering that Ry includes the dynamic
emitter resistances (kT /ql%),

Rz =100 + 26 + 26 = 152.
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Fig. 2. Response of
experimental amplifi-
erat 25 Cand 125 C.
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both ambients. Re-

VOLTAGE GAIN, db

n
o

N sponse is 3 db down
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The differential gain, therefore, is:

‘_I—LR‘* +7L—2-RS +R
FEy FEg E

= AR roy

This is in agreement with the meéasured
differential gain of 45 db.

Measured CMR Agrees
With Calculated Value

The common-mode reje&ction of the experi-
mental amplifier at 1000 ‘cps was measured
as 8000, or 78 db, and-linear amplification
was obtained up to approximately 20 v peak-
to-peak output signal. For the particular
transistors used in the amplifier, AVsz was
measured as 7.5 mv at the operating condi-
tions of &

g

ch = —6 é', ki
Ig = +1.0 ma.

Since the current source T'; supplies the total
emitter current of 2.0 ma through the ef-
fective value of

R[;E =30 K,

the effective value of +Vgg in the experi-
mental amplifier is (2.0 ma) (30 K) = 60_ V.
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The calculated CMR, therefore, is:

_ Ve (effective) 60
Ve T7.5X 103

Again, this is in excellent agreement with
the experimental results obtained.

The experimental direct-coupled differen-
tial amplifier described here is indicative of
the performance that may be obtained by
the use of proper design techniques. The per-
formance of the amplifier is in excellent
agreement with the design equations devel-
oped. e

The design equations™also are useful in
determining the desirable transistor param-
eters for differential amplifier applications.
Eq. (1) shows that the common mode rejec-
tion is proportional to the degree to which
the base-to-emitter voltages are matched at
the desired operating point. Eq. (2) shows
that, while a high de¢ current gain (hrz) is
desirable, the differential gain is insensitive
to differences betieen :hrz, and kg, For
high differential gain, the source resistance..
should be low. In addition, Eq. (2) implies
an inverse dependence of the differential
gain on the Vj;; match between units. For
high gain, Ry should be small. However, the
minimum value of the potentiometer con-

CMR = 8000.

nected between the emitters of T, and T, is /

equal to AVgg(mazx) divided by the emitter
current of one transistor. =«=

RO e 2l B g L A g
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Designing Transistorized
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Differential Amplifiers

Equations are developed and techniques discussed for the design of
| transistorized, direct-coupled differential amplifiers having good dc
{ stability and high common mode rejection. In a second and conclud-
ing article the performance of an experimental amplifier designed
with the recommended procedures will be discussed.

W. M. DeMatteis and J. W. Halligan
Philco Corp. :

Lansdale Div, ..

Lansdale, Pa.

N EFFICIENT method of amplifying

low-level, low-frequency signals is by a
transistorized, direct-coupled differential am-
plifier. Design procedures for such an ampli-
fier are given here, along with techniqué‘s’f@r
designing a device capable of amplifying very
low frequency signals of less than 1 mv.

Convential amplitiers often cannot be used
- because extraneous signals introduced. by
t ambient temperature variations and poorly
regulated supply voltages limit the mini-
mum signal. Although modulation tech-
niques have been used to durmount this
difficulty, they sometimes introduce prob-
lems more serious than those encountered
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| ! % in straight dc amplification.
x}é . . . .
22k$  OUTPUT 322k 2 Two primary considerations in the de-

¥

L_.g, < ¥ sign of a differential amplifier capable of
= amplifying very low frequency signals are:

m A high degree of dc stability.

= A high common-mode rejection.

A transistorized amplifier suitable for am-
plifying very low frequency signals must
possess a high degree of dc stability. This
is necessary if the amplifier is to amplify
adequately true inputs while rejecting ex-
traneous dc signals introduced by temper-
ature variations and other undesirable ef-
fects. In a properly designed differential
amplifier, the output signal is proportioned
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O "Fig. 1. Direct coupled differential amplifier. Forward

t
bias is applied to emitters of differential transistors § to the difference between input &.’.i.g'nals.. Var-
| through 73, biased as common-base current source. % jations in environmental conditions intro-
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duces equivalent signals at both input
terminals that are cancelled in the output.

Well-matched transistors are required for
high dc stability. The simple differential
amplifier circuit shown in Fig. 1, with one
of its input terminals maintained at ground
potential, inherently possesses a high de-
gree of dc stability.

High Common-Mode Rejection
Is a Major Requirement

The differential amplifier circuit has fur-
ther utility in that two isolated input termi-
nals are available. It thus is useful in pro-
viding an output propOrtional to the small
difference between two..very large signals.
The degree to which the amplifier performs
this function is indicated by the quantity
“common mode rejection.” This is a meas-
ure of the ability of the amplifier to reject
a signal common to both its input termi-
nals.

In addition to a high degree of dc sta-
bility and a high common mode rejection,
it is also desirable that both the input and
output terminals be at zero dc potential.
Several differential amplifiers then can be
conveniently cascaded to provide very high
gain dc amplifiers. Also, the fact that both
input and output terminals are at the same
potential will allow the introduction of
heavy dc feedback between output and in-
put. This configuration is particularly suited
to such applications as operational ampli-
fiers.

Referring to the circuit of Fig. 1, several
comments can be made regarding the gen-
eral procedure for designing the dc bias net-
works. To obtain a high gain per differen-
tial stage, the load resistors shouid be rela-
tively large. Also, the input impedance ap-
pearing at input 1 with input 2 shorted to
ground is approximately twice the input
impedance of a single common-emitter am-
plifier at the same operating point condi-
tions. Therefore, to obtain a relatively high
input impedance and to allow the use of high
load resistance with reasonable values of
supply voltage, the differential amplifier
transistors should be biased at relatively
low values of current.

Silicon Transistors
Provide Stable Operation

The use of silicon transistors allows ex-
tremely stable operation—even at elevated
temperatures—at emitter currents of the

order of 100 pa or less per transistor. So
that the input terminals will be at ground
potential, the required forward bias must
be applied to the emitter terminals of the
respective units. For a high common mode
rejection the impedance between the emit-
ters and ground should be extremely high.

Thus, the emitter bias current should be
supplied from a current source. This is done
readily through the use of a third transistor
in the emitter circuits. It is biased as a
common-base current source so that the ef-
fective impedance seen from the emitters
of the differential ,Ltransistors is the very
high output impedanece of a common-base
transistor. T

The emitter bias current is applied to the

emitters through a small potentiometer con- ..

nected between the emitters of the two

differential transiétorg. This permits ad-'

justments of minor imbalance between the
transistors or other components.

For true differential operation the base
of each transistor in a differential circuit
should see approximately the same resis-
tance. Generally, no matching of source re-
sistance is required for values of less than
several thousand ohms if silicon transistors
are used in the amplifier.

For higher values of source resistance,
however, the source resistance seen at each
input terminal should be well matched.
Since the base-to-collector reverse satura-
tion and leakage current (Isz0) of each
transistor flows in its respective source re-
sistance, it introduces a small voltage that
appears as an input signal to each tran-
sistor. However, for silicon transistors with
extremely low Igpo’s, the effect is negli-
gible for source resistances of less than
several thousand ohms.

In the circuit of Fig. 1, an output signa!
proportional to the difference between the
signals appearing at each input is available
at each collector. However, these output
signals are 180 deg out of phase with each
other. Consequently, an additional gain of
two can be realized in the amplifier by de-
fining the output as the difference signal
appearing between the collector of transis-
tor 1 and the collector of transistor 2.

The use of a double-ended output has the
added advantage that any difference in the
small signal gain between transistor 1 and
transistor 2 is cancelled in the output.
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Fig. 2. Multi-stage differential amplifier using complementary transistors to permit both input and out-
put terminals to be biased at ground potential. Stages thus can be cascaded for high gain.

Input, Output at Zero DC
Potential:: Why and How

Since the base of each transistor in the
differential circuit has been established at
ground potential, the collector of each tran-

sistor is, of necessity, not at ground po- -

tential for proper biasing. Thus, if the dif-
ferential amplifier circuit contains only a
single stage of amplification, a voltage trans-
lation network must be introduced in order
to return the output terminals to ground
potential under zero input-signal conditions.

For single-ended output this may be ac-
complished either by a passive resistor net-
work translating the voltage to ground po-
tential, or by an emitter follower circuit.
However, if more than one differential stage
of amplification is required, the necessary
voltage translation is much more easily ac-
complished by constructing the second stage
from a complementary type of transistor.

This second stage also is a differential
amplifier and the double-ended output of the
first stage can be used to drive the second
stage directly. The technique of voltage
translation via <omplementary transistors
is illustrated in a - three-stage differential
amplifier circuit, Fig. 2. Here the input
stage uses pnp transistors and the second
stage uses npn transistors.

The stages are direct-coupled. By using

differential amplifiers in both stages, im-

balance between the units in the first stage
is attenuated by the common-mode 'rejréc-

tion of the input circuits in the second stage.
The third stage is a pnp transistor used as
an emitter-follower to a single-ended output.

Use of complementary-type transistors in
alternating stages allows both the input and
output terminals to be readily biased at
ground potential. The technique is applicable
to any number of cascaded stages, alternat-
ing the type of transistor in each successive
stage.

After several stages of differential am-
plification the signal is at a sufficiently high
level so that single-ended outputs may be
used from either side of the last differential
amplifier. For most direct-coupled amplifier
applications a very low output impedance
is desirable. Therefore, the final stage in
any such multistage differential amplifier
is usually an emitter-follower circuit.

In a derivation section, included with the
second part of this article in the next issue,
the differential output voltage for the cir-
cuit of Fig. 3 is shown to be:

_ _ 2R,
eol eOz._ -hrgl + h’E2 R ><
* h"l’] h”Ez E -
{tes = e + (aVar + Rualoo) =
(Rg, — Rg,)
(R, Ico, + Vee — VBSg — €;) _Emi
R.alc (1)
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Fig. 3a. Basic circuit for differential amplifier with
(b) its approximate equivalent circuit.

Note that the expression contains four
terms. The first is the desired output and
is proportional to the difference between the
input voltages e, and e,.

The second is the output due to differences
in Ve and Iq between T, and T.. In order
for this to be zero, Vs, and Ve, must be
equal, I¢o, and I¢o, must be equal, and they
must remain equal with variations in ambient
temperature.

The third term is the error voltage and
always appears in the output of a differen-
tial amplifier. If R and Rg, are parts
of a potentiometer connected between the
emitters of the two transistors, the poten-
tiometer may be adjusted to produce zero
differential output for zero input at any
reference temperature. That is, the dc bal-
ance is obtained at a particular temperature
if

AVis + Rotlop = —pEE- - (Rs, ~ Rz)),  (2)

assuming that V., >> Rslco, — Ve,

Any drift of the output after balance will
be due to an unequal variation of Vse and
Ico, and wunequal junction temperatures
between the transistors. The junction tem-
peratures of the transistors may be made
approximately equal by mounting the tran-
sistors in a simple heat sink.

For reasonable values of R,, the fourth
term of Eq. 1, i.e., R, A I, usually may be
neglected for silicon transistors.

The above holds true if Rs, and R, are
equal. If they are not, then (1) becomes

2R
fo1 ™ €0y = R R: +R 8
E

hrs, hr

(e: — €1) + (AVpp + ARGl )
o [Rszlcoz + Vgg = VBEg =i ] 3)

RE, - Rsz i Rsl _ Rs
2355‘ hm;l Emz ’
2Rcy

R
assuming that FZ’ + Rp, << 2Rg;.
2

In order to balance the output with zero
input,

AVI;E + ARsIco = 211,;::

R R
(Rt - 5%) @

hf'Ez

The Vg of silicon transistors decreases
as temperature is increased. Fig. 4 is a plot
of Vg vs temperature of four 2N861 Sili-
con Precision Alloy Transistors (SPAT¥).
AVpe is the magnitude of the maximum
observed differénce in Vy; between any two
of the transistors, If AV,; remains con-
stant throughout the temperature range,
then the differential output due to differ-
ence in Vg will have a constant value dif-
ferent from zero. As shown in Fig. 4,
AV increases by approximately 1 mv
between —25 C and +125 C. The effect
of AVzz may be made small by adjusting
the emitter balance potentiometer so that
zero differential output is obtained at any
particular temperature. The output then
will remain essentially constant through-
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out the temperature range, differing from
zero only by the relatively small change in
AV of approximately 6 uv/C.

It should be noted that a difference of
0.01 C between the junction temperatures
of the transistors results in an equivalent
input drift of approximately 20 .v, even
for a perfectly matched pair of transistors.
If the junction temperatures of the two tran-
sistors are held approximately equal by using
an adequate heat sink, the drift of the ampli-
fier can be reduced appreciably.

Common Mode Rejection
Depends on V;; Match

Common mode rejection (CMR) may be
defined as the ratio of the magnitude of the
smaller input signal to the magnitude of the
output signal. CMR exhibits the following

relationship (derivation is included in Part 2
of this article):

Vee
AVpe + ARglco (5)

CMR >

Eq. (5) will hold true under balanced con-
ditions, i.e., if Eq. (4) is satisfied. Eq. (5)
also signifies that for any particular mis-
match in transistor parameters a desired
common-mode rejection may be obtained by
selecting Vi for the desired rejection.
The diﬁ'ex:ential gain of the amplifier stage

is:
2R,
Gd = B o (6)
ok + ok + R
FEg rEy
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Derivations of differential output voltage
and commonmode rejection are given here.
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The approximate equivalent circuit of the
differential amplifier is shown. The differential
output voltage is ¢;, — €o,. The output volt-

age (eo,) of T, is:

. RL
A R (hp‘.;‘ +hrE2)
e e

hpe, heg,
(ﬁ: — ) + AVpy + Rialg,

Re,

REE

e+ Vg, — Ryco, — Ve

(1)
+ Icol Ry, = Vies

where Ry, = R’g + 7, ;

Rg, = Ry'y + 7,y ;

Rg = Rg, + Rg, ;

AVpg = Vg, — Vg, 3 Aleo = Ico, = Igo, 3

and assuming that:
(hpg + 1) =~ hypg ;
Ry = Rg, = Ry, ;
R,=R, =R, ;
Rgg >> Rg + Ry ;

Ry,

2Rg:

<<1.

A similar expression is obtained for the out-
put voltage (eo,) of T,. The differential out-

put voltage (€0, — €o,) is:
. 2R,
€0y ~ €0y = hip. T R
21 FEy
Rs( heg, hies ) + K

(e. — €,) + (AVyy + RsAlce) — [ Rylco,

Ry, — B,

2Rpp + R AL, .

+ Veg — Vpi, — €2 ]

Common Mode Rejection
Depends on V; Match

Common mode rejection (CMR) may be de-
fined as the ratio of the magnitude of the
smaller input signal to the magnitude of the
output signal. It may be derived as follows:

Ve
If (AVye + AR I¢o) — Q’RL;'(REI — Rg,

is adjusted to zero, thus satisfying Eq. 4

S P ~.

Derivations of Differential ‘: :tput Voltage And Common-Mode Rejection

the differential output is

R 1+G.

(Coy = 00,) = T, | 2(ea =€) "c—ra—)

G] g Gn 3
+ ez(Gl T Gz) ’ ( )
where

Rge
Gl = RE|+ Rg] and G, = R£2 =+ RS:\
FEy hFEg

The first term of Eq. 6 is proportional to the
desirable differential gain, and the second
term is proportional to the undesirable com-
mon-mode gain. The common-mode rejection
is the ratio of the differential gain to the
common-mode gain, so that

2(1+G.)

2(Rys + 12+ B,
" Ry~ )
rR“2 TN - - rRs' +R
FEo F2 FEq £1

It may safely be assumed that

If Eq. 4 now is substituted into Eq. 4
(above), the expression for commonmode
rejection becomes:

o
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RANSISTOR direct-coupled differentia.
amplifiers can be an efficient means of
amplifying low-level, low-frequency signals.
Fig. 1 shows the single stage, three-tran-
sistor, direct-coupled differential amplifier.
In order to insure that R;z; >> Ry and
R, the effective R;; is simulated by the out-
put resistance of T, and is connected to the
emitters of T, and T, through the 100-ohm
otentiometer. The effective value of Ry is
obtained by calculating the output resistance

of the stage containing Ts. For the particular
transistor used as T, the effective value of
Rgz was found to be approximately 30 K.

T, and T, were mounted as close together
as possible in a transistor clip* that is de-
signed to keep the temperatures of the two
TO-18 transistor cases equal. This clip main-
tains the junctions of the two transistors at

-28v

22xg  QUTRUT 322k

€o) €02

+9v

Fig. 1. A single-stage, three transistor, direct-coupled
differential amplifier.

approximately the same temperature. The de
drift of the experimental amplifier was meas-
ured at the output terminals for a tempera-
ture variation from +25 C to +125 C. At
the elevated temperature the output drift
was 75 mv, which corresponds to an equiva-
lent input drift of 4.5 uv per deg C. Refer-
ring to Fig. 4 in the first part of this article
(ED, Aug. 2, p 72) it is noted that the maxi-
mum change in AV for a random group of
2N861’s over this temperature range is"ap-
proximately 0.6 mv, or 6 uv/deg C. The fact
that the measured dc drift with ambient
temperature variations was 4.5 uv/deg C in-
dicates the efficiency of the clip in maintain-
ing the transistor junctions at the same
temperature. : ‘

Fig. 2 shows the frequency response of
the experimental amplifier at +25 C and at
+125 C. The low frequency voltage gain of
the stage is*45 db at both ambient tempera-
tures. The response at +25 C is 3 db down at
40 kc, decreasing at a rate of 8 db per oc-
tave to unity gain at 4 mec. The response
at +125 C is 3 db down at 35 kc and is
within 2 db of the room temperaturé re-
sponse at the higher frequencies.

For the transistors used in the experimen-
tal amplifier,

hp'g'l = 44,
Rs, = 1K + 700 = 1700,
rsy = 42,

Rs, = 1K + 460 = 1460.

Remembering that R includes the dynamic
emitter resistances (k7T/qlz),

Rg =100 + 26 + 26 = 152.
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Fig. 2. Response of
experimental amplifi-
erat 25 Cand 125 C.
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The differential gain, therefore, is:

&= ZRL
-ﬁ-'t‘l"h;f;'i‘R;

=44K _ 194 =
= 556 = 194 = 45.8db

This is in agreement with the measured
differential gain of 45 db.

Measured CMR Agrees

With Calculated Value

The common-mode rejection of the experi-
mental amplifier at 1000 cps was measured
as 8000, or 78 db, and linear amplification
was obtained up to approximately 20 v peak-
to-peak output signal. For the particular
transistors used in the amphﬁer, AVge was
measured as 7.5 mv at the pperatmg condi-
tlons of -

Since the current source T'; supplies the total
emitter current of 2.0 ma through the ef-
fective value of

Ry = 30K,

the effective value of +Vgg in the experi-
mental amplifier is (2.0 ma) (30 K) = 60. v.
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The calculated CMR, therefore, is:

_ Vg (effective) _ '60
CME =%,  ~75x10°

Again, this is in excellent agreement with
the experimental results obtained.

The experimental direct-coupled differen-
tial amplifier described here is indicative of
the performance that may be obtained by
the use of proper design techniques. The per-
formance of the amplifier is in excellent
agreement with the design equations devel-
oped.

The design equations also are useful in
determining the desirable transistor param-
eters for differential amplifier applications.
Eq. (1) shows that the common mode rejec-
tion is proportional to the degree to which
the base-to-emitter voltages are matched at
the desired operatmg pomt Eq. (2) shows
that, while a high dc¢ eurrent gain (hsz) is
desirable, the dlffef ntial gain is insensitive

= 8000.

to differences between hee, and hgg, For

high differential »the» source remstance.

should be low. In addlhon Eq. (2) implies |
an inverse dependence of the differential -

gain on the Vjy; match between units. For
high gain, R should be small. However, the
minimum value of the potentiometer con-
nected between the emitters of T, and 7 is
equal to AVz(mazx) divided by the emitter
current of one transistor. w-=

—
R I IR IR 2
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A. INTRODUCTION

Transistors used in the first stage of DC Differential
Amplifiers are frequently matched for current transfer
ratio in an attempt to reduce the thermal drift of the

_amplifiers. In low impedance circuits, however, null
stability is greatly affected by the temperature depend-
ence of the base-emitter voltage (Vy.) and is limited by
the degree of mismatch in the thermal coefficients of Ve
of the two transistors used in the differential pairs.

This paper presents experimental evidence of correla-
tion between the thermal coefficients of Vee and the actual
value of Vi., under specified conditions, and attempts to
show that significant improvement in the null stability of
DC amplifiers can be achieved by pairing transistors for
Ve at a fixed temperature.

B. THERMAL DRIFT IN TRANSISTORS

Transistor characteristics are notoriously sensitive to
temperature variations; the greatest difficulties being
caused by changes in: '

° +Vbb
Rb Rb RS
/ R =
G RptR
Ie

. Rg Ico,‘/
1(Ico+1b)\
| Vbe
i |
i :
i Figure 1 — Operating currents in a transistor.
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1. Collector cut-off current I¢,
2. Current transfer ratio hg or “g”
3. Base-emitter voltage Ve

The effect of the various drift components, which may
originate in different parts of an amplifier, is best expressed
in terms of “equivalent inpuc drift,” defined as the input
signal which will counterbalance the disturbing force.
The thermal component of the equivalent input drift, rep-
resenting the sum of errors due to variation in the ambient
temperature of an amplifier, is called here the “thermal
drift” (egs ) and is expressed in Volts per °C. It is shown
in the appendix that in the case of a single transistor

€go = (Alco - IbAﬁ/ﬁ) Rg — Avbe (1)

where AX denotes a change in parameter X per °C, and
Rg represents the source impedance, as seen by the base
of the transistor.

— -+ Vppi

“Vbb2
Figure 2 — Common emitter differential amplifier.
solid/state/desigmn



The common emitter differential amplifier, shown in
skeleton form in Figure 2, is probably the most popular

DC amplifier connection. Errors common to transistors |

Q, and Q. cancel out, so that the equivalent thermal
drift of this circuit is, by repeated use of Equation 1:

egt ~ (Alor — In AB1/B1)Rar — AVber —
(Dleoz — Lie/AB2/B2)Raz — LHVe2 (2)

The collector ¢ut-off current Ie, of good planar silicon
transistors is, at 5 volts and 25°C, of the order of 2 Nano
Ampere, with a temperature coefficient of about 10 per
cent per °C; the actual value of this low current varies
considerably from transistor to transistor, making
Al — Alcoz roughly equal to the larger of the two
increments. ‘

To reduce the effects of variations in the current trans-
fer ratio (8), one selects transistors of good “betas” and
operates them at relatively low collector currents (I in
Equations 1 and 2 is approximately equal to the collector
current divided by the transfer fatio). There are many
types of silicon transistors which have current transfer
ratios of 20 or more at collector currents of 50 micro
Amperes. The thermal coefficient of beta depends on the
temperature range, the collector current, beta itself, and
the type of transistor, but seldom exceeds 1 per cent per

 oC. The data shown in Graph 1, suggests that transistors

of the same type and comparable betas have similar ther-
mal coefficients of beta. The method of estimation of the
probable value of the drift component due to changes in
current transfer ratio, depends on the absolute and reia-
tive values of Rg; and Rgz, a3 well as the mismatch of the
base currents. In the extreme case of source impedance
mismatch (Rg.=0), it works out to be 10Rg, Nano Volts
per °C, at a collector current of 50 micro Amperes and
a transfer ratio of 25, with a temperature coefficient of
1/2% per °C.

The temperature coefficient of the base-emitter voltage
s about 2 mill Volts per °C. The tracking of the tempera-
ture coefficients of Ve of two transistors of the same
type is extremely good (better than 1 part in 50), re-
ducing the probable value of A Vper— A Vpez to some 20
micro Volts per °C. 3
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Graph 1 — Current transfer ratio vs. temperature.
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In circuits in which the soutce impedances are low and
differ by less than 2 kilo Ohms, the thermal coefficient
of the base-emitter voltage predominates, especially in
the temperature range 0-—-60°C. The zero stability of
the network could be improved by the introduction of
components adjustable on test at two or more tempera-

“tures, but this leads to complications in production and

servicing.
C. TEMPERATURE COEFFICIENT OF Ve

The average temperature coefficients of a batch of one-
hundred transistors, type number 2N1613, are plotted
in Graph 2, against the room temperature values of their
base-emitter potentials. The same information for a dif-
ferent type of transistor (2N2318) is presented in Graph
3. There is a distinct correlation between the value of
the base emitter voltage of a transistor, and the magni-
cude of the thermal coefficient of that voltage. The ther-
mal coefficients shown in the two graphs represent average
values over a temperature range of 36°C (24 to 60°C).
The tolerance on the ambient temperature at which the
base-emitter was measured, was = 1°C for the batch
shown in Graph 2, = 1/2°C for Graph 3.

The significant figures for Graph 2 are brought out in
Table 1. The standard deviation of AVye is 23uV/°C
for the whole batch, with 96uV/°C as the maximum dif-
ference in the thermal coefficients of any two transistors
in the batch. Grouping of the transistors into classes
according to Ve, each class covering a spread of SmV
in V., decreases the standard deviation of the (classified)
batch to 6.1 and the maximum deviation to 31uV/°C.

An additional test was performed to check the validity
of the argument for selection, and a standard deviation
of 2.6uV/°C was obtained for a set of 10 transistors
differing in Vy, by less than 2mV at an ambient tempera-
ture of 24 = 1/2°C.

} evo / oo b

hoVV [ Me G-
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TABLE I

Classification of Data in Graph 2.

Deviation A Via
# of of AVye max.
Tran- from Standard  minus
sistors Vie batch deviation AV,
Group # in group Spread mean nv /°C min.
1 3 522-525 —43 3.8 10
2 12 526-530 —30 8.1 27
3 14 531-535 —19 6.1 22
4 27 536-540 -7 5.8 28
5 20 541-545 +4 4.7 18
6 .10 546-550 4217 P8 31
7 13 551-555 + 34 5 19
8 3 556-558 -+ 44 5 7
TOTAL 102, ° 522-558 MO 23 96
Classi-
fied :
Batch 102 oA 6.1 31
. 0
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Graph 2 — Dispersion of the thermal coefficient of the base-

emitter voltage.

characteristics would be ideal, though expensive at the
present time.

The above discussion applies mainly to the tempera-
ture range 0—60°C. At temperatures below 0°C, drift
due to current transfer ratio increases, whereas at high
temperatures, the collector cut-off current becomes trou-

IR T X 3 e

blesome.
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APPENDIX: THERMAL DRIFT IN TRANSISTORS
D. CONCLUSION : |
s 5 ; , The collector, emitter and base currents of a transistor |
By means of two simple tests carried out entirely at it reliid ab Fattos: |
room temperature, transistors can be paired for zero i ' |
stability of the order of a few micro Volts/°C (source Io=1I,+1, (1)
impedance below 1 k Ohm). Matching for 5 to 10% in
current transfer ratio and 2 to 5 milli Volts in base-emit- I, = al, + Iy (2)
ter voltage, presents no difficulties and no transistors need Soheies
be rejected if batches of at least 200 transistors of speci- :
fied minimum current transfer ratio are processed at a I. =L, + (B + 1)l (3)
time. Care must be taken in packaging to prevent any whete
temperature differentials between the two transistors. : ;
A dual unit (two transistors in one case) of appropriate B=(1—a)la (4)
TRANSISTORS : 2N2318
‘ Vc= 5V
+50 LAVbO Ic= 50LJ-A
DEVIATION FROM THE MEAN i kg
+4o }'Lv/o c 5% . %
+30 e ;
3} ox
+20 g ES
| x Vpe AT 231 :1C
+10 LN be et
.o 580 : g 600 m volts R
x 590 Tk 610 -
x : A
-0 i 0% x |
; o ]
-20 : X
-30
x e - -
-40 x : o
-50

Graph 3 — Dispersion of the thermal coefficient of the base-emitter voltage.
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Differentiation of Equation 6 with respect to temperature,
followed by resubstitution of Equation 5, yields:

AIc s (Ib + Ico)Aﬁ —.BAVl)o/Rg e (ﬁ = 1)AI(:n
(7
where:

Al, = increment of collector current caused by

1°C change in temperature
AV, = change in Vie/°C, etc.

To offset Al., the base current must be changed by ap-
proximately Al./B; this requires a voltage ego of magni-

= ' 4ot , i
] eg e tude Al./BR. Rewriting Al in terms of e;9 we get: |
Al =~ Bego /Rg (8) 1 i
which, inserted in Equation 7, gives the equivalent ther- - |
Figure 3 — Equivalent bias circuit. mal drift per °C as: i
€z = Rg(lb + Ico)AB/B = Avbe +
R, Alo(B + 1) ’

The base current can be evaluated from.the mesh «Oleo(B )/ 9

equation, , : i = Rg(AIco o IbAﬁ/B) aet Avbe (10)
LR, — Vy.+ Vie' =0 The increment AV, in the above equation, is negative, |
»Re » ” $isd ) while AB and Al., are positive, s0 that the numerical Rt
and Equation 3 can be written as: s value of e is: { s
é} Ic = ﬂ(vb T Vbe)/Rg F (B + l)lco- (6) i €zl =~ Rg(AIcé -+ IbAp/ﬂ) -+ lAvbe| (11) -‘ j
v i \
|
1
1

CORRECTION

I

The following minor typographical errors appeared in the paper, “Thermo-
electric Generators as Power Sources for Thermoelectric Refrigerators”, by Barry

Stern, solid/state/design, May 1962:
1. The expression following equation (10),
ag (Th — Tah)
Rext + Rc
and appearing in the left hand side of equation (11), should be
ag (Th — Tah)
Rext + Rg
2. In Figure 3, the designation P and N should be reversed on the cooling
couple, so that Figure 3 corresponds to Figure 1.
3. In the Table of Contents and in The Picture in Brief, "Joffe” should be
“Toffe”.

’
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crossover of the curves in Fig. 9(C). A
close examination of the data under the
heading ““1/4-Inch Gap” in Table III
suggests that the data for the 1/4-inch gap
during radiation may be suspect.

Radiation accounted for at least a
3-decade lowering in gap d-c insulation
resistance. Changes in d-c insulation re-
sistance, under radiation conditions, as a
result of varying temperatures, were less
than half a decade.

Knowledge in the field of radiation
effects is still sparse. The amount of
general information on components under
radiation is particularly limited. It is
hoped that the experimental data ob-
tained in these tests will serve to shed
some light upon the theories advanced,
and will be helpful in evaluating and
conducting subsequent tests on all types
of electronic components. These tests
will serve as the basis for a designer to

establish safe voltage breakdown dis-
tances between terminals, and between
terminals and ground, for transformer
applications under extreme altitude and
radiation conditions.
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oscillation if feedback is used. Tran-
sistors differ from tubes notably in the
impedance levels and d-c drift. Although
most transistor circuit configurations
present a low input impedance, it is not
very difficult to build feedback amplifiers
which have input impedances of 100
kilohms to 1 megohm. D-c drift in
transistor amplifiers is due mainly to
temperature variations of I, and Vp,.
Silicon transistors can be used to almost
eliminate [, variations, since. room
temperature value of I is so small that

that the temperature effects are several

orders of magnitude below Vy, effects.
Thus, the change in Vy, with temperature
(approximately 2.5 millivolts per degree
centigrade) is the major problem for stable

. d-¢ transistor amplification.

Methods of Reducing Drift

The main methods of reducing drift
are: noulinear differential
amplifiers, chopper amplifiers, chopper

clements,

. stabilization, and combinations of the

foregoing. Nonlinear clements such as
thermistors and diodes can be obtained
which will cancel out drift due to ampli-
fier components, but this method usually
involves careful matching and selection,
which does not lend itself to production.
Also, variations with age are difficult to
predict, which adds to the delicateness of
this technique.
used as the nonlinear element, the result
is usually a differential amplifier. If
carefully matched transistors are used,
and age variations arc similar, the
differential amplifier can have very low

If another transistor is_ ™

- drift. Slaughter presented a differential
which had excellent drift

amplifier
characteristics (due to well-matched
transistors).! Fig. 1 is a schematic of
this amplifier.

Chopper amplifiers, which modulate
the input signal at a fixed frequency,
amplify the resulting carrier and side
bands, and then demodulate, are essen-
tially drift-free, provided the chopper
itself is a stable element. Mechanical
choppers can be used which introduce

~ negligible drift but are limited in fre-

quency to about 1 ke. The over-all band-
width of such an amplifier is a few hundred
cycles. Transistors can be used as the
chopping element which utilize chopping
frequencies as high as 100 ke with result-
ing over-all bandwidth in the range of 10
ke. Frequency limitations of the tran-
sistor chopping circuits prevent greater
bandwidths, and the drift of the transistor
choppers must be considered. Thelatter
has been analyzed by Chaplin,? and the
results look promising.

To obtain wide-band stable d-c ampli-
fication the chopper stabilization tech-
nique of Goldberg® can be modified for
transistor circuits. Blecher describes
such an amplifier which has a drift re-
ferred to the input of =5 millivolts over a
50-degree-centigrade temperature range
using a single-ended germanium input
stage.! Goldberg's
of providing a separate pat’ for the d-c
component, which contain< a high-gain

Fig. 1. Schematic of Slaughter amplifier

technique consists-

Marcir 1960
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low-drift chopper amplifier preceding the

main amplifier.

By a combination of silicon transistor
differential amplifier and chopper sta-
bilization, a transistor amplifier can be
built with the use of transistors which
have normal production spreads of Vp,
temperature variations, and resulting in a
drift referred to input of less than one
half of a millivolt. By selecting matched
Vye temperature characteristics the drift
can be reduced much farther.

Transistor Operational Amplifiers

The standard voltage operational ampli-
fier is shown in Fig. 2(A) with 4, a volt-
age gain (ncgative). The gain of the
amplifier is Z,/Z, if l.—l r]>>l and Z;>>
(Zy/4.). For a transistor amplifier the
last requirement is usually not true.
However, consider the current amplifier in

Fig. 2(B). From the Appendix is ob-
tained
Ii. &p. z Z 42
— em —— Z —_— & gl St
I, Z, if ’>>A‘ and ">>1+A,
and:
By ~Zy., 27,
—=——ii 48221, 4 ——, and
£z, il 482> 8> Z an
i 2
i £p

Thus, for the voltage gain to be the
ratio of two impedances, the input im-

‘pedance at the A; amplifier terminals

should ide: 1lv be zero, and a low input

impedance nsistor amplifier is ideal for

an - ops vl amplifier. These equa-
tions are o« special case of Blecher's
results which utilize the short-circuit

current gain and source impedance in
place of a current amplifier. However,
if it is rem:mbered that the value of 4y
is a functin Z, (and Z, in general),
these equations are useful because of
their simplicity, especially since the above
conditions are usually valid in practice.

Possible Chopper Stabilization
Configurations

Goldberg's circuit is shown in block
diagram form in Fig. 3(A). This circuit
does not correct for drifts due to grid
current leakage at A4 since the circuit in-
terprets potential at this point as signal.
Since the transistor drift components
(I, and V,,) appear at this point, the
circuit must be modified as shown in Fig.
3(B). If the ratio of the primed im-
pedances is the same as the unprimed
ones, point 3 will be zero potential if the
output is cqual to the gain (Eo/E) of
the amplifier times the input. Any dis-

MarcH 1960

crepancy is due to drift components and
the chopper amplifier will attempt to cor-
rect for the drift. Incidentally, aside
from drift signals appearing at point 4,
point B is at the same potential as point 4,
and therefore the primed impedances can
be removed and the two points A4 and B
tied together. This reduces Fig. 3(B) to
Fig. 3(A) and is an excellent means of
explaining to the uninitiated the (at first)
puzzling configuration of Fig. 3(A).

The chopper-stabilizing effects are
limited (as will he shown later), which

makes a differential input stage desirable -

in order to reduce the amount of stabiliza-
tion required. In a typical example the
Vye drift over a range of 70 F (degrees
Fahrenheit) to 150 T will be ‘100 milli-
volts, which is to be compared with a
AVy, in a differential input stage of 17
millivolts. The 17-millivolt figure is the
maximum AT}, variation of 32 silicon
transistors, tvpe 2N479, over the same
temperature range. Thus if these figures
are typical of production results, the
differential input amplifier has an inherent
drift reduction of about 5 to 1 without
selection. The differential stage can also
supply the high common mode rejection
necessary if a single-ended output is
required. If silicon transistors are used,
the I, effects are negligible compared with
Vpe effects, but the same order of in-
herent drift reduction applies to I, drift
in germanium transistor differential
stages.

Analysis of Chopper Stabilization

Fig. 3(C) represents the same circuit as
3(B), in which #1;and 4’ represent actual
current gains of amplifiers G1 and G2,
and I is the current required to reduce
the output to zero because of drift.

Writing Kirchofl's equations yields

Tt =1 (1)

7S BN JEY X WS W LRD Siatialle )
~(I'+1)A{ =1, (3)

and if (see the Appendix)

Z(n Zln Zlu'
» -—rZ 2 7

Z">>A_, ?,>>A‘ L>>A¢'
and

Zin'
Z/>="

A
2 ,=2,0,=2,1,

and if (sce the Appendix)

z
AS>1, A1, 2> (4)
A8y

and

» £

IN

|
IN —_— 0 OUT
Y e d ’
g u " $ zLTEL

(8)

U

Fig. 2. Operational amplifiers. A—Voltage
mode. B—Current mode

Zn'
zZ.!
/> A"ﬁ"

then
Zdy=Z{1y (5)

Solving equations 1 and 5 simultane-
ously yields the load current in terms of
the input current

z, Z Z+Z¢ I
I=-2L Iin+ === (
L ZL Z¢+Z('[ in T Z( A('] ( )

if, as is usually the case,

14/ 1 1
AP Tl 4 - T
Aerledi® g z,z, 4z, z¢

AdZ
2 NS

If equation 6 is compared with the
analogous result using no chopper sta-
bilization (see the Appendix), i.e.,

VA
Iy, = —2-;: (I gn+1Ix)

if

(7)

it is seen that the drift current is reduced .

by a factor of

Zi+Z¢ 1
Zy A

In terms of voltage, since in Fig. 3(C)

. ZZ{
Ep=I Ry, E¢n =Ianm

the output voltage is

%y Z{Iy
et w
The analogous result for no chopper
stabilization is

-Z

z" [En—Zdk] (9)

E’,-
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(A) -
Zf
Z) A
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Fig. 3. A—Sche-
matic of Goldberg's
chopper  stabiliza-

and the ratio of the drift terms is

Z(Ik
A’ Zg
Z,Ik ZA,

or voltage drift reduction is

Zy 1 ) ’
_— 10
Z, A7 (10)

- QVece
Ry, Re2

tion scheme. B—

Modification for

. transistor circuits.

C—Schematic of B

used for determining
drift

I

The choice of the ratio Z;'/Z is deter-
mined by the required input impedance
which is equal to the parallel combination
of Z; and Z,. The chopper current

A AAA
VWV

A AAA

VVVV

©)

Analysis of Differential Amplifiers

A differential amplifier is shown in Fig.

4(A). To study the effects of Zco, Voo

and dissimilar transistors, the equivalent
cnrcunt of Fig. 4(B) will be used. (This
clrcult treats the base-to- em1tter volt-
age as an externally available :yoltage
which can be measured exper:mcntally
Both d-c and varying signals are in-
cluded. The basic assumptions for this
equwa]ent circuit are: 1. The constant
an. 2. The collector impedance .is very
high compared with load impedance. 3.
Any internal base resistance is included
in Ry and Rp.) The branch equatlons
are

— Voar— Vee= RMIM +(Rel +R.)I¢1 +R¢In

- \AAAS VVVV

Re) Re2
Re

Vee

Fig. 4. A—Tran-

sistor differential

amplifier stage. B— '

An equivalent cir-
cuit for A

2R Okada—Stable Transistor Wide-Band D-C Amplifiers

gain 4, can be very high and in me- - (11)
chanical choppers is limited only by the Ey—Voar— Vea= RusIot+Rela+(Ra+Ro)la
electrostatic and electromagnetic pickup ¢ (12)
at the vibrating contracts, and the
minimum value of Zi in Fig. 3(C). Ta=In+amla+Ic (13)
Vee
Rul Riz
N TR
Eio E20
Ly
lCanle|+1co| lcxnzlez*lcoz
L_rJ
Rbi Rb2
O——AAMN——
— e o
EIET Ip, l Ib2 TEZl _
TVbel VbezT
T Rei Re2
z RN
el Re e2
Vee
®)
MAaRcH 1960
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Ta=In+anlatlco (14)

Using the relation, Bp=an/1=—ays, and
solving equation 13 for Iy yields

1
=l — )—=1 15
Ibl I l<1+5,||) col ( )
Similarly,
1
- === 16
Ip2 Iﬂ(l"‘ﬂnz) Teor (16)

Equations 11, 12, 15, and 16 can be
solved for I,;, with the use of the knowl-

edge that
Epp=Vee—(anlatIeoa)Res (17)

The result is

it represents the voltage gain of the
differential amplifier. If the transistors
and external resistances are equal, the
gain simplifies to

é"’Eln_ 2an12R 11 (1)
E\—Ey R +Rm _Ry*a
' o Bniz 28 a2

The second term. of equation 19 is the
output due to differences in V,,. For
this to be zero at all temperatures, Ve
and Vp. must be equal and must drift
equally. The third and fifth terms are
due to differences in I, and .2, and the
fourth term is an output due to differences
in Bp1 and Bpa.

EM- Vu“"dn!Rle
V.
(Ex—Ese)+(Voar— Voer) +Rorlcon "RMIcax“( +R,,) =
€
—IcaZRl.! (18)

Ry:  Ror | RpiRp:

Ra+Ra+— —_—

b Bn2 +Bnl BmBn2R,

provided Rp/BmR.<KL1. A similar re-
sult is obtained for E,, and, taking the
difference,

(EI(_E!()(GanLl+GMRu)+

EIO"EIo- A
-’ x ( Voer— Vbcl)(aanLl+aanu)+
A .

(RblIcol - Rosz:)
A

(OlmRLl +‘1an1,2)

X

o (amRp1+an2Rps)
R,

A =
(IeqtRpy—=TIenRyp2) (19)
where

Rz R RyR
A=Ra+Ra+ 24—

20
Bz Bmi BniBnaRe

The first term in equation 19 is the
desired output for a given input and

If R,; and R,; are made into a potenti-
ometer with the movable tap connected to
the common emitter resistor, the potentio-
meter can be adjusted to give zero output
for zero input at a particular tempera-
ture. That is, the potentiometer can be
of such value that it can adjust the
fourth term to cancel out the sum of the
second, third, and fifth terms. How-
ever, if the variation of V., and I, of
both transistors does not vary exactly the
same with temperature, the difference will
be revealed as drift in the output. Since
Vye and I, variations with temperature
are intrinsically a function of the semi-
conductor, the variations in drift between
transistors is considerably less than the
drift itself.

To determine the common mode rejec-
tion of the differential amplifier, the com-
mon mode gain is calculated as follows.
Taking only the terms of equation 18 con-
taining input signals, but without making
the assumption of Ry /BmR,<L1 (since
later algebraic addition makes the termn

(A)
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AVpe, AVpe:
A
Reiz Reiz Re ::
(8) O
Fig. 5. A—Input circuit of
transistor operational amplifier.
B—Equivalent circuit of A for
determining drift

important for common
results in

1 Rl!l
==| —anR
&o A[ Qan2. L’(Bch

mode signal

&n-i-Fat—Eu)
(.

Similarly for Ey, an | ul tracting, yic! !

Elo"Elo“'l'[—aanI-( X

m/{q Ey+Ey—

Ry
Eu)‘*'alanLl(é g Lu+Eu—Eu J_J

uz/ e

(23)

For a common modc signal Eyy=E,;;=
E.n, and the gain is

Eﬂo_Ela 1
Egm Ax

Ry Ry
(—amRu 3R, +amRy z;fe) (24)

Gem=

The ma’or effect is due to difference in
B; therefore it is assumed that

RL‘ -Rm =Ruz. Rm =RM ’=\Rb|2-

Qn2 = Qnl = O'n12

‘which simplifies equation 24 to

G =1 l:aulszRmz<_1_ = _1_
i A R, 8p2  Bm

Under the same assumption the dificr-
ential mode gain in given by equation 21,
and the ratio is

(25)

j )
CMR=’G—d‘L"‘= 2ReBnIBn2

Gcm Rblz(ﬂnl —“nﬂ

(26)

where CMR =common mode rejection.

As might be expected from similar tube
amplifiers, the common mode rejection
varies directly with the common emitter
resistor R,, and inverscly with the differ-
ences in 8. If identical 8 transistors were
used, the previous assumptions would
have to be re-evaluated. -

It should be emphasized that the
equivalent circuit of Fig. 1(B) assumes an
internal collector resistance which is
high compared with the collector load
resistances; when this is not true, .the
resulting analysis becomes even lengthier
than that shown here.

Analysis of Drift in Differential
Amplifiers

Fig. 5(A) illustrates a typical opera-
tional amplifier with a differential input.
R,z is small in order to keep the impedance
at point 4 small, and R,, is made equal to
R,; in order to keep the circuit balanced
for drift effects. R, and R,; are small
compared with R; as is required for
operational amplifiers. This results in
some of the amplifier input current being
shunted into R, where it produces no

Okada—Stable Transistor Wide-Band D-C Amphlﬁérs ' ‘ 29
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Fig. 6. Differential transistor amplifier with feedback to first-stage emitters

open-loop current gain; however, the
gain can be made up in later stages.

The equivalent circuit for drift due to
AVye is shown in Fig. 5(B), where R, =
R,o=R,2, and the internal emitter base
impedance is considered small in com-
parison with Re.. Ry can be neglected or
the parallel combination of Ry, and R
made equal to R1z.

An equal change in Vpa and Vi
causes current to flow in R, and the re-
sult is attenuated by the common
mode rejection of the differential ampli-
fler. By Ohm's law the equivalent drift
current at point A4 due to a difference in
the change of Vy.1and Vy,eis

AVia— AV,
bet ™ S L_ (27)

Iy=

Re:Re
Rcl: ':"I‘»‘c

R212+

To calculate the output voltage due to
drift current I, the equation for output
voltage per input current of an opera-
tional amplifier is from equation 48:

and

VAR A

1+ A4, (28)

Z,>

and

AVea—AV,
Ep=—IRy=——22— %R, (29)

R "R
Rus+——"—

Rez+ R,

ouT
e 1

TRs Re IRL

+

Fié. 7. Chopper stabilized operational transistor amplifier with diffcrentyial input stages
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For unequal I, changes with temperature,
the equation is

Al Al
E,,a--(—'——“)R, (30)

where E;, and E,; are the output
potentials due to V, and I, drifts respec-
tively. These output drifts can be
referred to the input by dividing by the
closed loop voltage gain given by —R,/-
R,, and they become

AV —A
Edlau R‘ (31)
R + RtllRl
“*TRas+R.
and
Al AT
E.ﬂ=<—ﬂ’——‘—"’> Ry (32)
) a2

where E; and Eg. are the voltage drifts
due to Vs, and I, effects respectively,
both being referred to the input.

In a typical example, AVp— AVpea=17
maximum millivolts (for a sample of 29
type 2N479) over a temperature range of
70 to 150 F, R,.=10 kilohms, R,=29
kilohms, R; =100 kilohms, E4; =100 milli-
volts. This can be reduced by chopper
stabilization to 0.5 millivolt if drift re-
duction is 200; see equation 10.

For silicon transistors type 2N479,

(Al —AlLs)=0.01 microampere maxi-

mum (for a sample of ten units), und this
corresponds to an 25, =1 millivolt, which
is negligible when reduced by a factor of
200. However, the same theory will
result in low drifts if germanium differen-
tial stages are used.

Practical Differential Amplifiers

The Slaughter amplifier is a difierential
amplifier with feedback, and it incor-
porates all the advantages of this type of
operation. However, it requires that the
output be single-cnded and that it be in
phase with the input. Fig. G il'ustrates
a differential amplilier with fec 1 b rhat
allows for a single-ended outjut o ciiher
phase, or a differential output
put can be single- or doublc-ended;
in the former case the other input is
grounded through an impedance equal
to the source impedance. The input
impedance is made high by feedback
operation. The gain of this amplifier is
the reciprocal of the feedback 3 (1.=
(2R;+R,)/Ry, double-ended output) if
the open-loop gain times the fecdback 8
is much greater than unity. These re-
sults-are standard for fecedback amplifiers
except that the feedback g is thc resistor
ratio given above; it does not depend on
the impedance seen looking back into
the first emitter. This rather surprising

[he in-
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result has been confirmed by analysis.

Incidentally, the analysis applies to a
single-cnded amplifier in which the feed-
back is introduced at the first-stage
emitter in grounded emitter operation.
An amplifier was constructed according
to Fig. 6 and performed as expected. The
balance, gain, and level controls behave
as they would in an equivalent tube-type
amplifier. The gain control is optional
but it is useful practically to stop oscilla-
tions if the open-loop gain is too high for
the phase shifts introduced by the
transistors. A gain of 10 was achieved

with 30-db (decibel) feedback without

frequency compensation with 2N479
silicon transistors. The divider network
between the second and third stage is re-
quired to bring the output to zero d-c
volts and is an ideal place to introduce
frequency compensation if the transistor
phase shifts cause oscillations. (The de-
tails of frequency stabilization are dis-
cussed in a later section.) The drift was,
of course, a function of the difference in
drift characteristics of the first-stage
transistors.

To take advantage of chopper stabiliza-
tion and differential stage drift reduction,
an operational amplifier can be used with

_adifferential input and a single-ended out-

put. The chopper stabilization is effec-
tive, however, only for a single-ended in-
put signal; Fig. 7 illustrates this type
of amplifier. The gain is given by the
ratio of R, to Ry, the input impedance is
the parallel combination of R, and R, and
the drift reduction is equal to R,’/R; times
the net current gain of the a-c amplifier.
The a-c amplifier has a net phase
reversal so that the single-pole double-
throw chopping yields no net phase.
reversal for the direct current.

amplifier into the base of TR, if the a-¢
amplifier and chopper have a net d-c
phase reversal. i

The important features in the design of
this tvpe of amplifier are summarized
as follows:

D-C DEsiGN

The first and second stages are the
differential type, and to determine their
operating points the collector current is
first specified. Since the emitter po-
tentials are very close to the base, the
common emitter resistor is calculated to
have twice the individual collector cur-
rents flowing when it is operating be-
tween the base potential and the negative
supply.

R; and R, are chosen high for good
common mode rejection (see equation 26
for the common mode rejection formula)
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It is .
" possible to feed the output of the chopper
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Fig. 8. A—Open-loop gain and phase resp of tr tor differential input operational

amplifier with no frequency compensation.

and this determines their negative return
potential.
The collector load resistance can then

. be selected so that it will be high (perhaps

ten times as high) compared to the in-
put impedance of the following stage.
This is required since, ideally, all of the
signal current should flow into the next
stage. The collector supply can then
be chosen large enough to allow for the
signal swing, with the low value of a-c
load of the next stage taken into account.
For quiescent d-c¢ conditions the small
value of base bias current of the next
stage can usually be neglected. The col-
lector load of 7'Ry is omitted so that it is
actually an emitter follower. Since this
stage is a double-ended to single-ended
converter, it is not necessary, and the
design is still the same since the collectors
can usually be considered as current
sources of high impedance, L.
Rg and R; constitute a divider network
to allow the output to be at zero d-c
potential. Knowing the collector po-
tential of TR; and realizing that the base

B—A fter stabilization to self-oscillation

of TR is essentially -at emitter supply
potential, lead to the choice .of R;,
Rs, and R;, so that the base cur-
rent of TRy is at the desired quiescent
value. Rs and Rj divide the signal cur-
rent so as to reduce the gain, and it is
therefore desirable to kcep Rg at a mini-
mum. However, this demands a maxi-
mum of bleeder current through R;, R,
and Ry and a compromisc is necessary. - R;
is made much higher tlan the input im-
pedance of TR; in order not to divert a lot
of signal current, and th s «:<ually requir:s
its negative return sujnl- to be rathc
high negatively. :

It is possible to use tn opposite senit-
conductor material for the middle stage
and eliminate the divider loss; however,
Ry is an ideal location to shunt a capacitor
to form a lead network for frequency sta-
bilization. This will be discussed later.

DRIFT DESIGN

Equations 31 and 32 vield the driit
referred to the input where Rox=R;, K
is the same, R>>Ry, AVou—AVia is

Okada—Stable Transistor Wide-Band, D-C Amplifiers ' 31
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the maxinium production spread of Vj,
versus tcmoerature,and A — Al is the
maximum production spread of I versus
temperature.

Noise

The noise due to the transistors is
mainly a function of the collector current
in the first stage. This study involved
very nominal noise specifications and the
first-stage collector current was made
relatively large (one milliampere). If
this value is reduced to decrease noise
effects, care must be taken to ensure that
the transistor does not drift out of its
active region with temperature. The
small common mode gain of the differ-
ential amplifier is a distinct advantage in
this respect compared with a single-
ended type of amplifier.

A-C DESIGN

If a large dynamic range is required, the
d-c design must allow for the specified
swing without saturating or cutting off.
Again, the differential amplifier, due to its
low common mode gain, helps maintain

the room temperature operating condi- -

tions when the temperature varies.

To a first approximation, each tran-
sistor stage introduces a 6 db per octave
slope with a corner frequency equal to the
B cutoffl frequency. Fig. 8(A) is a
typical open-loop gain and phase response
for a 3-stage amplifier shown in Fig. 7.
Since there are three time constants
involved, self-oscillations are possible,
and indced Fig. 7 indicates a negative gain
and phase margin. Note that the gain
drops oil ut a rate of 18 db per octave,
indicating that the three 8 cutoff corner
frequencies are close to each other. Note
also that although the high-frequency
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equivalent circuit of a transistor would
indicate more than one time constant, the
additional time constants have corner
frequencies far above the B cutoff fre-
quency and therefore do not enter in the
stabilization problem.

Fig. 8(B) represents the gain and phase
response of the same amplifier after addi-
tion of capacitors C; and Cs in Fig. 7.
Note that a positive phase margin of
60 degrees has been obtained. The
values of C; and Cg are determined by ~
standard techniques and will not be
discussed here. There are many stabiliza-
tion networks available; the two chosen
are typical. Note that the use of the
bleeder network Rs, R, and R; allow C,
to form a simple cascade lead network.

Fig. 9 represents the closed loop (out-
put divided by input) of the amplifier in
Fig. 8(A) when the open-loop gain.and-
phase were adjusted as in Tig. 8(B).
The half-power point is at 250 ke. This
could be raised by adjusting C» and Cs
in order to have a peaking in the closed
loop response, but Fig. 9 represents the
maximum response without peaking. Of
course, peaking would reduce the phase
margin of 60 degrees, but this is more
than adequate to ensure against self-
oscillation.

The capacitor Cs of Tig. 7, can be used
to shape the closed loop response with-
out affecting the open-loop response of the
amplifier. The reason for this is that the
low input impedance at the base of TR,

_effectively short-circuits Ry and Cs. The
combination of R;, Cs, and the input im-
pedance of TR, form a lead network which
which will introduce a rising 6 db per
octave slope in the closed loop response,
permitting a greater bandwidth than
shown in Fig. 9.

Okada—Stable Transistor Wide-Band D-C Amplifiers

CHOPPER AMPLIFIER AND FILTER

The a-c amplifier shown in Fig. 7 repre-
sents a fairly simple design since it must
amplify only the chopper frequency. A
3-stage common emitter gerinanium tran-
sistor amplifier was used with large emitter
resistances to ensure a low stubility factor.
These resistors are heavily by-passed, so
they do not reduce the gain at the chopper
frequency. The combination of net phase
reversal in the chopper amplifier and the
single-pole double-throw chopping con-
tacts yield a zero net phasec shift for d-c
signals. The d-c output is fed back to the
base of the first transistor. If other com-
binations of a-c amplifier phase reversal
and chopping contacts yield a net d-c
phase reversal, the output can be fed
into the base of TR, in Fig. 7.

C, together with R,” form a filter to
prevent chopping frequency signals to be
fed back to the input, and C, and C; are
blocking capacitors. Ry, C;, and R, are
the output filter. To reduce the chppping
frequency ripple to a negligible amount,
the band pass of the entire chopper
amplifier is reduced to a few cps (cycles
per second). This is sufficient for correct-
ing d-c drifts but it should be noted
that a more complex filter will provide
additional advantages. If the filter were
designed to have a flat band pass close to
the chopping frequency and the fall
rapidly to give the desired attenuation at
the chopping frequency, stabilization
could be obtained over a reasonably wide
bandwidth, one example might be to use
a 400-cps chopping frequency, and a
filter which was flat out to > 120 cps.
This combination would allow simple
power supplies to be used since the 60- to
'120- cps ripple introduced by such sup-
plies would be attenuated sharply by
the chopper stabilization technique. The
analysis of such stabilization would be

similar to that already shown.

Appendix

The current operational amplifier of Fig.
2(B) can be analyzed assuming —A¢is the
open-loop current gain which in generalisa
function of Z; and Z;.

From Fig. 2(B):

I+,

Il=1(+I[- i (33)
Define
- £
== 34
By In (34)
Equation 33 becomes
I +8d
I£+BJL-"L—+—AQ
—Ay
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Y —dy 4,

- - 35
Lo UteiAs) 1+6+4n O
From Fig. 2(B):

Ey=IZ1=1;Z;+(Is+1,)Z, (36)

where Z; i~ the input impedance of the
current ampiifier; from equation 33
T (A¢+1)+H1,

A1y

1=

Putting this into equation 36 results in

I ZpA+2,
=By

I, Az~ (A )Zi+Z A,
Dividing by Ay, and simplifying yields

Z
T
s by
~r==8 =" 5 37
1,50 o
&5
A
If, as is usu.lly the case,
ZL>> ; 2 —"l—
i
Z, ’
= 38
82 (38)
From equations 35 and 37
I, (4:Z,-2))
oy 39
I; Zp+Z2:+Z(144,) &)
Zi+2,
-——- Z »s 40
1f />> ">>1+A| (40)

From Fig. 2(B)

Ev=I.21, Eq=Zd o+ +11)2,
=(Z4+2)I+2:1; (41)
and since J /=4[y, the result is '
E, ZilyL
— = 42
B ZtZ) B (42)
from equation 33 '
I,(A+1)+1,
Ay

.

With the use of equation 34

T 1)+1
1= BHAC LT (43)

and equation 43 becomes

El, —A4Z,,

= 44
Ei~ Zidad4: F)+11+22 (44)
WA 224 :
= ——— if 43>1, 4 — (4
Zlﬁ(l B B> Z: (45)
If, further, 81=2,/Zy, then
E., 2,
EZ (46)
Summing up the approximate results
yields
I, Zy . Z+2Z,
== ——if Z > Z
2 Z, if Z;>3 and > 144,
pemtl wlt i 72,92 nq 2 >>
=120 =1 an =2
- z, L A e =

E Z Lt A1, A;ﬂ¢>>

, and

Z[, :
== (4
Bs z, (47)

The approximate results are extrcmely use-
ful since the conditions upon which they de-
pend are usually very closely 1net.

Another useful result is the ratio of out-
put voltage to input current. Define the
gain impedance as Z,=E;/I{. Since E;=
ILZr, Zg=Ip/Iy Z1. But Ip/Ii=-2,/Z,
and
Zo=—2, (48)
That is, the gain impedance, or ratio of
output voltage to input current is equal to
the negative of the feedback impedance,
which states that if A¢ is high enough, and
Z, is low enough, all of the input current
flows through the feedback inipedance and
produces the output voltage.
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Instabilities of Push-Pull Magnetic
Amplifiers Feeding the Field of an
Electric Machine

H. F. STORM

MEMBER AIEE

HE CAUSES of instability of induc-

tively loaded, center-tap magnetic
amplifiers, and the remedics for this insta-
bility are well known.'™* If such a
stabilized magnetic amplifier is used to
energize the field of an electric machine,
such as the shunt field of a d-c generator,
the armature voltage of this machine will
increase or decrease smoothly with the
control voltage of the magnetic ampli-
Since the load current of the
magnetic amplifier is unidirectional, the
armature voltage of the d-c generator will
also be unidirectional. However, in
many closed-loop control systems it is
necessary to obtain duodirectional out-

Marcu 1960

put of the d-¢ gencator.  In this case the
d-c generator will be equipped with two
shunt fields; cach shunt field is connected
to amagnetic amplifier with such polarity
that the magnetomotive forces produced
by the two _shunt fields are subtractive.
Then, if the first magnetic amplifier is
controlled “full on” and the second
magnetic amplifier is controlled “full off,”
the armature of the d-c generator develops
a voltage of one polarity, and if the
the control to the magnetic amplifiers is
reversed, the armature voltage of the
d-c generator is also reversed. One
may expect, furthermore, that if each
magnetic amplifier is turned “one half

on,” the net magnetomotive force will
be zero, and, hence, that the armature
voltage of the d-c generator will also be
zero; one may also expect that for a grad-
ual increase of control current of one
amplifier, and a similar gradual decrease
of control current of the other amplifier,
the armature voltage of the d-c generator
will show a gradual change. The last
two expectations, however, are mnot
likely to be fulfilled. Instead, a minute
change of the magnetic amplificr control
currents will cause a sudden jump of -
armature voltage from perliaps 4509,
to —509% (or vice versa) «f rated d-c
generator armature voltage ond inter-
mediate values of armature voitage will
not be obtainable. This instability
renders almost useless this otherwise in-
viting control scheme. It is suspected
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netic Amplifiers Committee and ajiproved by the
AIEE Technical Operations Decpartment for
presentation at the AIEE Summ:r and Pacific
General Meeting, San Francisco, Ca'if., June 25-29,
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part 2. Differential amplifiers

Direct-coupled amplifiers are commonly employed in applica-

tions where a need exists to amplify small signals or small

differences between two large signals. Often, these signals
are no greater than a few millivolts and require a large

amount of amplification. Many cases involve very slowly vary-

ing or d-c signals making the use of R-C coupling impractical
or impossible and the designer must necessarily resort to a
direct-coupling technique.

In some instances, chopper staulllzed a-c amplifiers have
oeen employed wherein the signal is chopped or converted to
a-c at the chopping frequency, amplified, and then demodula-
ted. Limitations involved in this scheme are the abxl;ty of
choppers to work only at relatively low frequencies and“the
requirement that the signal frequency be much less than the
chopping frequency. However, the latter system does avoid .
the problem of changes in the d-c bias conditions with time,
or more importantly, with temperature.

The use of direct-coupled amplifiers without chopping is at-
tractive from the standpoint of reduction in design compli-
cation. This approach affords savings in size, weight, cost
and power, and, if needed, offers higher frequency capabili-
ties. The biggest drawback to the use of d-c amplifiers in
the past has been the problem of equivalent input drift volt-
age. The word "drift" refers to changes in the d-c bias con-
ditions. It is significant in low level d-c amplifiers be=-
cause bias variations are indistinguishable from the input
signal, thereby introducing an amplified error at the output.

Since the signal level is lowest at the input, the drift
problem in the first stage is of primary importance. One
method of compensating for this unwanted signal is to use a
balanced input stage more commonly referred to as a differ-
ential amplifier. If both input transistors are truly iden-
tical and both vary identically with temperature, any error
signal introduced by one is balanced out by the other.

Sperry has recently developed a low level, silicon planar
differential amplifier unit which, for reasons explained be-
low, will permit low level signal amplification, without
chopping, over the temperature extremes of -40°C to +80°C
with less than 34yv/°C of drift error.
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Assuming that the two input transistors are matched at room
temperature, the problem of drift is due primarily to un-
equal changes with temperature of three temperature - depen-
dent parameters: leakage current, Igg; current gain, hpp and
the base-emitter voltage, Vgg. Since silicon devices are
used. the contribution due to leakage may be minimized by de=-
signing for low d-c stability factor and by employing ex-
tremely low leakage transistors. The variation of hpg with
temperature is approximately 1%/°C. If the collector cur-
rent is small and is held constant by employing a constant
current source in the emitter circuit, the change in the

base current due to changes in hpg will be small. This

small change in base drive then will cause only slight changes
in the d-c base voltage. ‘

The remaining and most important contributor to drift is the
variation of Vpp with temperature., This parameter accounts
for almost all of the error signal. The/ temperature coeffic-
ient, A VBE/Zlih is approximately =-2500 pvolts/OC. Thus if the
temperature of one transistor is 1/1000 of one degree differ-
ent from the other, an equivalent input error voltage of 2.5
uvolts will result. It is therefore advantageous to mount
the two transistors of the differential input, stage on a com-
mon thermal base preferably in one package. In this way,
each will experience very nearly the same junction to ambient
temperature gradient. Differences in junction temperature
due to power dissipation differences between transistors may
be minimized by reducing the absolute power dissipated per
junction. The most direct method of power reduction involves
decreasing collector current, preferably down to the 1 to 10
pamp region. While operating at these low currents, the de-
vice requirement for useful current gain must be met. Sperry
differential amplifier transistors have matched beta of 50 to
150 at the 1 to 10mA level.

As an illustration of the advantage of reduced power opera-
tion, consider the following examples the power dissipation
of a device With a beta of 50 at Ig = 5uA and Vo = 1.5V is
approximately 7.5uW. A thermal resistance of 300°C/W, pro-
duces an associated rise in junction temperature of 0,0023°C,
With conventional bias conditions of Ig = 100uA and Vg = 5v,
the power dissipation is approximately 500uW, thereby raising
the junction temperature 0.151°C. A ten percent mismatch in
either collector current or collector to emitter voltage would
produce approximately 0.6uv drift voltage in the first case
compared to 37.5uv error in the latter.

Another important consideration in low level amplifiers is

noise. The noise decreases at low values of current as long

as the leakage is much less than the collector current and

good current gain is still available. Therefore, running at

low currents as suggested above tends to reduce the equiva-
' lent input noise. N



All of the characteristics outlined above are incorporated in
Sperry low level transistors such as the 2N929A, 2N930A, 2N2523
and 2N2524, The Sperry 2N2722 differential amplifier transistor
consists of two units similar in gain characteristics to the
2N930A mounted in a single can to minimize temperature differ-
ences as explained above. The individual current gains are
matched at room temperature to within ten percent at a col-
lector current of 1uwA, Also, the base emitter voltages (Vgg)
are matched to within 5mv under the same current and tempera-
ture conditions.

As a demonstration of low current differential amplifier opera-
tion, the circuit in Figure 10 was designed and built. The
first stage is a Sperry 2N2722 unit (bias conditions: Ic = 5pA,
Vecg = 1.5v) while the second stage consists of two low level
complementary PNP planar transistors. Since the signal level
is much higher in the second stage, it is not necessary to
mount this pair in a single can. The fact that low level com-
plementary PNP units are available, offers another significant
advantage in that the signal level is automatically returned
towards ground. The usual resistive divider networks are
thereby eliminated, and only one power supply voltage is need-
ed.

In Figure 11, the base-emitter voltage difference versus

temperature of four 2N2722 units is plotted. Selecting the

worst case, that of Unit No. 2, it can be seen that the A Vgg

is less than lmv from -50°C to +100°C, -

The equivalent input drift voltage versus temperature of the
complete amplifier is shown in Figure 12, with four different
2N2722 units in the input stage. Unit No. 3 produced the
largest observed error.

The equivalent input drift for this worst case is only 2.25
pvolts/°C from -40°C to +80°C.

The equivalent input noise voltage of the amplifier versus
source resistance is shown in Figure 13, for three different
bandwidths. Naturally, as the bandwidth is widened, the noise
level increases. It is interesting that even a bandwidth of
1,570 cps, produces a noise level less than 0.5 pyvolts for
normal values of source resistance.

When the value of source resistance becomes very large, the
noise level begins to rise. This increase in noise voltage
is due to two effects. As Rg increases, the stability fac=-
tor (S=AIc/AIco) increases., Thus the leakage current con-
tribution to the noise voltage is enhanced. The other con-
tribution is due to the pure thermal noise voltage of Rg,
given by N4KTAF Rg. This latter term obviously increases
as Rg becomes large.*

*For further information on differential amplifiers, write
for Applications Lab Report No. 3008 -~ "Improving Differ-
ential Amplifier Performance by Low Current Transistor
Operation". ;
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ESIGN OF transistor testing equipment
requires modules capable of delivering
wide ranges of constant current to devices

" under test. To keep labor and overhead costs

to a minimum, a printed-circuit module was
developed that has wide versatility.

The basic circuit module in Fig. 1 can be
used for currents from the microampere to
the ampere range. For low currents, the
main transistor is mounted on the board.
For higher currents, the transistor is mount-
ed externally on a heat sink and a cable of
three wires is run to the socket holes on the
module, as in Fig. 2. The printed-circuit
board is shown in Fig. 3.

Values for components and the type and
number of diodes and transistors are deter-
mined from; required current, or current
range if the regulator is to be made variable;
worst possible condition of impedance or re-
sistance at the output terminals of the regu-
lator; and power available.

Input should be a relatively constant volt-
age source. If the requirements are not too
rigid, a good Zener-diode regulated supply
may be used. The heart of the system is the
reference voltage across CR, and CR. and
resistor, R; in Fig. 4. These form a stable
voltage reference for the series transistors.
As the output load varies, current I, will
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Fig. 1. Constant-current module for low-current appli-

cation uses two board-mounted transistors.

DESIGN DECISIONS
Constant-Current Modules

Use One Basic Board

instantaneously try to change. This in turn
will change the voltage across R, and R,,
causing a change in the voltage from the
emitter of Q, to common, with respect to the
reference point. This change in emitter volt-
age of Q, compared to the constant base volt-
age, E,, will cause the series transistors to
change their Vg, thereby causing a change
in the output to maintain constant current.

General Design Procedure
For Constant-Current Module

In the design of a specific unit, current '
. I,, and the highest impedance that may be

obtained by the output of the regulator must
be predetermined. These will determine the
maximum output voltage at a constant cur-
rent. '

E ez = I (Znas) (1)
The input voltage to the regulator is
E in — 3Em¢z (2)

With I, given, the transistors may be selected.
For extremely low values of I,, silicon tran-
sistors should be used so that the I¢z0 is much
less than I,. In the moderate milliampere
range, germanium transistors, such as the
2N1302, 2N1306 and 2N1308, can be used.
Average dissipation required of Q, will be:

|
i %

Fig. 2. For high-current modules main transistor is

. cable-mounted from heat sink.
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Fig. 3. Circuit board has mounting spaces for up to

three transistors and three diodes.

P, = Vg X I,,
let Vozl = Limaz (3)

For stable operation, the dissipation of Q,
should be approximately a third of the total
dissipation given for the devices. If this re-
quires a device where the Iz, is greater than
1/10 I,, then Q, should be selected for lower
maximum heating dissipation qualities and
better Ioso characteristics. In this case, the
device must be mounted on a heat sink. Cur-
rent I, should be a negligible portion of the
current flowing in R,

I, = I, + I, (4)
if I, is very much greater than I, then
'11 = I;

The value of I, should be large enough so
that it corresponds to a point far down on
the break of the Zener-diode voltage char-
acteristic curve. This minimizes the effects
of change in temperature and changes in I,.

The value of R; is determined as follows:

Since E;, is approximately 3E,.., all of
the input voltage will appear across voltage
divider CR,, CR, and R;. The voltage across
R, should be approximately twice output
voltage. The value of R, is:

Es=Ein—Va— V. (5)

where V,, and V,, are the reference voltages
of CR, and CR..

Let Vou + Voo =V,
from Eq. 4, I, = I,
then R, = V,/I, = Vi, — V//1, (6)
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Don’t just drop any “can” over an electronic component
and expect complete protection from stray magneticfields.
Completely protect tubes and transformers with carefully
engineered, high-permeability shielding, fabricated to
the exact requirements of your components. You get this
complete protection with Magnetic Metals shielding.

For highest permeability and full effectiveness, Magnetic

Metals shielding
denum permalloy
to provide the le
ing you require.

For a discussion
today. MAGNETIC
21st Street, Cam

COMPLETE SHIELDING P

]
2

«««fully engineered for
full effectiveness

transformer laminations e motor laminations ¢ tape-wound cores o powdered molybdenum permalloy cores e« electrom:
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ON READER-SERVICE CARD

DESIGN DECISIONS

If Q, and Q, are needed, R, and R, are deter-

~mined as follows:

Since hpy = Io/Iy with Ve constant and
if I, = I, for Q,
then I, = Io/hrm (7)

where I, is the base current of @, and
hrg, is the beta of Q,.
If I, is less than one-tenth of I, then Q. is
not needed. If it is greater than 1/10 I, then:

Let IBl = IEz

where I, is emitter current of Q.

then Ig, = I, + Ip, (8) -

since for Q., I; is much less than 1.
Therefore Iy, = I,
Then Ip, = Ioo/hpps. 9)

Assuming I of Q, is very much less than I 25
Qs would not be needed. Using the base cur-
rents obtained for Q, and Q,, determine the
average Vpp per unit from the input char-
acteristic curve. -

Then Rl + Rz = V;,, = Va - VBE1/14 + IBE
(10)
Most of the calculated resistance should be

in R,, then R, can be used to trim out dif-
ference caused by the actual voltage drops.

Design Procedure
For Typical Application

For a practical example, a current of 0.5
ma is predetermined; the worst possible load
is 6.0 v at 0.5 ma. ~

Eip = 8E s
=3X6=18v
The power dissipation in Q, would be:
P, = Vom X I,
Epe: = Von I, = 0.5ma
Then P, = 6.0 X 0.5 ma = 3.0 mw

A good low-leakage transistor with reason-
able hy5 and breakdown voltage is the silicon
2N338 having the following characteristics:
hre = 45—150; Py = 126 mw; BViso = 45
V; Iopo = less than 1 pa

To find the reference point, the 1N700
Zener-diode characteristic curve shows that
10 ma is well down the voltage curve.

ey,

. (D
=

s -

Py

i o
povg o :nm{ﬂ 4

2-1

Ever figure out how much it costs to buy 10
zener ratings from 10 different manufactur-
ers? We can help! Give us a list of the part
numbers or specifications you need. Chances
are 438 to 1* that we can consolidate your
order and supply them all from one source
o« INTERNATIONAL RECTIFIER. Try us!

RADIO SHACK CORP.
730 COMMONWEALTH
BOSTON, MASSACHUSETTS
PHONE: RE 4-1000

230 CROWN STREET
NEW HAVEN 10, CONNECTICUT
PHONE: ST 7-7121

29 HIGH RIDGE ROAD
STAMFORD, CONNECTICUT
PHONE: DA 5-4371

39 SOUTH MAIN ST. N
WEST HARTFORD, CONNECTICUT
PHONE: AD 6.5441

*We carry over 438 IR zener types in stock...in depth,
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Fig. 4. Circuit arrangement for negative constant-
current source.

This current also is well below maximum
dissipation for the diode.
Since E;, =18v
then V. 1w =1/3E;, =6.0v
The 1IN700 series data sheets show 6.2 v to
be closest to the 6.0-y point, therefore, only
one diode is needed for the reference.
Therefore E, = Ej, — V,
=18v—62v=118v
then R; = V,/I, = 11.8/10 = 1.18 K
The closest standard value of resistance is
1.2 K;
therefore I, = V,/I, = 11.8 v/1.2 K
= 9.84 ma.
The new value for R; will not affect the refer-
ence voltage of the diode. "
If the design is made for the lowest possi-
ble hrz of 45
then IBI = I;/hpgl
= 0.5 ma/45
=11 pa.
This current is well above the worst possible
Ioso given on the data sheet. Even with the
highest possible %5 of 150, 3.5 pa is still far
above the worst leakage given. The worst
case of base drive needed is 11 pa, which is
close to 900 times less than I, of 9.84 ma, and
satisfies the condition set up in Eq. 4; where
Iy of Q, = I, which is very much less than
I,. Therefore, neither Q: nor Q; are needed.
Finding R, and R,;
From Eq. (10) where R, + R, = E;,
= Vs - VBE1/14 + Ixm-
From the input characteristic curve for the
2N338, Vg = 0.64 v.
Since I, is very much less than I,
then R, + R, = 18 v — 118 v — (0.64
v/0.5 ma)
=18 — (12.44/0.5)
=11.12 K
therefore let R, = 11 K a standard value,
and R, = 0.5 K pot for compensation.
The printed circuit board was designed
by Electronic Fabricators Inc. of Dallas,
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Write today for Ward Leon
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in design, with spacing for efficient cool-
ing, is the heart of the load bank resist-
,ance assembly,
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RAPID CONSTANT-CURRENT
DESIGN USING NOMOGRAPHS

RONALD M. MANN, Engr., Texas Instruments Incorporated, Dallas, Tex.

~Active constant-current sources have many uses

in industry, and are desirable over the high-
voltage, large-resistance variety, in that a stable
constant current can be achieved from short cir-
cuit to a large finite impedance provided E, does
not approach closely the voltage E1 on the emit-
ter of the series regulator. A few examples are:
forcing a constant collector or emitter current in
transistor testing, forcing a constant charging
current in a battery where there are charging
current limits, feeding emitters of differential
amplifiers to minimize drift, and use as ultra-
high-impedance loads for transistor amplifiers to
make high-gain voltage amplifiers.

The theory of operation and the design equa-
tions for active constant-current sources have
been covered by the author in a previous article.!

Operation of a series-transistor current source
of the type under discussion (Fig. 1) depends on
the stable reference voltage created by the divider
string made up of the breakdown diode D1 and
resistor R3. The regulator strives to maintain El
a constant. As the load requirements vary, a rapid
change in I, tries to occur, effecting a change in
E . pe» making a corresponding change in El.
This change is compared to the constant E3 by
Ql, Q2 and Q3 and they are biased accordingly
by the constant E3 to maintain E1. This is done
by changing the V,, of Q1, thereby changing E,,
to maintain I, as a constant. The conditions will

remain static until E, closely approaches El, at’
which point 1, ceases to be constant and E, re-

mains a constant approximately equal to El.
Requirements that must be known before

starting a design are: (1) the current I, to be

supplied, (2) E, maximum required by the load

.or (3) R, maximum that will be attained. With the

first requirement and either (2) or (3) design may
proceed. If there are limits as to the input voltage,

1..Mann, Ronald M., “Constant Current Modules Use One
Basic Board”; Electronic Design; June 21, 1962; Vol. 10,
No. 13; pp. 88-91.

E,,, and current, I, these also need to be known:
if not, they are determined in the design as
follows: )

Example:

(1) Let I, = 10 ma

(2) Let Ry, (max) = 1k, then

(3) E, (max) = (1 x 10®)(1 X 10-2) = 10v

Step 1. Start with nomograph No. 1. Draw a line =
from reference point 1 to line 2, E, maximum of |
10v. Where the line crosses line 1, E,,, is the re-
quired input voltage to regulator. In this case
E, = 30v. :
Step 2. Determine the power requirements of QI
under operating conditions. Draw a line from !
line 2, E, maximum, to line 4, I,; where it crosses
line 3, PL, is the power requirement. In this case
Pl = 100 mw.

Step 3. Note values of P1 and E, (max); these will
be used later to help determine Ql. E, = 30v
Pl = 100 mw

Step 4. Determine a value for E, by looking at the

typical breakdown diode characteristics with |
Bt ]
e | Eri +r2 I I
e ‘?—.‘.‘.L —\ - —
RY¥- e R2
Q1
Vae
El Q2
Eln t”
ED
D1 : Q3
(E!) ‘/ﬁ\ /? ! 12
l 4 th
! ;

Fig. 1—-SERIES-TRANSISTOR CURRENT SOURCE
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Nomographs (Cont'd)

nomograph No. 2. Choose a diode
or diodes whose total breakdown
voltages approximate E, (max).
This gives approximately a 2 to 1
safety factor. In this case a single
IN758 was chosen with E; — 10v.
Step 5. Transpose the value for E;,
found on line 1 to the proper point

.on line 6. On line 7, locate the Eg

found in step 4. A line connecting
these two points crossing line 5 gives
a value for E3. In this case E3 = 20v.
Step 6. Go to typical breakdown
diode curves with nomograph No. 2
and choose a current for Il far
down on the linear portion of the
curve that does not exceed the 100-
mw curve. (This gives another safety
factor of 2 to 1.) I1 = 10 ma was
chosen.

Step 7. Since, in final analysis, 11

~ will be found to be approximately

equal to 13, 12 will be very small.
Mark the point on line 11 corre-
sponding to I1. Transfer the value
found for E3 on line 5 to the corre-
sponding value on line 9. Draw a
line between the points; where they
cross line 8 and 10 will be the resist-
ance and the power rating of R3,
which in this case are R3 = 2Kk,
Py, = 200 mw.

Step 8. Find value for 12. Transfer
the value for I3 on line 11 to the
corresponding value on line 12.
Draw a line from reference point
(2) through the point on line 12 to
line 13. This gives a value for 12
(in this case) = 100 ua.
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Step 9. Find a value for B” (combined d-c beta
needed, minimum). Draw line from value found
for 12 on line 13 through point on line 14 corre-
sponding to value of I, (given initially) to point on
line 15, giving a value for 8. In this case 8" = 100.
Step 10. With values in step (3) noted, choose a
transistor for QI, on the basis of a BV, equal
to or greater than E,, and a power dissipation of
several times P1. Note the device chosen and the
minimum and maximum beta given for the de-
vice. In this case a 2N497 was chosen for Q1. This
is a Texas Instruments NPN silicon power tran-
sistor. (Transistors are NPN for negative input
and output currents and voltages, and PNP for
positive input and output voltages.)
Beta (min) = 13 = B,
Beta (max) = 36

Step 11. Find a value for B'. Transfer value for
B’ on the left side of line 15 to corresponding
point on line 16. Mark value for B, (min) on
right side of line 15. Connect and draw line

through to left side of line 17. This gives a value

for B’ of 8.
Step 12. Find minimum beta required for Q3.
Since in this case B’ was 8 and a 2N337 chosen

for Q2 has a minimum beta of 20, there is no

need for Q3. If Q3 were needed, ' would be
transferred to line 18 and minimum beta for Q2
indicated on the right side of line 17. A line con-
necting these points intersecting line 19 gives
minimum beta for Q3.

Step 13. If the exact maximum value for 12 is
needed to be known for worst case conditions,
insert minimum beta for Q2 from the data sheet
on left side of line 17, connect with data sheet
minimum value for beta for QI on right side of
line 15. Line 16 now gives new value for g".
Transfer this value to left side of line 15. Draw
line from it through value for I,. New value on
line 13 is maximum value for 12 in worst case
conditions.

Step 14. Determine, in the case where both QI
and Q2 are at maximum data sheet value of beta,
if the leakage current will saturate Q1. Place point
on left side of line 17 corresponding to maximum
beta for Q2 and place point on right side of line
15 for maximum beta of Q1. Connect; new maxi-
mum value for 8" is given on line 16. Transfer to
left side of line 15. On line 13 mark point for
maximum given I, for Ql; connect points;
this gives value for I, with no bias. If this value
for I, is not small compared to the I, desired,
then transistors with lower maximum betas must
be chosen and/or leakage current in Q1 must be
lowered. Since in this case both transistors are

silicon, this step can be neglected'since the leakage
of Q1 is less than 1 pa.

Step 15. Determine minimum power rating of
Q2. Place value for minimum beta for Q1 on left
side of line 15; draw from this point through I,
point and at the intersection of line 13 is the
current in Q2. Mark this current on line 4; con-
nect to E, maximum point on line 2 and the
minimum power for Q2 is shown on line 3 in
milliwatts. Usually this step may be omitted ex-
cept when I, is large and/or minimum beta of
Ql is very small.

Step 16. Determine V,, of QI and Q2. For V,
approximation go to typical V,, curve shown;
draw line from 10-ma point vertically to intersect
silicon line. Use minimum data sheet beta of Q]
and divide into I, to get collector current of Q2.
Draw line from this value to silicon curve. Take
the two V. values and add, giving V.. In this
case V' = 0.65 + 0.79 = 1.44v.

Step 17. Find value for El. Place value for V,,’
on line 20 and value for E3 from line 5 on line 22
and connect; the intersection of line 21 is the
value for El. In this case E1 = 21.44v. (Values in
parentheses were used since E3 was larger than
10v.)

Step 18. Find voltage drop across Rl + R2
(Egy o po)- Place value for E,, found on line 1 on
line 23; transfer value of E1 found on line 22;
connect points, and where line crosses line 24 is
the value for E,, , 4,- In thiscase Eg, | 4, = 8.56v.
Step 19. Find total resistance of R1 + R2 and
power dissipation. Transfer value for E , g
found on line 24 to corresponding point on line
97. Mark value for I, on line 25, connect lines
and where it intersects line 28 is the total resist-
ance; intersection of line 26 is minimum allowable
power rating of R1 + R2. In this case Rl + R2
= 856 ohms, P, , z, = 85.6 mw. Choose Rl as a
standard value lower than the figure given and
use a variable resistor for R2 to make up the
difference to obtain exactly the current wanted.
Step 20. (Optional.) Use this step to obtain a
variable constant-current supply. Use I, as the
maximum value of current and find R1 + R2 as
in step 19. Choose a minimum value for I, and
find R1 + R2 as in step 19. Use this value for R1
+ R2 and subtract from this maximum value the
value for R1 + R2 at I, maximum (R1), giving
the value of the variable resistor R2.

Thus, by use of the nomographs and curves, a
condensed transistor catalog, pencil and paper
and a straightedge, constant-current sources can
be designed for a wide variety of uses with reliable
results.
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TTEMPTS to build a precision

transistor amplifier with gain
accurately stabilized by inverse
feedback have generally failed be-
cause the low input impedance of
the transistors loads down the feed-
back network. When the transistors
are replaced or when the transistor
parameters vary because of aging
or changes in ambient temperature,
the feedback factor may vary.

A ftransistor differential ampli-
fier' employed in the first stage of
a feedback amplifier provides a
convenient terminal for feedback
which does not load down the feed-
back network. In Fig. 1, e, is the
equivalent input signal of source
resistance R,, and e, is the equiva-
lent feedback voltage of source re-
sistance R,.. The stage gain is

e /es= —e,/e,
SRras/[ra+ra+(ru+Ra)(1—a) +

(re+Rp)(1—an)] (1)
ifR, >>r;R,rnand R, << r..
Subscripts differentiate between
the two transistors. Equation 1
shows that the amplified signal de-
veloped across R, is proportional to
the difference between e, and e.. The
presence of a small amplified signal
voltage across R, when e, = e, is
due to common-mode effect, usually
defined" as the ratio of this signal
voltage to that which is present
when either e, or e, alone is ampli-
fied. Its magnitude increases as
the inequalities decrease. Common-

‘mode effect due to signal-source

Table I—Amplifier Drift

D-C Offset*
120F | 200 F

Germanium differ- |
ential amplifier.|10 to 25 mv!

Input Stage

Single - ended sili-
con amplifier . . 25mv | 120 mv
Silicon differential
amplifier .
Baif 1. o veeimiiios 3mv 10 mv
Pair 2......... negligible 1 mv
Paird......... 2mv 8 mv
Pair dicinoinnin negligible 1 mv
Paie S.connmii. 1 mv 3 mv
¢ Based oa initial sero at 70 F
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Complete amplifier, shown actual size

resistance and common emitter re-
sistance is

5 o R, _ R +,"'_

Ta Ta R¢
Typical values of r. and 7, for a
junction transistor are 1 megohm
and 40 ohms. A source resistance
R,, of 10,000 ohms results in a com-
mon-mode effect of about 1 percent.
The overall amplifier gain (Fig.
1) as determined by the feedback
network is
A = (R + R:)/R, 3)

subject to two conditions. The first
requires an amplifier internal gain
without feedback A’ much greater
than gain with feedback A. The
variation in A denoted as AA, re-
sulting from variations in A’ de-
noted at A4, is
A4 = AA'A 4’ (4)
The second condition states that
gain A varies in direct proportion
to the amount of common-mode
effect present in the differential-in-
put stage, that is AA = S. Variation
in gain due to signal-source resist-
ance R, or feedback circuit-source
resistance R,, can be computed di-
rectly from Eq. 2. Increasing R,,
or R,. also reduces the differential-
amplifier gain with a corresponding
reduction in internal gain A"
Variation in gain resulting from
the factor r../R, can be reduced to
negligible proportions by replacing
R, with a constant-current source,
as shown in Fig. 2.

(2

Figure 8 1s a feedback-qtablhzed .

By DEAN W. SLAUGHTER
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, California

amplifier employing . germanium
Jjunction transistors. The gain A’
without feedback is about 10,000.

If R, and R, are selected for a gain

of 10, it is possible to replace either

of the transistors in the input cir-

cuit with an unselected transistor.
The gain of 10 does not change by
more than a few tenths of one per-
cent.

Low-Drift Amplifier

Variations in base-to-emitter bias
and collector cutoff current due to
changes in ambient temperature
may cause the output of transistor-
ized d-c¢ amplifiers to drift. How-
ever, when a differential circuit is
employed in the first stage of these
amplifiers, equal variations in the
parameters of both transistors are
not amplified because of the re-
jection of common-mode signals.
For maximum reduction of d-c
drift, matched transistors may be
selected. They should be mounted
in close proximity on a common
heat sink.

The use of germanium transis-
tors above room temperature in d-c
amplifiers is not recommended.
Figure 4 shows a d-c amplifier em-
ploying =pn silicon transistors
which perform satisfactory at 200
F or higher. By employing a differ-
ential circuit in the second as well
as the first stage, a worthwhile in-
crease in common-mode rejection
and a decrease in overall amplifier
drift is obtained. Power-supply
regulation of from 2 to 5 percent
is adequate. Amplifier internal gain
is about 2,500.

Table I compares drift versus
temperature of a differential ampli-
fier employing silicon transistors
with other amplifier configurations.
Drift is given in terms of equiv-
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Transistor Amplifier

UMMARY —— Gain of transistor amplifier is accurately stabilized by

inverse feedback to avoid drift, from aging or temperature change. Ampli-

fier can be built with silicon junction transistors for stable operation despite

high ambient temperatures

alent input drift, that is that volt-
age which must be applied to the
amplifier input terminal to return
the output terminal to zero. These
data assume that all the drift is
generated by the transistors and
none by the circuit resistances.
Ampliﬁerm- zero does not offset by
more than a few millivolts over a
period of ;hours or weeks if the
amplifier is permitted a 20-minute
warmup.

The supply voltages applied to the
output stage TR, permit an output
swing of at least =10 volts. The
10,000-ohm collector load resistor
may be safely decreased to 2,500
ohms without exceeding the col-
lector dissipation rating of 150 mw.
Because of feedback, the amplifier
input impedance may approach but
never exceed the collector resistance
of TR, The output impedance is
approximately equal to the output
load resistance divided by the
amplifier loop gain A’/A.

The resistor and capacitor con-
nected between the collector of TR,
and ground provide the phase cor-
rection necessary to prevent oscil-
lation. Their values must be deter-
mined experimentally.

The values shown were suitable
for a gain of 10. The resulting
frequency-response curve is essen-
tially flat to 10 ke, rises 3 to
6 db at 60 ke and cuts off at 150 ke.

This paper presents the results
of one phase of research carried
out under Contract No. DA-04-495-
Ord 18, sponsored by the Depart-
ment of the Army, Ordnance Corps.
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