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Abstract: A great deal of difficulty has been encountered in attempts to plot the characteristics (switching time as a function of driving currents) of thin magnetic films. If the driving current rise time is too fast, the film output is hidden by noise due to inductive pickup. If the rise time is very slow, the film switches noiselessly, but the switching time is slowed down, and the results obtained may not be too meaningful. In an effort to overcome this latter difficulty, an equation has been developed that relates the effective driving current rise time, $T_{r}$, the observed switching time,$_{s} T_{S}$, and the switching time, $T$, that would occur if a current step were applied. The equation is valid only if $T_{s}>T_{r}$. It is:

$$
\cos \frac{\pi\left(T_{s}-T_{r}\right)}{T}=-\frac{\sin \frac{\pi T_{r}}{T}}{\frac{\pi T_{r}}{T}}
$$

When a test is run on a magnetic sample, $T_{s}$ and $T_{r}$ can be readily measured. It is then a simple task to compute $T$, with the aid of the accompanying graph of this equation. The above equation was devised with the aid of only one assumption tthat when a current step is applied, the voltage output
waveshape is a half sine wave．This assumption is shown to be reasonable．

Data is taken for two types of ferrite cores，one metallic tape core，and one thin magnetic film．In all cases，the results seem to uphold the equation stated previously．
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I. INTRODUCTION:

In his thesis, $H_{0} K_{0}$ Rising ${ }_{9}^{\text {h }}$ has demonstrated that "the instantaneous voltage output of a (magnetic) core (with a rectangular hysteresis loop) is a function only of the instantaneous net drive and the instantaneous flux state of the core"。 Rising took photographs of core outputs for several methods of excitation: he applied a smooth current step to the core and obtained a given voltage waveshapes he obtained the same voltage waveshape even when he applied a serrated current step of the same amplitude. No matter how wide the pulses were spaced when the serrated current was applied, the output voltage waveshape was unchanged。

From these results, Rising concluded that for any core, the plot of normalized voltage as a function of normalized flux is fixed. He proceeded to draw this normalized curve, and he found that it could be approximated very well by any one of three very simple algebraic expresse ions. He then employed one of these approximations in order to obtain the output voltage of a core for any arbitrary input current. Unfortunately, his result is complicated and would be difficult to use in an attempt to compute the switching time of a core for a given current.

An attempt to plot the characteristics of thin magnetic films (switching time as a function of driving currents) has proven to be very difficult. When the rise time of the driver is rapid, the film output is disguised by noise. When the rise time is slowed down enough to allow undistorted viewing of the output, the rise time is a large portion of the switching time. This makes it hard to correlate current amplitude and switching time.

In an effort to overcome these difficulties, an equation has been devived that relates switching time to rise time and current amplito ude. This scheme depends on Rising ${ }^{7}$ s work to some extent, but it differs in that a somewhat different approach is employed.

As a result, if the switching time of core is known for a given rise time of current, it is possible to easily compute the

1 Rising, $H_{0} K_{0}$, Magnetio - Core Pulse Amplifiers for Digital Computer Applications, SoMo Thesis $_{9} M_{0} I_{0} T_{0}$, Department of

- Electrical Engineering, June, 1953.
switching time of that core if the same current is applied as a square wave. This equation has been compared to the results of a number of tests on ferrite cores, a metallic tape core, and a thin filmo The results obtained on the cores have proven to be correct. The results for the thin film have at least proven to be consistent. It is not possible to check these results in order to prove that they are correct. II. THE EQUATION:

The derivation of the equation that follows is a tedious task ${ }_{9}$ and the intricate details are of no general interest. I have, therefore ${ }_{\text {, }}$ taken the liberty of showing only the major steps in the process, and of describing that which is not explicitly written. If the reader is intere ested in seeing the particulars, he is invited to consult the author。

The only assumption that has been made in this proof, is that when a step of current $H(t)=H_{m} u(t)$
is applied to a core, its output voltage may be expressed as:

$$
\begin{equation*}
v(t)=V_{m} \sin \frac{\pi t}{T} \quad(0 \leq t \leq T) \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& H(t)=\text { driving current as a function of times } \\
& H_{m}=\text { amplitude of driving currentg } \\
& u(t)=\text { unit step functions } \\
& v(t)=\text { instantaneous core output voltages } \\
& V_{m}=\text { peak core output voltages } \\
& t=\text { time }_{\text {, }} \text { and } \\
& \text { T = core switching time when a step of current is applied. }
\end{aligned}
$$ These are shown in Fiqure 1.

Assuming that equations in (1) and (2) are true, and that the core has the hysteresis loop shown in figure $2_{2}$, then it may be shown that the expression for voltage as a function of flux is:

$$
\begin{equation*}
\frac{N(\phi)}{V_{m}}=\left[1-\left(\frac{\phi}{\phi_{m}}\right)^{2}\right]^{1 / 2} \tag{3}
\end{equation*}
$$

where $\quad \frac{n \cdot(\phi)}{V_{m}}=$ normalized core voltage as a function of fluxg:
$\varnothing=$ flux state of cores and
$\phi_{\mathrm{m}}=$ saturation flux of core $=\int_{0}^{T / 2} N(t) d t=\frac{V_{m} T}{\pi}$
It should be noted that equation (3) is one of the approximato ions to Rising ${ }^{\text {os }}$ normalized voltage $\infty f$ lux curve.

Equations (1) and (2) may be transformed, their ratio taken, and defined as the transfer impedance of the core, After combination with equation (4), it is found that

$$
\begin{equation*}
Z(s) \triangleq \frac{V(s)}{H(s)}=\left(\frac{\pi}{T}\right)^{2} \frac{\phi_{m}}{H_{m}} \frac{s}{s^{20}+(\pi / T)^{2}} \tag{5}
\end{equation*}
$$

where $Z(s)=$ transfer impedance of the core; and
$s=$ complex frequency
Equation (5), is only valid while the core is switching; that is, during the time interval $0 \leq t \leq T$.

By the use of equation (5), it is possible to compute the output voltage, $\mathrm{V}(\mathrm{s})$, for any given driving current, $\mathrm{H}(\mathrm{s})$. One case of especial interest is that in which the driving current rises lingarly until it reaches its final value and then remains fixed at this value for some time (at least until the switching is completed). This is shown in figure 3 。

During the time interval $0 \leqq t \leq T_{r}$, the core output voltage is found to be

$$
\begin{equation*}
v(t)=\frac{\phi_{m}}{T_{r}}\left[u(t)-\cos \frac{\pi t}{T}\right] \tag{6}
\end{equation*}
$$

where $T_{r} \equiv$ effective rise time of driving current (time for current to rise from coercive force to final value) $\%$ and

T = core switching time when a step of current is applied. The flux switched during the rise time of the current is,

$$
\begin{equation*}
\phi=\int_{0}^{T_{r}} v(t) d t=\phi_{m}\left[1-\frac{\sin \frac{\pi T_{r}}{T}}{\frac{\pi T_{r}}{T}}\right] \tag{7}
\end{equation*}
$$

The total flux to be switched is $2 \oint_{\mathrm{m}}$, and so the remaining flux is,

$$
\begin{equation*}
\phi_{r}=2 \phi_{m}-\phi=\phi_{m}\left[1+\frac{\sin \frac{\pi T_{r}}{T}}{\frac{\pi T_{r}}{T}}\right] \tag{8}
\end{equation*}
$$

But the flux that remains is switched by the constant driving field, $H_{m}$. As discussed in the Introduction, the core will complete its switching in a sinusoidal manner, thus the remainimg flux is also

$$
\begin{equation*}
\phi_{r}=\int_{T Y}^{T} V_{m} \sin \frac{\pi t}{T} d t=\phi_{m}\left[1-\cos \frac{\pi Y}{T}\right] \tag{9}
\end{equation*}
$$

where $Y=T_{s}-T_{r}=$ time between end of rise of current and completion of core switchinggand
$T \equiv$ core switching time when a step of current is applied。

The limits in equation (9), may be justified by noting that the nature of the core wave form has changed when the current is constant. As far as the core is concerned, it has always had a fixed driving force applied, and so the tail end of the pulse behaves as if it were to switch in time T. This constant current has started at a time Y earlier, and so the time interval during which the step is applied is from T $\mathrm{T} Y$ until T。

Equations (8) and (9) may be combined so as to eliminate the unwanted variables. The result is that

$$
\begin{equation*}
\cos \frac{\pi r}{T}=-\frac{\sin \frac{\pi T_{r}}{T}}{\frac{\pi T_{r}}{T}} \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
\cos \frac{\pi\left(T_{s}-T_{r}\right)}{T}=-\frac{\sin \frac{\pi T_{r}}{T}}{\frac{\pi T_{r}}{T}} \tag{II}
\end{equation*}
$$

where, $Y=T_{S} \propto T_{r}{ }^{8}$

$$
T_{r}=\text { effective rise time of driving current: }
$$

$T_{s}=$ core switching time when current with rise
time $T_{r}$ is applieds and
$\begin{aligned} T= & \text { core switching time when a step of current is } \\ & \text { applied. }\end{aligned}$
$T_{S}$ and $T_{r}$ can be measured，and equation（11）can be solved for $T_{\text {。 }}$

Figure 4，used equation（11）so as to plot $T_{r} / T$ as a function of $\mathrm{T}_{\mathrm{r}} / \mathrm{T}_{\mathrm{s}}$ 。 From this curve，the stepmcurrent switching time， T ，of any core can be determined，if the effective rise time，$T_{r}$ ，（the rise time from the coercive force to $H_{m}$ ）and the actual switching time， $T_{s}$ are both known．For example，in a memory plane，suppose that $T_{s}=1.0 \mu \mathrm{sec}$ and that $T_{r}=0.265 \mu \mathrm{sec}$（effective rise time）．

Then，$T_{r} / T_{S}=0.265$ ．From figure 4 ，it is observed that $T_{r} / T=0.3$ 。 Therefore，$T=.265 / .3=0.885 \mu$ sec。

But the core would start to switch about $0.25 \mu s e c$ earlier if a step were applied．Thus，switching could be completed in $0.885 \mu$ sec instead of $1.25 \mu \mathrm{sec}$ ．The saving would be about $0.36 \mu \mathrm{sec}$ ．However，the additional noise introduced into the system prevents the use of such a scheme。

From figure 4，it is noted that the actual switching time ${ }_{s} T_{S}$ ， and the possible switching time，$T_{2}$ do not differ by very much until the ratio $T_{r} / T_{s}$ reaches about 0.3 ．When thr ratio exceeds 0.4 the difference between $T_{S}$ and $T$ begins to grow very large。

## III．EXPERIMENTAL RESULTS：

In order to demonstrate the validity of equation（11），a large quantity of data was taken for several different magnetic materials；two different types of ferrite cores，one metallic tape core，and one thin film．For each experiment a driving current was established，and the rise time，$T_{r}$ ，was varied over a wide range of values．The switching time，$T_{s}$ ，was measured for each value of $T_{r}$ ．The rise time and the switching time were recorded according to my definitions of them as shown in figure 5.

The expected value of switching time， $\mathrm{T}_{9}$ upon application of a current step was computed（for the ferrite and metallic tape cores only） by the well known relationg

$$
\begin{equation*}
T=\frac{S_{w}}{H_{t}-H_{c}} \tag{12}
\end{equation*}
$$

where ${ }_{8} T=$ core switching time when a step of current is applieds

$$
S_{W}=\text { switching coefficient of the cores }
$$

$H_{t}=$ total driving currents and
$H_{c}=$ coercive force of core.

For each value of driving current, $T$ was computed from equation (II) for the core materials. Then the ratio of $T_{r} / T$ was plotted against $T_{r} / T_{s}$ on the same graphs, the theoretical curve (figure 4) is also shown.

Figure 6 shows the results obtained for a standard TX -0 ferrite memory core $m$ DCL $m=854 \mathrm{HU}=\mathbf{I}_{\text {, }}$ size F397。

Figure 7 shows the results obtained for a slow switching, high coercive force ferrite memory core $\omega$ DCL $m=75-1_{\text {, }}$ size F394.

Figure 8 shows the results obtained for a metallic tape core made of 10 wraps of Mo Permool/ $8 \mathrm{mil} \times 3 / 4$ inch diameter $\times 1 / 8$ inch wide。

In each of these three cases, the correspondence between the experimental points, and the theoretical curve is very close, as long as the ratio $T_{r} / T_{s}<0.8$. When the current rise time is made slower than this, the results are poor. There are several possible explanations for this phenomenon. In the first place, when $T_{r} / T_{S}>0.8$, the theoretical curve rises very steeply, and a small error in $T_{r} / T_{s}$ causes a great error in $T_{r} / T_{0}$ In the second place, as the switching time iss increased, its measurement becomes less accurate because of the definition of figure 5o. This is due to the fact that more of the flux reversal is not included in the measurement of $T_{S}$ (because the output voltage is not really sinusoidal wothe trailing edge is smooth as shown in figure 5, and not sharp as in the idealized case). This means that the recorded $T_{s}$ is smaller than the actual value of $T_{s}$. The result is that for large values of $T_{r} / T_{s^{\prime}}$ the calculated value of $T_{r} / T_{S}$ is made larger than it should be. It is noted that in figure 6,7 , and 8 , $T_{r} / T_{s}$ is larger than the theoretical value. This is to be expected.

Figure 9, shows the results obtained for a thin magnetic film number 1B. In this case, it was not possible to compute the theoretical value of $T$. The value used was the average value computed from each run of data. Once again, it is noted that the experimental and theoretical results correspond closely. The reason is that in each run, the calculated $T$ was almost constant for all readings taken with fixed current.
IV. CONCLUSION:

In conclusion, it seems as though the problem of measuring switching time has been made somewhat simpler by the use of some rather simple computations. This could prove to be valuable in the testing of thin magnetic films.
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DRAWINGS:



FIG. 1
CORE OUTPUT VOLTAGE WHEN STEP OF CURRENT IS APPLIED


FIG. 2
HYSTERESIS LOOP OF CORE


FIG. 3
CORE OUTPUT VOLTAGE WHEN RAMP OF CURRENT IS APPLIED. CORE IS BIASED SO IT STARTS SWITCHING AS SOON AS CURRENT IS APPLIED.



FIG. 5

A PICTURE SHOWING THE DEFINITIONS USED IN DETERMINING RISE TIME, $\mathrm{T}_{\mathrm{r}}$ AND SWITCHING TIME, $\mathrm{T}_{\mathrm{s}}$
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FIG. 6
POINTS OF $T_{r} / T$ AS A FUNCTION OF $T_{r} / T_{S}$ FOR STANDARD TX-O MEMORY CORE - DCL - 2 - 854 HU-1, SIZE F397

Squareness Ratio, $R_{S}=0.84$; Coercive Force, $H_{C} \cong 500$ ma; Switching Coefficient, $\mathrm{S}_{\mathrm{W}}=0.35$ ampere $-\mu \mathrm{sec}$.


FIG. 7 POINTS OF $T_{r} / T$ AS A FUNCTION OF $T_{r} / T_{s}$ FOR FERRITE CORE NUMBER DCL-3-75-1, SIZE F-394
Squareness Ratio, $\mathrm{R}_{\mathrm{s}}=0.80$; Coercive Force, $\mathrm{H}_{\mathrm{C}} \cong 800 \mathrm{ma}$; Switching


FIG. 8
POINTS OF $T_{r} / T$ AS A FUNCTION OF $T_{r} / T_{s}$ FOR METALLIC TAPE CORE MADE OF 10 WRAPS OF MO. PERM $-1 / 8$ mil. $\times 3 / 4$ " diameter $\times 1 / 8$ "WIDE

Squareness Ratio, $R_{S}=0.86$; Coercive Force, $H_{C} \simeq 200$ ma; Switching


FIG. 9
POINTS OF $T_{r} / T$ AS A FUNCTION OF $T_{r} / T_{s}$ FOR THIN MAGNETIC FILM NUMBER 1B.
Composition: $80 \%$ Nickle, $20 \%$ Iron; Thickness: $1-2000 \AA$ A ; Substrate Temperature: $200^{\circ} \mathrm{C}$; Depositing Field: 25 Gauss.
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Abstract: Currently available photoelectric elements (gas and vacuum photo tubes, multiplier phototubes, photoconductors, photom diodes, phototransistors, and photo voltaic cells) are listed with their ratings and spectral response. A chart showing their spectrum ranges and a list of manufacturers are included. Supplements listing sensitivity, frequency response, and dark currents are to be issued later.
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## INTRODUCTION

The purpose of this survey is to list all currently available commercial photoelectric elements and a few basic characteristics to aid the design engineer in selecting suitable units for photoelectric devices.

The elements are classified as follows:
A. Photo Emissive Elements: Those whose output depending entirely upon either the primary or secondary emission of electrons from a photo cathode. Including:

1. Gas Photo tubes: Gas filled tubes, with high sensitivity, slight non-linearity。
2. Vacuum photo tubes: linear with excellent dynamic response at high frequency.
3. Multiplier Phototubes: Secondary emission devices with large current amplification.
Bo Photo Voltaic Cells: Units having a potential difference between their terminals when excited by lighto
C. Photo Conductive Elements: Units whose conductance changes under illumimation. Includings
4. Photo Conductors.
5. Photo Diodes and photo transistors.

## LIST OF PHOTOELECTRIC ELEMENTS

> A。 Photoemissive Elements
> Io Phototubes o gas.

| Type | Spectral Response (1) |  | IMUM RATIN cathode $\mu \mathrm{a}$ (2) | $\underset{\mathrm{C}_{\mathrm{C}}}{\operatorname{TGS}}$ | Manufact | turer Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 P 29 | S-3 | 100 | 5 | 100 | RCA , GE |  |
| 1 P 37 | S-4 | 100 | 5 | 75 | RCA, GE |  |
| 1 PL 4 | $\mathrm{S}-1$ | 90 | 3 | 100 | RCA, GE | Good in high humidity |
| 1 PH 1 | Sol | 90 | 1.5 | 100 | RCA, GE | End on illumination |
| 206G | Blue ${ }^{(3)}$ | 90 | 5 |  | Mullard |  |
| 30CG | Blue | 90 | 3 |  | Mullard |  |
| 52CG | Blue | 90 | 3 |  | Mullard |  |
| 55CG | Blue | 90 | 2 |  | Mullard |  |
| 58CG | Biue | 90 | 1.5 |  | Mullard | End on Illumination |
| 90AC | Blue | 90 | 2.0 |  | Mullard |  |
| 90CG | Blue | 90 | 2.0 |  | Muillard |  |
| 868 | S-1 | 100 | 5 | 100 | RCA, GE |  |
| 918 | S-1 | 90 | 5 | 100 | RCA, GE |  |
| 920 | Sol | 90 | 2 | 100 | RCA, GE | Twin unit |
| 921 | S-1 | 90 | 3 | 100 | $\mathrm{RCA}_{9} \mathrm{GE}$ | Cartridge type |
| 923 | S-1 | 90 | 3 | 100 | $\mathrm{RCA}_{9}$ GE | Renewal use |
| 924 | Sol 1 | 90 | 1.5 | 100 | RCA | renewal use |
| 927 | S-1 | 90 | 2 | 100 | RCA, GE |  |
| 928 | $\mathrm{S}-1$ | 90 | 3 | 100 | RCA | non-directional |
| 930 | Sol | 90 | 3 | 100 | RCA, GE |  |
| 5581 | Sol 4 | 100 | 3 | 75 | RCA, GE |  |
| 5582 | S-4 | 100 | 2 | 75 | RCA |  |
| 5583 | S-4 | 100 | 2 | 75 | RCA |  |
| 5584 | Sol 4 | 100 | 2 | 75 | RCA |  |
| 6405/1 | 640 Sol | 90 | 5 | 100 | RCA | Low microphonics |

(1) See spectrum chart, page 10 .
(2) Average cathode current may be doubled when anode supply voltage is
(3) Where peak response falls.
2. Phototubes - vacuum

| Type | Spectral Response <br> (1) | MAX anode volts | MUM RATTI cathode $\mu$ | GS ${ }^{\text {amb }}$ | Manufact | turer Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1839 | S-4 | 250 | 5 | 75 | RCA, GE | High humidity |
| 1 PL 2 | S -9 | 180 | 0.4 | 75 | RCA | Fnd on Illumination |
| 22 | Sol 2 | 500 |  | 100 | GE |  |
| 447 | S-4 | 250 |  | 50 | GE |  |
| 917 | Sol | 500 | 10 | 100 | RCA, GE | Iow leakage |
| 919 | Sol | 500 | 10 | 100 | $\mathrm{RCA}_{9}$ GE | Iow leakage |
| 922 | S $\times 1$ | 500 | 5 | 100 | RCA, GE | cartridge type |
| 925 | S-1 | 250 | 5 | 100 | RCA | Short bulb |
| 926 | S-3 | 500 | 5 | 100 | RCA | cartridge |
| 929 | S-4 | 250 | 5 | 75 | RCA, GE |  |
| 934 | S-4 | 250 | 4 | 75 | RCA |  |
| 935 | So-5 | 250 | 10 | 75 | RCA, GE |  |
| 20 CV | Blue(2) | 150 | 20 |  | Mullard |  |
| 51 CV | Blue | 100 | . 5. |  | Mullard |  |
| 58 CV | Blue | 100 | 3 |  | Mullard |  |
| 90AV | Red | 100 | 5 |  | Mullard |  |
| 90 CV | Blue | 100 | 10 |  | Mullard |  |
| 5652 | S -4 | 250 | 4 | 75 | RCA |  |
| 5653 | S-4 | 250 | 5 | 75 | RCA |  |
| 6570 | S $-\alpha$ | 500 | 100 | RCA | low micro | phonics |

1. See spectrum chart, page 10 。
2. Where peak response falls.
3. Multipiler Phototubes

MAXIMUM RATINGS

| Type | Spectral | anode | anode | Current | Manufacturer | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | response | volts | m* | amplif |  |  |
|  |  |  |  | $\times 10^{6}$ |  |  |


| 1 P 21 | Sol 4 | 1250 | 0.1 | 2 | RCA, GE | 9 stage - low levels |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 P 22 | S-8 | 1250 | 1.0 | . 2 | RCA | 9 stage - |
| IP28 | S-5 | 1250 | 0.5 | 1.25 | RCA | 9 stage - ultra $\mathrm{v}_{\text {。 }}$ |
| 931-A | S-4 | 1250 | 1.0 | . 8 | RCA, GE | 9 stage |
| 2020 | S. 11.1 | 1500 | 2.0 | . 5 | RCA | 10 stage - end on ill. |
| 5819 | S-11 | 1250 | . 75 | . 5 | RCA | 10 stage - end on |
| 6199 | So. 11 | 1250 | . 75 | .6 | RCA | 10 stage - end on |
| 6217 | S-10 | 1250 | .75 | . 6 | RCA | 10 stage |
| 6291 | S-11 | 1800 | 5.0 | 2 | DaM | 10 stage - end on |
| 6292 | Soll | 1800 | 5.0 | 2 | DaM | 10 stage - end on |
| 6323 | Sol4 | 1250 | 0.1 |  | RCA | 9 stage |
| 6328 | Sol 4 | 1250 | 0.1 |  | RCA | 9 stage short |
| 6342 | S.11 | 1500 | 2.0 | .6 | RCA | 10 stage end on |
| 6363 | S-11 | 1800 | 5.0 | 2 | DuM | 10 stage end on |
| 6364 | S-11 | 1800 | 5 | 2 | DuM | 10 stage end on |
| 6365 | Soll | 1300 | .5 | .003 | DaM | 6 stage end on small |
| 6372 | Soll | 1200 | . 75 | . 6 | RCA | 10 stage |
| 6467 | Soll | 1800 | 5 | 2 | DuM | 10 stage end on |
| 6472 | Solt | 1250 | . 10 |  | RCA | 9 stage short |
| 6655 | S-11 | 1250 | 12.5 | . 5 | RCA | 10 stage end on |
| 6810 | Soll | 2300 | . 4 | 12.5 | RCA | If stage end on |
| 6903 | S-13 | 1250 |  | .4 | RCA | 10 stage end on |

B. Photo Voltaic Cells

1. Barrier Layer Selenium Photocells

## Output

$\mu \mathrm{a}$

Remarks

75 (A) General Electric Available in various sizes, mounted and unmounted and hermetically sealed.

750 (B) International Rectifier
500 (B) Open circuit voltage approaches 0.4 volts in 250 (B) full sunlighto 750 (B) 350 (B) 220 (B) Some available mounted and hermetically 75 (B) sealed. 88 (C) Weston 80 (C) $21 / 4^{p m}$ diameter cells. Available mounted and 70 (c) hermetically sealed. 58 (c) 52 (c)
10 (C) Units may be matched for linearity, output and 90 (C) spectral response.
75 (c)
50 (C)
220 (D) Vickers
360 (D) Available in various sized.
750 (D) $\mathrm{RlO}_{2} \mathrm{R} 100$, and S100 units available mounted. 200 (D)
360 (D)

S100
Ac at 20 foot candles illumination and 100 ohms external resistance. Bo at 100 foot candles illumination and 100 ohms external resistance. Co at 20 foot candles illumination and 200 ohms external resistance. Do at 100 foot candles illumination and 150 ohms external resistance。
B. Photo Voltaic cells (conto)

## SILICON SOLAR CELLS

| output | output | Remarks |
| :--- | :---: | :--- |
| volts (1) | ma (1.) |  |


|  |  |  | Hoffman |
| :--- | :--- | :--- | :--- |
| SI-A | .30 | 130 | $\frac{1.25 \text { inch diameter }}{\text { I.2 }}$ |
| S2 | .39 | 220 | 2.86 inch diameter |
| P100 | .30 | 32 | 1.57 inch diameter |
| 52C | .42 | 20 | $.225 \times .5$ inch. |
| I20C | .40 | 50 | $.39 \times .78$ inch. |

Selenium Solar Cells

1B2
IB5 .26
IB10 .26
1B15 .26
1B20 . 26
1B30 .26
.26
.26
$i^{26}$
4.0

SB $\propto$ 8B15 $\quad 4.0$

International Rectifier $.72 \times .44$ inches
$1.44 \times .64$ inches
$1.69 \times .88$ inches
$1.69 \times 1.69$ inches
$2.0 \times 2.0$ inches
$3.25 \times 3.25$ inches
100

18
$408 \times 8.1$ solar battery
$30 \quad 4.8 \times 8.1$ solar battery
(1) At maximum power output - full sunlight.

## C. Photoconductive Elements

1. Photo Conductors

MAXTMUM RATINGS
No.
Type


Remarks Rem $A^{0}(1)$

| PCI | CdS | 5200 | 300 | 50 | 100 | Photo Crystal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PC2 | CdSe | 7200 | 300 | 50 | 60 | Photo Crystal |
| PC3 | CdS | 5200 | 300 | 50 | 100 | Photo Crystal |
| C12 | CdS | 5200 | 300 | 50 | 70 | Clairex |
| CL3 | CdSe | 7500 | 300 | 50 | 70 | Clairex |
| FTH00* |  | 7000 | 50 | ( high sensitivity - fatigues)Schwarz |  |  |
| FT401* |  | 7000 | 50 | (low | sens | itivity - no fatique)Schwarz |
| 61SV | PbS | 25000 | 250 |  | 60 | Mullard |
| EXTRON* | PbS | 22000 |  |  |  | Eastman Kodak |
| 6694-A | CdS | 5000 | 150 | 30 | 70 | RCA |
| 2N189 | Ge | 15000 |  | 40 | 50 | Transistor Prodso |
| 17A | Ge | 15000 | 15 | 50 | 50 | Transistor Prods. |
| 11B | Ge | 15000 | 15 | 50 | 50 | Transistor Prods. |
|  | case | 7600 |  |  |  | General Electric |
| CE-700 ${ }^{\circ}$ | PbS | 10000 |  |  | 100 | Continental Electric |

2. Photo diodes and photo transistors

MAXIMUM RATINGS
Type Peak Response App. Power Temp. Remarks
${ }^{\circ} \mathrm{A}$
volts mw ${ }^{0} \mathrm{C}$
DIODES

| 1N188 | GePN | 15000 | 40 | 30 | 70 | Transistor Products |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| SB | GePN | 15000 | 50 | 100 | 50 | Transistor Products |
| SC | GePN | 15000 | 50 | 100 | 50 | Transistor Products |
| INT7A | GePN | 15000 | 50 | 20 | 50 | Sylvania |

TRANS IS TORS

| MOA | NPN | 15000 | 15 | 100 | 50 | (2lead)Transistor Prod |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| TOB | NPN | 15000 | 15 | 100 | 50 | (2lead)Transistor Prod |
| GT66 | PNP | 16000 | -12 | 50 | (3 lead)General Transistor |  |
| T1800 | NPN | 15000 | 20 | 65 | (2 lead) Texas Instrument |  |

JLD/md


Attis:
Appendix A - List of Photoelement Manufacturers
Appendix B - Drawing Aw 69103 Graph (Comparison of Special Characteristics)

I．Clairex Corporation 50 Wo $26 \mathrm{St}_{0} \mathrm{~N}_{\circ} \mathrm{Y}_{\circ} 10_{2} \mathrm{~N}_{\circ} \mathrm{Y}_{0}$
2．Clerite Transistor Products，241－257 Crescent St。Waltham 54，Masso
3．Allen B。DuMont Laboratories Inc。 760 Bloomfield Ave。 Clifton，NoJo
4．Eastman Kodak Co． 343 State St。 Rochester 4．NoY。
5．General Electric Co．I River Road，Schenectady 5，NoY。
6．General Transistor Corp．130－11 90th Ave。 Richmand Hill 18，No Yo
7．Hoffman Electronics Corp． 930 Pitner Ave。Evanston，Ill．
8．International Electronics Corp（Mullard Overseas Ltdo） 81 Spring Sto， $\mathrm{N}_{0} \mathrm{I}_{\mathrm{ol}} \mathrm{IV}_{9} \mathrm{~N}_{\mathrm{o}} \mathrm{X}_{9}$
9。 International Rectifier Corp。 1521 E．Grand Ave。 El Sengundo，Califo
10．JarrellaAsh Co．（Hilger and Watts Ltd。＂＂Schwarz＂） 26 Farwell St。 Newtonville，Mass．
11．National Fabricated Products 2650 W．Belden St．Chicago 47，Ill．
12．Photo Crystals Inc． 15 S．First Sto，Geneva，Illo
13．Radio Corporation of America，Camden，New Jersey
14．Texas Instruments Inc． 6000 Lemmon Ave。 Dallas 9，Texas
15．Vickers Electric Division 1825 Locust St。St．Louis 3，Mo．
16．Weston Electrical Instrument Corp．614 Frelinghuysen Ave。，Newark 5s No $\mathrm{J}_{0}$

17．Continental Electric Co．。 Geneva，Ill。
18．Sylvania Electric Products，Inc．，Electronics Division，Woburn，Mass．
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Abstract：Laplace transforms are used to solve the diffusion equation for hole flow in the base of a junction transistor．Current transfer functions are derived for a planar，homogeneous base transistor．In normalized forms
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$I_{e}(\lambda)=I_{e}(\lambda) \frac{\gamma_{N}}{\cosh \sqrt{\lambda-\frac{W^{2}}{L_{p}^{2}}}}$
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Expressions are obtained for the inverses of these functions for steps of input current．In agreement with experimental results，a delay is found in the common base response．This leads to a modification of the rise and fall time equations of Ebers and Moll．The common emitter switching times are found to agree quite well with Ebers and Moll．

The storage times are found by breaking up the solution into its forward and reverse components and using the common base transfer fund－ tion for each．This gives a storage coefficient involving $\omega_{N}$ ，$\omega_{I}, \beta_{N}$ ， $\beta_{I^{9}} \gamma_{N^{2}}$ and $\gamma_{I}$ which can be put approximately in the form of Ebers and Moll＇s result．The effect of $\gamma_{I}$ on storage time is noted．

Distribution List：

Group 63 Staff
Baker，R。 Ho（Group 24）

Rediker，RoM．（Group 35）
Sawyer，D。E。（Group 35）

in whole or in part without permission in writing from Lincoln Laboratory．

## INTRODUCTION

The flow of minority carriers in a semiconductor is governed by the same diffusion equation that describes heat flow except that a minority carrier can recombine with a majority carrier. In this paper we shall follow the conventional practice of considering the minority carriers to be holes, and the transistor to be pnp. The equations for electrons can be obtained by replacing $p$ by $n$ and $q$ by $-q$. The continuity equation ${ }^{1}$

$$
\begin{equation*}
-\frac{1}{q} \frac{d I_{p}(x, t)}{d x}-\frac{p(x, t)}{T_{p}}=\frac{d p(x, t)}{d t} \quad\left[\frac{1}{c^{3} \sec }\right] \tag{1}
\end{equation*}
$$

states that in a slab of unit area and width $d x$, the number of holes entering minus those leaving per second, minus the number recombining per second equals the rate of growth of the hole density. The transport equation states that the number of holes passing through the slab in a second is $D_{p}$, the diffusion constant, times the slope of the hole density。

$$
\begin{equation*}
\frac{I_{p}(x, t)}{q}=-D_{p} \frac{d p(x, t)}{d x} \quad\left[\frac{1}{\mathrm{~cm}^{2} \sec }\right] \tag{2}
\end{equation*}
$$

We now differentiate (2), substitute this in (1) and obtain the dife fusion equation.

$$
\begin{equation*}
D_{p} \frac{d^{2} p(x, t)}{d x^{2}}-\frac{p(x, t)}{\tau p}=\frac{d p(x, t)}{d t} \tag{3}
\end{equation*}
$$

This is a onedimensional diffusion equation in which all hole flow is considered to be parallel and the emitter and collector to be planar and parallel. The assumption here is somewhat like neglecting fringing in a parallel plate capacitor. To solve this partial differential equation we take the Laplace transform with respect to time.

$$
\begin{equation*}
D_{p} \frac{d^{2} P(s, x)}{d x^{2}}-\frac{P(s, x)}{T_{p}}=s P(s, x)-p(x, 0) \tag{4}
\end{equation*}
$$

To facilitate solution $p(x, 0)$ is set to zero, which means that the solution will start from rest and rise to the final value. Equation (4) may be put in the form:

$$
\begin{array}{r}
\frac{d^{2} P(s, x)}{d x^{2}}-\Gamma^{2} P(s, x)=0  \tag{5}\\
\text { where } \Gamma^{2}=\frac{s+\frac{1}{\tau p}}{D_{p}}
\end{array}
$$

with solution:

$$
\begin{equation*}
P(s, x)=A \operatorname{Sinh} \Gamma x+B \operatorname{Cosh} \Gamma x \tag{6}
\end{equation*}
$$

COMMON BASE ACTIVE SOLUTION
To make this transient solution fit physical problems we must add or subtract it from another solution which represents the initial conditions. This may be thought of as two transistors in parallel, one representing the initial conditions and the other the transient solution.


The hole density plot is a useful device for visualizing the transient response. ${ }^{2}$ By (2) the current is proportional to the slope of the hole density. Equation (3) shows that in the steady state, any curvature is due to recombination.

Emitter efficiency, $\gamma_{N}$, is the ratio of the hole current at $x=0$ to the current in the emitter lead. It is a function of the emitter hole density but will be assumed to be constant in this analysis.


The gbove diagram represents the effect of the emitier efficiency. Oniy the fraction $\gamma_{N}$ of the actual ewittez current reaches the emitter of the ideal transistor. The vertical lives are electron cument to make the device obey Kirchoffis current law.

In the active region the collector is reverse biased and the hole density there is zero. Thus the boundery conditions on (6) are

$$
\left\{\begin{array}{l}
P(s, w)=0  \tag{7}\\
I(s, 0)=\gamma_{N} \frac{\Delta I}{B}
\end{array}\right.
$$

The constants $A$ and $B$ may be found giving

$$
\begin{equation*}
P(s, x)=\frac{\Delta I_{e} \gamma_{p}}{D_{p} \Gamma} \frac{S I \pi h \Gamma(w-x)}{\operatorname{Cosh} \Gamma W} \tag{8}
\end{equation*}
$$

The collector current is obtained by applying (2) to (8) and setting $x=$ w。

$$
\begin{equation*}
I(s, w)=\frac{\Delta I_{\theta} \gamma_{\mu}}{s} \frac{9}{\operatorname{Cosh} \tilde{\Gamma} w} \tag{9}
\end{equation*}
$$

The inversion of this Laplace transform is the solution for the collector current as a function of time. To do this we must expand (9) in a partial fraction expansion which is actually done by finding the residue at each pole. To facilitate the solution two theorems from Laplace transform theory will be used; the shift of poles in the s plane, and the time scale change。 ${ }^{3}$

Replacing $s$ by $s=\frac{1}{\tau_{p}}$ in the $s$ domain multiplies in the time domain hy $\exp \left(-\frac{t}{T p}\right)$ 。Multiplying $s$ by $\frac{p}{w^{2}}$ in the $s$ domain multiplies $t$ by $\frac{W}{D_{p}}$ in the time domain.

$$
\begin{align*}
i(t, w) & =e^{-\frac{t}{T p}} \mathcal{Z}_{s}^{-1} \frac{\Delta I_{e} \gamma_{N}}{\left(s-\frac{I}{T p}\right) \cosh {\sqrt{\frac{s w}{D_{p}}}}^{2}} \\
\tilde{i}(T, w)= & -\frac{\frac{w}{w}_{2}^{L_{p}^{2}}}{p} \mathcal{L}_{\lambda}^{-1} \frac{\Delta I_{e} \gamma_{N}}{\left(\lambda-\frac{w^{2}}{I_{p}^{2}}\right) \cosh \sqrt{\lambda}} \tag{10}
\end{align*}
$$

$$
\text { where } \begin{array}{rlr}
\lambda & =\frac{w^{2}}{D_{p}} s & L_{p}^{2}=D_{p} \tau_{p} \\
T & =\frac{D_{p}}{w^{2}} t &
\end{array}
$$

This has poles at $\lambda=\frac{w^{2}}{L_{p}^{2}}$ and $\operatorname{Cosh} \sqrt{\lambda}=\cos \sqrt{-\lambda}=0$
or

$$
\begin{equation*}
\lambda:-\left(\frac{2 n+1}{2}\right)^{2} \pi^{2} ; \frac{W^{2}}{I_{p}^{2}} \quad n=0,1, \% 0 \tag{11}
\end{equation*}
$$

Fig. Ipuis a plot of the poles in the $\lambda$ plane. To avoid appeare ing to have a pole in the right half plane, which would lead to a growe ing exponential, the poles have been shifted back by $s=\frac{1}{T p}$ or $\lambda=\frac{\omega^{2}}{L_{p}^{2}}$. The residue at any pole is proportional to the product of the reciprocals of vectors drawn to that pole from all others. Because of the proximity of the pole at the origin to its neighbor, these two terms dominate all the rest. Note that the residue at the first polefrom the origin is negative because one vector points in the negative direction, and is larger than the residue at the origin because the pole is closer
to the outer poles. Neglecting all poles but the two, we might expect this:


Since (5) requires that the function start at zero the effect of the neglected poles is just to alter the response near zero as shown by the dotted line。

The inversion of (10) is accomplished as follows:

$$
\mathcal{L}_{\lambda} e^{* \frac{w^{2}}{L_{p}^{2}} T} \tilde{i}(T, w)=\frac{K_{1}}{\lambda-\frac{w^{2}}{L_{p}^{2}}}+\sum_{n=0}^{\infty} \frac{K_{2 n}}{\lambda+\left(\frac{2 n+1}{2}\right)^{2} \pi^{2}}=\frac{\Delta I_{e} \gamma_{N}}{\left(\lambda-\frac{w^{2}}{L_{p}^{2}}\right) \cosh \sqrt{\lambda}}
$$

Multiplying through by $\lambda-\frac{W^{2}}{L_{p}^{2}}$ and letting $\lambda \rightarrow \frac{W^{2}}{L_{p}^{2}}$ we obtain

$$
\begin{equation*}
K_{2}=\frac{\Delta I_{e} \gamma_{N}}{\cosh \frac{W}{L_{p}}}=\Delta I_{e} \gamma_{N} \beta_{N}=\Delta I_{e} \alpha_{N} \tag{13}
\end{equation*}
$$

where $\beta_{N}$ is the transport factor, not to be confused with the common emitter current gain. The N stands for normal as we later consider the inverted current gains. In a similar manner $K_{2 n}$ can be obtained. Thus

$$
\begin{equation*}
\frac{\tilde{i}\left(T_{0} w\right)}{\Delta I_{e} \sigma_{N}}=1-\frac{1}{\beta} \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)+\frac{4}{\pi^{2}} \frac{w^{2}}{L_{p}^{2}} \frac{1}{(2 n+1)}} \tag{14}
\end{equation*}
$$

Let $\beta=1$ and neglect all terms but two.

$$
\begin{equation*}
\frac{\tilde{i}\left(T_{2} w\right)}{\Delta I e^{a_{N}} N}=1-\frac{4}{\pi} e^{-\frac{\pi^{2}}{4} T} \tag{15}
\end{equation*}
$$

In Fig．2，are plotted the exact expression and the two term approximation for $\beta=1$ 。

In the same manner the inverse of（8）may be found．

$$
\begin{gather*}
\frac{q D_{p} \tilde{P}\left(T_{,} x\right)}{a_{N} \Delta I_{e}}=\frac{\sinh \frac{W_{p}}{L_{p}}\left(I-\frac{x}{w}\right)}{\frac{W}{L_{p}}} \\
-\frac{1}{\beta} \frac{8}{\pi^{2}} \sum_{n=0}^{\infty} \frac{(-1)^{n} \sin \left(\frac{2 n+1}{2}\right) \pi\left(1-\frac{x}{W}\right)}{(2 n+1)^{2}+\frac{4}{\pi^{2}} \frac{w^{2}}{L_{p}^{2}}} e^{-\left[\left(\frac{2 n+1}{2}\right)^{2} \pi^{2}+\frac{w^{2}}{\left.L_{p}^{2}\right] T}\right.} \tag{16}
\end{gather*}
$$

This is plotted in Fig． 3 for $\beta=1$ 。
When the change of emitter current，$\Delta I_{e}$ ，is a positive step，the transient collector current，$\tilde{i}\left(T_{g} w\right)$ ，is added to $I_{e}(0)$ times the steady state current gain $a_{N}$ 。


When $\Delta I_{e}$ is a negative step，$\tilde{i}\left(T_{s} w\right)$ is subtracted from $\alpha_{N} I_{e}(0)$ 。 If $\alpha_{N} \Delta I_{e}$ is larger than $\alpha_{N} I_{e}(0)$ ，as is usually the case during turn－off， the solution is valid only for positive currents as the emitter cannot emit backwards．


Actually the response near zero is an approximation because negative hole densities are assumed, an impossibility. Below are shown the hole density plots from which the above curve is obtained by using (2) at the opllector.


While the slope at the collector is still negative, and collector current still flows, the hole density at the emitter is negative. This difficulty also arises in the derivation of switching times by Ebers and Moll ${ }^{4}$. The actual effect may be similar to this, however. When the emitter hole density reaches zero, an avalanche or punch through effect can take place which tends to move the emitter junction boundary toward the collector.

The rise time, $t_{o}$, is defined as the time for the collector current to rise from zero to 0.9 of its final value, $I_{c}$ sat, which equals the collector supply voltage divided by the collector load resistance. This assumes zero emitter-collector voltage, a good approximation for supply voltages over one volt.


The rise time may be found by using the above f igure and (15) the two terma pproximation。

$$
\begin{gather*}
a_{N} I_{e}\left(1-\frac{4}{\pi} e^{-\frac{\pi^{2}}{4} T}\right)=0.9 I_{c \text { sat }} \\
T_{0}=\frac{D_{p}}{w^{2}} t_{0}=\frac{4}{\pi^{2}} \ln \frac{4}{\pi} \frac{I_{e}}{I_{e}-\frac{0.9 I_{c} \text { sat }}{\sigma_{N}}} \tag{17}
\end{gather*}
$$

Ebers and Moll ${ }^{4}$ obtained

$$
\begin{equation*}
T_{0}=\frac{D_{p}}{w^{2}} t=\frac{1}{2} \ln \frac{I_{e}}{I_{e}-\frac{0.9 I_{c ~ s a t}}{\sigma_{N}}} \tag{18}
\end{equation*}
$$

with $\omega_{N}=\frac{2 D_{p}}{w^{2}}$
by using ( $1-e^{-2 T}$ ) instead of $\left(1-\frac{4}{\pi} e^{-\frac{\pi^{2}}{4} T}\right.$ ). This results from assuming that the hole density plot. (Fig. 3) consists of straight lines. 5 These curves are compared in Fig。2. In (17) the effect of the delay is incorporated in the $\frac{4}{\pi}$ while (18) permits zero fise time for infinite $I_{e}$.

For the fall time the following curve is obtained.


Thus

$$
\begin{align*}
& I_{c \text { sat }}-\left(\alpha_{N I_{e 2}} * I_{c s a t}\right)\left(1-\frac{4}{\pi} e^{-\frac{\pi^{2}}{4} \cdot T_{2}}\right)=0.1 I_{c \text { sat }} \\
& T_{2}=\frac{D_{p}}{w^{2}} t_{2}=\frac{4}{\pi^{2}} \ln \frac{4}{\pi} \frac{I_{c s a t}+\alpha_{N} I_{e 2}}{0.1 I_{c s a t}+\alpha_{N} I_{e 2}} \tag{20}
\end{align*}
$$

as compared with Ebers and Moll's relation,

$$
\begin{equation*}
T_{2}=\frac{D_{p}}{w^{2}} t_{2}=\frac{1}{2} \ln \frac{I_{c ~ s a t}+\alpha_{N} I_{e 2}}{0.1 I_{c ~ s a t}+a_{N} I_{e 2}} \tag{21}
\end{equation*}
$$

COMMON EMITTER ACTIVE SOLUTION

The common emitter configuration is the usual one used because of its high current gain and phase inversion property. A step of base current, $\Delta I_{b}$ is applied.


The boundary consitions on (6) are now

$$
\left\{\begin{array}{l}
P(s, w)=0  \tag{22}\\
I(s, 0)=\gamma_{N}\left(\frac{\Delta I_{b}}{s}+I(s, w)\right)
\end{array}\right.
$$

with solution

$$
\begin{equation*}
P(s, x)=\frac{\Delta I_{b} \gamma_{N}}{q D_{p} \Gamma s} \frac{\sinh \Gamma(w-x)}{\left(\cosh \Gamma w-\gamma_{N}\right)} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
I(s, w)=\frac{\Delta I_{b} \gamma_{N}}{s} \frac{1}{\left(\cosh ^{\Gamma} w-\gamma_{N}\right)} \tag{24}
\end{equation*}
$$

After normalization and a shift of poles in the plane, (24) becomes

$$
\begin{equation*}
\tilde{i}(T, w)=e^{-\frac{w^{2}}{L_{p}^{2}} T} \quad \mathcal{L}_{\lambda}^{-1} \frac{\Delta I_{b} \gamma_{N}}{\left(\lambda-\frac{w^{2}}{L_{p}^{2}}\right)\left(\cosh \sqrt{\lambda}-\gamma_{N}\right)} \tag{25}
\end{equation*}
$$

This has poles at $\lambda=\frac{w^{2}}{\Sigma_{p}^{2}}$ and at $\operatorname{Cosh} \sqrt{\lambda}=\operatorname{Cos} \sqrt{-\lambda}=\gamma_{N}$

$$
\sqrt{-\lambda}=n 2 \pi \pm \cos ^{-1} \gamma_{N}
$$

Thus

$$
\begin{equation*}
\lambda=\frac{w^{2}}{L_{p}^{2}}, \quad-\left(n 2 \pi \pm \cos ^{-1} \gamma_{N}\right)^{2} \quad n=0,1,2, \ldots \tag{26}
\end{equation*}
$$

Fig. $1(b)$ is a plot of the poles in the $\lambda$ plane. The poles have been shifted back by $w^{2} / L_{p}^{2}$ as before. Because of the closeness of the first two poles compared with outer ones, they may be neglected to a much better approximation than in the common-base solution. The response is then

$$
\begin{equation*}
\tilde{i}\left(T_{9} w\right)=K_{1}\left(1-e_{1} T^{T}\right) \tag{27}
\end{equation*}
$$

where $K_{1}$ is the residue at the origin and $\lambda_{1}$ is the location of the first pole from the origin.

$$
\begin{equation*}
\lambda_{1}=-\left(\cos ^{-1} \gamma_{N}\right)^{2}-\frac{w^{2}}{L_{p}^{2}} \tag{28}
\end{equation*}
$$

But by (13) and the power series for $\cosh x$, we have

$$
\begin{gather*}
\cosh \frac{w}{L_{p}}=\frac{1}{\beta} \cong 1 * \frac{w^{2}}{2 L_{p}^{2}} \\
\frac{w^{2}}{L_{p}^{2}} \cong 2\left(\frac{1}{\beta}-1\right) \tag{29}
\end{gather*}
$$

Similarly

$$
\begin{align*}
& \cos \sqrt{-\lambda}=\gamma_{N} \cong 1-\frac{(-\lambda)}{2} \\
& -\left(\cos ^{-1} \gamma_{N}\right)^{2} \cong-2\left(1-\gamma_{N}\right) \tag{30}
\end{align*}
$$

So (28) becomes

$$
\begin{equation*}
\lambda_{1} \cong-2\left(1-\gamma_{N}+\frac{1}{\beta}-1\right)=-\frac{2}{\beta}\left(1-\alpha_{N}\right) \tag{31}
\end{equation*}
$$

and after neglecting the factor $\frac{1}{\beta}$ and using (19), the result of Ebers and Moll is obtained

$$
\begin{equation*}
\lambda_{1}=-2\left(1-\alpha_{N}\right)=-\frac{w^{2}}{D_{p}} \omega\left(1-\alpha_{N}\right) \tag{32}
\end{equation*}
$$

The validity of (27) may be checked by taking the inverse of (24) with $\gamma_{N}=1$. The residues at the first two poles lead to a delay ( $T=.1$ Fig. 2) of $1 / 12$ which is very small with respect to the normalized time constant of the exponential of $\frac{1}{2\left(1-a_{N}\right)}$.

The normalized rise and fall times may be obtained in a manner similar to the common base derivation using (27) instead of (15). Thus


$$
\begin{equation*}
T_{0}=\frac{D_{p}}{w^{2}} t_{0}=\frac{1}{2\left(1-\alpha_{N}\right)} \ln \frac{I_{b}}{I_{b}-0.9 \frac{1-\alpha_{N}}{\alpha_{N}} I_{c ~ s a t}} \tag{33}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
T_{2}=\frac{D_{p}}{w^{2}} t_{2}=\frac{1}{2\left(1-\alpha_{N}\right)} \ln \frac{I_{c ~ s a t} * \frac{\alpha_{N}}{1-\alpha_{N}} I_{b 2}}{0.1 I_{c \text { sat }}+\frac{\alpha_{N}}{1-\alpha_{N}} I_{b 2}} \tag{34}
\end{equation*}
$$

COMMON COLLEGTOR ACTIVE SOLUTION

The transient emitter current is obtained by adding $I_{b}$ to the transient collector current obtained in the common emitter solution.

$$
\tilde{i}(T, w)=\Delta I_{b} \frac{\alpha_{N}}{1-\alpha_{N}}\left(1-e^{-2\left(1-\alpha_{N}\right) T}\right)+\Delta I_{b}=\Delta I_{b} \frac{1}{1-\alpha_{N}}\left(1-\alpha_{N} e^{-2\left(1-\alpha_{N}\right) T}\right)
$$

The rise and fall times may now be obtained in the same manner as before.

$$
\begin{align*}
& T_{0}=\frac{D_{p}}{w^{2}} t_{0}=\frac{1}{2\left(1-\alpha_{N}\right)} \ln \frac{\alpha_{N} I_{b}}{I_{b}-0.9\left(1-\alpha_{N}\right) I_{e ~ s a t}}  \tag{36}\\
& T_{2}=\frac{D_{p}}{w^{2}} t_{2}=\frac{1}{2\left(1-\alpha_{N}\right)} \ln \frac{\alpha_{N}\left(I_{e ~ s a t}+\frac{1}{1-\alpha_{N}} I_{b 2}\right)}{0.1 I_{e ~ s a t}+\frac{1}{1-\alpha_{N}} I_{b 2}} \tag{37}
\end{align*}
$$

## SATURATION SOLUTION

In the saturation region the collector current is limited by its saturation value, $I_{c}$ sat. The collector junction becomes forward biased and the hole density at the collector is no longer zero. The steadystate and transient solutions may be represented as two parallel transis* tors as before.


It is seen from the above figure that $\Delta I_{e}=\Delta I_{b}$, therefore the solution is valid for all three circuit configurations. The boundary conditions
on (6) are

$$
\left\{\begin{array}{l}
I(s, w)=0  \tag{38}\\
I(s, 0)=\frac{\Delta I_{b, e^{\gamma} N}}{s}
\end{array}\right.
$$

with solution

$$
\begin{equation*}
P(s, x)=\frac{\Delta I_{b, e^{\gamma}} N}{q D_{p} \Gamma s} \frac{\cosh \Gamma(w-x)}{\operatorname{Sinh} \Gamma w} \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
P(s, w)=\frac{\Delta I_{b, e^{\gamma}}}{q D_{p} \Gamma s} \frac{I}{\operatorname{Sinh} \Gamma w} \tag{40}
\end{equation*}
$$

as has been previously obtained by Konkle. ${ }^{6}$
An important effect has been neglected, however. The collector is forward biased and is emitting holes with efficiency $\gamma_{I}$. To take account of this, the transient solution is broken up into two active solutions in the manner of Ebers and Moll.


The active region hole density plots may be replaced by the transfer functions derived in the common base analysis.


The hole density at the collector, $P_{c}$, may be found using (8).

$$
\begin{equation*}
P_{c}(s)=\frac{I_{B}(s) \gamma_{I} \operatorname{Sinh} \Gamma w}{q D_{p} \Gamma \operatorname{Cosh} \Gamma w}=\frac{\Delta I_{e} \gamma_{N} \gamma_{I} \operatorname{Sinh} \Gamma_{w}}{q D_{p} \Gamma s\left(\cosh ^{2} \Gamma_{w}-\gamma_{N} \gamma_{I}\right)} \tag{42}
\end{equation*}
$$

This reduces to (40) for $\gamma_{N}=\gamma_{I}=1$. After normalization and a shift, the poles are found to be at

$$
\begin{gathered}
\lambda=\frac{w^{2}}{L_{p}^{2}} \quad \text { and } \operatorname{Cosh} \sqrt{\lambda}=\operatorname{Cos} \sqrt{-\lambda}= \pm \sqrt{\gamma_{N} \gamma_{I}} . \\
\text { or } \sqrt{-\lambda}=\left(n \pi \pm \operatorname{Cos}^{-1} \sqrt{\gamma_{N} \gamma_{I}}\right)
\end{gathered}
$$

thus after a shift back, the poles are located at

$$
\begin{equation*}
\lambda=0, \quad-\left(n \pi \pm \cos ^{-1} \sqrt{\gamma_{N} \gamma_{I}}\right)^{2}-\frac{w^{2}}{L_{p}^{2}} \quad n=0,1,2, \cdots \tag{43}
\end{equation*}
$$

Similarly (42) has zeros at

$$
\begin{equation*}
\lambda=-(n \pi)^{2}-\frac{w^{2}}{L_{p}^{2}} \tag{44}
\end{equation*}
$$

The pole-zero plot of (42) is shown in Fig. 1(c).
The analysis now parallels that involving (27) through (32) with $\gamma_{\mathrm{N}}$ replaced by $\sqrt{\gamma_{N} \gamma_{I}}$. This leads to

$$
\begin{equation*}
\lambda_{I}=-\frac{2}{\beta}\left(1-\alpha_{N} \sqrt{\frac{\gamma_{I}}{\gamma_{N}}}\right)=-\frac{w^{2}}{D_{p}} \omega\left(1-\alpha_{N} \sqrt{\frac{\gamma_{I}}{\gamma_{N}}}\right) \tag{45}
\end{equation*}
$$

This differs from Ebers and Moll's expression

$$
\begin{equation*}
\lambda_{1}=-\frac{w^{2}}{D_{p}}\left(\frac{\omega_{N} \omega_{I}}{\omega_{N}+\omega_{I}}\right)\left(1-\alpha_{N} \alpha_{I}\right) \tag{46}
\end{equation*}
$$

In order to take into account deviations from the one-dimensional planar transistor, they c onsidered the inverted transistor to have a different than the normal one. This can also be done by considering two one-dimensional transistors having different base widths.


Thus (42) becomes

$$
\begin{equation*}
P_{c}(s)=\frac{\Delta I_{e} \gamma_{N} \gamma_{I} \sinh \Gamma_{I} w_{I}}{q D_{p} \Gamma_{I} s\left(\operatorname{Cosh} \Gamma_{N} W_{N} \operatorname{Cosh} \Gamma_{I} W_{I}-\gamma_{N} \gamma_{I}\right)} \tag{47}
\end{equation*}
$$

It does not help here to shift the poles by $\frac{w^{2}}{L_{p}^{2}}$ because it is not equal in the inverted and normal directions. Equation (47) has poles at

$$
\begin{equation*}
\cosh \sqrt{\left(s_{1}+\frac{1}{\tau_{N}}\right)\left(\frac{w_{N}^{2}}{D_{p}}\right)} \quad \cosh \sqrt{\left(s_{1}+\frac{1}{\tau_{I}}\right)\left(\frac{w_{I}^{2}}{D_{p}}\right)}=\gamma_{N} \gamma_{I} \tag{48}
\end{equation*}
$$

Using (19), (29), and two terms of the power series for Cosh $x$, we obtain

$$
\begin{align*}
s_{1} & =-\left(\frac{\omega_{N} \omega_{I}}{\omega_{N}+\omega_{I}}\right)\left[1-\left(1-\frac{1-\beta_{N}}{\beta_{N} \gamma_{N} \gamma_{I}}-\frac{1-\beta_{I}}{\beta_{I} \gamma_{N} \gamma_{I}}\right) \gamma_{N} \gamma_{I}\right] \\
& \cong-\left(\frac{\omega_{N} \omega_{I}}{\omega_{N} * \omega_{I}}\right)\left[1-\left(1-\left[1-\beta_{N}\right)\left(1-\left[1-\beta_{I}\right]\right) \gamma_{N} \gamma_{I}\right]\right. \\
& \cong-\left(\frac{\omega_{N} \omega_{I}}{\omega_{N} * \omega_{I}}\right)\left(1-\alpha_{N} \alpha_{I}\right) \tag{49}
\end{align*}
$$

Although it does not enter into the expression for storage $t$ ime, the value of collector hole density finally reached with input $\Delta I_{e}$ is obtained by finding the residue at the origin of (47).

$$
\begin{align*}
& P_{c}=K_{1}\left(I-e^{s_{1} t}\right)  \tag{50}\\
& K_{1}=\frac{\Delta I I_{e, b}}{q D_{p}} \frac{a_{N} a_{I}}{I-a_{N} a_{I}} \tag{51}
\end{align*}
$$

The storage time, $t_{l}$, is obtained in the same manner as the $f$ all times.

$$
\Delta I_{e, b} \frac{P_{c}}{\frac{K_{1}}{1}} \underbrace{\left[I_{e l}+I_{e 2}\right]}_{\substack{t_{1}}} \text { Common Base }-\frac{I_{c ~ s a t}}{\alpha_{N}}
$$

$$
\begin{equation*}
t_{1}=\frac{\omega_{N}+\omega_{I}}{\omega_{N} \omega_{I}\left(1-\alpha_{N} \alpha_{I}\right)} \ln \frac{I_{e 2}+I_{e l}}{I_{e 2}+\frac{I_{c} \text { sat }}{a_{N}}} \quad \text { (Common Base) } \tag{52}
\end{equation*}
$$

$t_{1}=\frac{\omega_{N}+\omega_{I}}{\omega_{N} \omega_{I}\left(1-\alpha_{N} \alpha_{I}\right)} \ln \frac{I_{b 2}+I_{b 1}}{1-\alpha_{N}} \quad$ (Common Emitter)
$t_{1}=\frac{\omega_{N}+\omega_{I}}{\omega_{N} \omega_{I}\left(1-\alpha_{N} \alpha_{I}\right)} \ln \frac{I_{b 2}+I_{b 1}}{I_{b 2}+I_{e ~ s a t}\left(1-\alpha_{N}\right)} \quad$ (Common Collector)

If (45) were used instead of (47), the time constant term in the above equations would be

$$
\begin{equation*}
\frac{1}{\omega\left(1-\alpha_{N} \sqrt{\frac{\gamma I}{\gamma_{N}}}\right)} \tag{55}
\end{equation*}
$$

By making $\gamma_{I}$ as small as possible, storage time is reduced without affecting the response in the active region. After assuming $\gamma_{\mathrm{N}}$ equals one, the factor

$$
\frac{1}{1-a_{N} \sqrt{\delta_{I}}}
$$

is plotted vs $\gamma_{I}$ in Fig. 4 with $\alpha_{N}$ as a parameter. The effect of $\gamma_{I}$ on the storage time is quite apparent.

SUMMARY

Previous works on junction transistor transient response have treated it as an extension of small signal theory. The hyperbolic expression for $\beta$

$$
\frac{1}{\operatorname{Cosh} \frac{w^{2}}{D_{p}} s+\frac{w^{2}}{L_{p}^{2}}}
$$

is approximated by various polynomials in j $\omega$ in a sinusoidal analysis. This expression is then used to obtain the transient response.

In this paper the hyperbolic functions are solved directly by Laplace transforms. This leads to a modification of Ebers and Moll's switching time equations for common base operation. The hyperbolic
expressions with common emitter operation and in the storage region are also solved directly. The results agree quite well with Ebers and Moll. Other forms of the results include explicitly the emitter efficiencies.

$$
\frac{\text { Ralph C. Johnston }}{\text { Ralph C. Johnston }}
$$
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## INTRODUCTI ON

Part I of this paper ( $6 \mathrm{M}-4913$ ) used Laplace transformation techniques to obtain the rise, storage, and fall times of homogeneous base transistors. Part II will use the same techniques as applied to the graded base or drift transistor. The order of treatment will be the same as that of Part I. However, first we shall consider the graded impurity density and the differences between the field produced and the constant field to be assumed.

THE DRIFT TRANSISTOR
For comparison, the operation of a homogeneous base transistor will be reviewed. Figure 5(a) shows a PNP transistor. In normal operation the emitter junction is forward biased and emits minority carriers (holes) into the n-type base. There they flow across by diffusion only and are collected at the reverse-biased collector junction. The flow is governed by the diffusion equation (3) as has been discussed.

Figure 5(c) represents the transistor on a potential energy basis, for no external voltages. The holes tend to flow to a lower potential and may be thought of as marbles on top of the potential line. The electrons tend to flow up because of their negative charge and may be represented as bubbles under the potential.

The effect of external voltages is to shift the potential levels. In normal operation the diagram becomes as shown below.


Those holes in the emitter having higher energies are able to surmount the barrier, diffuse across the base plateau and to be captured by the collector. Some of the electrons in the base get across the barrier into the emitter, but (in a good transistor) the number is small compared to the number of holes injected.

In the drift transistor, the potential in the base is tilted as shown in Figure 5(e). The "built-in" field forces a hole across the base to the collector with velocity

$$
v=\mu_{p} E
$$

where $\mu_{p}$ is the mobility and $E$ the built-in field.
It is necessary to have a graded impurity distribution to produce this tilting as shown in Figure 5(d). It may be shown that

$$
\begin{equation*}
n=n_{i} e^{\frac{g}{k T}(\psi-\varphi)} \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
p=m_{i} e^{-\frac{q}{k T}(\psi-\phi)} \tag{57}
\end{equation*}
$$

where $n_{i}=2.5 \times 10^{13}$ and $q / K T=39$ at room temperature. $\phi$ is the Fermi level and $\psi$ the position of the Fermi level in intrinsic material. For ( $\psi-\varphi$ ) positive, then $n>p$ and we have $n$ type material. The requirement of charge neutrality results in

$$
\begin{equation*}
n-P=N_{D}-N_{A}=N \tag{58}
\end{equation*}
$$

where $N$ is the net impurity density. The field can be obtained from the slope of the potential

$$
\begin{equation*}
E=-\frac{d \psi}{d x} \tag{59}
\end{equation*}
$$

The four above equations can be solved for $E$ in terms of $N$ as follows:

$$
\begin{gather*}
N=n_{i}\left(e^{\frac{q}{k T}(\psi-\varphi)}-e^{-\frac{g}{k T}(\psi-\varphi)}\right) \\
\frac{d N}{d x}=\frac{g}{k T} n_{i}\left(e^{\frac{g}{k T}(\psi-\varphi)}+e^{-\frac{q}{k T}(\psi-\varphi)}\right) \frac{d \psi}{d x}=\frac{q}{k T}(n+p) \frac{d \psi}{d x} \\
E=-\frac{k T}{q} \frac{1}{n+p} \frac{d N}{d x} \tag{60}
\end{gather*}
$$

The impurity density distribution necessary to obtain a constant field can be obtained by solving (60). Assume that $p \ll n$.

$$
\begin{align*}
E & =-\frac{k T}{8} \frac{1}{N} \frac{d N}{d x}  \tag{61}\\
\frac{d N}{N} & =-\frac{g}{k T} E d x \\
N & =N_{0} e^{-\frac{g}{R T E x}} \tag{62}
\end{align*}
$$

The exponential distribution is obtained approximately by diffusion of impurities into an almost intrinsic semiconductor which may be either $n$ or $p$ type. Suppose we diffuse donors into $p$ type. At some point ( $N_{D}-N_{A}$ ) will be zero and the field according to (6l) will be infinite. At that point, however, the material is intrinsic, $p=n$, and the approximation $p \ll n$ is not valid. In figure 6 are shown the curves of $\mathrm{qE} / \mathrm{kT}$ vs. $x$ for distributions of $10^{17} \mathrm{e}^{-\mathrm{x}}+10^{14}$ and $10^{17} e^{-x}-10^{14}$. The results obtained by using (61) are dotted while the exact solutions using (60) are solid.

In their paper entitled "The Dependence of Transistor Parameters on the Distribution of Base Layer Resistivity ${ }^{\mathbf{1}}$, Moll and Ross assumed an impurity distribution of the form ( $N_{0} e^{-x}-N_{1}$ ) for the exponential case, and used the approximate equation (6I) in the solution. The extent that this affects the results is unknown.

The drop off in field is not as severe as depicted in Figure 6. Actually, the high resistivity portions of the base are likely to be in the space charge region of the collector junction. One might expect this region to extend into about $x=6$ for reasonable collector voltages. In view of the difficulty in taking the exact field into account, and of calculating the extent of the collector junction, a constant field will be assumed. This assumption was also made by Krömer. ${ }^{2}$

## BASIC EQUATIONS

The continuity equation for holes is unaffected by the field. However, it must be restated in terms of total instead of excess hole density.

[^1]\[

$$
\begin{equation*}
-\frac{1}{8} \frac{d I_{p}(x, t)}{d x}-\frac{p(x, t)-p_{p}(x, t)}{\tau_{p}}=\frac{d p(x, t)}{d t} \tag{63}
\end{equation*}
$$

\]

In (I) we were able to subtract out $p_{0}$ because it is constant in a homogeneous base transistor. There was an approximation then in (7a) which is actually

$$
\begin{equation*}
P(s, w)=-p_{0} \tag{64}
\end{equation*}
$$

By neglecting $p_{0}$ here we have in effect subtracted out $I_{c o}$ from the collector current.

The transport equation has a term due to the field as well as to the diffusion.

$$
\begin{equation*}
\frac{I_{p}(x, t)}{q}=-D_{p} \frac{d p(x, t)}{d x}+\mu_{p} E(x) p(x, t) \tag{65}
\end{equation*}
$$

We now differentiate (65), substitute this in (63) and obtain the differential equation governing holes in the base.
$D_{p} \frac{d^{2} p(x, t)}{d x^{2}}-\mu_{p}\left[E(x) \frac{d p(x, t)}{d x}+p(x, t) \frac{d E(x)}{d x}\right]-\frac{p(x, t)-p_{0}(x)}{T_{p}}=\frac{d p(x, t)}{d t}$
The $d E(x) / d x$ term is zero since only a constant field will be considered. $P_{0}(x)$ is an exponential function of $x$ and it is not possible to subtract it out as before. To simplify the solution, recombination will be neglected. The assumption is justifiable for two reasons. Equations (28)-(32) showed that the emitter efficiency, $\gamma_{N}$, and the transport factor $\beta_{\mathrm{N}}$ (which is due to volume recombination) may be combined into one term with little error. Also, in practical transistors volume recombination can be neglected beside surface recombination and emitter efficiency. With these two assumptions (66) becomes

$$
\begin{equation*}
\frac{d^{2} p(x, t)}{d x^{2}}-\left(\frac{M_{p}}{D_{p}} E\right) \frac{d p(x, t)}{d x}=\frac{1}{D_{p}} \frac{d p(x, t)}{d t} \tag{67}
\end{equation*}
$$

The Laplace transformation with respect to time gives

$$
\begin{equation*}
\frac{d^{2} P(x, s)}{d x^{2}}-\left(\frac{2}{f}\right) \frac{d P(x, s)}{d x}=\frac{1}{D_{p}}[5 P(x, s)-P(x, 0)] \tag{68}
\end{equation*}
$$

where $2 / f$ is the notation of Krömer for $\frac{\mu_{p}}{D_{p}} E$. Note that $f$ has the dimension of length. We let $p(x, 0)$ be zero to facilitate solution as before. The resulting second order differential equation can be solved with a substitution $p=e^{\operatorname{mx}}$.

$$
\begin{align*}
& m=\frac{1}{f} \pm \sqrt{\frac{1}{f^{2}}+\frac{s}{D_{p}}}=\frac{1}{f} \pm \Gamma  \tag{69}\\
& P(x, s)=e^{x / t}(A \cosh \Gamma x+B \sinh \Gamma x) \tag{70}
\end{align*}
$$

The constants A and B may be found with the grounded-base, grounded-emitter, and storage boundary conditions and the inverse transforms obtained. Before we do this it is appropriate to consider the expression ( $\mathrm{w} / \mathrm{f}$ ) which will appear as a parameter in the solutions.

$$
\begin{equation*}
\frac{w}{f}=\frac{M_{p}}{2 D_{p}} E w=\frac{8}{2 K T} E w=\frac{\Delta V}{2 K T} \tag{71}
\end{equation*}
$$

$\Delta V$ is the potential energy drop a hole encounters in traversing the base.
A second useful expression for $w / f$ is obtained from (bl)

$$
\begin{align*}
\frac{w}{f} & =\frac{q}{2 k T} E w=\frac{q}{2 k T} \int_{0}^{w} E d x \\
& =-\frac{1}{2} \int_{0}^{w} \frac{d \ln N}{d x} d x=\frac{1}{2} \ln \frac{N(0)}{N(w)} \tag{72}
\end{align*}
$$

Four forms of this important parameter are used in the literature.

$$
\begin{equation*}
\frac{w}{f}=\eta=\frac{\Delta V}{2 k T}=\frac{1}{2} \ln \frac{N_{e}}{N_{c}} \tag{73}
\end{equation*}
$$

The first is used by Kromer ${ }^{2}$ and will be used here, the second is used by Lee $^{3}$, the third by Krömer ${ }^{4}$ and the results of Moll and Ross ${ }^{1}$ are stated
3. Lee, C.A., A High Frequency Diffused Base Germanium Transistor, Bell System Technical Journal, January, 1956.
4. Kromer, He, The Drift Transistor, Transistors I, RCA Laboratories 1956.
in terms of $N_{e} / N_{c}$. Values of $w / f$ up to 4 are practical. The emitter efficiency drops for higher values which puts a limit on the amount of potential drop in the base.

COMMON-BASE ACTIVE SOLUTION
The solution will closely parallel that under the same heading in Part I. Boundary conditions are applied to (70) instead of (6). The two solutions reduce to the same thing if $w / f$ and $w / L_{p}$ are taken as zero, that is, if no field or recombination are present.

The boundary conditions on (70) are

$$
\left\{\begin{array}{l}
P(s, w)=0  \tag{74}\\
I(s, 0)=\gamma_{N} \frac{\Delta I_{e}}{s}
\end{array}\right.
$$

The constants $A$ and $B$ may be found giving

$$
\begin{equation*}
P(s, x)=\frac{\Delta I_{e} \gamma_{N} e^{x / f}}{q D_{\rho} \Gamma s} \frac{\sinh \Gamma(w-x)}{\cosh \Gamma_{w}+\frac{w / f}{\Gamma w} \sinh \Gamma w} \tag{75}
\end{equation*}
$$

The collector current is obtained by applying (65) to (75) and setting $\mathbf{x}=\mathrm{w}$.

$$
\begin{equation*}
I(s, w)=\frac{\Delta I_{e} \gamma_{N} e^{w / f}}{s} \frac{1}{\operatorname{Cosh} \Gamma_{w}+\frac{w / f}{\Gamma_{w}} \sinh \Gamma_{w}} \tag{76}
\end{equation*}
$$

The time scale will be normalized as before. The theorem states that if we multiply the function by a constant, say $W^{2} / D_{p}$; and multiply $s$ by the same constant, then the time scale is multiplied by the reciprocal or $D_{p} / w^{2}$.

$$
\begin{equation*}
\tilde{I}(\lambda, w)=\frac{\Delta I_{e} \gamma_{N} e^{w / f}}{\lambda} \frac{1}{\operatorname{Cosh} \sqrt{\lambda+\frac{w^{2}}{f^{2}}}+\frac{w / f}{\sqrt{\lambda+\frac{w^{2}}{f^{2}}}} \sinh \sqrt{\lambda+\frac{w^{2}}{f^{2}}}} \tag{77}
\end{equation*}
$$

where $\lambda=\frac{\omega^{2}}{D_{p}} s$ and $T=\frac{D_{p}}{w^{2}} t$

It would be possible at this point to shift the poles by $w^{2} / f^{2}$, but the result is just a change in notation and probably not worth the added complexity.

The above function has poles at $\lambda=0$ and

$$
\operatorname{Cosh} \sqrt{\lambda+w^{2} / f^{2}}=\operatorname{Cos} \sqrt{-\lambda-\frac{w^{2}}{f^{2}}}=\frac{-w / f \sin \sqrt{-\lambda-\frac{w^{2}}{f^{2}}}}{\sqrt{-\lambda-\frac{w^{2}}{f^{2}}}}
$$

or

$$
\begin{equation*}
\sqrt{-\lambda-\frac{w^{2}}{f^{2}}}=-\frac{w}{f} \tan \sqrt{-\lambda-\frac{w^{2}}{f^{2}}} \tag{78}
\end{equation*}
$$

The solution to this transcendental equation may be seen from the intersection of the curves for Tan x and for

$$
-\frac{x}{w / 4}
$$

where

$$
x=\sqrt{-\lambda-\frac{w^{2}}{f^{2}}}
$$



For $w / f=0$,

$$
\begin{equation*}
x_{1 n}=\left(\frac{2 n+1}{2}\right) \pi \quad \text { or } \quad \lambda_{1 n}=-\left(\frac{2 n+1}{2}\right)^{2} \pi^{2} \tag{79}
\end{equation*}
$$

which checks with (11). For $w / f \neq 0$ the values of $x_{1 n}$ occur between

$$
\left(\frac{2 n+1}{2}\right) \pi \quad \text { and } \quad\left(\frac{2 m+2}{2}\right) \pi
$$

The values of $\lambda_{\text {In }}$ then are $-x_{\text {In }}^{2}-w^{2} / f^{2}$. Table $I(a)$ gives $\lambda_{\text {In }}$ for various values of $w / f$.

The inversion of (77) is accomplished as follows:

$$
\begin{align*}
& \frac{\tilde{I}(\lambda, w)}{\Delta I_{e} \gamma_{N}}=\frac{e^{w / f}}{\lambda\left(\operatorname{Cos} x+\frac{w / f}{x} \sin x\right)}=\frac{K_{0}}{\lambda}-\sum_{n=0}^{\infty} \frac{K_{1 n}}{\lambda-\lambda_{1 n}}  \tag{80}\\
& K_{0}=\frac{e^{w / f}}{\operatorname{Cos} j w / f+\frac{1}{j} \sin j w / f}=1  \tag{81}\\
& K_{1 n}=\frac{e^{w / f}\left(\lambda-\lambda_{1 n}\right)}{\left.\lambda\left(\operatorname{Cos} x+\frac{w / f}{x} \sin x\right)\right|_{\substack{\lambda=\lambda_{1 n} \\
x=x_{1 n}}}=\frac{-2 e^{w / f} x_{1 n}\left[\left(1+\frac{w / f}{x_{1 n}}\right) \sin x_{1 n}-\frac{w / f}{x_{1 n}} \operatorname{Cos} x_{1 n}\right]}{\text { (82) }}} . \tag{82}
\end{align*}
$$

Values of the residues, $K_{l n}$, are given in Table $I(b)$. The inversion of (80) gives

$$
\begin{equation*}
\frac{\tilde{i}(T, n)}{\Delta I_{e} \gamma_{N}}=1+\sum_{n=0}^{\infty} K_{1 n} e^{\lambda_{n n} T} \tag{83}
\end{equation*}
$$

Fig. 7 is a plot of (83) with parameter $w / f$ 。 The infinite series diverges near the origin, becoming worse for large values of $w / f$. The dotted lines represent portions of the curve where the series diverged so badly that it was necessary to estimate. For high w/f's the delay represents the major part of the $0-90$ per cent rise time. It may be shown that if diffusion is neglected, the response is a delayed step with delay

$$
T=\frac{1}{2^{w / f}}
$$

For large values of $w / f$ the actual response approaches this delayed step.
To find rise times, the series in (83) is terminated after one term.

$$
\begin{equation*}
\frac{\tilde{i}\left(T_{1} w\right)}{\Delta I_{e} \gamma_{N}}=1+k_{10} e^{\lambda_{10} T} \tag{84}
\end{equation*}
$$

For $w / f=0$ this reduces to (15).


The rise time may be found using the above figure and (84).

$$
\alpha_{N} I_{e}\left(1+K_{10} e^{\lambda_{10} T_{0}}\right)=0.9 I_{e ~ s o t ~}
$$

$$
\begin{equation*}
T_{0}=\frac{1}{-\lambda_{10}} \ln \frac{\left(-K_{10}\right) I_{e}}{I_{e}-\frac{0.9}{\alpha_{N}} I_{c \text { sat }}} \tag{85}
\end{equation*}
$$

For $w / f=0$ this reduces to (17). Due to the slow convergence of the series, (84) becomes less accurate for large values of whf. Fig. 2 shows that for 5 per cent error, the approximation holds for the $20-100$ per cent portion of the rise time. For $w / f=4$ the range is only 65-100 per cent. Equation (85) must be used with caution then for large values of $w / f$ and for $I_{e}$ larger than $1.5-2.0$ times $I_{c ~ s a t} / \alpha_{N}$. However, for $I_{e}=I_{c \text { sat }} / \alpha_{N}$,
the equation is accurate. We now define a common-base transient improvement factor as the ratio of the 0-90 per cent rise time of a homogeneousbase transistor to that of a graded -base transistor with $I_{e}=I_{c}$ sat $/ \alpha_{N}$ 。

$$
\begin{equation*}
\frac{T_{0}(0)}{T_{0}\left(\frac{w}{f}\right)}=\frac{-\lambda_{10}}{\pi^{2} / 4} \frac{\ln (10)(4 / \pi)}{\ln (10)\left(-K_{10}\right)} \tag{86}
\end{equation*}
$$

Values are given in Table $\mathrm{I}(\mathrm{c})$ and plotted in Fig. 8

COMMON-EMITTER ACTIVE SOLUTION
The boundary conditions on (70) are

$$
\left\{\begin{array}{l}
P(s, w)=0  \tag{87}\\
I(s, 0)=\gamma_{N}\left(\frac{\Delta I_{b}}{s}+I(s, w)\right)
\end{array}\right.
$$

with solution

$$
\begin{equation*}
P(s, x)=\frac{\Delta I_{b} \gamma_{N} e^{w / f}}{8 D_{\rho} \Gamma s} \frac{\sinh \Gamma(w-x)}{\cosh \Gamma_{w}+\frac{w / f}{\Gamma_{w}} \sinh \Gamma_{w}-\gamma_{N} e^{w / f}} \tag{88}
\end{equation*}
$$

and

$$
\begin{equation*}
I(s, w)=\frac{\Delta I_{b} \gamma_{N} e^{w / f}}{s} \frac{1}{\cosh \Gamma_{w}+\frac{w / f}{\Gamma_{w}} \sinh \Gamma_{w}-\gamma_{N} e^{w / f}} \tag{89}
\end{equation*}
$$

Next we normalize the time scale by letting $\lambda=w^{2} s / D_{p}$ as before.

$$
\begin{equation*}
\tilde{I}(\lambda, \omega)=\frac{\Delta I_{b} \gamma_{N} e^{\omega / f}}{\lambda} \frac{1}{\cosh \sqrt{\lambda+\frac{\omega^{2}}{f^{2}}}+\frac{\omega / t}{\sqrt{\lambda+\frac{w^{2}}{\tau^{2}}}} \operatorname{Sinh} \sqrt{\lambda+\frac{\omega^{2}}{f^{2}}}-\gamma_{N} e^{\omega / f}} \tag{90}
\end{equation*}
$$

This has a pole at $\lambda=0$, one for $\sqrt{\lambda+w^{2} / P^{2}}$ real, and an infinite number for $\sqrt{\lambda+w^{2} / f^{2}}$ imaginary or complex.

Fig. $l(b)$ shows the pole locations for $w / f=0$. Application of the field causes the pole next to the origin to shift in a negative directtimon but not as fast as $-w^{2} / f^{2}$. The outer poles are shifted by $-w^{2} / f^{2}$, and apparently break into two -ingle ports, Nhertivinutwec it minus infinity, recombine into second order poles
and split into complex pairs. Further study on the behavior of these outer poles would be interesting, but because we are going to neglect their contribution to the response, such study would be only of academic interest.

The location of $\lambda_{1}$, the pole nearest the origin, is given in Table $I(d)$ and ( $f$ ) for $\alpha_{N}=\gamma_{N}=0.9$ and 0.95 . These values were found by a trial and error solution of the denominator of (90).

To invert (90) we set it equal to

$$
\frac{K_{0}}{\lambda}+\frac{K_{1}}{\lambda-\lambda_{1}}
$$

and solve for the residues in the usual manner.

$$
\begin{equation*}
K_{0}=\frac{\Delta I_{b} \gamma_{N} e^{m / t}}{\cosh \frac{n}{f}+\sinh \frac{w}{f}-\gamma_{N} e^{m / f}}=\Delta I_{6} \frac{\alpha_{N}}{1-\alpha_{N}} \tag{91}
\end{equation*}
$$

where $\alpha_{N}=\gamma_{N} \beta_{N}=\gamma_{N}$
$K_{1}=\frac{\Delta I_{3} 2 \alpha_{N} e^{\omega / f} \sqrt{\lambda_{1}+w^{2} / f^{2}}}{\lambda_{1}\left[\left(1-\frac{w / f}{\lambda_{1}+\frac{w^{2}}{f^{2}}}\right) \sinh \sqrt{\lambda_{1}+\frac{w^{2}}{f^{2}}}+\frac{\omega / f}{\sqrt{\lambda_{1}+w^{2} / f^{2}}} \operatorname{Cosh} \sqrt{\lambda_{1}+\frac{w^{2}}{f^{2}}}\right.}$
Numerical evaluation of these residues shows that $K_{1}$ is within a few percent of $-K_{0}$. The neglecting of the outer poles is therefore justified.

The rise and fall times are given by (33) and (34) with $2\left(I-a_{N}\right)$ replaced by $-\lambda_{I}$. The improvement in transient response is given in Table $I(e)$ and (g) and is plotted in Fig. 8

SATURATION SOLUTION
The transient hole density is broken up into a forward and a reverse component as before.


Note that in the forward direction the field aids the flow while in the reverse direction it hinders it and requires a large gradient to force the holes across. The active region hole density plots may be replaced by the transfer functions derived in the common base analysis. The sign of $w / f$ is negative for the reverse transfer function.


$$
\begin{align*}
& I_{A}(s)=\frac{\Delta I_{e}}{s}+\frac{\gamma_{N} \gamma_{I} I_{A}}{\cosh ^{2} \Gamma_{w}-\left(\frac{w / f}{\Gamma w}\right)^{L} \sinh ^{2} \Gamma_{w}} \\
& I_{B}(s)=\frac{\Delta I_{e} \gamma_{N} e^{w / f}\left(\operatorname{Cosh} \Gamma_{w}-\frac{w / f}{\Gamma_{w}} \sinh \Gamma_{w}\right)}{5\left[\cosh ^{2} \Gamma_{w}-\left(\frac{w / f}{\Gamma w}\right)^{2} \sinh ^{2} \Gamma_{w}-\gamma_{N} \gamma_{I}\right]}  \tag{93}\\
& P_{c}(s)=
\end{align*}
$$

We next normalize the time scale by letting $\lambda=w^{2} s / D_{p}$.

$$
\begin{equation*}
\tilde{P}_{c}(\lambda)=\frac{\Delta I_{e} \gamma_{N} \gamma_{I} e^{w / f} \sinh \sqrt{\lambda+w^{2} / f^{2}}}{q D_{\rho} \lambda \sqrt{\lambda+w^{2}} / f^{2}\left[\operatorname{Cosh} \sqrt{\lambda+w^{2} / f^{2}}-\left(\frac{w / f}{\sqrt{\lambda+w^{2} / f^{2}}}\right)^{2} \sinh \sqrt{\lambda+w^{2} / f^{2}}-\gamma_{N} \gamma_{I}\right]} \tag{95}
\end{equation*}
$$

This has a pole at $\lambda=0$, one for $\sqrt{\lambda+w^{2} / T^{2}}$ real, and an infinite number for $\sqrt{\lambda+\frac{w^{2}}{4^{2}}}$ imaginary or complex. The outer poles will be neglected as in the common-emitter solution. The pole nearest the origin, $\lambda$, , may be found by a solution of the equation below.

$$
\begin{gather*}
\operatorname{Cosh} \sqrt{\lambda_{1}+w^{2} / f^{2}}-\frac{w^{2} / f^{2}}{\lambda_{1}+w^{2} / f^{2}} \sinh ^{2} \sqrt{\lambda_{1}+w^{2} / f^{2}}-\partial_{N} \gamma_{I} \tag{96}
\end{gather*}=0
$$

For large values of $x$ we can approximate $\operatorname{Cosh} x$ by $1 / 2 e^{* x}$ and can consider $e^{-X}$ small with respect to one.

$$
\begin{align*}
& \cong \frac{w^{2}}{f^{2}}\left(1-4 e^{-2 \sqrt{\lambda_{1}+\omega / f^{2}}}\right)\left(1+4 \partial_{N} \partial_{I} e^{-2 \sqrt{\lambda_{1} t^{w} / f^{2}}}\right) \\
& \cong \frac{w^{2}}{f^{2}}\left[1-4\left(1-\gamma_{N J}\right) e^{-2 \sqrt{\lambda_{1}+w^{2} / f^{2}}}\right] . \\
& \lambda_{1} \cong-4 \frac{\omega^{2}}{f^{2}}\left(1-\gamma_{x} \gamma_{I}\right) e^{-2 \sqrt{\lambda_{1}+\omega^{2} / f^{2}}} \tag{97}
\end{align*}
$$

With $\omega_{N}=\omega_{I^{\prime}}$ (46), the expression of Ebers and Moll, becomes

$$
\begin{equation*}
\lambda_{1}=-\frac{\omega^{2}}{D_{P}} \frac{\omega}{2}\left(1-\alpha_{N} \alpha_{I}\right)=-\left(1-\alpha_{N} \alpha_{I}\right) \tag{98}
\end{equation*}
$$

The improvement factor is the ratio of (97) to (98)。

$$
\begin{equation*}
\frac{\lambda_{1}(w / t)}{\lambda_{1}(0)}=4 \frac{w^{2}}{f^{2}} e^{-2 \sqrt{\lambda_{1}+\frac{w^{2}}{f^{2}}}} \approx 4 \frac{w^{2}}{f^{2}} e^{-2^{w / t}} \tag{99}
\end{equation*}
$$

A numerical solution of (96) shows that (99) is a good approximation for $w / \mathrm{f}>2$. This factor is given in Table $I(h)$ 。

It is startling to note that this onemdimensional theory predicts longer storage times instead of shorter. For $w / f=4$, the storage time (for the same base width and $\gamma_{N} \gamma_{I}$ ) is 39 times as long as for $w / \mathcal{Y}=0$. In practice, however, measurements on the Philco drift transistor show little change in this normalized storage time.

To explain this it is necessary to find the final or steady state value of the hole densities in the diagram on page 12. The current
$i_{B}$ may be found by applying the final value theorem to (93). The final value of $i_{A}$ is just $i_{B} / \gamma_{N}$.

$$
\begin{equation*}
\left.i_{B}\right|_{t=\infty}=\lim _{s \rightarrow 0} s I_{B}(s)=\frac{\Delta I_{e} \gamma_{N} e^{w / t}(\operatorname{Cosh} \omega / t-\sinh \omega / t)}{\cosh ^{2} \frac{w}{f}-\sinh ^{2} \frac{\omega}{f}-\gamma_{N} \gamma_{I}}=\frac{\Delta I_{e} \gamma_{N}}{1-\gamma_{N} \gamma_{I}} \tag{100}
\end{equation*}
$$

The final value of the hole density of the forward solution is found from (75).

$$
\begin{align*}
& P_{N}(x, \infty)= \lim _{s \rightarrow 0} s P_{N}(x, s)= \\
& g D_{P} w / f\left(\cosh \frac{i_{A}}{f}+\sinh \frac{\omega}{f}\right) \\
&=\frac{i_{A} \gamma_{N}}{q D_{P}} \frac{1-e^{-2 \frac{w}{f}\left(1-\frac{x}{w}\right)}}{2 w / f} \tag{101}
\end{align*}
$$

Similarly

$$
P_{I}(x, \infty)=\frac{i_{B} \gamma_{I}}{q D_{P}} \frac{e^{2 \frac{w}{f} \frac{x}{w}}-1}{2^{w / f}}
$$

Upon substituting for $i_{A}$ and $i_{B}$, we can obtain the total hole density.

$$
\begin{equation*}
P_{T}=P_{N}+P_{I}=\frac{\Delta I_{e} \gamma_{N}}{q D_{P}\left(1-\partial_{N} \gamma_{I}\right)}\left[\frac{1-e^{-2 \frac{w}{f}\left(1-\frac{x}{w}\right)}}{2^{w} / f}+\gamma_{I} \frac{e^{2 \frac{w}{f} \frac{x}{w}}-1}{2^{w} / f}\right] \tag{103}
\end{equation*}
$$

The functions in brackets are plotted in Fig. 9 for $\mathrm{w} / \mathrm{f}=0,2$, and 4 . Notice that extremely high collector hole densities are necessary to overcome the field. Fig. 9 is correct for a one-dimensional transistor but in a practical device, the holes are deflected out towards the surface as shown below. The hole density at the collector is prevented from reaching a high value.


Measurements of $\alpha_{I}$ confirm this behavior. It varies from 0.1 for the Bell drift transistor to 0.5 for the Philo drift transistor. Another factor contributing to the failure to reach large values of collector hole density is volume recombination in the outer base.

The one-dimensional model, then, predicts longer storage times, but as confirmed by $\alpha_{I}$ measurements and actual storage time measurements, the model breaks down.

## SINUSOIDAL SOLUTION - COMMON BASE

Much of the work in this section has been done previously by Krömer and Lee, but will be repeated here as a comparison to the commonemitter solution and for completeness.

To solve the differential equation (67) for the sinusoidal case we let

$$
p(x, t)=p(x, j \omega) e^{j \omega t}
$$

and obtain

$$
\begin{equation*}
\frac{d^{2} P(x, j \omega)}{d x^{2}}-\left(\frac{2}{4}\right) \frac{d P(x, j \omega)}{d x}=\frac{1}{D_{p}} j \omega P(x, j \omega) \tag{104}
\end{equation*}
$$

which is the same as (68) with s replaced by jo. All the transfer fundtions derived hold for the sinusoidal case if this replacement is made.

The commonmbase current transfer function, (76), becomes

$$
\begin{equation*}
\frac{I(j \omega, \omega)}{I_{e}(j \omega)}=\frac{\gamma_{N} e^{\omega / f}}{\operatorname{Cosh} \sqrt{\frac{w^{2}}{D_{p}} j \omega+\frac{w^{2}}{f^{2}}}+\frac{\omega / 4}{\sqrt{\frac{w^{2}}{D_{p}} j w+w^{2} / f^{2}}} \sinh \sqrt{\frac{w^{2}}{D_{p}} j \omega+\frac{w^{2}}{f^{2}}}} \tag{105}
\end{equation*}
$$

which has been previously obtained by Krömer. ${ }^{2}$
We now define an $\omega_{a}$, which is the frequency at which $a$ is down 3 db 。

$$
\begin{equation*}
w_{\alpha}=k \frac{D_{p}}{w^{2}} \tag{106}
\end{equation*}
$$

The factor $K$ may be found by solving (105) for the value of

$$
\frac{w^{2}}{D_{p}} j w_{\alpha}=j K
$$

for which $a$ is $3 d b$ down. The numerical work is aided by the relation $\operatorname{Cosh}(x+j y)=\operatorname{Cosh} x \operatorname{Cos} y+j \operatorname{Sinh} x \operatorname{Sin} y$. For $w / f>2$ the hyperbolic functions Cosh $(x+j y)$ and $\operatorname{Sinh}(x+j y)$ may be approximated by

$$
\frac{1}{2} e^{x+j y}
$$

Values of $K$ are given in Table $I(i)$ for $w / f=0,2$, and 4 . Column ( $j$ ) gives the improvement factor

$$
\frac{K(w / f)}{K(0)}=\frac{w_{\alpha}(w / f)}{w_{\alpha}(0)}
$$

obtained ( $\mathrm{w} / \mathrm{f}^{3 / 2}$ for an improvewhich is plotted in Fig. 8 vs whf. Krömer ${ }^{4}$ obtained ( $w / f$ ) for an improvement factor which is shown dotted as a comparison.

Knowing K, we may now plot the magnitude and phase of a vs $\omega / \omega_{\alpha}$. This is shown in Fig. 10 for $w / f=0$ and 4 . Lee ${ }^{3}$ has plotted the magnitube of a vs $\omega$ for $w / f=0, \pm 1,42$, and $\$ 3$ using equation (105) as derived by Krömer.

The first order approximation ${ }^{5}$ for $\alpha$ with $w / f=0$ can be obtained from (105). The first two terms of the power series for $\operatorname{Cosh} x$ are rained.

[^2]\[

$$
\begin{equation*}
\alpha(j \omega)=\frac{\gamma_{N}}{1+j w \frac{w^{L}}{2 D_{p}}}=\frac{\gamma_{N}}{1+j w / \omega_{\alpha}} \tag{107}
\end{equation*}
$$

\]

The magnitude and phase of this approximation are also shown in Fig. 10. Middlebrook ${ }^{6}$ has plotted this approximation and the exact function for $w / f=0$ 。

The additional phase shift introduced by the field is related to the relatively large delay that was found in the step response.

SINUSOIDAL SOLUTION - COMMON EMITTER
The common-emitter current transfer function, (89), becomes

$$
\begin{equation*}
\frac{I(j \omega, \omega)}{I_{b}(j \omega)}=\frac{\partial_{N} e^{\omega / f}}{\operatorname{Cosh} \sqrt{\frac{\omega^{2}}{D_{p}} j \omega+\omega^{2} / \rho^{2}}+\sqrt{\frac{\omega / f}{\frac{\omega_{p}^{2} j \omega+\omega / f^{2}}{D_{p}}} \operatorname{Sinh} \sqrt{\frac{\omega^{2}}{D_{p}} j \omega+\frac{\omega^{2}}{f}}-\partial_{N} e^{w / f}} \text {. }} \tag{108}
\end{equation*}
$$

It is difficult to find a suitable symbol for (108). The Greek letter, $\beta$, is commonly used as the ratio of collector to base current, but it has also been used as the common-base transport factor in much of the literature (see (13)). For the purposes of this paper, the letter b will be used.

We now define an $\omega_{b}$, which is the frequency at which $|b|$ is 3 db down.

$$
\begin{equation*}
w_{b}=K_{e}\left(1-\alpha_{N}\right) \frac{D_{p}}{w^{2}} \tag{109}
\end{equation*}
$$

The factor $K_{e}$ may be found as before and is given in Table $I(k)$ for $\gamma_{N}=.95$. Column (1) gives the improvement factor

$$
\frac{k_{e}(w / f)}{k_{e}(0)}=\frac{w_{b}(w / f)}{w_{b}(0)}
$$

which is plotted in Fig. 8 vs w/f. Notice that it coincides with the common-emitter transient-response improvement factor.

The first-order approximation for $b$ with $w / f=0$ can be obtained from (108).
6. Middlebrook, R. D. "An Introduction to Junction Transistor Theory," Page 200, Wiley 1957, New York.

$$
\begin{equation*}
b(j \omega)=\frac{\alpha_{0}}{1+\frac{w^{2}}{20_{p}} j \omega-\alpha_{0}} \quad \frac{\frac{\alpha_{0}}{1-\alpha_{0}}}{1+\frac{j \omega}{\omega_{b}}} \tag{110}
\end{equation*}
$$

which gives the value of $K_{e}$ as 2 .
Fig. 11 shows the magnitude and phase of $b(j \omega) / b(0)$ for $w / f=0$, and 4 , and of the first-order approximation (110).

The first neglected term of the expansion of Cosh $x$ is multiplied by ( $1-a_{0}$ ) in (110) while it is not in the common-base equation (107). This explains why the first-order approximation (110) is so good, that is, why $K_{e}$ is so near 2 and why the magnitude and phase of (108) closely approximate those of (110); and also accounts for (92) being approximately equal to (91).

CONCLUSIONS
The use of the Laplace transform seems to be a powerful method of finding the transient response of a one-dimensional transistor model. It yields exact results with little effort.
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| COMMON-BASE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| w/f | n | $\begin{gathered} (\mathrm{a}) \\ \lambda_{\text {In }} \end{gathered}$ | $\begin{aligned} & \text { (b) } \\ & K_{\text {ln }} \end{aligned}$ | (c) $\begin{aligned} & T_{0}(0) \\ & T_{0}(w / f) \end{aligned}$ |
| 0 | 0 1 2 | $-(\pi / 2)^{2}$ <br> $-(3 \pi / 2)^{2}$ <br> - $(5 \pi / 2)^{2}$ | $-4 / \pi$ <br> - $4 / 3 n$ <br> $-4 / 5 \pi$ | 1 |
| 2 | 0 1 2 | $\begin{aligned} & -9.2395 \\ & -29.8745 \\ & -69.544 \end{aligned}$ | - 2.2665 <br> + 2.1948 <br> - 1.6235 | 3.05 |
| 4 | 0 1 2 3 4 | $\begin{array}{r} -22.607 \\ -44.666 \\ -84.938 \\ -144.478 \\ -223.590 \end{array}$ | - 5.7031 <br> -9.6242 <br> - 9.1722 <br> $+7.8609$ <br> - 6.6010 | 5.77 |
| w/s | COMMON-EMITTTER |  |  | SATURATION |
|  | (d) $\alpha_{n}=.95$ (e) |  | (f) $a_{n} \times{ }^{*} 90$ (g). | (h) : |
|  | $\lambda_{1}$ | $\frac{\lambda_{1}(w / r)}{\lambda_{1}(0)}$ | $\lambda_{1}\left\|\frac{\lambda_{1}(w / f)}{\lambda_{1}(0)}\right\|$ | $\frac{\lambda_{1}(w / p)}{\lambda_{1}(0)}$ |
| 0 | $\begin{aligned} & -2\left(1-a_{n}\right)= \\ & -0.1 \end{aligned}$ | $1$ | $-0.2$ | 1.0 |
| 2 | -0.2697 | 2.697 | -. 54788 | 0.299 |
| 4 | -0.4662 | 4.662 | -0.953 4.76 | 0.0218 |
| w/f | (i) Sinuso $\begin{aligned} & \text { common }\end{aligned}$ | idal ( l ) | (k) Sinusoidal cormon-emitt | (l) |
|  | $K$ | $\frac{\omega_{\alpha}(w / f)}{\omega_{a}(0)}$ | $K_{e} \quad a_{N}=.95$ | $\frac{\omega_{b}(w / f)}{\omega_{b}(0)}$ |
| 0 | 2.4324 | 1 | 2.0169 | 1 |
| 4 | 17.67 | 7.26 | 9.17 | 4055 |

TABLE I
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$$
(e)
$$

FIG. 5

| $\#$ |  |  |  |  |  | F |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | H+ | + | + |  |  |  |
|  |  |  |  |  |  |  | . |  |
|  | +1 |  |  |  |  |  | + |  |
| 4 |  | + |  |  | $7+$ | $1+$ | +1 |  |
|  |  |  |  |  |  |  | H1 |  |
|  |  |  |  |  |  |  | - |  |
|  |  |  | H | -1 |  |  |  |  |
|  |  |  |  |  | - | + | 1 |  |
|  | 17 |  | $\pm$ | + | T |  |  |  |
|  |  |  |  |  | T | 1 | Let |  |
| $\# 7$ |  |  |  |  |  | \# | + |  |
|  |  |  |  |  | IC | rin | 1et | In |
|  |  |  |  | H-1 |  | -1] | + |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | N: |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  | 3 3 x 8 |  |  | 2.75 |  |
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Abstract: The Philo L-5122 is a high - frequency surface -barrier transistor intended for switching applications. Its bias voltages are the same as a php junction transistor. It has a maximum voltage rating of 6 volts and a maximum power limitation of 10 mw . Its junction tempera= cure rises about $0.6^{\circ} \mathrm{C}$ per mw.

In brief the specifications at 3 v and $0.5 \mathrm{ma} \mathrm{I}_{\mathrm{e}}$ are as follows:

$$
\begin{array}{ll}
\text { Common emitter current gain } \beta>16 \\
\text { Common base output resistance } & >200 \mathrm{~K} \Omega \\
\text { Common base input impedance } & <100 \Omega \\
\text { Max frequency of oscillation } & >30 \mathrm{mc} / \mathrm{s} \text { 。 } \\
\mathrm{r}_{\mathrm{b}} \mathrm{C}_{\mathrm{c}} & <1500 \mu \mu \mathrm{sec} . \\
\mathrm{I}_{\mathrm{co}} \text { and } \mathrm{I}_{\text {co }} \text { at } 5 \text { volts } & <3 \mu \mathrm{a} . \\
\mathrm{V}_{\text {ce sat }} 8 & <100 \mathrm{mv} \\
\mathrm{~V}_{\text {ce }} \text { sat } 2 & <70 \mathrm{mv} \\
\text { Hole storage coefficient. } \mathrm{K}_{\mathrm{s}}^{\prime} & <105 \mathrm{~m} \mu \mathrm{sec} .
\end{array}
$$

It is the only commercially available transistor for high speed switching applications.

This note presents data obtained from the measurement of 30,000 transistors over a period of 2 years.

Distribution list:
Group 63 Staff

[^3]The research reported in this document was supported jointly by the Department of the Army, the Departmont of the Navy, and the Department of the Air Force under Air Force Contract No. AF 19(122)-458.

## I.O INTRODUCTION

The data presented here are the result of about 2 years experic ence with a total of some 30,000 surface-barrier transistors. Some of the early data refers to the Philco SB-100 unit which was specified for amplifier service. The L-5122 is an SB-100 type with specifications designed to insure satisfactory operation in TX -0 and TX-2 computer cire cuits. These specifications were developed over a period of time by close cooperation between Philco and Lincoln engineers.

The measured parameters fall into two general classes: those intended to serve as a quality control and those which determine circuit operating margins. Where complete data are available distributions are presented on 7000 production transistors. Where this was not possible smaller groups of typical units were carefully selected and used to obtain the necessary distributions. This is pointed out in the text and on the figures.

Much of this data does not appear explicitly on the L-5122 specification sheet and therefore is not guaranteed by Philco. However ${ }_{9}$ we feel that transistors tested according to the published specifications will have characteristics substantially the same as those presented here。
2.0 CHARACTERISTIC CURVES FOR A TYPICAL L-5122 SWITCHING TRANSISTOR

The choice of a soccalled "typical"transistor is always an arbitrary one since most transistors differ slightly in one or another respect. We have chosen transistors which have parameters near the mean values measured on a group of 7000 production transistors. For the collector characteristics the transistor used wass

LINCOLN NO. 10786
DATE RECEIVED
23 APRIL 1956
$\mathrm{a}_{\mathrm{N}}\left(3 \mathrm{v}_{2} 1 / 2 \mathrm{ma}\right)$
0.960
$\mathrm{a}_{\mathrm{I}}\left(3 \mathrm{v}_{3} 1 / 2 \mathrm{ma}\right) \quad 0.910$
$\nabla_{\text {ce sat }} 8 \quad 69 \mathrm{mv}$
$\nabla_{\text {ce sat }} 2$
PUNCH THROUGH VOLTAGE
50 mv

STORAGE COEFFICIENT $\tau_{S}$
9.5 volts
$I_{c o}$ ( 5 volts) $\quad 1.1 \mu 2$
$I_{\text {eo }}$ (5 volts) $0.9 \mu \mathrm{~m}$

The grounded－base collector characteristics are plotted in Fig．I out to a collector current of 17 ma ，which is considerably above the normal rating of the transistor．Power，voltage，and current ratings， which are primarily determined by life and／or performance considerations， were not observed in plotting characteristics．Note particularly that the collector to base voltage is considerably positive in the saturation region and that the transistor has a high value of collector resistance at $V_{c b}=0$ volts．

The groundedeemitter collector characteristics are shown in Fig． 2 out to about 18 ma ．The points to notice here are the considerable fall off in gain and the decrease in collector resistance at high currents． $\nabla_{c e}$ remains negative at all times．A＂blow－up＂of the grounded－emitter characteristics around the origin is shown in Fig．3．This shows that the curves intersect about 3 mv below the origin．The curves represent an expanded view of the saturation region near the origin．

The characteristics presented in Figs。 1,2 ，and 3 were obtained on a Librascope $x=y$ recorder using the circuit arrangement of Fig。32。

The groundedeemitter saturation characteristics shown in Fig． 4 are not usually published and yet they rank in importance with the grounded－emitter collector characteristics for the d－c specification of a saturating switching transistor．Whereas，the normal collector characteristics spread out the active operating region and compress the saturation region，these curves spread out the saturation region and compress the active region．Both sets of curves are necessary．

The curves in Fig。 4 show that the active region starts at a $V_{c e}$ of about 200 mv ．The curvature of the curves in the active region， indicating a decrease in gain，is typical of the surface－barrier contact． The test point $V_{c e ~ s a t ~}{ }^{\text {is indicated on the graph．This is a quality }}$ control check rather than a circuit requirement．The saturation characteristics were obtained with the setup shown in Fig． 31.

Saturation current gain can be readily obtained from Fig． 4. The variation of current gain with collector current for various $V_{c e}$ is plotted in Fig．5．The same data as a function of emitter current is plotted in Fig．6．These curves are obtained from the information
in Fig．4．\＆plot of $1 / \beta$ against $I_{e}$ should be nearly linear in the active region（ 200 mv curve）．The test limits for the $V_{\text {ce }}$ sat 8 and $V_{\text {ce sat } 2}$ check points are indicated．Similar sets of curves for a low $\beta$ transistor are presented in Figs． 7 and 8.

A set of base input characteristics for a typical SBT is shown in Fig。9。 The curve for $R_{L}=00$ represents the limiting case for saturation．The $R_{L}=150 \Omega$ and $V_{C}=$ const。 curves are for the active region．Intermediate curves go from active to saturation at the break point．The slope of these curves represents the base input resistance．The base input circuit looks like about $100 \Omega$（saturated） or $200 \Omega$（active）in series with $a=0.2$ to $=0.3$ volt battery．

3．0 SPREADS IN CHARACTERISTIC CURVES USED IN CIRCUIT DESIGN
The spread in base input characteristics obtained from 50 surface－barrier transistors with zero collector current is shown in Figure 10．These curves represent the minimum base voltage which can be obtained in the saturation region．The input circuit has a minimum value in saturation at 1 ma base current which ranges from $90 \Omega$ to $140 \Omega$ in series with a 0.2 volt battery．The 50 transistors used to obtain this distribution were taken from early L－5122 production．

The next graph，Fig． 11 ，was included not because a IK load represents any circuit configuration of particular interest，but rather because it was felt desirable to include some curves intermediate between complete saturation and fully active operation．The breaks in the curves between 0.1 and 0.2 ma base current represent the transition from active to saturation．The input circuit in this case looks like a 100 to $150 \Omega$ resistance in series with a 0.25 to 0.3 vol．t battery．

Fig． 12 shows the spread of base input characteristics in the active region．It is immediately obvious that the spread is con－ siderably greater than that obtained when the transistor is saturated． Here the transistor input circuit appears as a resistance of $140 \Omega$ to $390 \Omega$ in series with a 0.25 volt battery．

The spread in forward transfer characteristics（ $I_{c}$ vs $V_{b e}$ ） for a collector to emitter voltage of 200 mv （bordering on active region） is presented in Fig．13．

The 200 mv saturation characteristic spread is shown in Fig． 14． 200 mv is chosen since it is a limiting value for the saturation region．At a base current of 0.6 ma the output current ranges from 6 to 12 ma ．

### 4.0 PARAMETER DISTRIBUTIONS OBTAINED FROM 7000 SURFACE－BARRIER TRANSISTORS

The next 9 graphs represent distributions obtained from incoming tests on 7000 surface－barrier transistors received during the period from September， 1955 to April．1956．With the possible exception of punch－through voltage these parameters are of a＂quality control＂ nature and have no direct correlation to circuit operating points．They obviously，however，affect circuit performance．

Forward and inverse beta distributions at 1 ma and 3 v are presented in Figs． 15 and 16．The test circuit is shown in Fig． 33. Although this is actually a doc a test we have found it to agree，to with in 3 units in the third place，with the small signal a measured at 3 v and $1 / 2 \mathrm{ma}$ 。

The storage coefficient $\left(\tau_{\mathrm{s}}\right)$ distribution is shown in Fig． 17．The test circuit is Fig．34．This test is a measure of the microo coulombs of charge stored in the base region per ma of base current． These units turn out to be millimicroseconds．Thus the＂time＂units do not in any way represent the delay associated with saturation in normal circuit operation and should not be so construed．The actual storage delay depends on the circuit saturation－base－current and on the turn－off current drive。

The effective base lifetime $\tau_{b}$ is shown as a distribution in Fig． 18 for 500 transistors．This circuit（Fig．36）and method of measurement is described by Lederhandler and Giacoletto in Proc．I．R．E．${ }_{0}$ April，1955．It gives an effective value which includes surface and volume effects．

The punchothrough voltage distribution is given in Fig．19。 The test circuit is shown in Fig．37．Measurement is made by increasing collector voltage until the emitter voltage is one volt．The punche through voltage is then 1 volt less than the collector voltage．

The two $\nabla_{\text {ce sat }}$ voltage distributions are given in Figs. 20 and 21 and the test circuit in Fig。38.

The $I_{\text {co }}$ and $I_{\text {eo }}$ distributions are shown in Figs. 22 and 23.

A brief summary of the foregoing curves is presented in the table below:

| Parameter | Lower Value | Median Value | Upper Value |
| :---: | :---: | :---: | :---: |
| $\beta_{n}(3 \mathrm{v}, 1 \mathrm{ma})$ | 10 | 27.6 | $\sim 60$ |
| $\beta_{I}(3 \mathrm{v}, 1 \mathrm{ma})$ | 4 | 10.5 | $\sim 25$ |
|  | 20 | 49 | 90 |
| $\tau_{b} \mu \mathrm{sec}$ | 1 | 6.7 | 18 |
| $\mathrm{V}_{\mathrm{p}}$ volts | 5 | 9.8 | 20 |
| $\nabla_{\text {ce sat }} 8 \mathrm{mv}$ | 40 | 70 | 120 |
| $\mathrm{V}_{\text {ce sat }} 2 \mathrm{mv}$ | 20 | 48 | 90 |
| $I_{c o}{ }^{\mu}$ | 0.04 | 0.68 | 4.0 + |
| $I_{\text {eo }}{ }^{\mu \mathrm{a}}$ | 0.03 | 0.55 | $\sim 4.0$ |

It will be noticed that some of the upper limits are above the published specs. This is the case only because some of these units were received before these specifications were firm. Later production meets the specifications quite satisfactorily in general.

### 5.0 SPECIAL PARAMETER DISTRIBUTIONS

The data presented in this section were obtained either from tests developed only recently or from those tests which are not considered necessary as a routine matter. This information was obtained from a group of about 50 transistors within specifications selected largely from
units received either just previous to or just after the 7000 used for the other distributions．The original 7000 transistors were not available for retest．

Fig． 24 shows the effect of collector current on the doc beta distribution of the surface barrier transistor．Note that the median beta drops from about 25 at 1 ma to 4 at 50 ma．Also the tail at the highogain end disappears at higher currents。

The measurement of hole storage is essentially a measurement of charge．There are two ways that this can be done\＆（1）by measuring the time required to remove the charge with a constant current．This is the $\tau_{\mathrm{s}}$ measurement．（2）by measuring the resultant voltage when the charge is placed on a known capacity．This is the $K_{s}^{0}$ measurement．The latter method requires somewhat less elaborate equipment and will undoubtedly be used for largesscale testing．

Initial measurements of the $K_{8}^{8}$ distribution for the 50 selected transistors gave a median value of 88 musec with limits of 60 and 130 musec．Previous experience has shown that this is higher than expected for a good group of surface－barrier switching transistors．A new group of 72 transistors was selected to give a $\tau_{s}$ distribution similar to that in Fig．4l．The $\tau_{s}$ distribution for this group had a median value of 56 musec with limits at 30 and 80 musec．This is still somewhat above the values of $\tau_{\mathrm{g}}$ obtained in the distribution for the 7000 transistors but is acceptably close。 The $K_{g}^{0}$ distribution for this group of 72 transistors is given in Fig．25．Other work has shown that $K_{8}^{0}$ should be approximately $I_{0} 5$ times $\tau_{s}$ 。 Using this relationship $p_{8}$ we can plot on the same graph an estimated distribution of $K_{S}^{i}$ for the 7000 transistors based on their $\tau_{s}$ distribution。 This appears to give some－ what lower values．The median value should lie between 74 and 80 musec．

The circuit used to make the $K_{s}^{g}$ measurement is shown in Fig．35．The initial current distribution in the transistor during saturation is different from that in the $\tau_{s}$ measurement but correlation between the two is very good．

Frequency response distributions obtained from $h_{F E}$ measure－ ments are shown in Fig．26，$h_{F E}$ is the common－emitter current gain （at 10 mc in this case）。 $\mathrm{fh}_{\mathrm{FE}}$ or $f_{\mathrm{h}}$ is the frequency where $\beta=1$ or approximately the cutoff irequency．A more satisfactory measurement
for the inverse case could be made at 5 mc . The test circuit is shown in Fino 40 o Note that the median forward $f_{h}$ is about 3 times the median inverse frequency.

The forward and inverse $r_{b}^{B} C_{c}$ distributions are shown in Fig. 27. A sketch of the acc test circuit used appears in Fig. Ll.

A distribution of the output capacity values is given in Fig. 28. A separate measurement gave about $1 \mu \mu f$ as the capacity of the header and can. With this value subtracted from $C_{O^{2}}$ the dotted $C_{C}$ distribution results. The test circuit is shown in Fig. 42. The results obtained with 1 ma emitter current were essentially the same. The $r_{b}^{0}$ distribution presented in Fig. 29 was obtained by dividing the $C_{C}$ values into the measured values of $r_{b} C_{c} C_{c}$

The $I_{c}$ sat distribution for 06 ma base current and $150 \mathrm{mv} \nabla_{\text {ce }}$ is shown in Fig. 30 and was obtained using the circuit of Fig. 39。 This is a test of interest in circuit design o

The data contained in these distributions can be summarized in the following table:
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FIG. 31
CIRCUIT USED FOR OBTAINING SATURATION CHARACTERISTIC CURVES FROM $X-Y$ RECORDER


FIG. 32
CIRCUIT USED FOR OBTAINING COLLECTOR CHARACTERISTICS FROM X-Y RECORDER


FIG. 33
d TEST CIRCUIT


FIG. 34
hole storage test


FIG. 35
K' TEST CIRCUIT


FIG. 36
EFFECTIVE BASE LIFETIME TEST CIRCUIT (AFTER GIACOLETTO AND LEDERHANDLER)


FIG. 37
PUNCH - THROUGH VOLTAGE TEST CIRCUIT



F16, 39
SATURATION COLLECTOR CURRENT AT 150 mV TEST CIRCUIT


FIG. 40
$h_{F E}$ TEST CIRCUIT


FIG. 41
$r_{b}^{\prime} C_{c}$ BRIDGE
(AC CIRCUIT ONLY)


FIG. 42
$C_{C}$ TEST CIRCUIT
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Abstract: A new approach to the preparation of planer masks for printed wiring memory planes is called "Selective Masking". The new method will produce detailed repetitive patterns with an accuracy of $\downarrow .001$ or better, in the pattern area, using standard photographic equipment and procedures on a $1: 1$ scale.

Selective Masking is based on the use of a negative mask containing an accurately spaced series of transparent parallel lines. Another negative containing a single straight transparent line is placed under the first negative so that the single line is at right angles to the mask lines. An exposure on photographic film will produce segments of the single line corresponding to the transparent lines on the mask.
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#### Abstract

The preparation of miniaturized, complex, repetitive and accurate patterns, as a photographic negative, for subsequent use in the production of printed wiring memory planes is generally expensive, time consuming and requires special photographic equipment to obtain the necessary accuracy. Photo-reduction is generally used. A technique called Selective Masking, will produce such patterns to actual size without the need. of reduction and may be produced quickly with standard photographic equipment.


Selective Masking uses standard photographic techniques, a step and repeat table and an overhead source of light directed through an iris opening. A step and repeat table is a unit which will permit a line(s) or pattern to be reproduced more than once at accurately speced distances. Selective Masking has been used to produce the necessary planar masks for a $4 \times 4$ printed wiring memory plane, the rear mask pattern of which is shown in Figure No. l. The mask line pattern contains only vertical and horizontal lines. These have been separated into vertical and horizontal line segments in Figure No. 2.

Figure No. 2 also shows that each segment is a part of a single straight line, e.g., note Line No. 1, Figure No. 3 shows how the unwanted portions of Line No. 1 can be eliminated by masking. Since the pattern is symetrical about the vertical center line, the mask used to produce the segments of Line No. I is also used to produce the segments of Line No. 9. The same mask is also used to produce the segments of Line Nos. 8 and 16. Another mask produces the line segments of line Nos. 2, 7, 10, and 15. A third mask produces the line segments of Line Nos. 3, 4, 5, 6, 11, 12, 13, and 14.

Two parallel lines are used with the same spacing as that between Line Nos. 1 and 9. By accurately stepping the two parallel lines and selectively masking according to the position of the lines, the vertical pattern is produced as shown in Figure No. 2. A similar procedure produces the horizontal half of the pattern shown in Figure No. 2.

The complete pattern is produced by registration of the two halves. Any discrepancies, overlength lines, or extra line segments may be corrected or removed a.t this time. A contract print of the registered halves produces the pattern as a negative. Figure No. 6 is a contact print of the front and rear masks for the printed wiring memory plane. Although the front mask is more complicated than the rear, it was produced by a simple extension of the procedures outlined above.

The selective masks are made from the same two parallel lines that are used in the pattern production since the vertical spacing is the same as the horizontal spacing. A base line is added to the mask, as shown in Figure No. 3. An aluminum strip is cemented on the base line as shown in Figure No. 4. The base line is any fixed distance from the pattern from which all measurements for the masks are made. The metal strip provides alignment for the selective mask when it is used with the step and repeat table. After the metal strip is attached, any areas that
were not exposed and need opaquing may be taped with opaquing tape. Figure No. 4 shows a completed mask ready for use.

Figure No. 5 shows how the selective mask is placed in the step and repeat table frame at a right angle to the parallel lines. The procedure previously described produces the patterns.

A bleed line exposure is used on portions of the selective masks where 3 or more lines are printed together such that their edges touch. The outer lines are made by conventional exposure. The inner line (s) is made by room light for a short period of time (approximately 10 seconds) such that the line is overexposed. The line will spread or "bleed" into the line on either side as shown in Figure No. 7. This speeds the process of making the selective masks and eliminates the necessity for hand opaquing.

Accuracy of this technique is limited by the accuracy of the step and repeat machine which is calibrated to $\pm .001$ ", and has been generally producing to a tolerance of $\pm .0005^{\prime \prime}$.

The technique of Selective Masking has been used to make the wiring pattern for a $4 \times 4$ memory plane. It will be used to produce the masks for a $16 \times 16$ and possibly for a $64 \times 64$ memory plane.


Glen R. Heidler
GRH/jhb
Attachments:
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Abstract：The TX－O is an experimental digital computer which was con－ structed to check transistor circuitry and a $256 \times 256$ magnetic core memory．The logical design is rather simple since it has only four instructions．Three of these refer to memory in the normal way，but the fourth has the interest－ ing feature of providing the facility to micro－program via time pulses．How useful this is will be determined by the experience gained in programming for $\mathrm{TX}-0$ ．This memo has been written to give the reader a working knowledge of the computer＇s logic，usefullness，and capabilities．
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## I INTRODUCTION

The TX 00 computer is a general purpose high-speed machine built primarily of transistors. The computer has one memory device which is a vacuumetube edriven magnetic-core array capable of storing $1,179,648$ bits of information. Each word contains 18 bits for a total of 65,536 or $2^{16}$ words. (1) The memory cycle time is approximately $6 \mu$ sec. The machine performs a complete operation every two memory cyclesg the instruction is obtained in the first cycle and the data in the second. (2) Most of the logical and arithmetic operations are executed in the second cycle.

## II PRESENT TERMINAL EQUIPMENT

Input

1. A Ferranti photoelectric paper tape reader
(a) Standard sevenohole flexowriter paper tape
(b) 200 to 250 lines per second
2. Toggle switch registers
(a) Toggle switch accmalator called TAC
(b) Toggle switch buffer register called TBR
(c) 16 toggle switch registers called toggle switch storage, TSS. These registers can replace the first 16 registers of magnetic core memory by means of a switch on the main consale.
3. Flexoprinter input to live register bits $2,5,8,11,14,17$ setting $L_{0}$ to a one when the key is struck。
4. Provision has been made for a photosensitive device, called the light pen, to control the computer from the display tube.
Output
5. One $121 / 2^{11}$ cathode ray oscilloscope display tube
(a) 511 points by 5.11 points in $7^{19}$ by $7^{\text {tit }}$ array
(b) a camera will be added in the future
6. Paper tape punch
7. The $T X-2$ which is in the process of being constructed will use this memory. The TX $=0$ will then have a transistormdriven core memory of $2^{13}$ registers.
8. Each memory cycle has eight time pulses and the notation we use in refering to them is cycle, time pulse, (ioes, cycle $O_{9}$ time pulse 8 is written 0.8).
(a) Standard flexowriter tape
9. Standard flexowriter printer

## III REGISTERS

1. Memory Buffer Register - (MBR, 18 bits +1 parity check bit) receives information from and sends information to the memory. The transfer of information from the memory is checked by means of the parity digit which makes the sum of all 19 digits odd.
2. Accumulator - ( $\mathrm{AC}, 18 \mathrm{bits}$ ) - stores the results of numerical operations - is also used as buffer to in-out terminal equipment. The bits of $A C$ are numbered from left to right, 0 to 170

One interesting point with regard to the $A C$ is that one may look upon it as strictly a ring adder. If we consider the leftmost digit as a sign, then the largest representable number is $2^{18}-1$ and the smallest is $-2^{-18}+1$. If a one is added to the largest number the result is the smallest and likewise if a one is subtracted from the smallest the result is the largest. There is no overflow alarm. This feature has already been found to be useful in decision techniques.
3. Memory Address Register - (MAR, 16 bits) - selects the information in the memory and has another special feature of selecting operate class commands - (more about this later). ..
4. Program Counter $=($ PC, 16 bits $)$ is used by control and contains the address of the next instruction to be executed.
5. Instruction Register - ( $\mathrm{IR}_{2} 2$ bits) - contains the operation part of the instruction which is to be executed.
6. Live Register - ( $L R, 18$ bits) - may be considered as just another storage register which uses flip-flop rather than magnetic cores. It is referred to by means operate class commands which we shall see later.
7. Toggle Switch Buffer Register - (TBR, 18 toggle switches).used for manual intervention in the normal and test modes.
8. Toggle Switch Accumulator - (TAC, 18 toggle switches) - used for manual intervention in the normal and test modes.
For a description of the flip-flops and logical control, see Figure 6.

IV INSTRUCTIONS AND OPERATING MODES
The first two bits of the 18 bit $T X=0$ word designate one of four basic instructions. The machine recognitizes which one to perform by means of two flip-flops $I R_{0}$ and $I R_{I}$ called the instruction register. The remaining 16 bits of three of the instructions are used to specify a memory location. The fousth instruction makes use of its remaining 16 bits to designate one or more special commands. These are called operate class commands and are the means by which $T X \sim 0$ attains its versatility. (As we shall see in section VIII and IX)。

TX 00 has three operating modes: Normal, Test, and Read-In. They are specified by two flipeflops, $R$ and $T$ called the mode register... The four instructions are carried out in one of the three modes and for each of the twelve combinations a different Iunction is executed by the machine. The console has a push button to select the Test mode and also onf for the Read-In mode. The Normal mode is initiated by instructions in the other two modes. In the Normal mode instruction words are taken from the stored programs in the Test mode, from the TBR; and in the Reade In mode, from the tape being read in.

The mode register ( $R$ and $T$ ) decodes the modes as follows:

| MODE | R | T |
| :--- | :--- | :--- |
| Normal | 0 | 0 |
| Test | 0 | 1 |
| Read $-\operatorname{In}$ | 1 | 1 |

$\checkmark$ THE NORMAL MODE
The four basic instructions in the Normal mode are interpreted as follows:

| $\underline{I R} \mathrm{IR}_{1}$ | ABBREVIATION | INSTRUCTION |
| :---: | :---: | :---: |
| 00 | sto x | Replace the contents of register $x$. with the contents of the $A C$. Let the AC remain the same。 |
| 01 | add x | Add the word in register $x$ to the contents of the $A C$ and leave the sum in the $A C$. |
| 10 | $\operatorname{trn} x$ | If the sign digit of the accumulator $\left(A C_{0}\right)$ is negative (i, $e_{0}$ a one) take the next instruction from register $x$ and continue from there. If the sign is positive (i,e. a zero) ignore this instruction and proceed to the next instruction. |
| 11 | opr x | Execute one of the operate class commands indicated by the number x 。 (See sections VIII and IX). |

VI TEST MODE
The test mode is selected by a push button on the console. Primarily the Test mode was designed into the computer to aid engineers and operators to manually intervene with control and storage for test purposes.

Basically one may consider the test mode as being a one instruction program where the instruction is set in the TBR (Toggle Switch Bufierdr) and the data to be. treated either already in the AC or set in the TAC (Toggle Switch AC). There are two switches on the console which allow a little more versatility to the one instruction. They are called the repeat and step switches. The repeat switch causes the instruction to be repeated over and over again (unless, of course, it is of the transfer
control type). The step switch allows the address section of the instruction to be indexed by one each time the instruction is executed.

When the test mode push button on the console is activated (i,e., pushed) the first two digits of the TBR are sent to the IR and the last 16 digits are sent to the MAR. (In the sto $x$ case the AC is reset according to what is set in the TAC). The PC is set to MAR +1 and the instruction is executed.

Then if:

| Repeat Switch | Step Switch | Oparation After Execution of the Instruction |
| :---: | :---: | :---: |
| Off | Off | The computer will stop |
| Off | On | The computer will stop but the MAR will be changed to what is in the PC namely, the preceding MAR + 1 and then the PC will be indexed by 1. |
| On | Off | The computer will continue to perform the same instruction repeatedly at machine speed. |
| On | On | The MAR will be changed to what is in the PC, namely the preceding MAR +1 o Then the PC will again be indexed by 1 and the instruction will be executed repeatedly with the address section being stepped up by one each time. |

The four basic instructions for the test mode are classified as load, examine, test operate, and starto

| "Load" sto $x$ | The AC is set to what is in the TAC and |
| :--- | :--- |
|  | 00 | | then the contents of the AC are stored |
| :--- |
|  |



## VII READOIN MODE

The Read－In mode is selected by a push button on the console and causes the photoelectric reader to be activated．As each line of tape passes under the read head，the information in tape positions 1，2，3， 4,5 ，and 6 is transferred to digital positions $3,6,9,12$ and 15 of the $A C$ ．Once the first line of information is in the $A C$ ，the $A C$ is cycled to the right one digital position．The second line is then read in，the AC cycled again one position，and the third line read in．At this point the first three lines are now assembled as a word in the $A C$ 。 The tapes to be used by the Read－In mode have been made so that each word to be stored follows an instruction word on tape which will perform the storage．In order to transfer control to inner storage all that is required on tape is the transfer instruction itself and it will not be followed by the usual three lines of data as the store instruction is， Getting back to the mechanics of the read－in，the first three lines of information have been read in and assembled in the $\mathrm{AC}_{0}$ Since this word will be an instruction in either the storage or the transfer case $y_{y}$ the first two digits in the AC are transferred to the IR（Instruction Register）and the last 16 digits to the MAR。 At this point the
instruction register is examined and if the instruction is of the storage type then the next three lines of tape are read in and assembled in the $A C$ and then the instruction is executed. If when the IR was examined the instruction was of the transfer control type then no more information is read in and the transfer control instruction is executed. Summarizing, we can say that each data word requires six lines of tapeg the first three indicating where to put it and the last three the word itself; each transfer control instruction requires only three lines of tape containing the instruction itself. The tape layout canbe seen more clearly in Figure 5o

The four basic instructions of the fiead-In mode are separated into two types - storage and transfer control.



Note, that with a hand punch, instruction-words on the tape can be modified so that st (00) can become add (01) or transfer (10) and either add or transfer can become operate (11). The flexibility allows changes on the tape without preparing a new one.

In actual practice the Read-In mode is used to read a more efficient Readm In program into storage, since a binary tape with a store instruction following each word would be extremely large and cumbersome. A description of this program will be found in section $X$. It is called the Input Routine and further describes how data is put into storage and also gives the reader an example of TX $\infty$ programming.

## VIII OPERATE CLASS COMMANDS

The following is a list of the operate class commands, the time pulse on which they are executed, the binary form they assume, what they. do and the octal notation of the last 16 bits of the operate instructiong opr x 。
$\overbrace{0}^{\text {IR }} \overbrace{2}$

2

( 0.8 ) CLL Clear the left nine digital positions of the AC

## 3

$110 \begin{array}{lllllllllllllllll}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 40,000 \text { (octal) }\end{array}$ ( 0.8 ) CLR Clear the right nine digital positions of the $A C$

45
 ( 0.8 ) IOS In-Out Stop $=$ Stop machine so that an Immot command (specified by digits 678 of MAR) may be executed.

45
 (1.8) Hlt $=$ Halt the computer
$1 \begin{array}{llllllllllllll}1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0\end{array} 0 \quad 0 \quad 0=\operatorname{opr} 7,000$ (octal)
( 0.8 ) $\mathrm{P} 7 \mathrm{H}=$ Funch holes $\mathrm{I}-6$ in flexo tape specified by AC digital positions $2,5,8,11,14_{9}$ and 17. Also punch a 7th hole on tape.
 $(0.8) \mathrm{P} 6 \mathrm{H}=$ Same as P 7 H but no seventh hole
$6 \mathrm{Mel}_{4} 89.10$.


( 0.8 ) PNT = Print one flexowriter character specified by AC digits 2, 5, 8, 11, I4。 and 17.

( 0.8 ) RIC Read one line of flex tape so that tape positions $1,2,3,485 \%$ and 6 will be put in the AC digital positions $0,3,6,9,12$ and 15 。

```
678
```



```
( 0.8 ) R3C mead one line of flex tape into AC digits \(0,3,6,9,12\), and 150
    Then cycle the AC one digital position g read the next line on tape
    into \(A C\) digits \(0,3,6,9,12\) and 15 , cycle the \(A C\) right one digital
    position and read the third and last line into AC digits \(0,3,6,9\),
    12 and 15. (This command is equal to a triple CYR-R1Co)
```

    678
    
(0.8) DIS = Intensify a point on the scope with $x$ and $y$ coordinates where $x$ is
specified by AC digits $0-8$ with digit 0 being used as the sign and
$y$ is specified by $A C$ digits $9-17$ with digit 9 being used as the sign
for $y$. The complement system is in effect when the signs are negative.
210

(1.4) SHR Shift the AC right one place, ie. multiply the AC by $2^{-1}$

210
 (1.4) CYR © Cycle the $A C$ right one digital position ( $A C_{17}$ will become $A C_{0}$ )

210
 (1.3) MLR - Store the contents of the MBR (memory buffer register) in the live rego

$1100000 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 1 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0=$ opr 100 (octal)
(1.I) PEN = Read the light pen flipoflops 1 and 2 into $A C_{0}$ and $A C_{1}{ }^{\circ}$

## 11 <br> 15

 (1.1) TAC = Insert a one in each digital position of the AC wherever there is a one in the corresponding digital position of the TAC。

$$
12
$$

 (1.2) COM = Complement every digit in the accumulator

## 13

 (1.4) $P A D=$ Partial add $A C$ to $M B R$, that is, for every digital position of the MBR that contains a one, complement the digit in the corresponding digital position of the AC. This is also called a half add.

$$
\begin{aligned}
& \text { Example: } \quad A C=1 \begin{array}{lllllll}
1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array} \\
& M B R=0 \quad 1 \quad 112000 \\
& \text { New } \quad A C \neq 11011101
\end{aligned}
$$



IH

(1.7) CRY Partial add the 18 digits of the AG to the corresponding 18 digits of the carry.
To determine what the 18 digits of the carry are, use the following rule:
"Grouping the AC and MBR digits into pairs and proceeding from right to left, assign the carry digit of the next pair to a one if in the present pair MBR $\equiv 1$ and $A C=0$ or if in the present pair $A C=1$ and carry 1.
(Note: The $0^{\text {th }}$ digit-pair determines the $17^{\text {th }}$ pair's carry digit)

Example:


(1.2) AMB $=$ Store the contents of the $A C$ in the MBR。

$16 \quad 17$

(1.3) LMB Store the contents of the LR in the MBR.

It should be noticed that the command CYL or cycle left was not listed. The reason for that is:
(1.2) (1.4) (1.7)
$C Y L=A M B, \quad P A D, \quad C R Y$

## Example

After AMB (1.2)

After PAD (1. 4 )


This is an excellent example of how a programmer can accomplish many things with one operate instruction. Also notice that the AC was cleared by $A M B+P A D$. Any operate instruction-word is capable of having a large variety of commands within itself as long as the programmer is aware of the time pulse sequence. The preceding list of commands also lists the cycle and time pulse of each command. We have included a $T X=0$ logical flow chart in this memo with a few side remarks on the chart to assist you in reading it. Whenever there is some question as to what is happening on each time pulse this chart should give you the answer. If you find in experimenting with the operate class commands that a new operate class command would be useful to a programmer, we will be glad to consider your suggestions.

IX COMBTMATIONS OF OPERATE CLASS COMMANDS
The follewing list of combinations has already been found to be useful in programming. A conversion program which will be described in a later memo is capable of assembling most of these combinations using three letter nemonic symbols (e.golac, alr, lad, etco).

```
0:8 0,8
CLL + CLR = opr 14O,OOO = clear the AC (CLA)
1.2 1.4 1.7
AMB + PAD + CRY = opr 3l = cycle the AC left one digital position (CYL)
0.8 0.8 1.2
CLL + CLR * COM = opr 14O,OLO = clear and complement AC (CLC)
```

$0.8 \quad 0.8$
IOS + DIS $=$ opr $22,000=$ Display (this combination was included to remind
you that with every inoout command the IOS must be included)
(DIS)
$0.8 \quad 0.8 \quad 0.8$
IOS + CLL + CLR $=\operatorname{opr} 160,000=$ In out stop with AC cleared.
$0.8 \quad 0.8 \quad 1.4$
IOS + P7H + CYR $=$ opr $27,600=$ Punch 7 holes and cycle AC right.
$0.8 \quad 0.8 \quad 1.4$
IOS + P6H + CYR $=$ opr 26,600 . Punch 6 holes and cycle AC right.
$0.8 \quad 0.8 \quad 0.8 \quad 0.8$
IOS + CLL + CLR $+\mathrm{P} 6 \mathrm{H}=\operatorname{opr} 166,000=$ Clear the $A C$ and punch a blank
space on tape.
$0.8 \quad 0.8 \quad 0.8$
IOS + PNT + CYR $=$ opr $24,600=$ Print and cycle AC right.

$0.8 \quad 0.8 \quad 1.2 \quad 1.4$
IOS $+\mathrm{P} 6 \mathrm{H}+\mathrm{AMB}+\mathrm{PAD}=$ opr 26,021 = Punch 6 holes and leave $A C$ cleared.
$0.8 \quad 0.8 \quad 1.2 \quad 1.4$
IOS + PNT $+A M B+$ PAD $=$ opr 24,021 = Print and leave $A C$ cleared.
$0.8 \quad 0.8 \quad 0.8$
CLL + CLR + RIC $=$ opr $I / 1,000=$ Clear $A C$ and start petr running (notice
no IOS - which means computer hasn ${ }^{\circ}$ t stopped to wait
for informatiom).

```
0.8 1.2 1.4 1.7
RIC + AMB + PAD + CRY % opr 1,03I $ Start petr running and cycle AC lefto
0.8 0.4
RIC + CYR = opr I,600 = Start petr running and cycle right.
0.8 0.8 0.8 0.8
CLL + CLR + IOS + R3C m opr 163,000 = Clear AC, read 3 lines of tape.
0.8 0.8 0.8 0.8
CLL + CLR + IOS + RIC = opr 16I,000 = Clear AC and read one line of tape.
```

$0.8 \quad 0.8 \quad 0.8 \quad 0.8 \quad 1.4 \quad 1.7$
CLR + CLR + IOS + RIC + PAD + CRY = Op7 $16 I_{2} 031$. Read I line of tape and
cycle AC left.
$0.8 \quad 0.8 \quad 0.8 \quad 0.8 \quad 1.4$
CLL + CLR + IOS + RIC + CYR $=$ opr 161,600 = Read one line of tape and
cycle right.
$0.8 \quad 0.8 \quad 1.1$
CLL + CLR + TAC = opr $\mathbb{H}_{4} 0,004=$ Put contents of TAC in AC.
1.41 .7
PAD + CRY = opr $30=$ Fullmadd the MBR and $A C$ and leave sum in $A C$ 。

```
0.8 0.8 1.3 1.4
CLL + CLR + IMB + PAD = opr 14O2022 = Clear the AC = store LR contents in
                                    memory buffer register - add memory
                                    buffer to AC - ioe. store live reg.
                                    contents in AC. (IAC)
```

$1.2 \quad 1.3$
AMB + MIR $\equiv$ opr $201=$ Store contents of $A C$ in MBR, store contents of MBR
in $L R_{2}$, ioe. store contents of $A C$ in $L R_{0}$ (ALR)
1.31 .4
$L M B+P A D=$ opr 22 Store contents of $L R$ in MBR partial add $A C$ and MBR ioe. partial add LR to $A C_{0}$ (IPD)
1.3

MLR e opr 200 = Since MLR alone will have a clear $M B R_{8}$ this is really clear LR. (LRO)
1.3 1. 4.7
$L M B+P A D+C R Y=$ opr 32 \& Full -add the $L R$ to the $A C$. (LAD)
$\begin{array}{llll}0.8 & 0.8 & 1.3 & 1.4\end{array}$
CLL + CLR + TBR + PAD = opr 140,023 \& Store contents of TBR in AC

## X PROGRAM EXAMPLE

This section was included to give the reader an example of a $T X=0$ program．The program which was chosen is used to read binary tapes into storage and is called the Input Routine．It was written to avoid the long and cumbersome tapes which would be．required by the Read－In mode （a store instruction for each data word）。 When the conversion program has finished converting a program${ }^{\circ}$ s flexowriter tape and is ready to punch a binary tape，it first punches the Input Routine on tape in the form that is required by the Read－In mode．Then the converted program is punched out in binary form according to the specifications required by the Input Routine。

By having the Input Routine on the leader of each tape all that is required is the activation of the ReadoIn push button．The Input Routine is read in by the ReadoIn mode and then control is immediately transferred to the Input Routine which takes on the task of reading in the rest of the binary tape。

The specifications required by the Input Routine are very simple． The tape channel positions of a word are the same as they are in the Read－In mode．Words are transferred to storage in blocks of sequentially addressed words．The first word in the block is a store instruction word whose address section contains the address of the first word in the block．（Call it sto $W_{1}{ }^{\circ}$ ）The second word in the block is the compleo ment of a store instruction word whose address contains the address of the last word in the block．（Call it sto $W_{n}$ where $n=n o$ of wordso） The data words follow these two pieces of information．Following the last data word of the block is a word which is the complement of the sum of all the preceding words in the block including the first two control words．

The address of the starting instruction follows the last block of data words．If it is in the form of an add instruction（add $z$ ）the computer will be stopped before the Input Routine transfers control to the program．If it is in the form of a transfer control instruction（trm z）
then the program will be started immediately after the last block of data words has been read into storage.

TAPE FORMAT REQUIRED BY INPUT ROUTINE


INPUT ROUTTINE


Temporary storage
Add 177773
trin 177772
opr 163，000（R3C）
sto 177756

177746
177747 177750
$\operatorname{trn} 177756$
add 177774 trn 177775

177751 177752
opr 163，000（R3C）

177753 177754
add 177756 sto 177741


177777
$\operatorname{trn} Z$（or the com－ plement of the ad－ dress of the last word in a block）。

Partial sum of block
If the preceding block＇s sum is cofrect，go on to next block or transfer control word．If not； go to 177772 and stop computer．
Raad in the first word of a block or the transfer control word（add Z or tri Z ）and store it in register 177756．
Is＇it st $W_{1}$ ，add $Z$ ，or $\operatorname{trn}$ Z？If tro $Z$ go directly to register 177756. It is either st Wi or add $\mathrm{Z} ;$ add 200,000 to the $A C$ ．If it was add $Z$ ， the AC is now neg．（玉trn 2），so go to 177775 ．
Read in the complement of the address of the last word in the block and store it in the register 177777. Add the first two control words of the block together and store in 177741，to initiate the partial sum．
Read in the $i^{\text {th }}$ word and store it in its assigned memory location
Add the $i^{\text {th }}$ word to the partial sum of the block．
Index the address section of the register 277756 by one．

Has the $\mathrm{n}^{\text {th }}$ word been transferred to storage？If AC is negative－no， return to $177755^{\circ}$
Read in the sum of the block．Is it the same as the sum in register 41？If it is，$A C=$ minus zero；go to 177742 d If it is positive．．．． stop the computer．The sum check is wrong．

## Constants

The last block has been stored and． the transfer control word was add Z。 Put trn Z in register 177777 and stop the computer．
Upon restarting，transfer control to register $Z_{\text {．}}$

The operate class commands used in the Input routine were:

$$
\begin{aligned}
& \text { opr 160,000 = CLL + CLR + IOS + R3C } \\
& \text { Clear AC and read three lines, cycling each time } \\
& \text { so that they are assembled as an } 18 \text { bit word in } \\
& \text { the AC. }
\end{aligned}
$$

opr $140,000=C L L+C L R=C L A$
Clear both halwes of $A C$.
opr 30,000 . Halt the computer.

It should be noticed that a trin instruction (10) has a one in the sign digital position. In registers 177744,45 , and 46 when the transfer control word "trn $Z^{19}$ is read into the accumulator, the trn 177756 will transfer control to 177756. Since register 177756 will contain trn $Z$ and the $A C$ still contains $\operatorname{trn} Z$, control will immediately be sent to register $Z$. This is a useful trick. (For example, transfering control to a subroutine with the exit word in the $A C$ )。

One other point of interest, if the word add $Z$ is in the $A C$ when instruction trn 177756 in register 177746 is performed, the $A C$ is positive and the next instruction will be add 177774. This will cause the octal number 200,000 to be added to the AC and since the first two bits of the word add Z are 01 , the result will be trn $Z$. This causes the instruction trn 177775 to be executed and 177775 will store the word $\operatorname{trn} 2$ in register 177777. The next instruction is the operate class command halt. Since the $A C$ is not disturbed, it will still contain trn $Z$. If the restart push button is activated, the tro $Z$ in register 177777 will transfer control to register $Z$ 。

XI TOGGLE SWITCH STORAGE
The TX -0 has an auxiliary memory system consisting of sixteen tegglemswitch registers which we shall refer to as toggle switch storage, TSS. The TSS can be used as a substitute for the first sixteen magnetic core registers 0 through 17. All sixteen registers of TSS can replace core registers 0 through 17 or they can be chosen individually to replace their respective core registers, ioe. TSS $_{6}$ can replace register 6 of core memory while the other fifteen can still be core.

The Live Register has been mentioned earlier as an aighteen bit flip-flop register with no address. Up to this point the only way referm ence could be made to it was by means of the operate class commands. The switches on the TSS panel allow the Live Register to be addressed like any other register. However, its contents can still only be changed by specific operate class commands or by data from the flexo typee writer (if the flexo input switch on the main console is in the on position)。

The sixteen registers of TSS are focated on the console. (See Figure 4) In addition to the eighteen toggle switches associated with each register there is a toggle switch located to the left of each register which we shall call "cmp and one to the right of each register which we shall call "lr"。Also located on the console is a master switch called "core memory select" or CM select. When the CM select switch is on, the first sixteen registers will always be magnetic core. When the Gid select switch is off then the first sixteen registers can be either magnetic core, toggle switch storage, or addresses of the live register.

The following is breakdown of the possible combinations:
CM Select Switch = OFF
Reg. $\mathrm{cm} \mathrm{TSS}_{\mathrm{x}}$ Ir

Case One
Register $x$ is TSS and the word in $x$ is Which is set by the toggle switches.

Case Two
$x$ is the address of the LR and the word in $x$ will always be the word in' the LR and not the toggle sw setting $W_{0}$.

## Case Three

Register $x$ is magnetic core and the toggle switch setting Weans nothing.

## Case Four

The core switch cm takes precedence over the Ir switch and this case becomes the same as case three.

Note that the Live Register may have one, two, three or sixteen different addresses $(0-17)$ or none at all if no Ir switch is on.
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APPENDIX A

TX 0 Console

1. Push Buttons
(a) Stop
(b) Restart
(c) Read-In
(d) Test
(ब) Tape Feed
2. Flip-Flop Indicators
(a) IR Two bit instruction register
(b) C Cycle
(c) RT Mode
(d) MR Memory Read
(e) MI Memory Inhibit
(f) PAR Parity
(g) SS Start Stop
(h) PBS Push Button Synchronizer
(i) IOS In Out Stop
(j) CH Chime Alarm
(k) LP Light Pen Flip $\infty$ Flops 1 and 2.
(1) PETR Photoelectric reader flip-flops $1,2,3$ and 4

- (m) Alarm Indicator

3. FlipmFlop Registers
(a) MAR
(b) PC
(c) $M B R$
(d) $A C$
(e) IR
4. Switches
(a) Suppress Alarm
(b) Suppress Chime
(c) Automatic Restart
(d) Automatic Read-In
(e) Automatic Test
(f) Stop on Cycle Zero
(g) Stop on Cycle One
(h) Step
(i) Repeat
(j) Printer Input
5. Toggle Switch Registers
(a) TAC - Toggle switch accumulator
(b) TBR - Toggle switch buffer register
(c) TSS - Sixteen toggle switch storage registers

## APPENDIX B

## Operate Class Command Summary

| CLL | $(0,8)$ | opr | 100,000 | Clear left AC |
| :---: | :---: | :---: | :---: | :---: |
| CIR | $(0,8)$ | opr | 40,000 | Clear right AC |
| IOS | $(0,8)$ | opr | 20,000 | Inoout stop |
| HLT | ( $\mathrm{D}_{\rho} 8$ ) | opr | 30,000 | Halt |
| P7H | $(0,8)$ | opr | 7,000 | Punch 7 holes |
| P6H | $(0,8)$ | opr | 6,000 | Punch 6 holes |
| PNT | $(0,8)$ | opr | 4,000 | Print |
| RIC | $(0,8)$ | opr | 1,000 | Read 1 line |
| R3C | $(0,8)$ | opr | 3,000 | Read 3 lines |
| DIS | $(0,8)$ | opr | 2,000 | Display |
| SHR | (1,4) | opr | 400 | Shift right |
| CYR | (1.4) | opr | 600 | Cycle right |
| MLR | $(1,3)$ | opr | 200 | MBR $\rightarrow$ IR |
| PEN | (1.1) | opr | 100 | Read light pen |
| TAC | (1,1) | opr | 4 | TAC ones $\Rightarrow$ AC |
| COM | (1.2) | opr | 40 | Complement $A C$ |
| PAD | (1.4) | opr | 20 | Partial ADD MBR and AC |
| CRY | (2.7) | opr | 10 | Partial ADD carry digits and AC |
| AMB | $(1.2)$ | opr | 1 | $\mathrm{AC} \rightarrow \mathrm{MBR}$ |
| TBR | (1.2) | opr | 3 | $T B R \rightarrow$ MBR |
| LMB | (1.3) | opr | 2 | LR $\rightarrow$ MBR |

## APPENDIX

## OPERATE CLASS COMMAND COMBINATION SUMMARY




FIG. 1
TX-0 COMPUTER ROOM


FIG. 3
TX-O MAIN CONSOLE PANEL
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FIG. 2
TX-O CONSOLE
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FIG. 4
TX-O TOGGLE SWITCH STORAGE

## ACCUMULATOR

01234567891011121314151617 | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ | $G$ | $H$ | $I$ | $J$ | K | L | M | N | O | P | Q | R |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | INSTRUCTION

MEMORY REG ADDRESS REGISTER



EXAMPLE: STORE THE OCTAL
WORD 356321 IN
REGISTER 40 OCTAL


| $A C$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 5 | 6 | 3 | 2 | 1 |


| IR |
| :---: |
| $s t$ |


| MAR |
| :--- |
| $40(0)$ |



FIG. 5
TAPE LAYOUT FOR READ-IN MODE OF TX-O



## 6M-4968

variants. A unique feature of the central computer is its ability to deal with operands in one 36 -bit, one 27 - and one 9 -bit, two 18-bit, or in four 9-bit configurations. These configurations are specified by each instruction -- a feature which permits the 9 -bit quarters of the arithmetic element to be connected in various ways to the corresponding quarters of the memory. Control is exercised over the activity of the quarters during the execution of the instruction.

THE LINCOLN TX-2 INPUT-OUTPUT SYSTEM
by James W. Forgie
The Lincoln TX-2 computer design uses the "multiple-sequence program technique" to permit the concurrent operation of a number of input-output devices. A stored program (instruction) counter is associated with each input-output device. The programs referred to by these counters time-share the hardware of the central computer, giving attention to the associated input-output devices as required. A priority system ranks the devices according to speed and type for efficient operation with a minimum of programming restrictions. The multiple-sequence program technique provides an environment in which buffer storage may be considerably reduced at a small cost in machine speed within the limits set by peak and average data rate considerations.

MEMORY UNITS IN THE LINCOLN TX-2 by Richard L. Best

There are three random-access core memories in TX-2 -- all of which may be operated independently and concurrently. Two of these are for conventional storage of data and instructions. The third is used as a file of index registers and program counters. The three types of core memories in TX-2 are described. The largest memory contains 65,536 words 37 digits long, and has a full cycle time of $61 / 2 \mu \mathrm{sec}$. The next largest is entirely transistor driven, contains 4,096 words, 37 digits long, and has a $6-\mu \mathrm{sec}$ cycle time. The smallest and fastest contains 64 words, 19 digits long, and uses external selection and two cores per bit to achieve a "read" cycle time of $l \mu s e c$ and a "write" cycle time of $3 \mu \mathrm{sec}$. Ferrite cores only 0.050 inches O.D. are used in the two smaller memories.

## TX-2 CIRCUITRY

by Kenneth H. Olsen
Only two basic transistor logic circuits are used in TX-2. Sur-face-barrier transistors in saturated emitter-follower circuits are grouped in parallel for "AND" "OR" operations; groups of inverter circuits are connected in series, parallel, or seriesparallel to perform more complicated logic operations. The
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Abstract: The information contained in this report was presented at the Western Joint Computer Conference held at Los Angeles, California, in February 1957. The papers given form the sections of this memorandum and are as follows:

THE LINCOLN TX-2 COMPUTER DEVELOPMENT
by Wesley A. Clark
Construction of the TX-2 computer at the Lincoln Laboratory of MIT is part of the Lincoln program for the study and development of large-scale digital computer systems. The Lincoln TX-2 incorporates several new developments in high-speed transistor circuits, large capacity magnetic-eore memories, and flexibility in machine organization and is designed to work efficiently with many input-output devices of different types. In the course of development of the TX-2, Lincoln has constructed a small self-checking multiplier system which is on life test, and a complete, though skeletal, general-purpose computer known as the TX-0 which is now in operation.

A FUNCTIONAL DESCRIPTION OF THE LINCOLN TX-2 COMPUTER by John M. Frankovich and H. Philip Peterson

The Lincoln TX-2 computer is a general-purpose, binary parallel machine with a code of 64 single-address instructions and 64 index registers. The design provides for a random-access memory of 260,000 36-bit words. The instruction code includes the usual arithmetic and logic operations executed at a peak rate of 160,000 36-bit additions per second, with several interesting
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TX-2 flip-flop is assembled from saturated inverters and emitterfollowers and incorporates enough amplification so that it appears to the logic designer as a simple switch over a wide range of loads.

Circuit tolerance to variations in transistor and other component characteristics, in temperature, supply voltages, and noise was studied in detail and designs were adjusted to minimize the effects of them. The study led to the selection of voltage sensitive parameters for indicating the deterioration of components with age and became the basis of the marginal checking system.
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## I. THE LINCOLN TX-2 COMPUIER DEVELOPMENT

## A. Introduction

The TX-2 is the newest member of a growing family of experimental computers designed and constructed at the Lincoln Laboratory of MIT as part of the Lincoln program for the study and development of large-scale, digital computer systems suitable for control in real time. Although, in general characteristics and design philosophy, it owes a great deal to its predecessors, Whirlwind I and the Memory Test Computer, the Lincoln TX-2 incorporates several new developments in components and circuits, memories, and logical organization. It is the purpose of this paper to summarize these new features and to give some idea of the historical development and general design objectives of the IX-2 program. Fig. 1 shows TX-2 in its present development stage.


Fig. 1. The Lincoln TX-O and TX-2 Computers

Foreground: TX-O console
Middle center: TX-O central computer frame
Right rear: Partially completed TX-2 frame showing pluginin
unit construction
Left rear: The 256 x 256 memory
B. History

With the development by Lincoln and IBM engineers of the SAGE computer for air defense, real-time control computer systems had
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reached an impressive level of size, sophistication, and complexity. The highly successful $64 \times 64$ coincident-current, magneticcore, memory array was in operation in the Memory Test Computer which had given up its earlier $32 \times 32$ array to Whirlwind. Vacuum tubes abounded in all directions. It was apparent that the further advances in system design which could be made by increasing memory size, eliminating vacuum tubes wherever possible, and organizing input-output buffering, control, and communications into more efficient forms, would be well worthwhile.

The development of a 256 x 256 , switch-driven, magnetic-core memory array was begun and the Philco surface-barrier transistor made its appearance. After some very promising bench experiments with flipoflops and logic circuits, it became apparent that this transistor was potentially well-suited to use in large-scale systems and warranted further study. Accordingly, plans were laid for a succession of experimental digital systems of increasing size and complexity which would make possible the development and evaluation of circuits using the surface-barrier transistors, and which would lead to a computer of advanced design that would be capable of making efficient use of the $256 \times 256$ memory.

A double-rank shift register of eight stages and containing about 100 transistors was constructed and put on life-test in April 1955. It has since been circulating a fixed pattern almost continuously with no known errors and no natural transistor failures.

As the next step, it was decided to build a small, high-speed, error-detecting multiplier and incorporate marginal checking and other system features. The value of a multiplier as a preliminary model had been well demonstrated by the 5-digit system built during Whirlwind's early development. The shift, carry, count, and complement operations, under closely controlled timing conditions, were felt to be representative of all of the operations in the manipulative elements of the type of computer planned. Accordingly, an 8-bit system using 600 transistors was designed and completed in August 1955 and has been in nearly continuous operation since. Operating margins are periodically checked, and in steady state operation, the multiplier's error-rate has been about one every two months or one error per $5 \times 10^{11}$ multiplications at 105 multiplications per second. Most of these errors appear to have been caused by cracks in the printed wiring which open intermittently.

During this period, a better idea of the general characteristics of the projected computer began to develop and the engineers who were designing the 256 x 256 memory were encouraged to think in terms of a word of 36 bits. The notion of a logically separate
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input-output processor was examined and rejected in favor of a minimum buffering scheme in which data is transferred directly to and from the central memory of the computer. The possibility was recognized of programming these transfers by means of additional program sequences and associated program counters, thus taking advantage of the extensive facilities of the central machine itself for processing input-output data.

It was realized that another development step was desirable before attempting such an elaborate 36-bit system. The 8-bit multiplier had produced a certain measure of confidence and familiarity with circuits, packaging, and techniques of logical design, but there remained the problems associated with communicating with memory units and input-output equipment operating at vacuum-tube levels over relatively large distances from a central machine which operated at transistor levels. It appeared that the memory development, which had now entered the construction phase, would also benefit by a preliminary evaluation of the $256 \times 256$ array and its switching, timing, and noise problems in an operating computer of some kind, possibly with a reduced word length. It was, therefore, decided to design and build next a simple machine - in fact, the simplest reasonable machine - in order to bring about an early intermediate closure of the various efforts within the program.

After some thought about the various possible minimal machines, a design was completed in which the word length would be 18 bits a graceful half of the projected final form. We began to refer to this computer as the TX-O and to the projected machine as the TX-2. Because the $256 \times 256$ memory array required 16 bits for complete addressing, the single-address instruction word of the TX-0 was left with 2 bits in which to encode instructions. The particular set of instructions chosen included three which required a memory address (add, store, and conditional jump) and one which did not. In this last instruction, the remaining 16 bits were used to control certain necessary and useful primitive operations such as clearing and complementing the accumulator, transferring words between registers, and turning on and off input-output equipment.

The TX-O, equipped with a Flexowriter, a paper-tape reader, and a cathode-ray tube display system was completed, except for the memory, in April 1956. Twenty planes of the 256 x 256 memory array were installed the following August and the TX-0, now containing about 3600 transistors and 400 vacuum tubes, began to function as a complete computer. Since that time, it has been used to run a variety of testing and demonstration programs, and a symbolic address compiler and other utility programs have been constructed and are currently in use.

Not only has the TX-O served the evaluational purposes for which it was built, but it has also demonstrated an effectiveness as a
usable computer that is somewhat surprising in view of its simplicity. Its relatively high speed of about 80,000 instructions per second and its 65,536 -word memory compensate In large measure for the limitations of its instruction code and logical structure.

With the successful completion of the TX-O, the final steps in the development were undertaken in packaging, circuit refinement, and logical design of the TX-2. A great deal had been learned about the performance of the transistors and memory, the types of logical circuits which are practical, techniques of marginal checking, and the lesser system problems such as color scheme selection and the proper location of pencil sharpeners. As design work progressed, the TX-2 took form as a system of about 22,000 transistors and 600 vacuum tubes. It is an interesting fact that at each step of the development since the shift register, the number of transistors involved was about 6 times the number in the preceding step. This is graphically shown in Fig. 2, At the time of writing approximately 16 million transistor-hours have accumulated in the shift register, multiplier, and TX-O. There have been two natural deaths and a dozen or so violent ones, primarily due to contact shorting with clip leads and probes.


Fig. 2. Steps in the Lincoln TX-2 Development Program
C. Design Objectives

In describing design objectives, it should be pointed out that speed of operation was not the primary consideration to which all other attributes were sacrificed. It would have been
possible, at the expense of a few more logic circuits, to increase the speed of multiplication, division, and shift-type operations. Similarly, the operation of the index register system could have been made more efficient at the cost of an additional small, fast memory. The principal objective was rather that of achieving a balance between the factors of speed, reliability, simplicity, flexibility and general virtue.

A key aspect is that of expandability which, in an experimental computer in an active environment, certainly ranks with the foregoing qualities in importance. The address structure in the TX-2 permits an expansion of the memory by about a factor of 4, partly to allow for new memory developments, such as the transistor-driven $64 \times 64$ array which was begun following the completion of TX-O. New instructions and pieces of terminal equipment will certainly be added during the course of future operation. Extra space and spare plugs have been artfully distributed about in constructing the computer frame. Finally, modular construction will permit a fairly easy physical expansion when required.

The result of all this activity has been a computer of relatively large capability. In addition to incorporating highspeed transistor circuits and a large magnetic-core memory array, the Lincoln TX-2 has two major and distinguishing design characteristics:

1. The structure of the arithmetic element can be altered under program control. Each instruction specifies a particular form of machine in which to operate, ranging from a full 36-bit computer to four 9 -bit computers with many variations. Not only is such a scheme able to make more efficient use of the memory in storing data of various word lengths, but it also can be expected to result in greater over-all machine speed because of the increased parallelism of operation.

Peak operating rates must then be referred to particular configurations. For addition and multiplication, these peak rates are given in the following table:

PFAK OPERATING SPEEDS OF TX-2
$\left.\begin{array}{cccc}\begin{array}{c}\text { Word Lengths } \\ \text { (in bits) }\end{array} & & \begin{array}{c}\text { Additions } \\ \text { per second }\end{array} & \end{array} \begin{array}{c}\text { Multiplications } \\ \text { per second }\end{array}\right]$
2. Instead of one instruction counter, the TX-2 has 32 such counters which are assigned separately to different users of the computer, who then compete for operating time from instruction to instruction. A special part of the machine selects a particular user based partly on a predetermined priority schedule and partly on the current needs of that user. This multiple-sequence operation, in which many essentially independent instruction sequences interrupt and interleave one another, is an extension of the breakpoint operation found in DYSEAC of the National Bureau of Standards.

The value of these features will have to be assessed during the course of future machine operation. The features themselves are discussed in more detail in the following sections of this report.

## II. A FUNCTIONAL DESCRIPTION OF THE LINCOLN TX-2 COMPUTER

## A. Introduction

TX-2 is a large-scale digital computer, designed and built at the MIT Lincoln Laboratory, which uses new memory and circuit components and some new logical design concepts. The computer will be a research tool in scientific computations, data-handling, and real-time problems. The design of the computer reflects not only the characteristics of the components available, but also the nature of the intended applications. This section describes the functions and organization of the computer that are important from the user's point of view.
B. General Structure of TX-2

TX-2 is a parallel, binary computer with words
36 digits long. The internal memory is random-access and will initially consist of 69,632 registers of parity-checked, magnetic-core memory and about 24 additional toggle-switch and flip-flop registers. About 150,000 instructions can be executed per second. Instructions are indexed, single-address type and a fixed-point, signed-fraction, ONE's - complement number system is used.

Several unusual ideas incorporated in the organization of the system reduce the amount of information unnecessarily manipulated during program sequences. Furthermore, the organization facilitates the execution of several operations simultaneously, thereby increasing the effective speed of the computer.

The principal registers and information paths in the computer are illustrated schematically in Fig. 3. A, B, C,D,E,F,M, and $N$ are the 36 -bit flip-flop registers in the machine. $M$ and $N$ are memory buffer registers, each of which has a parity flipflop and associated circuitry used to check the parity of memory words. P, Q, and X are 18-digit registers; X also has a parity digit which is used to check the parity of words in the X-memory. Control flip-flops are not shown in Fig. 3.

Instructions are full memory words and are placed in the control element during the instruction memory cycle. During the operand memory cycle, an operand is usually transmitted between the memory element and some other element-always through the exchange element. The 36-digit configuration of the memory is not, however, maintained throughout the computer during operation timing. A programmer can, in effect, simultaneously control several independent, with operands of shorter word lengths during the execution of each


Fig. 3 TX-2 System Schematic
instruction. This flexibility is realized by specifying a particular system configuration with each instruction.

The computer communicates with the outside world through units in the in-out element, several of which can be simultaneously operated. Whenever any piece of data (input or output) is ready to be transferred between an in-out unit and a register in the memory element, signals to the program element from the in-out element automatically call into operation the instruction sequence associated with the in-out unit. This process is referred to as multiple-sequencing and will be described in Section III of this report.

## C. Memory Element

The availability of a large, fast, core memory for TX-2 permitted an emphasis on the design of a machine with a completely randomaccess memory with a design capacity of 262,144 words. The homogeneous aspect of such a large memory system simplifies the programmer's coding problems and permits continued high-speed operation regardless of where the program is located in the internal memory.

The TX-2 memory element (Fig. 4) is divided into four, independently operating memory systems, each eontaining up to 65,536-digit words. The operating speed of TX-2 is determined by the cycle time for the memories: The 65,536-word S-memory is expected to have a cycle time of between 6.0 and $7.0 \mu$ secs, and the 4,096 $T$-memory, a cycle time between 5.0 and $6.0 \mu \mathrm{secs}$. Both memories have parity checks.

Although the U-memory is not presently specified, it may contain a 4,096 -word core memory in the initial system. The V-memory consists of 8 flip-flop registers in the central machine and 16 toggle-switch registers which contain the program sequence executed whenever the SIART button on the operator's console is pushed. The contents of the toggle-switch registers can be used as instructions or operands, but gannot be altered by a program. The six 36 -bit registers $A, B, C, D, E$, and $F$ are part of the $V$-memory, but their contents can be used only as operands during the execution of an instruction. The programmer has, in a limited sense, a twoaddress instruction machine when he refers to these registers in load and store type instructions. The other two flip-flop registers in the $V$-memory are a 60 -cps clock and a random-number register.

When an instruction calls for the storing of an operand in memory, the operand memory cycle can be extended up to $2.0 \mu \mathrm{secs}$. The extension occurs between the time that the memory register is read and the time that it is rewritten. During this extension, the contents of memory-registers in the central computer are transferred, the parity of the word read from memory is checked, and the parity of the new memory word is computed. Because the extended cycle is less than


EIg. 4. TX-2 Memory Element - Showing method of using two address. registers and two buffer registers to simultaneously operate two out of four memories
the two complete cycles usually used for instructions that modify words, computing efficiency is increased.

The P-register in the program element apecifies the location of an instruction in memory and the N-register in the control elew ment holds the instruction after it has bee. 1 read from memory. The first 2 digits (reading lef't to rlght) of $P$ select the memory system from which the instruction word is to be obtalned; the remaining 16 digits address the word within the memory, Similarly; the Q-register locates the operand in one of the memory systems, and the operand is placed in the M-register.

## D. Control and Indexing

An instruction word read into $N$ has the structure shown in Fig; 5 . The first 2 digits of the word specify information to the indout element, and the 4 cf digits specify the computer configuration. The interpretation of the b and $n$ digita is discussed in Section III. The cf digits are discussē̄ in subsection $\mathrm{H}, \mathrm{p} .17$.


Fid. 5. TX-2 Instruction
Word Structure
The operation code for the instruction 18 specified by the 6 op digits. On simple load and store type instructions, these


Fig. 6. Program Element Showing
paths enabling index adding and storing and loading program counter from the index memory and the exchange element

6 digits are further subdivided into two groups of three. The first group determines the operation and the second specifies the register in the central computer that is being loaded, or whose contents are being stored.

The base address for the operand, formed by the 18 y -digits, is usually modified by the contents of the index register selected by the 6 j-digits. The index-registers form a unique, 64register, parity-checked, core memory which has an access time of $1.0 \mu \mathrm{sec}$. The contents of the specified index register is read into the X-register of the program element via the paths indicated in Fig. 6. The base address and the index are fed into a full adder circuit which produces the sum, $X=y+(j)$, in about $1.0 \mu s e c$. The over-all complexity of the program element was reduced by having the adder produce both the sum, $Y$, and the unmodified base address, $\underline{y}$ : either of these quantities can be directed to the operand memory address register, Q. Whenever the FIRST $(j=0)$ index register is chosen, the adder produces only the unmodified base address. The effect is the same as having that index register contain ZFRO and the programmer can avoid index modification altogether.

The P-register which holds the memory address of instruction words, normally is indexed by one as each instruction is executed, but the output of the index adder is sometimes directed to $P$ when jump instructions are executed. The adder also provides a communication path for index jump instructions from the X-memory to the memory element by way of the exchange element.

## E. Arithmetic Element (Aic)

Fig. 7 shows the registers and sufficient basic operations in the arithmetic element for adding, multiplying, dividing, shifting, and executing various logic instructions. Operation timing for most of the TX-2 instructions is also performed in the arithmetic element.

The design of the $A E$ reflects the desire to attain high-speed operation for TX-2, even when the AE is carrying out lengthy instructions. The only instructions which take longer than one memory cycle for execution are those which involve shifting. These are, for example, multiplication, division, arithmetic and cyclic shifting, and normalization. Therefore, the AE contains a sufficient number of storage registers to permit these instructions to be carried out in the AE while the remainder of TX-2 is free to execute other instructions.

The four registers in the AE can each communicate with the E register in the exchange element and thus with the Memory Element. As mentioned earlier, these registers are addressable


Fig. 7. Circuits and Transfer Paths
(General) Of Any TXX-2 Arithmetic Element Forms
as part of the V-memory system. Therefore, programmers have access to the results in any register of an AE computation.

The AE registers, designated by $A, B, C$, and $D$, are described below:
The A-Register accumulates the results of all the arithmetic operations, except division, for which it holds the remainder. It holds one of the operands and accumulates the results of the three logic operations (AND, INCLUSIVE OR, EXCLUSIVE OR) which, it should be noted, are bit-wise operations. The information in the A-register can also be shifted (i.e. multiplied by some positive or negative power of two) or cycled (i.e. shifted, without preserving the special significance of the sign bit, as in a closed ring).

The B-Register serves as an extension of A during multiplication, certain shifts and cycles, and, in a sense, during division when the least significant digits of the double-length dividend are stored in B. The resulting quotient then appears in B. Moreover, the information in B can be shifted or cycled independently of A. In multiplication, the multiplier originally in A is transferred via parallel paths directly into B (where the least significant digit then controls the operation).

The C-Register stores the partial carries during arithmetic operations, which is most important during multiplication, as described later. Since these partial carries are actually bit-wise logic products AND, C is also used to accumulate logic products.

The D-Register holds the multiplicands, divisors, addends and one of the operands for the logic operations. It also holds the numbers which control the shifting and cycling of $A$ and $B$, namely the number of places, up to 62, and the direction, right or left. The ability of $D$ to count is used also to accumulate the results of normalizing $A$ and counting ONES in A.

Each of the $A E$ registers can aiso be complemented, thus allowing subtractions to be performed.

## F。 AE Circuits

There are four add-one circuits on $D$, so that different parts of $A$ and $B$ can be controlled separately and simultaneously. For simplicity, just one add-one circuit is shown in Fig. 7. These add-one circuits use the simultaneous carry principle, permitting one count every $0.4 \mu \mathrm{sec}$; each can count up to 127 .
The logical-product (AND) circuit of $A$ and $D$ into $C$ and the sum-modulo

2 (FXCLUSIVE OR) circuit of $A$ and $D$ into $A$ when used at the same time are called a partial add. When the complete-carry circuit is activated after a partial add, the result is a full addition of $D$ and $A$ into $A$. The complete-carry circuit uses the high-speed carry principle and takes about 1.5 usecs for 36 bits.

The partial-carry and shift-right circuit is also known as "multiply step" and was, we believe, first used on Whirlwind I. As it is used in multiplication, this circuit makes a full addition unnecessary for each ONE in the multiplier. Carries are extended only one stage during each step, except the last, when a complete carry is executed. The complete prcess takes about $16 \mu$ secs at most for a full, 36-digit multiplication. The process for division, on the other hand, requires a complete addition at each step and consequently takes about $72 \mu$ secs in the worst case.

Two features of the AE control should be mentioned here. A 7 -bit step counter, like the add-one circuit on $D$, controls multiplication and division and limits the shifting in normalizing and the cycling in counting ONE's. A flip-flop, which signifies overflow during addition and division, is also used to remember the sign of the product during multiplication and the sign of the quotient during division. If division causes an overflow, the sign is replaced by the overflow state and the quotient is lost.

Control of the arithmetic element is independent of the rest of the machine. Thus, non-AE instructions can be executed while the $A E$ continues to perform a long shift operation or a division.

## G. System Timing

The high speed of TX-2 is attained in part by overlapping the operation of as many components as is logically possible without incorporating large amounts of circuitry. The timeconsuming cyclic operations in an indexed, single-address computer are the instruction memory cycle, the index memory cycle, the index addition time, the operand memory cycle, and the operation timing. These cycles occur in the mentioned sequence during the execution of ordinary instructions. Several asynchronous "clocks," which use a 5-megacycle pulse-source, control the cycles. The instruction and operand memory cycles can be overlapped if they take place in different memory systems.

The overlap of these cycle times for a sequence of load-type instructions is illustrated in Fig. 8 (a). Here different
instruction and operand memory systems are assumed to have roughly equal cycle times. If a sequence of store-type instructions is executed which requires extended memory cycles for the operands, then the situation is as shown in Fig. 8 (b). Fig. 8 (c) shows the time used when both the instruction and the operand are in the same memory.
"Peak" operating speed for the computer is attained only when the situation is as shown in Fig. 8 (a); in the situation shown in Figs. $8(\mathrm{~b})$ and $8(\mathrm{c})$ the operating speed could be increased by adding circuitry, but only at considerable cost. It is interesting to note that if the computer is to run at peak speeds, the address of the operand used by the present instruction must be available before the earliest moment at which the next instruction memory cycle could begin. If the total accumulated time, from the beginning of an instruction memory cycle till the time that the address of the operand is known, is greater than the instruction memory cycle time, then the computer cannot run in the ideal manner shown in Fig. 8 (a). This means that the access time of memories and the index-add time must be kept as short as possible.

Fig. 8 (d) shows the timing of events when the in-out element causes a change in program sequence by changing the contents of the P-register. The additional X-memory cycle, which must be performed, produces a timing situation similar to that of the X-memory load and store instructions.

The operation timing for an instruction is executed when the operand is available from memory. Only the arithmetic element step-counter instructions (multiply, divide, shift, etc.) require an operating timing cycle longer than a memory cycle. Since only the arithmetic element is tied up by these instructions, the control element permits any non-arithmetic element instruction to be executed while the $A E$ is busy. Division takes up to $75 \mu$ secs, so the programmer can write as many as 14 non-AE instructions following a divide, all of which can be executed before the division is completed.

## H. Configuration Control

The design of a general purpose computer must necessarily reflect the contradictory demands for both short and long words, floating and fixed-point arithmetic operations, and a multitude of logic and decision instructions. The computer should be able to process information at an optimum rate, in a variety of problems, without the need for intricately coded programs. This ability should be achieved without excessively complex and costly circuitry.


Fig. 8 (a) Consecutive Load Type Instructions Instructions and Operands in Different Memories


Fig. 8(b) Consecutive Store Type Instructions


Fig. 8 (c) Instruction and Operand In Same Memory


Fig. 8 (d) Change Sequence


Fig. 9. TX-2 Configuration Selection

The 36-digit word of TX-2 represents a reasonable length for operands in some numerical computations, notably scientific and engineering computations. Though floating-point arithmetic operations are not included in the instruction code, both they and multiple-precision operations can be easily synthesized by means of the existing instructions. The logic instructions in the code facilitate operations on individual digits. Also, a configuration which the programmer specifies with each instruction permits him to perform arithmetic operations on operands that are less than 36 digits long. When operands are less than 36 digits, several can be manipulated simultaneously.

The four cf digits in an instruction word (see Fig. 5) are decoded as shown schematically in Fig. 9, selecting one of 16 configurations. The selected configuration, represented by a 9 -digit word, is placed in a flip-flop register whose output levels determine a static configuration for the entire computer while the instruction is executed. The notation used to represent the contents of the first 12 registers will be clarified in the following discussion.

The full 36-digit word length is always maintained for instruction words, but during operation timing, every 36-digit règister in the memory, exchange and arithmetic elements is considered as broken into 9-digit quarters, numbered from 1 to 4, right to left as in Fig. 10 (a). While the instruction is being executed, these quarters are recombined on the basis of the configuration.

Information is usually moved about in the machine by parallel transfers between registers (see Fig. 9). The EE permutation digits select one of the four permutations P0, P1, P2, P3, shown in Fig. 10 (b). The chosen permutation effects the corresponding cross-communication paths between the quarters of the E - and M-registers of the exchange element. While operands are transmitted through the EF , the quarters follow the set of paths determined by the selected permutation. The result is that the operand is shifted $9 n$ places to the left as it moves from $M$ to $E$ or $9 n$ places to the right as it moves from $E$ to $M, n=0,1,2$ or 3. Thus, the programmer can have any quarter of the AE communicate with any quarter of the ME.

This ability to communicate is focused more sharply by having the configuration specify a system activity (see Fig. 9). All operation timing events, in a given quarter of the AE and EE and the quarter of the ME connected via the selected permutation path in the EE, are controlled by the activity flip-flop on that quarter. If the activity flip-flop of a given quarter is a ONE, as specified by the configuration, the operation timing


Fig. 10 (a) Quartering Permutation Paths and Activity Flip-Flops Shown


Fig. 10 (b) Paths in Exchange Element

(b)

Fig. 11 (a) ith Quarter Coupling Units
(b) Coupling Unit Connections
events of the instruction occur in that quarter. If the activity flip-flop is a ZERO, nothing happens.

During the execution of arithmetic operations, the AE coupling digits (see Fig. 9) further specify the connections of the lateral information paths between quarters in the AE. Information flows laterally only through the shift and the carry circuits, and the connection of these circuits alone determines the word lengths of the numerical quantities manipulated in the AE.

As shown in Fig. 11 (a), every quarter of the AE has coupling units at each end which receive the shift and carry information entering the quarter. The general type of connections between several quarters is shown in Fig. 11 (b). The digit length of operands, during add and shift operations, is determined by the number of quarters coupled together. In TX-2, from 1 to 4 quarters can be coupled together to permit arithmetic operations on 9-, 18*, 27*, or 36-digit operands. The various combinations of couplingmunit connections actually chosen by the AE coupling are symbolized in Fig. ll (c). Since
 in the arithmetic element, the programmer can obtain 18*, 36-, $54-$, or 72 -digit shifts. All the possible shift (and cycle) configurations are shown in Fig. ll (d).

Only those inputs to the coupling units which would yield useful arithmetic element structures are realized by the AE coupling. It should be emphasized that the programmer can realize several arithmetic elements simultaneously. The coupling, (36), gives only one 36-bit arithmetic element, but the coupling, ( 18,18 ), gives two complete, independent, $18=$ bit arithmetic elements which are separately, but simultaneously, controlled by the instruction being executed. Two arithmetic elements are again available with the coupling, ( 27,9 ), one 27 bits and the other 9 bits long, and the ( $9,9,9,9$ ) coupling gives four, 9 -bit arithmetic elements. The permutation paths in the exchange element permit each arithmetic element to communicate with any quarter of a memory word and the activity flip-flops can specify just which of the realized arithmetic elements actually will be active and will communicate with the connected part of memory.

In Fig. 12, several examples are given of the different configurations which can be realized in TX-2. The most straightforward has one, 36-digit arithmetic element and communicates directly with memory. The notation, (PO, 36) signifies the permutation (no shift) and the form of the arithmetic element (one 36-digit). The underlining indicates that the whole system is active. Slightly more varied is the ( $\mathrm{PO}, 9, \underline{9}, 9, \underline{9}$ ) configuration which specifies four, 9-digit arithmetic elements communicating directly with memory, but with only two of them active. The (P2, 9, $\underline{9}, 9, \underline{\text { ) }}$ configuration
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Fig. 11 (c) TX-2 Configuration - Arithmetic Elements And Operand Word Structures
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Fig. 12. TX-2 Configurations
Areas Of Activity During Execution Of Instruction Shown
Shaded. Effect Of AF Couplings Illustrated By Juxtaposition Of Quarters
has the same arithmetic elements but with the associated memories interchanged. The ( $\mathrm{P} 2,18,18$ ) configuration illustrates an 18digit arithmetic element which uses the "other" half of memory.

One of the digits in the 9-digit configuration is at the moment unused, but will probably be used to control the extension of the sign of numbers as they pass through the $E E$ on the way from the ME to the AE . The scheme presently under consideration would permit programmers, for example, to add a 9-digit memory operand to an l8-digit arithmetic element. This scheme would permit closer packing of operands in memory and significantly increase the speed of solving some real-time problems, where the sign of short pieces of data must be extended so that higher precision can be maintained during computations. The working details of the scheme have yet to be fixed.

The memory from which the programmer chooses a configuration for use with each instruction was shown in Fig. 9. Twelve of the memory registers are fixed circuitry whose contents cannot be changed without changing the wiring of the computer. The configurations represented by the contents of these registers are assumed to be useful to most programmers. The last four registers in the memory consist of the 36 digits of the F -register. As will be seen, the programmer can quite simply alter the contents of this register and thereby obtain any of the possible configurations. The total number of distinct possible configurations is less than $2^{9}$.
I. Operation Code

Only 51 of the 64 possible operation codes are currently decoded to define instructions. In Table I the effect of each instruction is described. If the selected configuration defines several computers, the operation takes place in all of them simultaneously and independently. The notation used in the definition of the operation is described in Table II.

The instructions are grouped according to type. Load and store instructions transfer an operand between a selected register and memory. The load-complement instructions are variants which load the ONES complement into the selected registers. The Exchange instruction interchanges the contents of A and of the addressed memory register. The insert instruction allows any set of bits in A, as specified by the bits in $B$, to be stored in memory. The $j-b i t s$ of the load and store instructions, which refer to the index memory, select the index register involved so that the operand address is not modified.

All of the add and step-counter instructions can also be classed as load type instructions, in so far as the operand memory cycle
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is concerned. The multiply instruction forms the full product in the $A$ and $B$ registers. Division is the inverse of multiplication, the doublewlength divident in $A$ and $B$ being divided by the memory operand. The remainder is left in $A$ and the quotient in B. Normalize instructions shift the contents of $A$ and $B$ left until the magnitude of the number in $A$ is between one-half and one. The number of shifts to do this (the normalizing factor) is subtracted from the memory operand in D. Since more than 18 bits are required to specify all the possible shifts for the ( $2,2,9,9$ ) configuration, the shift and cycle instructions use a memory operand, rather than the address section of the instruction to specify the number of places to shift. The count ones instruction adds the number of ONE's bits in $A$ to the memory operand in D, thus providing a simple means for determining bit density in areas of storage, since the ONE's count for several words can be accumulated in D.

The two replace add instructions, using the index memory, facilitate instruction and index modification. Both require two memory-cycle times for execution.

The two in-out read instructions transmit information between the memory and the selected inmout unit. The details of these instructions and the in*out select instruction are given in Section III.

Single bits in memory can be manipulated with the three bitsetting instructions. The bit-sensing instruction facilitates the use of single bits in memory as operands The variety of available jump instructions simplifies the coding of, logic decision functions. The two index-jump instructions permit indexed program loops to refer successively in either the forward or backward direction to operands in a data block. The unconditional-jump instruction uses the cf digits to specify whether the selected index register will be used to remember the previous contents of P. These contents are always transmitted to the E-register whenever a jump occurs.

Arithmetic overflows can be caused by addition, subtraction, and division instructions. Such overflows as do occur are remembered in overflow flip-flops in the arithmetic element. The overflow condition can be detected by a jump instruction, or by the in-out element in a manner described in Section III. If an overflow is anticipated, however, it can be shifted into the A register by executing a normalize instruction. A normalize usually shifts $A B$ left. However, if an overflow exists, $A B$ is shifted right one place and the overflow placed in the most significant digit position of $A$ to the right of the sign digit. The memory operand is also increased by one in the $D$ register, rather than decreased. This
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interpretation of an overflow permits floating-point operations to be programmed very simply in the arithmetic element. The in-out select and operate instructions differ from all the others in the sense that the $y$-digits are used to specify different operations. In-out select chooses the mode in which an in-out unit will run. The operate instruction will control individual useful commands, e.g., round-off.

## J. Instruction Times

The average execution time for instructions depends upon whether one memory or two different, overlapped memory systems are used for instructions and operands. If one memory is used, the execution time is the sum of the instruction and operand cycle times; if two memories are used, the execution time is the longer of the two memory cycle time. It should be remembered that any instruction which involves storing an operand in memory has the normal operand memory cycle time extended by from 1.0 to 2.0 usecs. Instructions which alter or transfer the contents of index memory registers require approximately two memory cycles, even when instruction and operand memory cycles are overlapped.

Successive step-counter instructions require a time which depends upon the length of the longest active arithmetic element. In the case of multiply, divide, and count ONE's, this time is a function of the length of the operand word only, but the shift, cycle, and normalize times depend upon the number of places actually shifted. Divide requires about $2.0 \mu$ secs per digit and all other step-counter instructions $0.4 \mu \mathrm{secs}$ per digit. These shift times become significant only when they exceed the one or two memory cycles already required. In the worst 36 -digit case, about $75 \mu$ secs are required for division and $19 \mu$ secs for multiplication. A $72-\mathrm{place}$ shift would take $32 \mu$ secs. These are the times required for these instructions when they are written in sequence. If the operand word is shorter, then these times become proportionally less, down to the minimum memory times required.

## K. Summary

The organization of $T X-2$ permits a programmer, who pays considerable attention to coding details, to receive a worthwhile reward in the form of increased efficiency of operation. The operating speed can be doubled when instruction and operands are stored in different memories. Higher speeds result from sequencing instructions so that non-AE instructions are executed concurrently with AE step-counter instructions. And the ability to choose a configuration with each instruction means not only that some instructions take less time, but also that many of them can be eliminated from a program altogether.
However, this versatility and efficiency is not accompanied by a
disastrous loss in simplicity. The system organization is such that details can be easily ignored by the naive programmer, without the details having even subtly unfavorable effects. If all the digits in an instruction word are $Z E R O$, except for the operation code and the base address, then $\mathrm{TX}-2$ appears as a simple singleaddress computer with operand words 36 bits long and with a single, uniformly addressed, 70,000-word memory.

If the j-bits are used, then the machine is enlarged to become an indexed, single-address, computer, with operand words 36 bits long, for which the entire instruction code is meaningful. When the $b$ and $d$ bits are used, the programmer can control the manner in which several in-out units, running concurrently, can cause the computer to change program sequences. And by selecting various configurations, the programmer can perform more operations simultaneously with each instruction.

The different facilities for indexing, memory overlap, instruction overlap, multiple $\infty$ sequencing, and configuration can be ignored or used as the programmer desires. Ignoring them would seem to permit straight-forward coding; using them actually permits much shorter and faster codes for a given function. Each facility is represented by a clear concept of what the facility permits, the only real difficulty being the number of simultaneous actions possible with each instruction. However, higher speeds and greater system capacity are obtained by shorter cycle times, increased bit storage and greater simultaneousness of events. In TX-2, all three aspects are emphasized.

TABLE I



TABLR II


## Meaning

cees into
contents of $x$
indexed memory address
magritude of ( $x$ )
one's complement of ( $\mathbf{x}$ )
logical and operation
inclusive or operation
exclusive or operation
one's complement addition
number of lits to normalize
number of ones
$j$-th digit of register $Y$

## A. Introduction

The input-output system of the Lincoln TX-2 computer contains a variety of input-output devices suitable for general research and control applications. The system is designed in such a way that several input-output devices may be operated simultaneously. Since the computer is experimental in nature, and changes in the complement of input-output devices are anticipated, the modular scheme used will facilitate expansion and modification. The experimental nature of the computer also requires that the input-output system provide a maximum of flexibility in operating and programming for its input-output devices.

The input-output devices, currently scheduled for connection to TX-2, include magnetic-tape units for auxiliary storage; photoelectric paper-tape readers for program input; a high-speed printer, cathode-ray-tube displays, and Flexowriters for direct output; analog-to-digital conversion equipment; data links with other computers; and miscellaneous special-purpose equipment. This section will not be concerned with the details of these devices, but will limit itself to a discussion of the logical incorporation of them into the system.

In describing the TX-2 input-output system, occasional reference will be made to certain aspects of the design of other parts of the TX-2 as set forth in Section II.

## B. The Multiple-Sequence Program Technique

Of the various organizational schemes which permit the simultaneous operation of many devices, we have chosen the "multiple-sequence program technique" for incorporation in TX-2. A multiple-sequence computer is one that has several program (instruction) counters. If the program sequences associated with these program counters are arranged to time-share the hardware of the central computer, a machine can be obtained which will behave as if it were a number of logically separate computers. We call these logical computers sequences and therefore refer to TX-2 as a multiple-sequence computer. By associating each input-output device with such a sequence, we effectively obtain an input-output computer for each device.

Since the one physical computer in which these sequences operate is capable of performing only one instruction at a time, it is necessary to interleave the sequences if they are to operate simultaneously. This interleaving process can take place aperiodically to suit the needs of and under the control of, whatever individual input-output devices are operating. The number of sequences which can operate simultaneously, and the complexity of the individual sequences, is limited by the peak and average data-handling rate of the central computer hardware.

In a multiple-sequence computer, the main body of the computation can be carried out in any sequence, but if maximum efficiency of input-output operation is to be achieved, the bulk of arithmetic operations must be confined to a few special sequences, called main sequences, which have no associated input-output devices. The input-output sequences may then be kept short, and a large number of them can be executed at once.

## C. Multiple-Sequence Operation in $T X \sim$ ?

In TX-2, one-half of the index-register memory has been made available for storing program counters. Thus, a total of $32 \mathrm{se}-$ quences may be operated in the machine. (Actually an additional sequence of special characteristics is obtained by using index register number 0 as a program counter. This special sequence will be discussed later). Some of these sequences are associated with input-output devices. Others perform functions, such as interpreting arithmetic overflows that are called into action by conditions arising within the central computer. Finally, there are the main sequences which are intended to carry out the bulk of the arithmetic computations performed by the machine.

A priority scheme is used to determine which sequence will control the computer at a given time. If more than one sequence requires attention at the same time, control of the machine will go to the sequence having the highest priority and instructions addressed by its program counter will be executed.

Table I is a list of the sequences currently planned for inclusion in TX-2. They are listed in approximate order of priority with the hi.ghest at the top. Asterisks mark sequences which are not associated with any particular in-out device. A special sequence (number 0) has first priority and will be used to start any of the other sequences at arbitrary addresses. The next two sequences interpret alarms (under program control). These three sequences have the highest priorities, since they must be capable of interrupting the activities of other sequences. The input-output devices follow, with high-speed, free-running units carrying next highest priorities. The main sequences (we anticipate three) are at the bottom of the list. The priority of any sequence may be easily changed, but such changes are not under program control. Priorities are intended to remain fixed under normal operating conditions. The list totals about 25 sequences, leaving eight spaces for future expansion.

Switching between sequences is under the control of both the inputoutput devices (generalized to include alarms, etc.) and the programmed instructions within the sequence.

Once a sequence is selected and its instructions are controlling
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the computer, further switching is under control of the programmed instructions. Program control of sequence switching is maintained through two bits, called the break and dismiss bits, in each instruction. The break bit governs changes to higher-priority sequences. When the break bit permits a change, and some higherpriority sequence requests attention, a change will be made. The dismiss bit indicates that the sequence has completed its operation (for the moment, at least) and that lower-priority sequences may receive attention. The interpretation of the break and dismiss bits will be discussed in more detail.

## D. The TX-2 Input-Output Element

The TX-2 input-output element is shown schematically in Fig. 13. It consists of a number of input-output devices, associated buffers, and a sequence selector. Each device has enough control circuitry to permit it to operate in some selected mode once it has been placed in that mode by signals from the central computer. Associated with each device is a buffer storage of appropriate size. This. buffer may be large or small, to suit individual data-rate requirements, but the buffers used in TX-2 will generally be the smallest possible. For the most part, buffering for only one line of data from the device (e.g., 6 bits for a paper-tape reader) will be provided. Each input-output device is associated with one stage of the sequence selector. The sequence selector provides the control information necessary for proper interleaving of the program sequences. When it is desired to add a new input-output device to the computer, the three packages, in-out unit, buffer, and sequenceselector stage, must be provided.

As shown in Fig. 13, data is transferred between the input-output element and the central computer by way of the exchange element. Fig. 13 indicates two-way paths between the E-register and all in out buffers. Actually, most devices are either readers or recorders, but not both, and therefore require one-way paths only. Only the necessary paths are provided; the drawing simply shows the most general case.

Signals from the sequence selector connect the appropriate buffer register to the E-register to transfer data. When a sequence is selected (i.e., its program counter is supplying instruction loca. tions), the associated buffer is connected to the E-Register, and all other buffers are disconnected. A read instruction will effect a transfer of information between the buffer and the E-register. A particular buffer is thus accessible only to read instructions in the sequence associated with the buffer's in-out unit.

Fig. 13 shows paths from the Sequence Selector to a coder which proves an output called the program-counter number. These paths are used in the process of changing sequences to be described in a later section.


Fig. 14. TX-2 In-Out Element

Fig. 13 also shows paths for mode selection in the in-out element. The use of these paths is described in the next section under 2., ios.

## E. Input-Output Instructions

In addition to the break and dismiss bits on all instructions, the programmer has three computer instructions for operating the inputoutput system. There are two read instructions, $r d n$ and rds, which transfer data between the in-out devices and the central computer memory. The third instruction, ios, selects the mode of operation of the in-out devices.

## 1. rdn and rds

Both of the read instructions obtain a word from memory. If the in-out device associated with the sequence in which the read instruction occurs is in a reading (input) mode, appropriate bits of the memory word are altered, and the modified word is replaced in memory. If the in-out device is in a recording (output) mode, appropriate bits of the memory word are fed to the selected in-out buffer, and the word is replaced in memory. Thus, the same read instruction suffices for both input and output operations. The distinction between ran and rds lies in the assembling of full memory words from short buffer words. An rdn instruction will place the 6 bits from a tape reader in the right 6 bits of a 36-bit memory word. The remaining 30 bits will be left unchanged. An rds instruction for the same tape reader will place the 6 bits in a splayed pattern (every sixth bit across the memory word) and will shift the entire word one place to the left before replacing it in memory. Except for the shift, the other 30 bits remain unchanged. A sequence of 6 rds instructions, one for each of 6 tape lines and all referring to the same memory address, will suffice to assemble a full 36 -bit word.

The distinction between rdn and rds could be obtained from mode information in the in-out device, but the inclusion of both instructions in the order code allows the programmer to interchange the two types freely to suit his needs. The rdn: instruction makes use of the permutation aspect of the TX-2 configuration control and is, therefore, particularly convenient for dealing with alphanumeric Flexowriter characters. Configuration is not applicable to the rds instruction.
2. ios

The ios instruction serves to put a particular in-out device into a desired mode of operation. The j-bits of the instruction word, normally the index register number, in this case specify the unit number of the in-out device. This number is the same as the program


Fig. 13. TX-2 Sequence Selector Stage
counter number for the associated sequence, although the correspondence is not necessary. The y-bits of the instruction word specify the mode of operation in which the unit is to be placed. Two of the y -bits are sent directly to the $j$ th sequence selector stage and serve to control the sequence, regardless of the mode of its associated inout device. These two bits allow ios instructions to arbitrarily dismiss or request attention for any sequence in the machine. By means of these instructions, one sequence can start or stop all others in the machine. A third $y$-bit determines whether the mode of the in-out device is to change as a result of the instruction. If it is to change, the remaining 15 bits specify the new mode. An ios instruction occurring in any sequence can thus start or stop any sequence and/or change the mode of its in-out device.

A further property of the ios instruction is that it leaves in the E-register a map of the state of the specified in-out control prior to any changes resulting from the instruction itself; ios instructions may, therefore, be used to sense the state of the in-out system without altering it in any way.

## F. Sequence-Changing and Operation of the Sequence-Selector

At some point just before the completion of the instruction memory cycle in TX-2, the Control must decide whether the next instruction would be taken from the current sequence or from some new sequence. The information on which this decision must be based comes from the break and dismiss bits of the instruction word currently in use and from the sequence selector. Fig. 14 is a detailed drawing of one stage of the sequence selector. All stages, except that with the highestpriority are identical. The lowest-priority stage returns the final three control signals to the control element.

Each stage of the sequence selector retains two pieces of information concerning its associated sequence. One flip-flop (ss j.1) remembers whether or not the sequence is selected (i.e., whether or not it is receiving attention). The priority signal (labelled no higher priority sequence requests attention) passes from higher to lower priority stages until it encounters a stage which requests, but is not receiving, attention. Such a stage is said to have priority at the moment, and its output to the program-counter-number coder prepares the number of the new program counter in anticipation of a sequence change.

The process of changing sequences involves storing the program counter for the old sequence and obtaining the counter for the new. Actually, to speed up the over-all process, the new program counter is obtained first, so that it may be used while the old is being stored. Using the paths shown in Fig. 13, the new program counter number is placed in the j-bits of the N-register. The new program counter is then obtained from the X-memory and interchanged with the old program counter contents
which have been in the P-register.* The K-register, which has been holding the old program counter number since the last sequence change, is now interchanged with the j-bits, and the old counter is stored at the proper location in the X-memory. The state of the sequence selector is changed, to conform to the change of sequence, by sending a select new sequence command from Control. This command clears the ss $j .2$ flip-flop in the old-sequence stage and sets the ss j. 2 flipflop to a ONE in the new-sequence stage.**
F. Interpretation of the Break Bit

The programmer uses the break bit of an instruction word to indicate whether or not change to a higher priority sequence may occur at the completion of the instruction. The fact that a programmer permits a break does not mean that the sequence has completed its current task, but merely that no harm will be done if a change to some higher-priority sequence is made. Breaks should be permitted at every opportunity if a number of in-out devices are operating. The sort of situation in which a break cannot be permitted occurs when the E-register is left containing information which the program requires at a later step. If a change occurred in this case, the contents of the E-register would be destroyed and lost to the program.

When a break is permitted by the current instruction, a sequence change will actually take place only if some higher-priority sequence requests attention. A signal from the sequence selector to the control element provides this information (Fig. 14). When a break type of sequence change is made, the $s s^{\dagger}$ j.l flip-flop in the sequence selector remains unchanged, and the sequence which was abandoned in favor of one of a higher-priority continues to request attention.

## H. Interpretation of the Dismiss Bit

The dismiss bit is used by the programmer to indicate that the sequence presently in use has completed its task. To provide synchronization in the in-out system, dismiss bits must be programmed between attention requests from the in-out devices. In this case, the dismiss inoperation guarantees that the computer will wait for the next signal from the in-out device before proceeding with the associated program sequence.
The dismiss bit is also used to accomplish the halt function in

[^4]TX-2. A multiple-sequence computer halts when all sequences have been dismissed and all in-out units turned off. The priority signal from the sequence selector to the control element provides the information as to whether or not any sequence in the machine requests attention. When none request attention, the control stops all activity in the machine as soon as a dismiss bit appears on an instruction in the sequence being used. Activity is resumed in the machine as soon as some in-out device or push button requests attention.

The sequence change which results from a dismiss bit is identical with that resulting from a break except that a dismiss current sequence command accompanies the select new sequence command from Control to the Sequence Selector (Fig. 14).

## I. Starting a Multiple-Sequence Computer

In a single-sequence computer the starting process involves resetting the program counter to some arbitrary value and starting the control. In a multiple-sequence computer, the program counter for a particular sequence must be reset and the sequence started. In TX-2 a special sequence (number 0) has the highest priority and is used to facilitate starting. This sequence has the special feature that its program counter always starts at an initial memory location specified by a set of toggle switches. Attention for the sequence is requested by pushing a button on the console. By executing a short program stored in the toggle-switch registers of the V-memory, this sequence can start (or stop) any other sequence in the machine. The starting process for an arbitrary sequence involves resetting its program counter by means of an $1 d x$ (load index register) instruction, and starting its sequence with an ios instruction.

## J. The Arithmetic Element in Multiple-Sequence Operation

While efficient operation requires that the bulk of arithmetic operations be carried out in a main sequence, the arithmetic element in TX-2 is available to all sequences. Since once a change has been made to a higher-priority sequence, control cannot return to a lower-priority sequence until the higher-priority one has been dismissed, a simple rule allows the arithmetic element to be used in any sequence without confusion. If, whenever a higher-priority sequence requires the arithmetic element, it stores the contents of any registers it will need ( $A, B, C, D$, or $F$ ) and reloads them before dismissing, all lower-priority sequences will find the registers as they left them. This storing and loading operation requires time and, therefore, lowers the total handling capacity, but the flexibility obtained may well be worth the loss in capacity.

The step-counter class of arithmetic element instructions is a special problem. These instructions can require many microseconds to complete, and while TX-2 is designed to allow in-out and program element instructions to take place while the arithmetic element is busy, the case can arise in which an arithmetic element instruction (load, store, etc.) appears before the AE is finished with a step-counter class instruction. The machine would normally wait in an inactive stage until the operation is complete, but since there is a chance that some higher-priority sequence may request attention in the interim and have instructions which can be carried out, provision is made to keep trying changes to higherpriority sequences as they request attention. The machine thus waits in an inactive state only when no higher-priority sequences have instructions which can be performed. This provision allows the programmer to ignore the arithmetic element in considerations of peak- and average-peak rate calculations when he desires to operate a maximum number of in-out devices.

## K. Conclusions

Multiple-sequence operation of input-output devices, as realized in TX-2, has a number of significant characteristics. Among them are:
l. A number of in-out devices may be operated concurrently with a minimum of buffering storage.
2. Machine time is used efficiently, since no time need be lost waiting for input-output devices to complete their operation. Other machine activity may proceed meanwhile.
3. Each input-output device may be treated separately for programming purposes. Efficiency of operation is obtained automatically when several separately programmed devices are operated simultaneously, although average- and peak-rate limitations must be considered.
4. Maximum flexibility in programming for inputoutput devices is obtained. The full power of the central machine may be used by each input-output sequence if desired. Routines for each device may be as long or as short as the particular situation requires.
5. The modular organization of the input-output equipment simplifies additions and modifications to the complement of in-out devices
6. The organization of buffering storage allows the amount and kind of such storage to be tailored to the needs of the individual devices and the datahandling requirements to be met by the system.
7. The multiple-sequence program technique appears to be particularly well suited to the operation of a large number of relatively slow input-output devices of varying characteristics, as opposed to a smaller number of high-speed devices.

TABLE I
TX-2 Sequence Assignments in the Order of Their Priority

* Start-Over (special index register number 0 sequence)
* In-out alarms
* Arithmetic alarms (overflows, etc.)

Magnetic Tape units (several sequences)
High-speed printer
Analog-to-digital converter
Photoelectric paper tape readers (several sequences)
Light Pen (photoelectric pick-up device)
Display (several sequences)
MIC (Memory Test Computer)
TX-0
Digital-to-analog converter
Paper tape punch
Flexowriters (several sequences)

* Main sequences (three)
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## IV. MEMORY UNITS IN THE LINCOLN TX-2

## A. Introduction

The three, high-speed memories in TX-2 are random access and use ferrite cores. The largest has 65,536 words, 37 digits long, and operates at a cycle time of $6.5 \mu \mathrm{secs}$; it is referred to as the S-memory. The T-memory is driven entirely by transistors and has a capacity of 4,096 37-digit words with a $5.5-\mu \mathrm{sec}$ cycle time. The smallest and fastest is the X-memory which has a capacity of 64 19-digit words; its external word-selection and two cores per bit make possible an access time of $0.8 \mu \mathrm{sec}$ and a cycle time of $4.0 \mu \mathrm{sec}$.

## B. S-Memory ( 65,536 Words)

The S-Memory, (Fig. 15) is a coincident-current, magnetic-core unit with a storage capacity of 65,536 37-bit words. The bits in the word are read out in parallel, with a cycle time of $6.5 \mu \mathrm{sec}$ and an access time of $2.8 \mu \mathrm{sec}$. (Cycle time is the time between successive strobe pulses and access time is the minimum delay between setting the address register and strobing). The block diagram (Fig. 16) shows that two, 256-position, magnetic-core switches are used to supply the READ and WRITE current pulses to the $X$ and $Y$ selection lines. The operating characteristics of these switches are such that the contents of the address register are no longer needed after the READ half of the cycle, and the in-



Fig. 16. Block Diagram, S-Memory
terval between READ and WRITE may be extended several $\mu$ secs under computer control to permit the other operations to occur. Two coordinates are used to select a register during READ and three coordinates are used for WRITE. In each case, a $2: 1$ current selection ratio is used. The S-memory with 604 tubes and 1406 transistors, is a 37 -digit version of the 19-digit IXX-0 memory that has been described in the literature. 1 The basic operation of this type memory has also been described and will not be repeated here. ${ }^{2}$

## C. "IT" Memory (4096 Words)

The coincident-current, magnetic core, T-memory has 4096 37-bit words (see Fig. 17). The bits of the word are read out in paralied with a cycle time of $5.5 \mu \mathrm{sec}$ and an access time of 2.4 $\mu \mathrm{sec}$. A timing diagram is shown in Fig. 18. The computer program can extend, by any amount, the interval between READ and WRITE. Again, A $2: 1$ current selection ratio is used with two coordinates used to select for READ and three coordinates for WRITE. A total of 1460 transistors and 64 diodes are used (not counting the address and buffer registers and control).


Fig. 17. Block Diagram: T-Memory


Fig. 18. Timing, T-Memory

1. Mechanical Features

The $64 \times 64 \times 37$ pluggable array (Fig. 19) is contained within a 5-inch cube. (One plane is used for parity checking). The ferrite cores are 47 mils O.D., 27 mils I.D., and 12 mils thick. The material is similar to General Ceramics' S-1 and that is also used in the s -memory.


Fig. 19. Pluggable Array, T-Memory
2. Selection Circuits

The logic and circuitry of the memory-address register decoder is shown in Figs. 17 and 20. The input to the emitter follower AND gates is a d-c level of zero or -3 volts. Silicon diodes add a bias shift without the loss that would be associated with


Fig. 20. One Channel, Emitter Follower and Inverter AND Gates, T-Memory
a simple voltage divider. The +1.2 -volt supply for the inverter AND gates is a single divider for the whole memory - the load on the divider is constant.
Each inverter AND gate feeds a selection ifne driver (Fig, 21). Q4 passes the full selection line current ( +250 and -250 ma .) and is selected to have a minimum $\beta$ of 10 for current of either polarity. The transient back vollage of the selection line for this current is 12 volts. The series-connected emitter followers (Q1 and Q2) supply the large amount of current needed to cut off Q3 quickly during selection. The load for Q2 is such that a large surge of current is delivered to Q3 to turn it on quickly when this line is deselected.

F1g. 22 shows the circuit geometry planned for the read-write driver. Currents for READ and WRITE operations are supplied by the 150 -volt supplies through R2 and R1 respectively. The currents are switched into the proper selection line drivers by cutting off Q1 or Q2.

## 3. Digit Circuits

The input of the digit-plane driver shown in Fig. 23 is a standard logic level of 0 or -3 volts. Q 2 acts as a switch which connects a voltage source across the digit winding and the parallel R-C


Fig. 21. One Channel, Selection Line
Driver, TwMemory


Fig. 22. Read-Write Driver (2 needed),


Fig. 23. Digit-Plane Driver, T -Memory
combination. It can be turned on and off very quickly by virtue of the large overdrive of current into its base which is supplied by the combination of Q1 and its collector load. The adjustable resistor is used to set the correct d-c inhibit current which is measured across the $2-0 h m$ resistor; the $0.001-m f d$ capacitor speeds the current rise time in the digit winding.

In the sense amplifier, shown in Fig. 24, two 160 -ohm resistors terminate the sense winding and tie it down to ground. Constant $\mathrm{d} \sim \mathrm{c}$ emitter currents are supplied to $Q 1$ and Q 2 by the 13 K resistors. The voltage divider forms a stable, $\mathrm{d}-\mathrm{c}$, collector-to-base voltage and is composed of 1.3K resistors, which form a virtual center tap on the sense-winding by operating in conjunction with the 3.3 K resistor. Thus, with both the $\mathrm{d}-\mathrm{c}$ emitter current and the base-to-collector voltage stabilized, the operating point of Q1 and Q2 is also stabilized. Two 60- $\mu$ fd electrolytic capacitors in series tie the emitters of Q1 and Q2 together for signal gain. The 6.8 K resistors damp the transformer windings. There is no gain for a cormon-mode input, and a gain of about 22 for a differencesignal input (output measured across half the transformer secondary). The current through the 16 K resistor normally flows through Q5, but can be interrupted by an input signal that is large enough to overcome the bias on the 68 -ohm resistor. The 5 K variable resistance is adjusted so that a $50-\mathrm{mv}$ input signal will be just enough.


Fig. 24. Sense Amplifier, $\ddot{T}$-Memory

The normal ONE input signal is 100 mv . All of the +10 -volt, marginal-check lines are tied together so that the sense-amplifier clip levels may be remotely checked to determine the memory margins.

## D. X-Memory ( 64 Words)

There are three modes of operation of the $X$ memory: (1) READ-WRITE, (2) READ, and (3) CLEARWRITE. This magnetic-core memory requires external word-selection (two cores per bit) and has a storage capacity of 64 19-bit words. The bits of the word are read out in parallel with a cycle time of $4.0 \mu \mathrm{sec}$ and an access time of 0.8 $\mu \mathrm{sec}$. In this mèmory, cycle time is the time between successive strobe pulses with a repetitive READ-WRITE cycle; access time is, again, the minimum delay between setting the address register and strobing. A total of 434 transistors, 8 diodes, and 1 vacuum tube are used, excluding those for the address and buffer registers and control.

## 1. Operating Principle

The winding configuration of the single-plane unit is shown in Fig. 25. A word is selected externally by connecting the upper end of a word line (pt. Y, for instance) to a fixed point. The READ driver then puts out a current pulse $4-1 / 3$ times that required to switch a core on a $2: 1$ basis (Fig. 26). Only one of the two cores (per bit) is switched to the cleared state by this pulse because any previous WRITE operation would have left one core set and one cleared. The switched core generates a pulse in its digit line. This line passes through one of the cores in
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the same direction as the word line and through the other core in a direction opposite to that of the word line. Thus, the polarity of the pulse on the digit line during READ, indicates whether a ONE or a ZERO is being read out.

TO WORD SELECTION SWITCM


Fig. 25. Winding Configuration, X-Memory


Current always flows in the digit winding. The polarity is controlled by the flip-flop associated with that digit, and the amplitude is $1 / 3$ of the required switch current in a $2: 1$ system. The digit current is swamped out by the large read current and, therefore, has no effect during READ. During WRITE, a current of $2 / 3$ is sent down the selected word line. The digit current adds to the write current in one core and subtracts from it in the other, so that one core has a current of unity and the other a current of $1 / 3$. Thus, the current ratio used during WRITE is $3: 1$ with a disturb current of no more than $1 / 3$. Fig. 26 shows the timing and current relationships in cores A and $B$ of Fig. 25.

The cores used for the Xmemory are 47 mils OD, 27 mils ID, and 12 mils thick. The core material is similar to General Ceramics' type S-3 which differs from S-1 in that the coercive force required for switching is lower and the switching time is longer. We needed the low coercive force so that we could drive the cores with transistors. Access time remained short because, even with transistors, we could overdrive the cores during

Fig. 26. Timing Diagram, X-Memory


Fig. 27. $64 \times 38$ Memory Plane, X-Memory


Fig. 28. Section of Memory Plane, Enlarged, X-Memory

RFAD. Each winding makes sour turns on each core through which it passes. Fig. 27 shows the complete memory plane ( $4-1 / 4 \mathrm{x}$ $6-1 / 4$ inches) and Fig. 28 shows part of it enlarged. The cores are mounted on a lucite plate; the wires pass through openings made by the intersection of milled slots on one side of the plate with similar slots on the other side that are milled at right angles to the first. With each winding making four turns per core, the digit current is 8 ma , the write-driver output current is 18 ma , and the read-driver current is 117 ma .

A block diagram of the X-memory is shown in Fig. 29. The method of word selection used is determined partially by the computer's use of the outputs of the j-bits decoder. Either of two write drivers are used and the output of the first level selection determines which one.


Fig. 29. Block Diagram, X-Memory

## 2. Selection Circuits

One channel of the selection circuit is shown in Fig. 30. The $j$-bits decoder uses 5 -way emitter follower AND gates which drive parallel inverters ( $Q 6$ and Q7). The collector lead of these transistors provides an overdrive of base current into Q8 or Q9 during both selection and de-selection. When neither the read not the write driver is active, the word lines are free to float between 0 and -10 volts. Only one of the first level selection transistors (Q10 or Q11) will be saturated, so base current flows only into either Q8 or Q9. The read driver generates a negative pulse so


Fig. 30. Register Selection Circuit, X-Memory
that the large read current ( 117 ma ) flows in the normal direction through the $2 N \perp 23^{\prime}$ s. The write current flows in the reverse direction, but it is only 18 ma , and doesn't require a very high reverse $\beta$. A decoder such as that in the "T" memory would have used fewer transistors, but access time is at a premium here, so the faster circuit was used.

## 3. Read-Write Drivers

The read driver shown in Fig. 31 consists of three SBT transistors in series (because of the voltage needed) driving a 6197 pentode to saturationa.... The back voltage presented by the cores to this ariver is constant because, as mentioned before, it always switches one of the two cores in each pair. The 5:l transformer holds the tube load to a low value.


Fig. 31. Read Driver, X-Memory
The write driver (Fig. 32) is very simple - the current in the 1640 onm resistor is switched into the memory load during WRITE by saturating $Q 2$ which cuts off $Q 1$. Since the selection circuits are returned to -3 volts, the output terminal of this circuit is always below ground.


Fig. 32. Write Driver, X-Memory


Fig. 33. Digit Driver, X-Memory
4. Digit Circuits

The digit driver (Fig. 33) is connected directly to the corresponding flip-flop in the buffer X-register. One of the two transistors is always saturated so that current always flows in the digit winding and in a direction determined by the flip-flop. The terminals of the digit winding are connected to the input stage (Q1 and Q2) of the sense amplifier shown in Fig. 34 which responds to the voltage difference between the inputs. The open-circuit READ signal on the digit winding is a $0.25-\mu \mathrm{sec}$ pulse $\pm 0.5$ volt amplitude. The sense amplifier loads the winding to reduce the pulse to about half of this amplitude. A saturation signal is fed to the gates Q3 and Q5 so that the strobe pulse forces the flip-flop to the correct position. If the signal on the free end of the digit winding is positive, the flip-flop is left in the same state; if negative, the flip-flop is complemented.


Fig. 34. Sense Amplifier, X-Memory

## 5. Modes of Operation

The three modes of operation of the X-memory are READ-WRITE, READ, and CLEAR-WRITE. READ-WRITE has been described above. The READ operation, used when the contents of two registers are needed
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quickly, performs the necessary function of clearing both cores in each bit before writing. When the computer returns to WRITE in registers that have had a READ cycle only, the CLEAR-WRITE cycle is used. CLEAR-WRITE is the same as READ-WRITE except that the strobe pulse is eliminated. Actually, a WRITE cycle alone would be sufficient but the CLEAR-WRITE cycle was added as an aid to program trouble-shooting, since if a WRIIE operation should follow a previous WRITE operation on the same register, some bits would have both cores set. A subsequent READ would clear both cores, their outputs would subtract in the digit winding, and the response of the sense amplifier would be unpredictable.
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A. Circuit Configurations

Two basic circuits perform most of the logical operations in the TX-2 computer: a saturated transistor-inverter and a saturated emitter-follower. To the logic designer who works with them, these circuits can be considered as simple switches which are either open or closed.

The schematic diagram of an emitter follower and the symbol used by the logic designers is shown in Fig. 35 . With a negative input, the output is "shorted" to the -3 volt supply, as through a switch. When several of these emitter followers are combined in parallel, as in Fig. 36, any one of them will clamp the output to -3 V . We have then an OR circuit for negative signals and an


Fig. 35. Emitter Follower


Fig. 36. Parallel Emitter Follower

AND circuit for positive signals. The transistor inverter is shown in Fig. 37 with its logic symbol. Basic AND and OR circuits result from the connection of these simple switches in series or parallel, as in Figs. 38 and 39. More complex networks like the TX-2 carry circuit use these elements arranged in series-parallel as shown in Fig. 40.


Fig. 37. Inverter


Fig. 38. Parallel Inverters

Fig. 39. Series Inverters

In Fig. 37 the resistor, $R_{1}$, is chosen so that under the worst combinations of stated component and power supply variations, the drop across the transistor will be less than 200 mv during the "on condition". $\mathrm{R}_{2}$ biases the transistor base positive during the off condition to provide greater tolerance to noise, $I_{c o}$, and signal variations. Capacitance, $C$, was selected to remove all of the minority carriers from the base when the transistor is being turned off. The effect of $C$ on a test circuit driven by a fast step is shown in Fig. 41. Note that the delay due to hole storage is only a few millimicroseconds.


Fig. 40. TX-2 Carry Circuits


Fig. 41. Turn-Off Time

We run the circuits under saturated conditions to achieve stability and a wide tolerance to parameters without the need for clamp diodes. Unlike vacuum tubes, which always need an appreciable voltage across them for operation, a transistor requires practically no voltage across it. In spite of the delay in turning off saturated transistors, these circuits are faster than most vacuum-tube circuits. Faster circuit speed is not due to the fact that the transistors are faster than vacuum tubes, but because they operate at much lower voltage levels. A vacuum tube takes a signal of several volts to turn it from fully "on" to fully "off"; a transistor takes less than one volt.

## B. Flip-Flop

On the basis of previous experience, we decided that the advantages of having one standard flip-flop were worth some complication in TX-2 circuitry. The circuit diagram of the flip-flop package in Fig. 42 is basically an Eccles-Jordan trigger circuit with a three-transistor amplifier on each output. The input amplifiers isolate the pulse input circuits and give high input impedance. The amplifiers give enough delay to allow the flip-flop to be set at the same time that it is being sensed. Fig. 43 shows the waveforms of this flip-flop package when complemented at a 10 -megapulse rate. The rise and fall times, about 25 musec, are faster than one normally sees in a single inverter that pulls to ground and an emitter follower that pulls to -3 volts. Fig. 44 is a plot of the pulse amplitude necessary to complement the flip-flop at various frequencies. Note the independence of trigger sensitivity to pulse repetition rate. This circuit will operate at a 10 -megapulse rate, twice the maximum rate at which it will be used in TX-2.

The TX-2 circuits reproduced most often were designed with a minimum number of components to achieve economies in manufacture


Fig. 42. TX-2 Flip-Flop
and maintenance. The design of less frequently reproduced cir-


Fig. 43. Flip-Flop Waveforms


Fig. 44. Trigger Sensitivity


Fig. 45. $\tau$ Margins


Fig. 46. $\beta$ Margins
cuits made liberal use of components - even redundancy - to achieve long life and broad tolerance to component variations. The goal was system simplicity and high performance with a lower total number of components than might otherwise be possible. For example, the number of flip-flops in the IX-2 is small compared to the gates which transfer information from one group of flip-flops to another; so the flip-flops were allowed to be relatively complicated. But the TX-2 transfer gates were made very simple; a transfer gate is, in fact, only a single inverter. The emitter is connected to the output of the flip-flop being read and the collector is connected to the input of the flip-flop being set. The output impedance of the flip-flop is so low that, when the output is at the ground level, a pulse on the base of the transfer gate shorts the input of the other flip-flop to ground and sets its condition.

## C. Marginal Checking

We planned to incorporate marginal checking in the design of these circuits so that, under a process of regularly scheduled maintenance, deteriorating components could be located before they caused failure in the system. We also found it practical to use this technique, during the design of the circuits, to locate the design center of the various parameters and to indicate the tolerance of circuit performance of these parameters. A further application of marginal checking has been found in other systems during shakedown and initial operation to pin-point noise and other system faults not serious enough to cause failure and, therefore, very difficult to isolate by other means.

The operating condition of the inverters is indicated by varying the +10 -volt bias. In the flip-flop schematic in Fig. 42, the inverters were divided into two groups for marginal checking, and the two leads, labeled MCA and MCB, were varied one at a time for the most critical checking of the circuit. The curves in Figs. 43 and 44 show the locus of failure points for various parameters as a function of the marginal checking voltage. Fig. 45 shows the tolerance to tau, a measure of hole storage, and Fig. 46 shows the tolerance to $\mathcal{R}$, the current gain. Operating margins for supply voltages, temperature, and pulse amplitude are shown in Figs. 47 through 50.

## Packaging

The number of types of plug-in units was kept small for ease of production and to keep the number of spares to a minimum. The circuits are built on dip-soldered, etched boards and the components are hand-soldered to solid turret lugs. The boards are mounted in steel shells shown in Fig. 51 to keep the boards from flexing. The male and female contacts are machined and gold-plated. The sockets are hand-wired and soldered in panels as in Fig. 52.


Fig. 47. -10 Volt Supply Margins


Fig. 48. -3 Volt Supply Margins


Fig. 49. Temperature Margins


Fig. 50. Pulse Margins


Fig. 51. TX-2 Plug-in Unit


## Conclusion

The result of these design considerations is a 5-megapulse control and arithmetic element which will take less than 40 square feet of space and dissipate less than 800 watts of power. The simplicity of the circuits has encouraged a degree of logic sophistication which would not have been chanced before.
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## INTRODUCITION

TXX-0 is an experimental computer which was built to test transistar circuitry and a $256 \times 256$ magnetic core memory. Its terminal equipment consists of a photo-electric paper tape reader, a paper tape punch, an oscilloscope, and an input-output Flexowriter typerriter. Additional equipment such as magnetic tape, high speed printers, etc., will be added at a later date. Since it is a test computer, most of the computer time is deroted to marginal checking and the operation of test programs. However, the fact that such a large internal memory of 65,536 registers now exists prompted us to try some new programming techniques in the time available between test operations.

One technique was to use the bulk of the memory as a secondary storage medium instead of magnetic drums or magnetic tapes. Wes Clark wrote a conversion program using this idea. The result was a fast conversion process and one which could translate a flexible symbolic language. For example, address tags, address sections of instructions, and constants can now be expressed as English words as well as code letters and numerals. The conversion program has no tape scanning problems and can look at the whole program to be converted as many times as necessary in a very short period of time. A memo describing the rules of the conversion program's vacabulary is being written by Wes and should be available soon.

Another valuable technique which will be described in this memo is that of moving a complete utility system into memory (see Figure 1) as well as the program (or programs) to be operated and debugged. Using the input-output Flexowriter typewriter as a means of conmunication with the utility system, debugging at the console should be reasonably simple and convenient.
: Debugging at the console is not new. In fact, it is the oldest form of debugging. For the past few years it has been regarded as a great professional sin, but like most sins, it still exists, is rarely talked about, and hardly ever admitted. High costs and inefficiency
are the main reasons why it is condemned. At the present time most computers rent for approximately three hundred dollars per hour. The time saved by debugging at the console of the computer is usualiy far less valuable than the cost of the additiaanl computer time. The second reason is that at present, it is extremely difficult to get an objective view of what a program is doing or done while at the console. An attempt to find out usually requires manuai switch settings, limited examinations by push buttons, or trace program data which is not immediately available. A parallel argumemt is that thinking under pressure promotes poor reasoning and lots of bsid guesses. The general result is wasted time---debugging time as well as precious computer time.

In the face of these arguments why try to encourage or develop techniques for debugging at the console? For the reason that there are certain situations and applications for which the length of time between the instant that the first instruction is written and the moment that the results are produced, is of the utmost importance. In such cases any time that can be saved by using more computer time to debug at the console is more than worth the additional rental cost. Data Processing, Operational Research, and Real Time problems are rapidly producing more and more situations like this. Although these critical situations will involve only a amall percentage of the programs being operated on a given. computer, utility systems must be available to handle them.

There is atill the problem of the programer thinking on his feet, trying to find out what went wrong with his program and how to modify 1t. It is this phase in which we are extremely interested.

At the present time most utility programs do not provide enough imediate informetion to eneble a programer to find his error while he is still at the console. And if be can find it, few systare are capable of allowing him to make an immedite change without the preparation of a card, paper tape, or some other secondary input medium,
especially if he wants to retain the symbolic language of the conversion program. Another handicap is that he cannot examine any given part of his program without having previously prepared a request card or tape. And finally, the use of trace programs is desirable only to the extent that they are simple enough to invite their use by the programmer. A tracing program that can give a visual picture of what a program is doing is of much more value than one which produces reams of printed information.

## II DESCRIPTIONS OF INDIVIDUAL ROUTINES

Our first and most important reason for writing a direct utility system was to determine what routines would be most useful in assisting a programmer at the console. We therefore began with a minimum of specifications. The programing language was restricted to absolute addressed instructions and constants. This does not prevent a TX-0 programmer from writing his original program in relative form. The conversion program written by Wes Clark has a very flexible language and permits one to obtain an absolute addressed translation of a program which has been written in relative form. Later, when we have determined what the ideal direct utility system should contain we will include a more flexible programing language.

At the present time the system contains over a dozen routines. Some of them are very necessary and others provide services whose only importance lies in the fact that they reduce impatience on the part of the programmer. Each routine obtains its required information by asking speciife English questions on the console typewriter. The answers are typed on the same typewriter by the programmer and may be finglish words or numbers depending on the nature of the question asked.

## Expedite

The system was designed around a master dispatch routine called EXPKDITE. Its job is to read the Flexowriter coded symbols coming from the typewriter and recognize English words. There is a small English vocabulary in the system and each stored word has an instruction associated with it. This instruction tells EXPEDITE what to do once an incoming
word has been recognized. Most of the words are the names of the other routines in the system and the associated instructions inform FWPEDTE where the routines etact. EXPEDIIE not cnly acts as a dispatcher but is also used by the other routines as a subroutine when they require English answers from the console. Whenever a word is received which is not listed in the vocabulary, EXPEDITE informs the typist of the error. Also, should EXPEDITE receive its own name it will print out the words in its vocabulary.

## Hatk

The conversion program of the system is called HARK. Using HARK the programmer is able to call for specific ragisters for exanination and, if necessary, modification. When an examination is requested, HARK translates the binary contents of the requestel register into an octal addressed instruction. If the register contains the binary form of an operateclass command for which there is a three letter memonic code, HARK will type out the three letters which represent that operate-class command. When a modification is desired, the programmer may type the caange as an octal instruction, a coded operate-class compand, an octal number, or any combination of these three as long as they are separated by plus or minus eigns. (Part IV provides explicjt typing instructions.) Certain control keys of the typerriter allow a programner to examine and modify a series of registers very rapidly. When it is desirable, HARK will provide a bianary punched record of the modifications (in Read-In Mode formst). HARK is also capable of recognizing a request to transfer control to any register in the progrsm being debugged. When the programer is through with HARK, the Stop Code button is pressed and EXPEDITIE is ready to receive the name of another requested routine.

## Prince

Every utility sy.stem must have a storage print-out routine. Ours is called PRINCE. It requires three pieces of information from the programmer. They are:

1. The kind of page layout.
2. How the binary contents of storage are to be translated.
3. What range of storage is to be translated and printed.

To determine the kind of page layout PRINCE types, DO YOU WANT VERTICAL COLIMN LAYOUT. The answer "YEs" informs PRINCE that each printed page is to contain two columns of words. Each column will be 100 (octal) words long and the address sequence will run down the left column and then down the right. PRINCE will also lay out each page so that the address of the first word position in the left column will have a factor of 100 (octal). If the first word to be printed does not have an address with a factor of 100 , PRINCE will print the first word in the left column relative to its position from the last address with a factor of 100 . For example, if the address of the first word to be printed is 507, PRINCE will skip the first seven positions in the left column before printing the contents of register 507. In this way each page is laid out in a uniform manner. If "NO" is the answer to the first question, PRINCE will lay out 10 (octal) words to a line and $2^{9}$ words per page. Although the vertical column layout printing time is longer than the horizontal, it is more popular because it has room for comments and is laid out in the way in which most programs are written. Since PRINCE has only two kinds of page layout the answers YES or NO are sufficient. If more layouts had been available the question would have been reworded and the answer would have required specific English word(s); e.g., DOUBLE VERTICAL, SINGLB VERTICAL, HORIZONTAL, et.c.

DO YOU WANT OCTAL INSTRUCTIONS is the next question. "YES", is obvious. "NO", will inform PRINCE that each register in the range is to be translated as a constant.

The range is determined by the questions, WHAT IS THE FIRST ADDRESS TO BE PRINTED, and WHAT IS THE LAST ADDRESS. An octal address is required by the programer after each question has been typed. It is interesting to note that PRINCE uses EXPEDITE as a subroutine when it requires an English answer and HARK when it requires a numerical answer.

Following the reception of the last address to be printed, the range is printed out in the desired form. When the range has been printed PRINCE asks, IS THERE MORE TO BE PRINTED. "YES", returns control to the
first question again. "30", returas eoxtrol to EXPEDITE.

## Punchy

In order to allow the progranmer to retain a corrected binary record of his progran, we have iacluded a storage punch-out routine called PUNCHY. The first quention asked by PrPect: is, DO YOU WANT A TITILE. "YRs", will ceuse the question, WHAT I8 THE TITLE. The progronmer then types what he vants lebeled on the begiming of his tape. For example, SAMPLE TRST PROGRAM 25 FBB 57. "NO", will bypsss the title question and lead to the question that follows the title punch-out, namely, DO YOU WANT THE BORMAL INPUT ROUTINE LAYOUT. "YES", will remind PUNCHY to punch
 the requented range of etasage in the nomal Iaput Routine formst. "NO", will inform PUNCHY thent the range is to be punched out in Read-In Mode format. A FUNCTIONAL DSSCRIPTION OF THE TX-O COMPUTER ( $6 \mathrm{M}-4789$ ), explains the difference between the two kinds of binary layout. The Read-In Mode format is better for short ranges. The next two questions ask for the first and last address of the range to be punched out. The range is then punched out and then the question, ARE THERE MORE BLOCKS TO BE PUNCHED OUP, 1s \&ked. "YRS", returns control to the questions asking for range addresses. "NO", causes the question, WHAT IS THE ADDRESS OF THE STARTING INSTRUCTION, to be acked. After an address has been typed by the programer, the question, 30 YOU WANT THE COMPUTER TO STOP AFNEER READING IN THIS PUNCHED PROGRAM, is typed. "YRS", informs PUNCHY to punch out the staxting instruction 10 form which will cause the Rewd-In Hode or the Iaput Routine to stop the computer before transferring control to the indicated address. "MO", will cause the opposite. Once the YES or NO has bean received by FUMCHY, the starting instruction is punched out in the dawired form and cosirol if rotursod to HPPRDITE.

## R Ana Me

The ystem contain read-in routine similar to the Input Routine descrioed in $6 M-4789$. When EXPEDITE receives an $R$ followed by a carriage retura, control is transferred to the input routine. Once $R$ has read in a tape, the routine will print either GO TO or SUM ERROR, depending on
whether or not the tape was read in correctly. In either case control will be transferred back to EXPEDIIT so that a programmer can call for any one of the various routines in the system before operating his program. When he is ready to operate his program, the word ME will tell EXPPEDIIS to transfer control to the starting instruction which was on the end of the last tape read in by $R$.

## Surprise

The SURPRISE routine is a useful one which reviews all the registers of a given program and types out the addresses of those registers whose contents have changed from their original form. It is called SURPRISE because the information it produces usually comes as a big surprise to the programmer.

After a program has operated and erred, the binary tape is again placed in the photoelectric reader. EXPEDITE is given control and the word SURPRISE is typed by the programmer. The tape is then read in by SURPRISE and the address of each register whose contents have changed is typed out along with the present contents and the original contents (translated as octal instructions or coded operate class commands). The original contents are restored in each case and when the tape review has been completed, control is transferred back to EXPEDITE.

## Find

FIND is a routine which was born when we started to combine several programs in storage. We found that redundancy and confusion resulted when two or more programs were formed in memory. Areas which appeared to be empty were being used by other programs for temporary storage and programs were killing each other by store instructions or just strolling through certain crucial routines. We wrote FIND to help us find and avoid these difficulties. Its usefulness to a programmer probably depends on the length of his program and the number of small routines used to build it. FIND begins by typing the question, DO YOU WANT TO FIND A WORD, REFFRRENCES TO AN ADDRESS, OR SEARCH FOR AN OUTLAW TRN INSTRUCTION. The three possible answers are WORD, ADDRESS, and OUTLAW.

Word - When WORD is typed, FIND returns with, WYAT IS THE WORD. The onwer may be an octal instruction, a coded operate-elass command, an octal aumber, or any combination of the three as long as they are separated by plus or minus sigms. FIND then searches the whole of emory ( 20 secomds) and types out the addresses of those registers which contain that word. Whan all of memory has been examined, FIMD returns centrol to EXPEDITE. If mothing is found, FIND will print NO ADDRESS befor returning control to EXPEDITE.

Address - When ADDRESS is typed by the programmer, FIND returns with, WHAT IS THE ADDRESS. The answer must be ain octal number. FIND searchen the whole of memory and types out the addresses and coatents of those registers whose address sections agree with the addreas specified by the progromer. When all of memory has been examined, FIND will return control to EXPEDITE.

Outlaw- Have you ever had a program stop in some section of memory that was not even part of your program---or worse still, found. it sitting still in a block of registers which contained constants instead of instructions? Hov it got there is a good question, and usually a hard one to answer, siace it probably did not come to a complete stop as soan as it left your pregram. When OUTLAW is typed by the programmer, FIND returns with, WHESRE DLD YOUR PROGRAM STOP. An octal number is required. As soon as FID receivien the address it examines that register and those that precede it. It doubles biack through storage until it finds an instruction or eet of instructions which would cause an unconditional control transfer. The addram given it by the programer and the address following the unconditional transfer constitute an area which cannot be penetrated by control except by the use of a transfer control instruction. FIND then searches the whole of memory and examines each transfer instruction's address rection. If the address section's value falls within the area in questiam, the address of the register and the transfer instruction will be printed out. When ail of memory has been examined, FIND returns control to EXPEDITE. If nothing is found, NO ADDRESS will be printed
before returning control to EXPEDITE.

## Flow Chart Display

We mentioned earlier that we felt it was desirable to have a trace program which was able to give a programmer a visual picture of what his program was doing while he was at the console. The aystem has a routine which does this in a limited way. It is rather primitive but it may give an idea on how to accomplish the desired result. We call it The Flow Chart Display Subroutine. It performs two functions, the first of which is to display the four sides of a given box in a given area of the display scope. The second function is to keep a record of the sequence in which requests were made for all boxes. When the subroutine is requested the main program must supply three pieces of information, namely:

1. The $x, y$ coordinates of the lower left corner of the box to be displayed.
2. The width and height of the box.
3. The Flexowriter code for some letter or numeral which the subroutine can use to identify this specific box.

The purpose of the subroutine is to indicate the control path in a program to be debugged. This is accomplished by first dividing the program into sections and drawing a flow diagram in which each section is represented as a box. The diagram must be drawn on transparent paper superimposed on a TX-O Octal Graph Chart (see figures 3 and 4). When the diagram is completed the programmer notes the coordinates and dimensions of each section's box by referring to the Octal Graph Chart. In writing his program, he will insert a transfer control instruction to the Flow Chart Display Subroutine followed by the necessary information before each section's list of instructions. When the program is ready to be operated, the transparent copy of the flow diagram is placed on the face of the oscilloscope. During the operation of the program, as each section is performed, its corresponding box on the flow diagram will be illuminated. In this way the programmer will be able to follow the control path through his program. The number of times a box is illuminated for one operation of the section it represents, can be controlled externally
(by means of the toggle switch accumulator). This allows the programmer to control the speed of his picture or to shut it off completely.

## Path

When the program has stopped, the programmer may obtain a printed record of the sequence in which the sections were performed. This is done by transferring control to EXPEDITE and typing the word PATH. The result is a printed sequence of alpha numeric symbols ( 81 per line). When the print-out is completed, FINISHED is typed by PATH, and control is returned to EXPEDITS.

As an example, the boxes on the flow chart of Pigure 4 were lettered $a, b, c, d, e, f, g, h, l, r, m$, and $s$. A printed sequence from PATH might appear as:
abcdrmgcdrmgedrmgcldrmgcldrmgcdefgedefs
finished

## Be Brief

Once a programmer has become familiar with the questions of each routine there is no need to continue the lengthy wording of each question. When BF BRIEF is typed by the programmer EXPEDITE will reduce each question in every routine to one or two words. When it has completed this task and is ready to receive title requests again, it informs the programmer by typing YES SIR.

## III SUBROUTTNES

In writing the Direct Input Utility System we made an effort to incorporate as many subroutines as possible. This was done for two reasons. First, it makes the job of modifying the system much easier, and second, it privides a few subroutines that a programmer can use in his own program.

Each subroutine has been written so that it must be entered with a transfer control instruction in the accumulator. The address section
of this instruction should contain the address of the register where control is to be returned when the subroutine has completed its task. Unfortunately, TX-O is such a simple machine that it does not have the equivalent of a Whirlwind A Register. Therefore, it is necessary to program the return address when using subroutines. But since the computer and this system only exist to discover new potentials from large memories, we have no reason to complain. TX-2, the eventual home of our large memory, is a very efficient computer in every respect. The ideas developed on TX-O will be that much more powerful on TXX-2.

The following is a list of subroutines in the system which may be useful in other programs written for TX-O:
I. Storage Print-out
A. Vertical column layout

1. $2^{6}$ words/column, 2 columns/page
2. initial conditions
a. $173560=+0=$ instructions
$173560=-0=$ octal numbers
b. $\quad 173561=$ first address of range to be printed
c. 173562 = last address of range
3. Starting address of subroutine $=173323$
B. Horizontal layout
4. $2^{3}$ words/line, $2^{6}$ lines/page
5. initial conditions
a. same as for Vertical Column Layout
6. Starting address of subroutine $=172767$
II. Computer Word Print-out
A. Instructions
7. initial conditions
a. $\quad 177341=$ word to be translated and printed
8. Starting address of subroutine $=173140$
B. Octal number (address.)
9. initial zero suppression
10. Initial conditions
a. $177337=$ word to be transleted and printed
11. Starting sddress of subroutine a 177370
C. Octal Number
12. All six digits are printed
13. Initiel conditions
a. 177337 =word to be traxsisted and printed out
14. Starting address of aubroutine $=177710$
III. Bnglish Word Printer
A. See sppendix for ilat of Eaglish \%o*ds avéaxble and their corresponding sddresses.
B. The addresses of the words to be printed must be tored in the regiaters immediately iollowing tine transfar control instruction to this routine. The retura address mat be the address of the register folloning the register containing the address af the lust English word to be printed.
C. Starting address of the subroutine 173700
D. Example: print WHAT DO YOU WANT and a carronge return

WHAT $=174311$
$D 0=174234$
$Y O U=174237$
WANT $=174243$
CAR REMURTV $=174231$
Absolute Mddress Programing Symbitic Programang


Note: The TX-O Conversion Progrme written by Wes Clmis knows the adiresses ot all the worde in the vocebulacy of the sygtem. This is schieved by Flexowriter dictionaxy tape. Bach woxd on the tage has a spece separsting each letter so thot should there be a redundancy between an Fnglish word to be processed by this subroutine, and one wich the programmer is using an an adreas tag, the conver別sa progran wil not be confused; i.e., te t ve teet.

IV Computer Word Reader (HARK)
A. This subroutine will read one word terminated by a carriage return or tab.
B. The binary translation of the word will be in register 176737 when control is transferred back to the main program.
C. Starting address of the subroutine $=176333$
V. Word Answer Reader (EXPEDITE)
A. This subroutine will read a YES or NO terminated by a carriage return or tab.
B. Register 173322 will contain a +0 for YES and a -0 for NO when control is returned to the main program.
C. Starting address of the subroutine $=173307$
D. Other English answers must be programmed and their words added to the vocabulary of EXPEDITE.
VI. Storage Punch-out
A. Read-In Mode Format

1. Initial conditions
a. $\quad 172506=$ first address of range to be punched out
b. $172510=$ lest address of range
2. Starting sddress of subroutine $=172041$
B. Normal Input Routine Format
3. Initial conditions
a. $172504=+0=$ Input routine will be punched out first in Read-In Mode Format before range is punched out. $-0=$ no Input Routine leader.
b. $172505=$ first address of range to be punched out
c. $\quad 172507=$ last address of range
4. Starting address of subroutine $=172100$
C. Starting Instruction Punch-out
5. Initial conditions
a. $\quad 172511=$ add (starting instruction address) if stop efter read-in is desired.
$=\operatorname{trn}$ (starting instruction address) if no stop after read-in is desired.
6. Starting address of subroutine $=172203$
D. Blank tape feed-out
7. This routine feeds out six inches of blank tape.
8. Starting address of subroutine $=172213$

Word - When WORD is typed, FIND returns with, WYM IS THE WORD. The anower may be an octal instruction, a coded operate-elass command, an octal number, or any combination of the three as long as they are separated by plus or minus sigms. FIND then searches the whole of memory ( 20 secomds) and types out the addresses of those" registers which contain that word. What all of memory has been examined, FIND returns centrol to EXPEDITE. If mothing is found, FIND will print NO ADDRESS befor returning control to EPEDITTB.

Address - When ADDRESS is typed by the programner, FIND returns with, WHar Is THE ADDRESS. The answer must be ain octal number. FIND searchen the wole of memory and types out the addresses and coatents of those registers whose address sections agree with the addrees specified by the programer. When all of memory has been examined, FIND will return control to EXPEDITE.

Outlaw- Have you ever had a program stop in some section of memory that was not even part of your program---or worse still, found. it sitting still in a block of registers which contained constants instead of instructionaf How it got there is a good question, and usually a hard one to answer, siace it probably did not come to a complete stop as soon as it left your pregram. When OUTLAW is typed by the programmer, FIND returns with, WHERRE DID YOUR PROGRAM STOP. An octal number is required. As soon as FIWB receive the address it examines that register and those that precede 1t. It doubles back through storage until it finds an instruction or et of instructions which would cause an unconditional control transfer. The addrams given it by the programmer and the address following the unconditiomal transfer constitute an area which cannot be penetrated by control except by the use of a transfer control instruction. FIND then searches the whole of memory and examines each transfer instruction's address section. If the address section's value falls within the area in question, the address of the register and the transfer instruction will be printed out. When ail of memory has been examined, FIND returns control to EXPEDITE. If nothing is found, NO ADDRESS will be printed
before returning control to EXPEDITE.

## Flow Chart Display

We mentioned earlier that we felt it was desirable to have a trace program which was able to give a programmer a visual picture of what his program was doing while he was at the console. The aystem has a routine which does this in a limited way. It is rather primitive but it may give an idea on how to accomplish the desired result. We call it The Flow Chart Display Subroutine. It performs two functions, the first of which is to display the four sides of a given box in a given area of the display scope. The second function is to keep a record of the sequence in which requests were made for all boxes. When the subroutine is requested the main program must supply three pieces of information, namely:

1. The $x, y$ coordinates of the lower left corner of the box to be displayed.
2. The width and height of the box.
3. The Flexowriter code for some letter or numeral which the subroutine can use to identify this specific box.

The purpose of the subroutine is to indicate the control path in a program to be debugged. This is accomplished by first dividing the program into sections and drawing a flow diagram in which each section is represented as a box. The diagram must be drawn on transparent paper superimposed on a TX-O Octal Graph Chart (see figures 3 and 4). When the diagram is completed the programmer notes the coordinates and dimensions of each section's box by referring to the Octal Graph Chart. In writing his program, be will insert a transfer control instruction to the Flow Chart Display Subroutine followed by the necessary information before each section's list of instructions. When the program is ready to be operated, the transparent copy of the flow diagram is placed on the iace of the oscilloscope. During the operation of the program, as each section is performed, its corresponding box on the flow diagram will be illuminated. In this way the programmer will be able to follow the control path through his program. The number of times a box is illuminated for one operation of the section it represents, can be controlled externally
(by means of the toggle switch accumulator). This allows the programmer to control the speed of his picture or to shut it off completely.

## Path

When the program has stopped, the programmer may obtain a printed record of the sequence in which the sections were performed. This is done by transferring control to EXPEDITE and typing the word PATH. The result is a printed sequence of alpha numeric symbols ( 81 per line). When the print-out is completed, FINISHED is typed by PATH, and control is returned to EXPEDITF.

As an example, the boxes on the flow chart of figure 4 were lettered $a, b, c, d, e, f, g, h, l, r, m$, and $s$. A printed sequence from PATH might appear as:
abcdrmgcdrmgedrmgcldrmgcldrmgcdefgedefs
finished

## Be Brief

Once a programmer has become familiar with the questions of each routine there is no need to continue the lengthy wording of each question. When BE BRIEF is typed by the programmer EXPEDITE will reduce each question in every routine to one or two words. When it has completed this task and is ready to receive title requests again, it informs the programmer by typing YES SIR.

## III SUBROUTINES

In writing the Direct Input Utility System we made an effort to incorporate as many subroutines as possible. This was done for two reasons. First, it makes the job of modifying the system much easier, and second, it privides a few subroutines that a programer can use in his own program.

Each subroutine has been written so that it must be entered with a transfer controi instruction in the accumulator. The address section
of this instruction should contain the address of the register where control is to be returned when the subroutine has completed its task. Unfortunately, TX-0 is such a simple machine that it does not have the equivalent of a Whirlwind A Register. Therefore, it is neceasary to program the return address when using subroutines. But since the computer and this system only exist to discover new potentials from large memories, we have no reason to complain. TX-2, the eventual home of our large memory, is a very efficient computer in every respect. The ideas developed on TX-0 will be that much more powerful on IX-2.

The following is a list of subroutines in the system which may be useful in other progrems written for TX-O:
I. Storage Print-out
A. Vertical column layout

1. $2^{6}$ words/column, 2 columns/page
2. inftial conditions
a. $173560=+0=$ instructions $173560=-0=$ octal numbers
b. $173561=$ first address of range to be printed
c. 173562 = last address of range
3. Starting address of subroutine $=173323$
B. Horizontal layout
4. $2^{3}$ words/line, $2^{6}$ Ines/page
5. initial conditions
a. same as for Vertical Column Layout
6. Starting address of subroutine $=172767$
II. Computer Word Print-out
A. Instructions
7. initial conditions
a. $177341=$ word to be translated and printed
8. Starting address of subroutine $=173140$
B. Octal number (address)
9. initial zero suppression
10. Initial conditions
a. $177337=$ word to be translated and priated
11. Starting address of subroutine 177370
C. Octal Number
12. All six digits are printed
13. Initial conditiona

$$
\text { a. } 177337 \text { =word to be translated axd printed out }
$$

3. Starting address of aubroutine 377710
III. Fnglish Word Printer
A. See appendix for ilat of Eaglish wosds argeisble und their corresponding addresses.
B. The addresses of the words to be printad nust be tored in the regiatarg immediately following the transiar control instruction to this routine. The returs wdress mat be the address of the register following the register containing the address af the lasi English wori to be printed.
C. Sterting address of the subroutine 173700
D. Example: print WHAT DO YOU WANT and a carronge return

$$
\begin{aligned}
\text { WHAT } & =174311 \\
\text { DO } & =174234 \\
\text { YOU } & =174237 \\
\text { WANT } & =174243 \\
\text { CAR RETURW } & =174231
\end{aligned}
$$

| Absolute Ndiress Progromming |  | Symbolic Progromming |  |
| :---: | :---: | :---: | :---: |
| 1001 | cla | question, | cla |
|  | sid 200 |  | scal tn+enswer |
|  | \$rm 173700 |  | try Eagligh |
|  | 174.311 |  | v h \% |
|  | 174234 |  | do |
|  | 174237 |  | y 0 u |
|  | 274243 |  | \% $\mathrm{m}_{\text {\% }}$ |
|  | 174231 |  | crreturn |
| 110 | cle | samper, | cla |
|  | etc |  | etc |
|  | etc |  | etc |
| 200 | $\operatorname{trn} 210$ | Fnglish $=$ | 73700 |

Note: The TX-O Conversion Frogrem written by Wes Clink knows the adaresses ot 211 the words in the vocobulaxy of the system. This is schieved by alexowritar dictionaxy tape. Fach woxd on the tape has apsee separsting each letter so thot should there be a redundancy between an English word to be processed by this subroutine, wad one wileh the programmer is using a. an address tag, the conver我isn progran will not be copfused; i.e., tetvetert.

IV Computer Word Reader (HARK)
A. This subroutine will read one word terminated by a carriage return or tab.
B. The binary translation of the word will be in register 176737 when control is transferred back to the main program.
C. Starting address of the aubroutine $=176333$
V. Word Answer Reader (EXPEDITE)
A. This subroutine will read a YES or NO terminated by a carriage return or tab.
B. Register 173322 will contain a +0 for YES and a -0 for No when control is returned to the main program.
C. Starting address of the subroutine $=173307$
D. Other English answers must be programmed and their words added to the vocabulary of EXPEDITE.
VI. Storage Punch-out
A. Read-In Mode Format

1. Initial conditions
a. $172506=$ first address of range to be punched out b. $172510=$ last sddress of range
2. Starting sddress of subroutine $=172041$
B. Normal Input Routine Format
3. Initial conditions
a. $172504=+0=$ Input routine will be punched out first in Resd-In Mode Format before range is punched out. $-0=$ no Input Routine leader.
b. $172505=$ first address of range to be punched out
c. $\quad \mathbf{1 7 2 5 0 7}=$ last address of range
4. Starting address of subroutine $=172100$
C. Starting Instruction Punch-out
5. Initial conditions
a. $172511=$ add (starting instruction address) if stop after read-in is desired.
$=\operatorname{trn}$ (starting instruction address) if no stop after read-in is desired.
6. Starting address of subroutine $=172203$
D. Blank tape feed-out
7. This routine feeds out six inches of blank tape.
8. Starting address of subroutine $=172213$
VII. Flow Chart Display and Sequence Record
A. Sequence reset subroutine
9. This routine is used when a new sequence is to be remembered. It is usually requested once at the beginning of a program.
10. Starting address of the subroutine $=171246$

## B. Flow Chart Display

1. This subroutine illuminates the boxes of a transparent copy of a flow diagram which is mounted on the face of the display scope. It al.so remembers the sequence in which the boxes were iilumineted.
2. The three registers followizg each transfer control instruction to this subrousine must contain the following:
a. First reg $=$ octal values of the $x, y$ coordinates of the lower left corner of the box to be displayed. e.g., if $x=10$, and $y=300$, then lst reg. $=010300$.
b. Second reg $=$ octal values of the width and height of the box to be displayed. e.g., if width $=70$, and height $=50$, then 2nd reg. $=070050$.
c. Third reg $=$ flexowriter code for letter or numeral used to identify the box being displayed. The code is written as a six digit octal number. e.g., if letter $=\mathrm{r}$, 3rd reg. $=$ 010100.
3. The return address must be the address of the fourth register Pollowing the trensier control instruction to this subroutine.
4. Starting adiress of the subroutine $=171000$
5. Example: Consider the program llow chart of iigure 4. Let us assume that we are going to write the request which will display the box that represents that section which does the indexing and compares $X I$ and $X K$. The request is written in the program just before the inetructions which actusily do the indexing and comparing. The coordinates of the lower left corner of the box are $-40,-310$. The width of the box is 100 and the height is 70. The Flexowriter code for $g$ is 110100 . The request in instruction form would be:

$200 \operatorname{trn} 106$

## C. Sequence Print-out

1. This subroutine will print out the letters and numerals which represent the various sections of the program in the sequence that they were performed.
2. Using this routine, the sequence may be printed out at any time during the operation of the program. If it is not desirable to continue remembering the whole sequence then this routine should be followed by the Sequence Reset routine.
3. Starting address of the subroutine $=171257$

## PART IV Typing Directions

To use the Direct Input Utility System of $T X-0$, read in tape no. 18(latest mod). Be sure the TYPE IN switch is in the on position and start the program at register 175100. This will transfer control to EXPEDITE which is the titlearead routine for the System. If you are not acquainted with the names of the other routines, type
expedite and a carriage return.
This will cause the computer to type out the list of the names.e.g.
expedite $\gamma$
bebrief
word
address
find
hark
surprise
outlaw
punchy
prince
yes
no
expedite
me
$r$
path
If a name is typed incorrectly or is not in the above list, EXPEDITE will inform you of the fact. For example let us assume that you typed
be breif and a carriage return.
Spaces and upper and lower case are ignored but misspelling is not anticipated. Therefore EXPEDITE would have typed out the following:
error bebreif

HARK
To transfer control to the system's conversion program, type
hark and a carriage return.
Case 1. TO EXAMINE A REGISTER:
Type the address of the register, a vertical bar and an equal sign. HARK will type out the contents of the register as an octal instruction, a tab, and then wait for a modification. Since no modification is to be made, the typist will type a carriage return and procede to examine some other register. egg. examine registers 174 and 300.

typist HARK typist

typist HARK
typist

Case 2. EXAMINE AND MODIFY A REGISTER
Octal instructions, coded operate class commands, octal numbers, and any combination of these three separated by plus or minus signs may be used to express a modification. egg. change register $17^{4}$ to contain add 157.


Case 3. MODIFY A REGISTER WITHOUT EXAMINING IT
$174 \mid$ add 157,2
typist

Case 4. MODIFICATIONS OF A SERIES OF REGISTERS

$$
174 \mid \text { add } 157
$$

s to 300
$+234$
In this case registers 174,175 , and 176 would have been changed to add 157, sta 300, and +234 . Each time a modification is typed and terminated the current address in HARK is indexed by one. Extra carriage returns and tabs are ignored.

Case 5: EXAMINATION AND MODIPICATION OF A SERIES OP REGISTERS


Using the carriage return to terminate a modification you can see that it is necessary for the typist to type the next address and an equal sign in order to obtain the examination. This is not necessary if the modification is terminated by a period. egg.


The period will cause HARK to store the modification, produce the carriage return, type the next address, the verifical bar, the contents of the register, a tab, and then wait for another modification from the typist.

## Caze 6. EXAMINATION OF A SERIES OF REGISTERS

The period is also helpful when a series of registers is to be examined without modifications. When HARK receives a period from the typewriter it checks to see whether a modification has been typed. If a modification has not been typed HARK will merely produce a carriage return, type the next address, a vertical bar, the contents of the register, and a tab. e.g. Typist
$174=$ add 157
$175=$ sto 300
$176=$ sto $234 \rightarrow$
HARK


## Case 7. A SEARCHING EXAMPLE

Using the period it is quite simple to search a given set of registers and then modify the desired one. For example if an entry in a table was to be changed it would not be necessary to know its exact location. One would merely type the first address of the table and search for the entry by typing periods. Of course if the table was extremely long the PRINCE would be used instead. Let us assume that we want to search the table beginning at register 2000 and that we want to change the first register containing a minus zero to a one. Typ.s


Case 8. EXAMINATION, MODIPICATION, AND RECORDING
The comma performs the same function as the period but also enables the typist to obtain a punched binary tape record of his modifications. When a modification is terminated by a comma HARK stores the mod in the indicated register, punches the binary form of the current address on tape, punches the binary form of the modification on tape, produces a carriage return, types the next address, a vertical bar, an equal sign, the contents of the register, and a tab.

Case 8. continued.
Let us assume that we had to make modifications to registers 174,175 , and 176 and that we also wanted a binary paper tape record as well.


The paper tape would contain the following:

| First three lines $=$ | sto 174 |
| :--- | ---: |
| next three lines $=$ | add 157 |
| next three lines $=$ | sto 175 |
| next three lines $=$ | sto 300 |
| next three lines $=$ | sto 176 |
| next three lines $=$ | +234 |

This kind of layout is called the Read-In format and is discribed in $6 m-4789$, A FUNCTIONAL DISCRIPTION OF THE TX-O COMPUTER .

Case 9. EXAMINATION AND RECORDING OF A SERIES OF REGISTERS

This would be obtained by typing a comma in place of a period.

Case 10. RECORDING THE ADDRESS OF THE STARTING INSTRUCTION ON PAPER TAPE

After a series of modifications are made it is deadrable to record the address of the starting instruction. This enables the Read-In mode of TX-0 to transfer control to the program after the modiflcations have been read into storage from tape. $T 0$ do this the typist merely types the address of the starting instruction, a vertical bar, and a comma. e.g.

$$
174
$$

This will cause the next three lines on paper tape to contain add 174 (the add signals the Read-In mode to stop the computer before transfering control to register 174) and then HARK will feed out some blank tape.

## Case 11. TRANSFERING CONTROL FROM HARK TO SOME OTHER REGISTER IN MEMORY

To transfer control to some other register in memory the typist has to type the address followed by two vertical bars. e.g.

174| 1

## Case 12. CONCEALING INFORMATION PROM HARK

We have found that the typewritten copies produced while using Hark have been very usefiul records. There is a feature in HARK which allows the typist to make comments alongside any of the examinations or modifications without HARK acting on the information. Whenever the vertical bar is the first piece of information that HARK receives after a terminating character, then $2 l l$ the information that is typed will be ignored until a carriage return is typed. e.g.
$\underbrace{174 \mid=}_{\text {TVPIST }} \underbrace{\text { add } 177 \rightarrow}_{\text {HARR }} \underbrace{\text { add } 157}_{\text {TYPRST }} d$ add $x$ is now add y ?
CASE 13. ERROR RECOGNITION BY HARK
Whenever an-invalid word is typed Hark will inform the typist by typing the word "error" and the invalid word. Some examples of invalid words are:

1. Three letter combinations for which there are no operate class commands. 1.e. clu, cpc, etc.
2. Any alphabetical letter used as a suffix to an octal number. 1.e. 125.j
3. The use of 0 and 1 for 0 and 1. 1.e. 200 and 17510.
4. Two letter designations for the four operation symbols. i.e. ad, st, tn, op, etc.

When HARK does find an invalid word it will not disturb the current address when it prints out the error.

Case 14. NULLIFY CONTROI
There are many times when a typist will make a mistale and discover it before a terminating character has been typed. To nuilify the whole word all that is required is the typing of a double $x$. This will erase the whole word or address being typed but will not disturb the current address. This feature is also provided by EXPEDITE.

Case 15. HOW TO TRANSFER CONTROL BACK TO EXPEDITE FROM HARK

To transfer control back to EXPEDITE the typist merely has to hit the STOP CODE button on the typewriter. This will cause EXPEDITE to guard the typewriter for incoming requests for other routines.

Case 16. SOME EXAMPLES OF LEGAE WORDS
We mentioned that a word may be an octal number, an operate class command in coded form, an octal
instruction, or any combination of these three
so long as they were separated by plus or minus
signs. Here are some examples:

1. add $100+5$-add -110 will be converted to -56
2. add+add will become trn 0
3. $+2-1+100$ will become +101
4.-add-100 will become (the complement of add 100 or) $\operatorname{trn} 177677$.
4. cla +200 will become opr 140200

Note. The addition of two coded operate class commands will not become a new combination including the functions of the tyo comands that were added together...ie. clltclr $\neq$ cla. cll+c1r $=\operatorname{trn} 140001$.
6. $125+40$ will cause the current address to be 165.
7. $125+40$ | will cause HARK to transfer control to register 165.

Octal Instructions------------sto
add
opr opr tra
 alone, or preceded by a plus or minus sign.

Coded Operate Class
Comands------------------ cla cll clr clc cal
cyr cyl com lac alr
lpd lro lad tac tbr
shr hlt dis ios p7h p6h p6s p7a p6a pnt pna pnc rfa rfl rfr r3c r1c r11 rir

Terminating Characters:

1. Carriage return------- will store modification in
2. Tab----------------- the register whose address is the current address and then index the current address by one. If there is no modification to be stored HARK will ignore the tab or carriage return and the current address will remain the same. Hark also ignores extra carriage returns or tabs.
3. Period-will store a modification in the same way as the tab and the carriage return do but in addition it will produce a carviage return, print the next current address, a vertical bar, an equal sign, the contents of the register whose address is now the current address, and a tab. If there is no modification then none will be stored. The rest of the sequence will remain the same.

Terminating Characters cont.
4. Comma
performs the same function as the period but in addition it will record the modification on paper tape in the format of the Read-In Mode. If no: modification is made then it will record the original contents of the register whose address is the current address and then procede in same way as the period.

## Additional Features

1. Recording the address
of a starting instruc-
tion on paper tape---- address|,
2. Transfering control
to another section
in memory-------------- address||
3. Concealing information
from HARK-------------id information $p$
4. Nullify control------- $x x$ will nullify a whole word or address.
5. Transfering control
back to EXPEDITE------ press the STOP CODE button.
Note: HARK will always type in the opposite color code of the typist.

## IV IDEAS FOR NEW ROUTINES

As you can see, this utility system is very basic.

We have merely suggested a technique which will enable a programmer to see what his program is doing and examine and modify it rapidly while he is still at the console.

There are some new routines being written now which will be added to the system at a later date. When we have them written and operating we will write an addendum to this memo. The following is a list of some of the new routines and changes:

1. Several display subroutines
2. The flex paper tape conversion program written by Wee Clark will be added to the system and will include the feature of informing the programmer of any illegal words on the flex tape and asking him whether he wishes the conversion process to be continued with the illegal word (s) ignored or corrected. The correction would be added via the direct input flexo typewriter.
3. The direct input conversion routine, HARK, will have its vocabulary increased to understand relative and symbolic address tags.
4. In order to assure the programmer at the console that the utility system has not been damaged by his program, we plan on installing a check routine which will perform a sum check on all permanent instructions and constants in the system.
5. Any suggestions for routines or techniques which would increase the efficiency of debugging at the console will be appreciated.

## JTG:bec

Attachments:
Appendix Appendix E-30354 2.80351


$$
D L-1583
$$

$$
\mathrm{A}-80287
$$

$$
\text { A- } 68405
$$

CODED OPERATE CLASS COMELANDS


Clear the accumulator
Clear the left nine bits of the accumulator Clear the right nine bits of the accumulator Clear the accumulator and complement it Clear the accumalator and live register Cycle the accumulator one position to the right Cycle the accumulator one position to the left Complement the accumulator
Transfer the contents of the live register to the accumulator

Transfer the contents of the accumulator to the live register
Partial add the contents of the accumulator and the live register and leave result in AC

Clear the live register
Add the contents of the live register and the accumulator and leave result in AC
Transfer the contents of the toggle switch accumlator to the accumulator
Transfer the contents of the toggle switch buffer register to the accumulator
Shift the accumulator to the right one position (multiply by $2^{-1}$ )
Stop the computer
Display a point on the face of the oscilloscope according to the value in the accumulator
In out stop and accumulator cleared
Punch seven holes on paper tape and cycle AC right one position (AC 2, 5, 8, 11, 14, 17 Tape 12 345 6)
Punch six holes on paper tape and cycle AC right Clear AC and punch one line of blank tape Punch seven holes and clear AC

| P6A $=$ opr 26021 |  |
| :--- | :--- |
| Punch six holes and clear AC |  |
| PNA opr 24600 |  |
| Print and cycle right (AC 2, 5, 8, 11, 14, 17- |  |
| Plexo 1, 2, 3, 4, 5, 6) |  |

## APPENDIX B

ENGLISH VOCABULARY
6M-5097 of the

TX-O ENGLISH PRINIER SUBROUTINE

| a | 174170 | outlaw | 174444 |
| :---: | :---: | :---: | :---: |
| address | 174163 | print | 174212 |
| after | 174361 | printed | 174337 |
| an | 174413 | program | 174120 |
| are | 174100 | punched | 174113 |
| arep | 174427 | question | 174455 |
| be | 174334 | reading | 174365 |
| block | 174104 | reference | 174416 |
| $\text { car return }(2)$ | 174231 | routine | 174271 |
| column | 174205 | $s$ | 174160 |
| comina | 174410 | search | 174433 |
| computer | 174350 | sir | 174474 |
| did | 174466 | starting | 174142 |
| do | 174234 | stop | 174355 |
| double | 174173 | tab (>) | 174110 |
| find | 174400 | test | 174131 |
| Pinished | 174135 | the | 174315 |
| Pirst | 174321 | there | 174301 |
| for | 174440 | this | 174125 |
| in | 174372 | title | 174344 |
| input. : | 174265 | to | 174331 |
| instruction | 174147 | trn | 174451 |
| 18 | 174276 | TX-0 | 174375 |
| 1ast | 174325 | vertical | 174200 |
| leyout | 174247 | want | 174243 |
| more | 174305 | what | 174311 |
| no ${ }^{\circ}$ | 174226 | where | 174462 |
| normal | 174260 | word | 174404 |
| octal: | 174254 | yes | 174222 |
| of | 174155 | you | 174237 |
| or | 174424 | your | 174074 |
| out | 17.4216 |  |  |

(4096) (8192) $(12,288)(16,384)(20,480)(24,576)(28,672)(32,768)(36,864)(40,960)(45,056)(49,152)(53,248)(57,344)(61,440)$


TX -O MEMORY REFERENGE CHART
FIG. 1




FIG. 4
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## INTRODUCTORY REMARKS

The six example programs presented in this paper illustrate many of the somewhat inscrutable features of $T X-2$ prograrming. A few assumptions, however have been made by the author about the reader. These assumptions are:

1) that the reader knows how to program;
2) that the reader is familiar with TX-2 nomenclature: (this
familiarity may be attained by studying "The Lincoln TX-2 Computer, ( $6 \mathrm{M}-4968$ ); and
3) that the reader has a copy of "The TX -2 Programmer's Guide" for reference ( $6 M-5807$ ).

## NOTATION

The code part of each instruction is written as a group of 3 capital letters ( $\mathrm{ADD}_{3} \mathrm{JMP} \mathrm{S}_{3}$ etc。) Any superscript numbers preceding the code part refer to a configuration memory location, except for JPX, JNX, JMP and SKM instructions. Superscript numbers following a code refer to an index memosy location except for SKM type instructions where this is the number of the bit in the addressed word. Lower case numbers following a code are main memory addresses.

A colon means whold control until the next instruction. Brackets mean "defer the address" and imply that bit 2.9 of the address is a $0 \mathrm{NE}^{\circ}$ Lower case letters are hopefully selfeexplanatory.

To the left of many instructions will be an explanatory notation using four little lines which show the permutation involved by how they cross; the active quarters of central machine registers by arrowheads. and, when necessary, the fracture (or coupling or subwords) by little cups. This configuration will be specified by the contents of the indicated configuration memory word.

A number or word followed by "slash equals" defines the address of the instruction or constant to the right of it. A word followed by "equals slash is the name of the register following.

An address section with a large $L$ prefixing it, as in 763 of Program $I_{9}$ means the address of "a register containing what is indicated."

All numbers in programs are octal unless otherwise indicated. Numbers are punctuated with commas separating the meaningful portions of the whole 36 bit word. A single comma separates 9 bit (3 octal digit) quarters when the word is dealt with in quarters. Two consecutive commas will separate the word into 18 bit ( 6 octal digit) pieces.

## I．A Checkerboard Pattern Generator

## The Problem

When a core memory is being checked for operating margins，a ＂bad＂pattern of ONES and ZEROS is desired。（see Engineering Note E－488）．One of the worst conditions starts with a checkerboard pattern which looks like this in each memory plane：


The complement of this pattern is also a checkerboard．The addresses increase from left to right and top to bottom beginning with address 000 at the upper left．In the case of a $256^{2}$ memory plane，it takes 8 bits to address a row or a column（16 address bits in all）．

If one computes the parity of the two least significant bits of the row address and the two least significant bits of the column address，one will find that if the parity of these four bits is odd， a ONE will be at that address；if even，a ZERO will be there．

The problem is to construct a program which generates this pattern in all 65,536 bits of each memory plane．The program must fit into the 16 toggle switch registers。

## The Solution

Program I generates the checkerboard pattern by using four SKZ instructions to look at the two sets of leastosignificant address bits。 These bits are 1．1，1．2，1．9 and 2．1．When any one of them is a ONE， the SKZ doesn＇t skip and an MKC is executed which complements bit 3.1 of the E register．After examining the four address bits，E register bit 3.1 will be ZERO for an even parity or ONE for an odd parity． The whole address is kept in index register 1 and the DPX at 751＊puts the address in the right half of the E register，leaving the left half all ZEROS since configuration 0 is used。After computing the parity ${ }_{9}$ the left half of E is put in index register 2 and the LDE at 763＊puts the word at 766 in $E$ if the parity is even，or the word at 767 if it is odd．The word in E is stored away at the address and the address is counted down．The address was reset by the RSX in 750 to 1779777． This number is kept in the A register（ 377,740 ）which is being simum lated by a toggle switch register as of this writing．
＊The three most significant octal digits of addresses（377 in toggle switch addresses）will be omitted for brevity＇s sake．


| OCTAL EQUIVALENT | ADDRESS | SYMBOLIC |
| :---: | :---: | :---: |
| 021101377,740 | 377750 | ${ }^{2} \mathrm{RSX}^{1}\lfloor 177,777 \leftarrow$ |
| $001601 \quad 377,744$ | 751 | $\downarrow \downarrow \downarrow \downarrow{ }^{\circ}{ }^{\text {DPX }}{ }^{1} \quad$ e reg $\leftrightarrows$ |
| 101741 377,744 | 752 | $S K Z^{2} \cdot 1$ e reg |
| 031761 377,744 | 753 | MKC ${ }^{3} 1$ e reg |
| 101731377,744 | 754 | SKZ ${ }^{1.9}$ e reg |
| 031761 377,744 | 755 | MKC ${ }^{3}{ }^{1}$ e reg ; |
| 101722377,744 | 756 | $\mathrm{SKZ}^{1} \cdot{ }^{2}$ e reg ${ }^{\text {l }}$ |
| 031761 377,744. | 757 | MKC ${ }^{3} 1$ e reg ! |
| 101721377,744 | 377760 | $\mathrm{SKZ}^{1.1} \mathrm{e}^{\text {reg }}$ |
| 031761 377,744 | 761 | MKC ${ }^{3}{ }^{1}$ e reg ${ }^{\text {l }}$ |
| 021102377,744 | 762 | e reg |
| 002002377,766 | 763 | $\downarrow \downarrow \downarrow \downarrow$, ${ }^{\circ} \mathrm{LDE}{ }^{2} \quad$ word |
| 003001000,000 | 764 | $\downarrow \downarrow \downarrow \downarrow,{ }^{\circ}{ }^{\text {STE }}{ }^{1} \text { memory }$ |
| 360601 377,751 | 765 | ${ }^{-1} \mathrm{JPX}^{1}$ next |
| $000500 \quad 377,750$ | 766 | (word) JMP restart. |
| 777277400027 | 767 | (- word) |

Program I A Checkerboard Pattern Generator

Note that the word stored away for even parity is the JMP instruction at 766 which restarts the process after the address has been counted down through 000. If one wishes to write the pattern just once, put ALL ZEROS in 766 and ALL ONES in 767. TX -2 will halt with an illegal instruction alarm (ICSAL) if it tries to execute an instruction with 00 as the operation code. Putting +0 in 766 and 00 in 767 has the advantage that the checkerboard patterns in each digit plane will be identical.

## Exercises To Prove To Yourself That You Really Understand

By changing a single toggle switch, the checkerboard pattern will be complemented. Which switch? (Hint: any one or three of four will do.)

What would you do to put the pattern just in the lower addressed half of memory? Upper half? Middle quarter?

Two memory planes of the 38 will not have a checkerboard pattern in them. They are the parity bit plane and the meta bit ( 4.10 ) plane. What program changes will put the pattern in either plane? (Note: only an SKM can modify a meta bit.)

## II．The Inchworm

## The Problem

A classical programming exercise is to design a routine which will move itself along through memory，carrying with it as it goes all necessary constants for repeating this＂inchworm＂process．The program for starting the inchworm on its way must fit into TX－2＇s 16 toggle switch storage registers，naturally．

## The Solution

Program II solves the problem by storing in registers $001-007$ the program shown．This program in $001-007$ then forms the one in 010 － 016 which duplicates itself in $017-025$ and so on．The pro－ gram in togs works like the ones in main memory except for a few special setting up instructions．

The SPF instruction in 752 specifies that configuration 34 will permute quarter 3 into quarter 1 and extend its sign into quarter 2 。 The RSX in $755,1,10$ ，etc．uses this oddball configuration to reset index register 71 to a -6 from quarter 3 of registers $762,6,15$ ，etc。 This trick allows the inchworm program to avoid carrying constants per se along with it．Each＂old＂inchworm setment can simply＂fall＂ into the newly formed one without jumping around some constants．

Index register 2 contains the constant necessary for the program to move itself into the next location．When moving from togs to core memory，this constant is 400023 and the RSX in 753 fixes it up． When moving on in core memory，this constant is 000,007 and the RSX in 764 sets it up．

The RSX in 754 resets index register 3 to snap back to togs after the last address desired is reached．For illustrative purposes the address constant 577,760 was chosen．Since the JPX in 763 ，7， 16 etc。 jumps when the index register is positive ${ }_{2}$ for our purposes it must be negative until the end is reached．Consequently 400,000 is added to 177,760 and that number $(577,760)$ is set up in left half of 750．Each time an inchworm＂segment＂is executed，the corresponding JPX will subtract 7 from the contents of index register 3．When con－ trol gets to the segment in 177,757 － 766 ，index register 3 will have become positive and control will be transferred to togs（after a seg－ ment is written into 177,767 to 75 ）starting the process over again．

The routine in 755 to 763 maps itself into 000 to 007 ，preserving the address parts of the instructions in 757,760 and 763 as they go to 003 ，004，and 007 by the action of the SKN in 757 which skips over the ADX when bit 3.2 of a word is a ONE．These three invariant instructions refer to fixed locations so they must not be changed by the $A D X$ as the other four are．Bit 3.2 was arranged to be ONE in the invariant instructions and ZERO in the variable instructions．

|  | TAL EQUIVALENT | ADDRESS | 6M-5780 6. SIMBOLIC |
| :---: | :---: | :---: | :---: |
| 57 | 7760,400023 | 377750 | last address ast $^{\text {a }}$ const |
|  | 362 | 751 | config 34 set up |
| 34 | 2100377.751 | 752 | $111 \downarrow{ }^{34} \mathrm{SPF} 377.751$ |
| 01 | 1102377.750 | 753 | 11 d ${ }^{2} \mathrm{RSX}^{2} 377.750$ |
| 02 | 1103377,750 | 754 | $\gg{ }_{\lll}{ }^{2} \mathrm{RSXX}^{3} 377.750$ |
| 74 | 1171377.762 | 755 | 84:34 ${ }^{34} \mathrm{RSX}^{81} 377,762$ |
| 40 | 2071377.763 | 756 | $\downarrow \downarrow \downarrow \downarrow$ : ${ }^{\text {ILDE }}{ }^{\text {d }} 377$,7636 |
| 54 | 1762377,744 | 757 | $\therefore \mathrm{SKN}^{3} \cdot{ }^{2} \mathrm{e}$ reg |
| 41 | 1502377.744 | 377760 | $1 \mid \downarrow \downarrow^{\circ}{ }^{1} A D X^{2}$ ereg |
| 40 | 3071000,007 | 761 | $\downarrow \downarrow \downarrow \downarrow$ : STE ${ }^{7 d} 000$,007 |
| 41 | - 771377.756 | 762 | $:+1$ dNX $^{71} 377.756$ |
| 70 | 0603377.752 | 763 | $:-7 J P X^{3}$ restart |
| 41 | 1102377.761 | 764 | \|| $\downarrow \downarrow$ : ${ }^{2}$ RSX ${ }^{2}$ 377,761 |
| 01 | 1502377.744 | 765 | $\downarrow \underbrace{\downarrow} \downarrow{ }^{2} \mathrm{ADK}^{2}$ ereg |
| 01 | 3000000,005 | 766 | $11 \downarrow \downarrow{ }^{1}$ STPE 5 |
| 00 | 0500000.001 | 377767 | JMP 1 |
| This program |  | then forms | this one |
| 001 | $\therefore^{3} \mathrm{RSX}^{72} 6$ | 010 | $:^{38} \mathrm{RSX}^{91} 15$ |
|  | : ${ }^{\circ} \mathrm{LDE}^{\text {P2 }} 74$ | 11 | : ${ }^{9} \mathrm{LDE}^{71} 16 \leqslant$ |
|  | $\therefore S^{-1} N^{3} \cdot 2377,744$ | 12 | $\therefore S K N{ }^{3}-2377.744$ |
|  | $\therefore{ }^{2} A D X^{2} 377,744$ | 13 | $\therefore{ }^{2} \mathrm{ADX}^{2} 377.744$ |
|  | $\therefore{ }^{0} \mathrm{STE}^{71} 16$ | 14 | : STEE ${ }^{\text {P }} 25$ |
| 6 | : ${ }^{1}$ JNX $^{71} 2$ | 15 |  |
|  | $:^{-7} \mathrm{JPX}^{3} \quad 377.752$ | 16 | - ${ }^{-7}$ JPX 377.752 |
|  |  | and so on... |  |



The "flaw in the ointment" is that register 005 will contain $400,023+000,007=400,032$ after the first mapping. The STE instruction in 005 would have a deferred (indirect) reference to 32 and this is clearly bad. It must be changed to a direct reference to 016. This is accomplished by the ADX in 765 which adds the 000,007 , which by then is in index register 2, to the 000,007 which remains in the right half of the E register (after the BSX in 764) resulting in an 000,016 in the E register. The STE in 766 puts it away into 005 and the JMP transfers control to 001 continuing the process in core memory.

## Exercises To Prove To Yourself That You Really Understand

Write a program which uses another approach to the problem of what to put in the 16 toggle switch registers to make core memory look as it does above.

Is it possible to use a JPX in 762 and, if so, what would the program look like then?
III. Through the Looking Glass

## The Problem

If all the registers in any block bf memory registers were laid end to end, what program would put the mirror image of this mess back into the memory block? For example, if the block consisted of three 4 -bit words, the transformation would look like this:


## The Solution

Program III, which is written with floating addresses, performs this mirroring by the use of configurations and simultaneous cycling with only 20 instructions.

Four unusual configurations are needed and these are set up in configuration memory locations $37,36,35$ and 34 by the SPG instruction.

From some register containing the first and last addresses of the memory block, the A register is set up and the "first" is put into the address section of the LDA instruction called "top," and the "last" is put into the LDB called "bot。" The general idea is to index through the block, taking a pair of words at a time and exchanging and reversing them。 One word comes from the top half of the block and the other comes from the bottom half. If the block has an odd number of words in it, the first pair will be the middle word used twice. If the block has an even number of words, the first pair will be the middle two words. The last pair dealt with is ald ways the first and last words of the block.

Index register 8 contains a positive number which counts back from the middle of the block to the first. Index register 9 contains a negative number which counts up from the middle to the last. If there are $2 n+2$ or $2 n+1$ words in the block, index 8 starts out with +n and index 9 starts out with on. These numbers are obtained from the first and last addresses after only two instructions. The first instruction is a SUB which subtracts, simultaneously, the last from the first and the first from the last! The left half of the A register then contains $-(2 n+1)$ for even blocks and o ( $2 n$ ) for odd blocks. The right half of $A$ contains the complement of the left half.


$11 \downarrow \downarrow{ }^{1}$ STA bot

top =1
bot $=1$
again=|
$\downarrow \downarrow \downarrow \downarrow{ }^{37} \mathrm{CAB} \quad \angle-1,01,-1,-16$
$\downarrow \downarrow \downarrow \downarrow{ }^{37}$ CYB $\quad 2,2,2,2$
$+{ }^{2}$ JNX $^{2}$ again
$\downarrow \downarrow, \downarrow \downarrow{ }^{37} \mathrm{CYA} \quad\lfloor-1,-1,01,-1$
$\downarrow \downarrow \downarrow \downarrow{ }^{37} \mathrm{CYB} \quad\lfloor-1,01, \infty 1,-1$
$\downarrow \downarrow \downarrow \downarrow{ }^{\circ}$ STA (top)
$\downarrow \downarrow \downarrow \downarrow{ }^{\circ}$ STB (bot)

$$
+1 \text { JNX }{ }^{9}
$$

-1 JPN top

Done, halt or something...


Done, halt or something...

The next instruction， $\mathrm{SCA}_{\text {，}}$ shifts each half one place to the right，leaving on in the left half and $n$ in the right half of $A$ 。 Index registers 8 and 9 are then set up from the appropriate half of $A$ ．

The basic iterative loop starts now and is executed $n$ times． The inner loop is executed 9 times for each of the $n$ times through the outer loop．This number 9 is the number of bits in a quarter of a $T X \infty 2$ word．If the reader wishes to work through an example with，let＇s say， 4 bit quarters，then he should go through the inner loop four times．The index register（1）is preset to 8 however， since the JNX jumps on zero．

The STA and STB instructions（at $\mathrm{d}=3$ ）have deferred addresses which they get from＂top＂and＂bot＂respectively。 This is actually inefficient timewise if n is greater than 2。 Two more instructions when setting up could have put direct references to＂first＂and ＂last＂in these STA and STB instructions．This would have cost 4 memory time cycles．However，each deferred address costs one memory cycle and so $2 n-4$ extra memory cycles are being executed in the basic loop．This illustrates how one can trade space for time or vice versa。

The two decimal numbers 8 and 9 were used to indicate general index registers．Of course，$l$ is general too。

## Exercises To Prove To Yourself That You Really Understand

One need execute the inner loop only 8 times if a slightly different correction is made afterwards．What are the new correct－ ing cycle instructions？

Configuration 35 is not really needed．What other one used by Program III would serve just as well？
IV. 50 Million Multiplications Can ${ }^{8}$ t Be Wrong

The Problem
In the analysis of electroencephalographic data, the autocorrelation function of the data is often desired (see Bo Go Farley). A specific useful example is the following: about 50 thousand samples are stored away in memory. Each sample is a sign and 8 bits (9 bits in all).

We wish to find

$$
\sum_{j=1}^{j=50,000} S j \cdot \mathbf{S j + 1}, \quad \text { for } i=0,1, \cdots 0,1000
$$

where $\mathrm{S}_{j}$ is the ${ }^{\text {th }}$ sample. These 1000 numbers are proportional to the autocorrelation function.

The Solution
Program IV computes this function in a most efficient way timewise. The key to the speed is to do four multiplications simultaneously. The data, however, must be in memory in a particular format, namely


Note that there are four of the 9 bit samples ( $\mathbf{S j}$ ) in each TX -2 word and that registers 0,4 , etc. and $I_{9} 5$, etc. will contain eight different successive samples.

The program starts out by setting up the four special configurations needed and reseting index register 8 to 2000 octal (about 1000 decimal). Index register 8 corresponds to the subscript i in the summation above.
start
$\underset{37}{\downarrow} \underset{36}{\downarrow} \underset{35}{\downarrow} \underset{34}{\downarrow}{ }^{34}$ STG $\lfloor 142,140,724,600$ $R S X^{8} \underline{L}^{2000}$
cf= $\quad \downarrow \downarrow \downarrow \downarrow:^{0} \mathrm{LDE}$ LO
$\downarrow \downarrow \downarrow \downarrow{ }^{\circ}$ STE $^{8}$ sums
$\downarrow 1 \downarrow{ }^{1} \mathrm{DPX}^{8}$ m

$\downarrow \downarrow \downarrow \downarrow{ }^{\circ} \mathrm{EXA}^{8}$ sums
$\| \downarrow \downarrow^{38} \mathrm{ADD} \quad \mathrm{b}$ reg
$35{ }^{37} \mathrm{ADD}$ b reg
$11 \downarrow \downarrow^{38} \mathrm{ADD}^{8}$ sums
${ }^{39}{ }^{3} D^{8}$ sums
$\downarrow \downarrow \downarrow \downarrow{ }^{\circ} \mathrm{STA}^{8}$ sums
${ }^{-6} \mathrm{SPX}^{2} \mathrm{c} 2$
$-1 J P X^{8}$ CI

Done, display results (the 2000 sums).o.
start $=\quad \underset{37}{\downarrow} \underset{36}{\downarrow} \underset{35}{\downarrow} \downarrow_{34}{ }^{34} \mathrm{SPG} \quad 142,140,724,600$

$$
\text { RSI }{ }^{8} \underset{2}{2000}
$$

ci= $=\downarrow \downarrow \downarrow \downarrow:{ }^{\circ}$ LD LO
$\downarrow \downarrow \downarrow \downarrow{ }^{\circ}{ }^{\circ} \mathrm{STE}^{8}$ sums
$\downarrow \downarrow \downarrow \downarrow^{1} \mathrm{DPX}^{8} \quad \mathrm{~m}$
ce $\quad \downarrow \downarrow \downarrow \downarrow{ }^{\circ} \mathrm{LDA}^{8} 000$
$\mathrm{m}=1 \quad \downarrow \downarrow \downarrow^{\downarrow^{34} \mathrm{MUL}^{9} \ldots \text { index }}{ }^{8} \ldots$
过 ${ }^{35}$ EXA reg
$\downarrow \downarrow \downarrow \downarrow{ }^{\circ}{ }^{\text {ETA }}{ }^{8}$ sums
$\| \downarrow \downarrow{ }^{36} \mathrm{ADD}$ b reg狂, ${ }^{37} \mathrm{ADD}$ b reg
$\| \downarrow \downarrow{ }^{36} \mathrm{ADD}^{8}$ sums XX, ${ }^{37}{ }_{\mathrm{ADD}}{ }^{8}$ sums $\downarrow \downarrow \downarrow \downarrow{ }^{\circ}{ }^{\text {STA }}{ }^{\text {® }}$ sums

$$
{ }^{-4} \mathrm{JPX}^{9} \mathrm{c} 2
$$

$$
{ }^{-1} \mathrm{JPX}^{8} \mathrm{c} 1
$$

Done, display results (the 2000 sums)...

The outer iterative loop then clears the i th current sum register and puts i into the address section of the MUL instruction at mo Index register 9 is set to 150,000 octal (about 50,000 decimal). Index 9 corresponds to the subscript $j$ in the summation. This outer loop is executed about a thousand times.

The inner loop computes one complete summation (fixed i) taking four samples at a time. After the multiplication, the A and B regisa ters look like this:

$$
\begin{aligned}
& A=P_{1}, P_{2}, \quad P_{3}, P_{4} \\
& B=L_{1}, L_{2}, \\
& L_{3},
\end{aligned} I_{4}
$$

where $P$ is the most significant 9 bits of the product and $L$ is the least significant.

To eliminate round ooff errors, the sums of each whole 18 bit product are accumulated. To put the 9 bit pieces of the product together, the A register is exchanged with the $B$ register in such a manner that the result looks like this:

$$
\begin{aligned}
& A=P_{1} L_{1}, P_{3} L_{3} \\
& B=P_{2} L_{2}, P_{4} L_{4}
\end{aligned}
$$

These four 18 bit numbers are then added to the current sum which is a 36 bit number. Notice how the sign extension feature allows a signed 18 bit number to be added to a signed 36 bit number.

Index register 9 is counted down by 4 ( 88 ) since only every fourth register of four samples need be multiplied. This means the inner loop is executed only about 13,000 times instead of 50,000 times.

The whole program with its $50,000,000$ multiplications will take 8 minutes if the overlapped memory feature is used (ioe。if instructions and data are in different memories)。

## Exercises To Prove To Yourself That You Really Understand

The data should extend to register 152,000 . Why?
Write a program, using appropriate configurations (no shifting) and the TSD instruction, which will read the samples into memory in the desired format. This program would operate in the Epsco Datrac (an analogeto-digital converter) sequence. Each TSD will put a signed 9 bit number into quarter 1 of the $E$ register. Ignore In-Out Select instruc. tions. Nine instructions will do nicely.

Write a new inner loop to Program IV which handles data with only one sample per word. Five instructions including the JPX will do it. This inner loop will have to be executed the full 50 million times. How long will it take?

## V．The Flexo Octal Converter

## The Problem

In the beginning of a binary computer＇s programming life，it is difficult to communicate with the machine．A series of programs must be written to＂bootstrap＂one＇s way into easy communication．This bootstrap series might go like this：

First）A three（or so）word program in toggle switch storage which would allow words to be written into memory one at a time． Call this Pl．

Second）A short routine to convert programs to binary which have been typed on a flexo in a rigid，simple，fixed－address format． Call this P2．Associated with P2 is a program to punch out storage as a binary tape and a program to read in this binary tape．Pl loads P2 into memory．P2 converts the punchoout and read－in programs．The punchoout program punches out $\mathrm{P} 2_{2}$ the read in routine and itself。 From now on，the read in routine can read in P2 and the punchoout routine，eliminating the need for Pl。

Third）A longer routine which converts programs typed in a sym－ bolic code，relative－address format．Call this P3．P2 converts P3 and punches it out，eliminating the need for P2。

Fourth）A routine to convert programs typed in a symbolic code， floating address format（P4）。 P4 is written in P3 format and con－ verted by P3．At this point P1，P2 or P3 aren＇t needed any more and communication is fairly easy．In $T X \sim 0$ ，$P 4$ was called TODAL。 A fifth stage might be an algebraic format converter like FORTRAN．

Programs $V_{3}$ VI and VII are proposed examples of the second stage． The octal converter recognizes the eight flexo symbols $0,1,2,3,4,5,6$ and 7 takes their order into account．Some control characters are needed，such as carriage return to signify the end of a word and slash to allow address specifications．The space，tab，and comma are used to give some format control．The nullify is recognized so that tape＂goofs＂can be fixed up．The last four are ignored by the converter．A stop code signifies the endoofotape condition．

## The Solution

The program to do the octal conversion is Program $V$ 。
To decide what action to take on each character as it is read in， an Action Table is set up as is shown beside the program．An entry is made at the address，starting at 100，whose last 2 digits corresm pond to the flexo code of the appropriate character．The right 18 bits of each entry tell where to transfer control when that character is read in，and the left nine bits tell what the binary equivalent is

| ACTION TABLE | Description | ROUTINE |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 105 $=0,0,000201$ | start at $\rightarrow$ |  | :IOS ${ }^{5}{ }^{\text {read }}$ | unsplayed |
| $107 \mid=3,0,000210$ | 1f slash $\rightarrow$ | 201 | $11 \pm{ }^{1}{ }^{\text {STPA }}$ | 213 |
| $110=0,0,000204$ |  | 202 | M ${ }^{2} \mathrm{RSX}^{2}$ | 105 |
| $113 \mid=4,0,000210$ |  | 203 | $\downarrow \downarrow \downarrow \downarrow{ }^{\circ} \mathrm{DPX}{ }^{\circ}$ | a reg |
| $117=2,0,000210$ | if ignored $\rightarrow$ | 204 | IOS ${ }^{5}$ | dismiss |
| 123 $=5,0,000210$ |  | 205 | :TSD | e reg |
| $125=1,0,000210$ |  | 206 | $111{ }^{\text {w }}{ }^{3} \mathrm{RSX}{ }^{1}$ | e reg |
| $127=7,0,000210$ | F4000 | 207 | ${ }^{\circ}$ JMP ${ }^{1}$ | (100) |
| 133\| $=6,0,000210$ | if number $\rightarrow$ | 210 | $\downarrow \downarrow \downarrow \downarrow{ }^{\circ} \mathrm{CYA}$ | 107 |
| $1451=0,0,000204$ |  | 211 | ${ }^{\circ} A D D^{1}$ | 100 |
| $151 /=0,0,000213$ |  | 212 | JMP | 204 |
| $161 /=0,0,000216$ | 1f carolret $\rightarrow$ | 213 | dudd ${ }^{0} \mathrm{STA}^{2}$ | memory |
| $176=0,0,000210$ |  | 214 | $\text { Yוo } A U X^{2}$ | 125 |
| $177=0,0,000204$ |  | 215 | JMP | 203 |
|  | If stop code $\Rightarrow$ | 216 | IOS ${ }^{52}$ | 2 shut off |


when the character is a number。 Quarter 3 of each entry is not used．
The IOS in 200 sets the mode of the PETR to read one contiguous 6 －bit flexo code（unsplayed）into the right 6 bits of the $E$ register， clearing the other 3 bits in that quarter．

Starting at 203 with a DPX which clears the A register，the char－ acter is read in and placed in index register 1 。 The JMP then defers control to a location specified by the appropriate Action Table entry． Note that all instructions with deferred addresses are indexable。

If the character is a number，then control goes to 210 where the A register is cycled left 3 places and the binary equivalent of the number is added into $A$ ，returning control to 204 ．

If the character is a slash，control＂bounces off＂register 105 to register 201 where the number in A is stored in 213 and index register 2 reset to a zero．The slash then causes the number that has been built up in $A$ to be the new address of the word which follows．

If the character is a carriage return， 213 has control and stores the word in $A$ away in the proper memory location．The AUX in 214 adds a 1 to index register 2 so that the next time a carriage return appears， the word in A will be stored in the memory register following the last one。

The nullify，space，and tab simply return control to 204 to reade in the next character．When a stop code comes along，the IOS in 216 shuts off the photo reader and dismisses the sequence．

The sequence must be dismissed after each character is read and the IOS in 204 does this．The TSD in 205 empties a buffer that has been filled by the PETR．When the buffer is filled，the sequence is activated and the character readmin is dealt with。

## Exercises To Prove To Yourself That You Really Understand

What are the implications of throwing out the IOS in 204 and not holding on the TSD which follows？In other words，let the TSD dismiss the sequence after transferring the data．Work out the new program and format rule（s）．

The instructions in $210 \times 11$ are on rather shaky ground because $T X \sim 2$ is an allegedly multi－sequence machine．Some lower priority sequence may have been using the A register and will be very upset at finding it disturbed．What changes will fix this up？Don＇t for－ get 203：

Is there anything fishy about the BSX in $206 \%$
VI. A Binary Read-In Routine

The Problem
In one of its modes, the photoreader reads the six bits of a line of tape into every sixth bit of some specified word and cycles the word left one place. This is the "splayed" mode of the photoreader sequence. After reading in six lines, a full 36 bit word is assembled. This mode would usually be used to read in binary tapes.

The main problem associated with a binary read-in routine is what format to use. In general, data words are read into blocks of consecutive memory registers and three provisions are made; (1) to read in more than one block, (2) to check the sum of each block thereby detecting almost any error, (3) to specify what should happen to con trol after all blocks are read in.

## The Solution

Program VI uses the following format for each block of binary words:

$$
\text { on } 9, \text { last address }
$$

Word 0
Word I
。
。

Word $n$ more? sя - sum

The first word in each block consists of two 18 bit numbers (see instructions at 3 and 4) which designate the addresses of the actual data words which follow.

The right half of the last word is the complement of the sum of all the other half words in the block. In other words, if all the words in a block are added up in 18 bit pieces (instructions at 24 and 25) the sum must be zero (instructions at 12 and 13) or there has been an error. If there is an error, the tape is backed up (instruc tion 17) and read in again. ( $T X-2$, as you may have guessed by now ${ }_{9}$ can read paper tape in either direction and can identify the front of

The sign bit (4.9) of the left half of the last word in a block tells whether there are more (if 4.9 is a ONE) blocks to be read in or not (if 4.9 is a $\mathrm{ZERO}_{\text {, }}$ see instruction 14). If there are more


blocks，control goes to register 1 and reads in the next block，pro－ viding of course that there were no check sum errors．If there are no more blocks，instruction 16 shuts off the PETR and dismisses the sequence。

Exercises To Prove To Yourself That You Really Understand
Note that there is no provision made in the tape format of Program VI for turning on any other sequence after the last block has been read in．There is really no necessity for a control change since the Start－Over sequence can start up the program just read in at the poke of a button．

However，pay homage to the（ $W$ 。 $A_{0}$ ）Clarkian philosophy of minimal button poking and make the necessary additions of Program VI and its format which will start the program in sequence \＃S at a register called START if bit 4.8 of the last word in the last block is a ONE。 If 4.8 is a ZERO，make Program VI do what it does now．This addition can be accomplished with eleven more words（maybe fewer）．

Why are the CF bits of instruction 12 all ZEROS？
Do they need to be ZEROS in instruction 13？Why？

## VII. A Punch Out Routine

To prove to yourself that you really, really understand, write a program to punch out storage in the block format required by the read in routine (VI)。 Control it from a toggle switch register in the following manner:

Let the left half of the toggle switch register be the first address, and the right half, the last address of the block to be punched out.

Let the meta bit ( 4.10 ) designate whether this is the last block or not.

Let bit 4.9 be a ONE when the toggles are being changed, and a ZERO when the program can look at the register.

The author has written this program with 33 instructions. The best solution submitted by a reader, will be published in a supple ment to this memo.

## CONCLUDING REMARKS

The six programs in this memo illustrate many of the characteristics of $T X-2$. There are other features which haven't been illustrated. For example, conditionally saving the $P$ and/or $Q$ register in $E$ after a JMP; using multiple step deferred (indirect) addresses; using the Boolean instructions or the skip if $E$ is different from word instruction; using the operate class commands and many sequences operating simultaneously.

There will be supplements to this memo from time to time which illuso trate features such as those mentioned in the preceding paragraph. Any suggestions, improvements, discoveries, or remarks in general will be appreciated by the author and probably also by his associates.

$$
\mathrm{HPP} / \mathrm{mk}
$$

Insertions:
Pages 3a
$6 a$
9a
12a
15a
18a
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