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## A LAPLACE TRANSFORM ANALYSIS OF PULSE BETA

1. Introduction

Pulse beta or the cormon-emitter current gain with a half sinewave input current pulse is of importance in pulse amplifier and gating circuits. It is not usually given in transistor specifications and so its relation to the common parameters of dec gain and cutoff frequency is desirable.

The following transistor equivalent circuit is assumed.


Pulse beta is defined as follows:

$$
\begin{equation*}
\beta_{\text {pulse }}=\frac{I_{c}}{I_{b}} \tag{1}
\end{equation*}
$$

where $I_{b}$ and $I_{c}$ are peak values as shown above. The collector current generator is the product of the $\mathrm{d}-\mathrm{c}$ beta, the base current, and a frequency response term which gives the magnitude and phase to a sinusoidal input. $f_{T}$ is the cutoff frequency measured on the $\mathrm{fh}_{\mathrm{fe}}$ test and equals ${ }^{1}$ $\frac{2}{2.43} f_{\alpha}$. The common-emitter cutoff frequency is then $f_{T}(1-\alpha)$.
2. Laplace Transform Analysis

The procedure for solution is to convert the transfer function from frequency to the $s$ domain by replacing jo by $s$ (this establishes

[^1]zero initial conditions), transform the input current, and take the inverse transform of the product by expansion into partial fractions.
\[

$$
\begin{align*}
& I_{c}(s)=\frac{a}{I-a} I_{b}(s) \frac{1}{1+\frac{s}{2 \pi f_{T}(1-a)}}  \tag{2}\\
& I_{b}(s)=\mathcal{L} I_{b}\left(\sin \frac{\pi t}{T}\right)[u(t)-u(t-T)] \\
&= \mathcal{L} \operatorname{Sn} I_{b} e^{j n t / T}[u(t)-u(t-T)] \\
&= \operatorname{Snn}\left[\frac{I_{b}\left(1+e^{-s T}\right)}{s-j \pi / T}\right] \tag{3}
\end{align*}
$$
\]

The symbol, of, means that the imaginary part should be taken. For $0<t<T$, the $e^{-s T}$ term in (3) can be dropped.

Next we substitute (3) in (2) and expand in partial fractions.

$$
I_{c}(s)=\operatorname{dm}\left(\frac{a}{1-a}\right) I_{b}\left(\frac{1}{1+\frac{s}{2 \pi f_{T}(1-a)}}\right)\left(\frac{I}{s-j^{\pi / T}}\right)=\operatorname{dm}\left(\frac{K_{1}}{I+\frac{s}{2 \pi f_{T}(1-a)}}+\frac{K_{2}}{s-j j^{\pi / T}}\right)
$$

$$
\begin{align*}
& K_{I}=\frac{(-I)\left(\frac{\alpha}{1-a}\right) I_{b}}{2 \pi f_{T}(1-\alpha)+j^{\pi / T}}  \tag{4}\\
& K_{2}=\frac{\left(\frac{a}{1-a}\right) I_{b}}{1+\frac{j}{2 T I_{T}(1-a)}}
\end{align*}
$$

The inverse transform of (4) is

$$
i_{c}(t)=\operatorname{dm}\left[2 \pi f_{T}(1-\alpha) K_{1} e^{-2 \pi f_{T}(1-\alpha) t}+K_{2} e^{j \frac{\pi t}{T}}\right]
$$

$$
\begin{align*}
& =\left(\frac{\alpha}{1-a} I_{b}\right)\left[\frac{\frac{1}{2 T P_{T}}(1-\alpha)}{1+\frac{1}{\left[2 T f_{T}(1-\alpha)\right]^{2}}} e^{-2 T P_{T}(1-\alpha) \frac{\pi t}{T}}\right. \\
& \left.+\frac{1}{\sqrt{1+\frac{1}{\left[2 T f_{T}(1-\alpha)\right]^{2}}}} \sin \left(\frac{\pi t}{T}-\psi\right)\right][u(t)-u(t-T)]
\end{align*}
$$

3
where

$$
\psi=\operatorname{Tan}^{-1} \frac{1}{2 \operatorname{Tf}_{\mathrm{T}}(1-a)}
$$

For $T<t<\infty$ the $e^{-s t}$ term is retained

$$
\begin{gather*}
I_{c}(s)=\ln _{m}\left(\frac{\alpha}{1-\alpha} I_{b}\right)\left(\frac{1}{1+\frac{s}{2 \pi f_{T}(1-\alpha)}}\right)\left(\frac{1+e^{-s t}}{s-j \pi / T}\right)=\ln \left[\frac{K_{1}}{I+\frac{s}{2 \pi f_{T}(1-\alpha)}}+\frac{K_{2}}{s-j^{\pi / T}}\right] \\
K_{1}=\frac{\alpha}{1-a} I_{b}\left(\frac{(-1)\left(1+e^{2 \pi T f_{T}(1-\alpha)}\right.}{2 \pi f_{T}(1-a)+j^{\pi / T}}\right) K_{2}=0 \\
i_{c}(t)=\left(\frac{\alpha}{1-\alpha} I_{b}\right)\left[\frac{\frac{1}{2 T f_{T}(1-\alpha)}}{1+\frac{1}{\left[2 T f_{T}(1-\alpha)\right]^{2}}}\left(I+e^{2 \pi T f_{T}(1-\alpha)}\right) e^{\left.-2 \pi T f_{T}(I-\alpha) \frac{t}{T}\right] \quad(6)}\right] \tag{6}
\end{gather*}
$$

The result may be expressed in more compact form by letting

$$
2 T f_{\mathrm{T}}(1-\alpha)=\frac{1}{x}
$$

and

$$
\frac{t}{T}=T
$$


where $\psi=\operatorname{Tan}^{-1} x$

This function is plotted in Fig. 1 for $\mathrm{x}=0,1$, and 3. The sinusoidal and exponential components are shown dotted.

## 3. Pulse Beta Approximation

It is desirable to have a simple expression for pulse beta。 By adding the peak value of the sine term to the value of the exponential term at $\uparrow=1$ an approximate formula is obtained which is 3 percent low at $x=1$ and has less error for other values of $x_{\text {. }}$.

$$
\begin{equation*}
\beta_{\text {pulse }}=\frac{a}{1-a}\left(\frac{x}{1+x^{2}} e^{-\pi / x}+\frac{1}{\sqrt{1+x^{2}}}\right) \tag{8}
\end{equation*}
$$

A useful form may be obtained for large x .

$$
\begin{align*}
\beta_{\text {pulse }} & =\frac{a}{1-a} \frac{2}{x}=\frac{a}{1-a} 4 T f_{T}(1-a) \\
& \cong 4 T f_{T} \tag{9}
\end{align*}
$$

For x between 3 and 12 the formula

$$
\begin{equation*}
\beta_{\text {pulse }} \cong 3 T f_{T} \tag{10}
\end{equation*}
$$

is about 10 percent accurate. Thus it is seen that when the pulse beta is less than say $1 / 3$ the $d-c$ beta, it is almost independent of $d-c$ gain and directly proportional to the common-base cutoff frequency.
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## A LAPLACE TRANSFORM ANALYSIS OF PULSE BETA

4．Experimental Verification
The circuit used is shown below：


The peak base current is 1 ma．giving a maximum measurable value for pulse beta of 30 。

The main difficulty in checking the theory is that the＂constants＂ $f_{T}$ and $a$ are not．Actually $f_{T}$ varies about as the fourth root of collec－ tor voltage and drops off for emitter currents below a few tenths of a ma．The value of a tends to decrease with collector current，especially on the surface barrier transistor．

| Type | No。 | $f_{T}$, mc | $\beta_{0}$ | $\boldsymbol{x}$ | $\beta$ pulse |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | expo |  |
| MAT | ST276 | 42 | 40 | 5.83 | 11.3 | 11.6 |
| MAT | ST1111 | 55 | 207 | 11.2 | 17.7 | 17.3 |
| SBT | 214 | 34 | 11 | 1.72 | 6.65 | 6.0 |

Figure 2．Summary of Experimental Verification

Figure 2 gives the results of measurements on three transistors by $K_{\text {．}}$ Konkle．It is felt that the agreement between calculated and experimental values is quite good considering the measurement problems discussed previously。
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I．INTRODUCTION

## Requirements

A supply was desired which would provide a means for automatic marginal checking of a computer．This application required the following features．
a．Output voltage to be electronically variable from close to zero to +40 volts．
b．．The response should be much less than 1 millisecond．
c．A minimum load resistance of close to 10 ohms．
d．Ambient conditions from $20^{\circ} \mathrm{C}$ to $55^{\circ} \mathrm{C}$ should not cause deterioration or failure．
e．Regulation should be on the order of 0.2 volts．
f．About 5 microamperes should be drawn from the electronic standard．
g．Either end of the supply should be capable of being grounded． Basic Design
As a starting point a supply designed for $\mathrm{TX}=0$ by Robert Hughes was used．The circuit of this supply is chown in Fig。1。 Excellent as this supply was，it needed extensive modification to meet the above re－ quirements．The dissipation in the series regulator transistors has been kept to a minimum in the $T X=0$ supply by reducing the input voltage with tapped transformers and a range switch，（S2）．This method could not be used in the new supply since electronic variation was desired．The maximum load current to be supplied is four times as great since the load resistance is the same but the maximum voltage is four times as great． Thus the power capabilities are multiplied 16 times．Voltages in the regulator are also higher which in some cases would overrun the transistor capabilities if the design were unchanged．Finally，the input circuit must be modified to permit a grounded reference with either end of the supply grounded．
II。 DESICN
Series Regulators

The series regulators were tackled first. They would be required to handle considerably more power than they had in the previous supply. The straightforward approach to solution of this problem was to provide enough series regulators of sufficient rating to pass the desired current at the required voltage. It can easily be shown that the dissipation required in such a regulator is:

$$
\begin{equation*}
V_{s}^{2} / L R_{l s}=P_{\max } \tag{1}
\end{equation*}
$$

where $V_{S}$ is the maximum voltage of the unregulated supply, and $R_{1 s}$ is the sum of the internal resistance of the unregulated supply and the load resistance. In the case of a negligible supply resistance and a total load of 10 ohms on a 56 volt supply, the dissipation, $P_{\text {max }}$, is 78.4 W . As can be seen from Figure 3 the maximum voltage of unregulated supply for an input of 122.5 volts is 56 volts. It was felt that the AC input tolerance could be set at 115 volts $+7.5-10.0$ volts because of the closer control on overvoltage inherent in the distribution system.

The transistors to be used in the series regulator position were to be Minneapolis-Honeywell's $H-7$ 's ${ }^{I}$. These transistors may be operated at a junction temperature of $95^{\circ} \mathrm{C}$. Thus, at an ambient of $55^{\circ} \mathrm{C}$ we may allow a drop of $40^{\circ} \mathrm{C}$ in the thermal resistance from junction to ambient. Assuming a total thermal resistance of $2.55^{\circ} \mathrm{C} /$ watt, $2.2^{\circ} \mathrm{C} / \mathrm{w}$ for the $\mathrm{H}-7$ and $0.35^{\circ} \mathrm{C} / \mathrm{w}$ for the dissipator ${ }^{2}$, we then require 5 transistors in the series regulator. CUPPENT EQUALIZATION

In order to maintain equal currents in all five series regulator transistors, small resistors were inserted in series with each emitter. The collector current in the active region is given by

$$
\begin{equation*}
I_{c}=I_{B} \beta=\frac{V_{B} \beta^{\beta}}{R_{\text {input }}+\frac{R_{E X}}{1-\alpha}} \tag{2}
\end{equation*}
$$

where $R_{E X}$ is the extermal emitter resistance and $R_{\text {input }}$ is the grounded emitter input resistance of the transistor.
I. Minneapolis Honeywell 2 N57 power transistor specifications sheet Form number TRI7

$$
\begin{align*}
& I_{c} \approx \frac{V_{B}}{\frac{R_{i n p}}{\beta}+R_{E X}}  \tag{3}\\
& \frac{I_{c \min }}{I_{c \max }} \approx \frac{R_{E X}+\frac{R_{i n p} \min }{\beta \max }}{R_{E X}+\frac{R_{i n p} \max }{\beta \min }} \tag{4}
\end{align*}
$$

Actually Eq. 4 gives an extremely conservative estimate since the input resistance is very closely associated with beta. A more realistic estimate of the variation might be obtained from

$$
\begin{equation*}
\frac{I_{c \min }}{I_{c \max }} \approx \frac{R_{E X}+\frac{R_{i n p \min }}{\beta_{\text {min }}}}{R_{E X}+\frac{R_{i n p \max }}{\beta \max }} \tag{5}
\end{equation*}
$$

Let us then compute the ratio of the minimum to maximum current per transistor, in terms of Eq. 5.

$$
\begin{aligned}
\mathrm{r}=\frac{I_{\min }}{I_{\max } ;} & \mathrm{n}
\end{aligned}=\text { number of transistors in the series regulator. } . ~\left(\begin{array}{ll}
\mathrm{A} & =\text { Average current/transistor } \\
I & =\text { Maximum current in any one transistor. }
\end{array}\right.
$$

The worst case will occur where all of the transistors except one are carrying the minimum current and the other is carrying the maximum current. Then:

$$
\begin{align*}
& \text { Total current }=n A=(n-I) r I+I  \tag{6}\\
& I / A=\frac{I}{r+\frac{I-r}{n}}
\end{align*}
$$

2. See 6M-4390, Heat Dissipator Characteristics, E. Cohler, 9 July 1956

If we now substitute in Eqs. 5 and 7 the value of $R_{E X}$ shown in Fig. 2. and the known variation of $R_{\text {inp }}$ for the $H=7^{I_{0}}$ at 560 ma , we find: $r=.84$ and $I / A=1.15$. The final rated load, may then be calculated to allow a 15 percent increase in transistor dissipation over the average dissipation.

## SERIES FFED TO SERIES REGULA TORS

Series feed, rather than shunt feed, was used for the transistor supplying the series regulators. This allowed a decrease of beta in the power requirements from the series regulator stage to the feeding stage. Thius, beta being 80 minimum in the $\mathrm{H}-7$, the requirement for this stage is $78.4 / 80=0.98$ watts. Series feed meant using an $n \propto p \propto n$ transistor in the feeding stage, and the best available in the desired dissipation range was the Sylvania $2 \mathrm{NI} 142^{3}$. In fact, this transistor attached to the chassis (for a heat sink) is rated at 4.0 watts at $25^{\circ} \mathrm{C}$ derated 0.1 watt $/{ }^{\circ} \mathrm{C}$ or 1.0 watt at $55^{\circ} \mathrm{C}$. Moreover, the transistor will be forcedmair cooled which will further increase its capacity.

ZERO OUTPUT LEVEL
In order to get the output voltage down to low levels, it is necessary that the off current in the $H-7^{i} s$ is a minimum. To accomplish this one must also reduce the off current in the 2 NI 42 to a very low level. The pasitive and negative biasing arrangements involving external supplies and Rl and R 2 achieve this result. By biasing the bases in the reverse direction for the off condition, one achieves leakage currents which are no more than a few times the grounded base $I_{c o}$ for the transistor. Measurements of the low value of output current run about 2.5 ma for a typical set of $2 \mathrm{~N} 57^{\prime} \mathrm{s}$ ( $\mathrm{H} \infty \mathrm{m}^{\prime} \mathrm{s}$ should be better since their 60 V o maximum $I_{c o}$ is onemalf that for the $2 N 57$ ). This will then give a 50 millivolt minimum output for a 20 ohm load.

AMPLIFIER
The rest of the amplifier is designed with the object in mind of requiring about 5 microamperes from the standard to completely cut off the output transistors. The two input transistors are in series to provide

[^3]double the voltage capability. The pair of 33 ohm bleeder resistors serve both to provide a bias for the voltage division in the input transistors and to keep the unregulated supply voltage down. Of course, with a negative standard (when the positive side of the supply is grounded) the two 4.7K resistors provide the voltage division for the input transistors (2N182's).

## PROTECTION

For economic reasons it is wise to protect this supply, in case of fan failure or excessive ambient temperature. If either of these conditions occurs the thermal switch will open and prevent operation of the H-7's above their rated junction temperature. In case of a current overload the fuse in the transformer primary will open. In either in stance of failure, a neon light on the panel will flash, warning of the burnoout.

To provide the thermal protection, the thermal switch has been put at the warmest point of the chassis (under fan failure conditions) and set to switch off at $55^{\circ} \mathrm{C}$.

REVERSIBILITY
In order to reverse the polarity of the supply, relays are provided to change the location of the ground. This process runs into two problems: 1. The mercury relays, which are used for reliability, are of the make-beforembreak type, and sufficient interlocking must be prom vided to assure that the supply is not shorted while reversing. This is done by the circuit shown, provided the difference between the pull up or break time of two different contacts on the same relay is less than the pull up time of any contact on the relay. 2. The input for the standard must be such as to allow for either a positive or negative standard to be grounded. There was no simple way found for accomplishing this type of input, so two separate inputs were provided for the two standards. These inputs must then be switched when the supply is reversed. SYS TEMS

The control of the supply from the system point of view will be discussed more fully in the notes on the decoder and total system. Howe
ever, it might be well to mention the speed of response here as a supply characteristic. The design set forth above has not yet been tested under various load conditions: however, the prototype supply was modified by reduction of capacities which brought the response to changes in the stan dar voltage to well below 1 millisecond. The only other important rec sponse time of the supply is the time required to switch polarities. In switching from plus to minus (and in returning to plus), at le as two relay times will be used up. For the mercury relays used this will require 20 to 30 milliseconds. Fortunately, this switching is done much less often than the voltage switching.

## LIMITATIONS

As mentioned before, the supply load must be kept to 15 percent less than the load presented by 10 ohms. Thus, the rated load is 12 ohms. Moreover, a maximum load of 100 ohms is specified to allow the supply to go to $1 / 4$ volt. Any higher resistance loads must be padded. In addition, no negative current can be supplied, that is, no current can be supplied in a direction opposite to the voltage. This is a basic characteristic of supplies using unilateral series regulators. The ambient temperature of the supply must be kept below $55^{\circ} \mathrm{C}$. The resistance of the standard should be high enough to limit the surge currents resulting from sudden change of voltage. A resistance of 5 K is sufficient for this purpose and will cause no appreciable error in the standard voltage under load.

SUGGESTIONS FOR FURTHER WORK
Consideration might be given to the following as improvements or tests to be made on the above design: 1 . Thorough tests of regulation under load, operation of the thermal switch, response under various con ditions of load, and accuracy of output for given standard characteristics. 2. Replacement of the single 2 Nl 42 by a series pair of 2 NI 42 's to prom vide sufficient voltage rating. 3. Physical layout of the supply ${ }_{9}$ including location of various associated devices such as the variable standard and the switching circuitry.
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FIG. 3
OUTPUT vs INPUT ELECTRONICALLY VARIABLE POWER SUPPLY (UNREGULATED SUPPLY)
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#### Abstract

Introduction: Memory planes constructed to date comprise cores and wires sewn in various configurations and strung in a suitable frame. Such planes are highly satisfactory from an operational point of view, but present some undesirable problems in fabrication. Not the least of these is the need for highly-skilled workers to sew the conductors through the cores. The object of the work reported here was to produce a plane which contained no hand-sewn wires. This was successfully accomplished in the form of a small $4 \times 4$ plane with 16 cores, four windings linking each core, and 128 dip-soldered connections. Two such planes have been made to date, and two more are being constructed. The nature of this experimental plane can best be understood by referring to the accompanying drawings and photographs while reading the text.


## The Assembly:

Figure $l$ is an exploded view of a segment of a printed plane of this type. Sheets 20 and 40 formed of phenolic have printed wiring on their outer surfaces. Sheet 30 serves as a spacer layer for positioning the cores. Base 10 with posts 11 serves as a jig to properly orient the sheets during the assembly operations.

The steps in construction are as follows:
Sheet 20 with the printed wiring facing down is placed upon base 10. Then sheet 30 is placed over sheet 20. Next, cores 50 are positioned in the holes of sheet 30. This may be done by automatically vibrating the cores into position. A surplus of cores may be applied with the excess being brushed off after all of the holes have been automatically filled. Next, sheet 40 is applied with the printed wiring facing up. At this point, the cores are sandwiched between the two sheets containing printed wiring, and the pegs 60 forming the circuit connections between the two layers of printed planes are now inserted. If desired the pegs may be attached to a strip in comb-like fashion as shown in Figure 4 so that the pegs for an entire line of cores may be inserted at once. The completed assembly may now be removed from base 10 and dip soldered on both sides to make permanent connections. The solder forms fillets at the junctions between conducting lines on the pegs and printed wire lines. These are shown in the photograph, F-3248.

The detailed paths of the $x, y$ digit and sense windings are shown in the accompanying drawings $\mathrm{SB}-60322$, $\mathrm{SB}-60321, \mathrm{SB}-60324$, and SB-60323 respectively. Actual conducting paths for all windings are shown in SC-60365 and in photographs F-3203 and F-3204.

These conducting circuit paths may best be understood by continued reference to Figure 1. The wiring circuit, for a row or "X" line will be considered first. Line 1 on sheet 20 connects with line $1 B$ on peg 60. This conducting line goes through core 50 and connects with line 1 C on sheet 40. Line IC connects with line $1 D$ on peg 60B. Line $1 D$ goes through core $50 B$ and connects with line $I E$ on
sheet 20. This conducting path continues on in a similar fashion for the rest of the row.

To illustrate a "Y" line, or a column circuit, line 2 on sheet 20 connects with line $2 B$ on peg 60 . Line $2 B$ goes through core 50 and connects with line 2 C on sheet 40. Line 2 C connects with line 2 D on peg 60 C . Line 2D goes through core 50 C and connects with line 2 E on sheet 20. Line 2 continues on in a similar fashion for the rest of the column. It will be noted that while the initial appearance of the printed wire sandwich is different from that of the conventionally wired memory, the effective electrical paths for the rows and columns are identical with those obtained by threading wires through the rows and columns of a conventional memory. The remaining printed circuits may be traced out in a manner analogous to that used for the row and column circuits. These are the sense winding starting at line 3 and the inhibit winding starting at line 4, and are the overall electrical equivalent of those windings in a conventionally constructed memory.

However, since it is difficult if' not impossible to achieve a diagonally wired sense winding with this type of printed wire layout, the sense winding is rectangular in format. The cancellation of pulses from half-selected cores and air flux pickup normally accomplished by the diagonal format of the sense winding in conventionally wired memory planes is achieved by appropriate interconnection of rectangular subsections of the printed wire plane. Thus if two appropriately chosen quadrants are connected in one polarity and the other two quadrants in the opposite polarity, any row or column will have onehalf of its cores sensed in one polarity and one-half sensed in the opposite polarity, and also cancellation of air flux pickup will be effected. The interconnection of these quadrants is shown in Figure 5. For convenience in wiring layout, the digit winding is also printed in quadrants as is shown in Figure 6. Figure 3 shows how sheet 30 is made thinner than the memory cores to permit cooling the plane by passing air through it sideways.

The core density for this type of construction is the same as for planes in the MTC and TX-O memories. This design does, however, reduce the thickness of the memory plane. The major obstacle to be overcome in making larger planes of this type is control of the dipsoldering operation. Even in the $4 \times 4$ size the operator technique is very important. If larger numbers of junctions can be simultaneously soldered, then this could be a practical way to make a printed plane.

The first plane of this type to be completed has been operate in Memory Test Setup VI. It has output waveforms and operating margins comparable to conventional hand-wired memory planes.
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FIG. 4

PRINTED PLANE COMB CONNECTQR

$4 \times 4$ PRINTED MEMORY PLANE SHOWING SOLDER FILLETS
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FIG. 5
QUADRANT SENSE WINDING
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A REVIEW OF FIRST $\propto$ ORDER SWITCHING THEORY FOR P $\propto N$ JUNCTION TRANSISTORS
Introduction
In Part II of this paper，we found that the principal switching parameters of a transistor，$\beta_{n^{2}} \beta_{i^{9}} \omega_{n^{2}} \omega_{i^{9}}$ and $\tau_{s^{9}}$ could be related by an equation of the form

$$
\begin{align*}
& \left(\beta_{n} 1\right)=\omega_{n} \tau_{s}  \tag{50}\\
& \left(\beta_{i}+1\right)=\omega_{i} \tau_{s} \tag{51}
\end{align*}
$$

Konkle ${ }^{1}$ has shown that（51）agrees quite well with experimental data obtained from a group of L -5122 surface－barrier transistors with the ex－ ception that values of $\tau_{s}$ calculated from（51）were 10 to 20 percent higher than the measured value．No such agreement，however，could be found for（50）．

Now（50）and（51）are derived from the valid relationships

$$
\begin{equation*}
\left(\beta_{n_{g} I}+I\right)=\omega_{n_{9} I} \tau_{n_{g} I} \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{s} \approx \tau_{\mathrm{b}} \text { (to a firstcorder approximation) } \tag{53}
\end{equation*}
$$

where $\tau_{n^{2}} \tau_{i^{9}}$ and $\tau_{b}$ are various effective minority carrier lifetimes in the base regiong such that，by identifying $\tau_{n^{9}} \tau_{i}$ with $\tau_{b}$ ，we arrive at （50）and（51）and the resultant dilemma between theory and experiment．

In assuming that $\tau_{n}$ and $\tau_{i}$ are identical to $\tau_{b}$ ，we have neglected to consider that these lifetimes are each defined under different tran sistor operating conditions．Consider the lifetimes $\tau_{n}$ and $\tau_{i}$ 。 $\tau_{n}$ is the effective base lifetime defined for the normal mode of active region operation of the transistor．Under this operating condition，the minority carrier density in the base varies from a maximum at the emitter junction boundary to zero at the collector junction boundary。 Similarly，$\tau_{i}$ is the effective base lifetime defined for the inverted mode of active region transistor operation in which case the minority carrier density varies

Io Ko Konkle，Hole Storage in a Saturated Grounded－Emitter Transistor Circuit＂，MoI。To，Department of Electrical Engineering，Master ${ }^{\circ}$ s Thesis，Submitted in January， 1957.
from zero at the emitter junction boundary to a maximum at the collector junction boundary。 $\tau_{\mathrm{b}}$ ，on the other hand is the effective base lifetime defined for the saturation condition of the transistor in which the minority carrier density is more or less distributed uniformly through the base region．

In Part I of this paper，the effective base lifetime $g_{g} \tau_{b}$ was assumed to be approximately of the form

$$
\begin{equation*}
\frac{I}{\tau_{b}}=\frac{I}{\tau_{p}}+\frac{2 s}{w} \tag{54}
\end{equation*}
$$

where $\tau_{p}$ is the bulk lifetime
$s$ is the surface recombination velocity
$w$ is the width of the material．
This relation is derived for a uniform hole density distribution，and， consequently，neglects any effects on the effective base lifetime due to a non－uniform spacial distribution of the minority carrier density。 Thus ${ }_{9}$ the effective base lifetime as defined by this relation is seen to be symmetrical with respect to the mode of operation and independent of the region of operation．As a result of this interpretation of（54），we are led to assume that $\tau_{n}$ and $\tau_{i}$ must be identical with $\tau_{b}$ and hence with $\tau_{s}$ 。 If $y^{\text {h }}$ however ${ }_{8}$ a non uniform spacial distribution of the minority carrier density does affect the value of the effective base lifetime（as is indeed indicated by the experimental evidence）then we must regard（54） as a zero－order approximation to the actual effective base lifetime for any given spacial distribution of the minority carriers．To a first－ order approximation，therefore，we require that in general

$$
\begin{equation*}
\tau_{n} \neq \tau_{i} \neq \tau_{b} \approx \tau_{s} \tag{55}
\end{equation*}
$$

In this part of the paper，we shall show that（55），which is required to hold in view of the experimental evidence，is consistent with the first order switching theory of Ebers and Moll。 ${ }^{4}$ As we shall show in Part IV of this paper，the distinction we have made among the various minority carrier lifetimes in the base region of a transistor leads to a F Eberss JoJo and Moll，JoLog Op．Cif．
set of design equations relating the electrical switching characteristics to the physical and geometrical design parameters of the transistor which are in agreement with the experimental evidence。 In particular, we shall be able to show theoretically why (51) agrees so well with experimental data while (50) does not.

### 2.0 Some Remarks Concerning the Solution to the Transient Response of

In order to see more clearly the material presented in the remaining parts of the paper, it is worthwhile to consider in some detail the general approach to the analytical solution for the transient response of an alloy junction transistor。 Given an alloy junction transistor of arbitrary geometry, a typical case of which is shown in Figure 7, we desire the analytical solution to the transient response of the output current, usually the collector current, $i_{c}$, for a specified input driving current, which can either be the emitter current $i_{e}$ or the base current $i_{b}$, depending on the configuration in which the transistor is operated.

The direct approach to this problem is to solve the time-
dependent diffusion equation of the form

$$
\begin{equation*}
D_{p} \nabla^{2} p=\frac{p}{\tau p}=\frac{\partial p}{2 \pi} \tag{56}
\end{equation*}
$$

> where $\mathrm{p}=\mathrm{p}\left(\mathrm{x}_{9} \mathrm{y}_{9} \mathrm{z}_{9} t\right)_{8}$ is the excess minority carrier density distribution in the base region
> $\tau_{\mathrm{p}}$ is the bulk lifetime of the minority carriers in the base region $\mathrm{D}_{\mathrm{p}}$ is the diffusion constant for the minority carriers,
for $p$ as a function of position in the base region and time subject to the boundary conditions:

$$
\begin{aligned}
& -D_{p} \overrightarrow{\nabla p} \cdot \overrightarrow{d S}=s p d s \text { (at the free base surfaces) } \\
& i_{p}=\propto \int_{S} D_{p} \overrightarrow{\nabla p} \cdot \overrightarrow{d S} \text { at the junction boundaries (58) } \\
& \text { of the base region }
\end{aligned}
$$



$$
\begin{aligned}
& p=p_{n o}\left(e^{\frac{q}{k T} \phi}-1\right) \text { at the junction boundaries of } \\
& \text { the base region } \\
& \text { where } s \text {-is the surface recombination velocity of } \\
& \text { the minority carriers at the free base } \\
& \text { surfaces } \\
& S \text { - refers to the base surface } \\
& i_{p} \text {-is the total minority carrier current at a } \\
& \text { junction boundary } \\
& q \text { - is the electronic charge } \\
& \mathrm{p}_{\mathrm{no}} \text {-is the equilibrium minority carrier density } \\
& \text { in the base region } \\
& d \text { - is the voltage across a } p-n \text { junction and is } \\
& \text { positive if the drop occurs in going from the } \\
& \text { pゅregion to the nゅregion of the junction. }
\end{aligned}
$$

Once the solution for the excess minority carrier density in the base region is found，it is a simple matter to obtain the transient response of the collector current $i_{c}(t)$ from the relation

$$
\begin{equation*}
i_{c}(t) \approx i_{p}(t)=-\left.q D_{p} \int_{S_{c}} \overrightarrow{\nabla p}\right|_{\text {collector }} \cdot{\overrightarrow{d S_{c}}}^{\text {col }} \tag{60}
\end{equation*}
$$

## where $S_{c}$ is the surface of the base region at the collector junction boundary。

Except for special cases，however，involving simple geometric transistor structures，exact analytic solutions to the transient response of an alloy junction transistor are impossible or at least very difficult to obtain．

## 3．0 Ebers ${ }^{8}$ and Moll＇s Approximate Solution for the Transient Response of an Alloy Junction Transistor

A good approximation to the solution for the transient response of an alloy junction transistor with an arbitrary geometry can be obtained by a method based on a linear separation of solutions developed by Ebers and Moll．

We notice that the diffusion equation (56) and the boundary conditions (57) and (58) are linear. Therefore, we can write the solution for $p=p(x, y, z, t)$ as the sum of two independent excess minority carrier distributions, $p_{1}=p_{1}\left(x_{9} y, z, t\right)$ and $p_{2}=p_{2}\left(x_{9} y, z_{9} t\right)$ provided that a linear combination of these two independent solutions also satisfies the boundary condition given by (59). In general (59) is nonlinear and any linear combination of two arbitrary independent solutions will not satisfy this boundary condition. However, if we choose the solutions to be of the form
and

$$
\begin{align*}
& p_{1}=p_{n o}\left[e^{\frac{g}{E T} \phi_{e}(t)}-I\right] f\left(x_{9} y_{g} z, t\right)  \tag{61}\\
& \text { where } f(x, y, z, t)= \begin{cases}1 & \text { at the emitter junction } \\
\text { boundary } \\
0 & \text { at the collector junction }\end{cases} \\
& \text { boundary } \\
& p_{2}=p_{n o}\left[e^{\frac{q}{E T} \phi_{c}(t)} \infty 1\right] g\left(x_{9} y_{9} z_{g} t\right)  \tag{62}\\
& \text { where } g\left(x_{9} y_{9} z, t\right)= \begin{cases}0 & \text { at the emitter junction } \\
\text { boundary } \\
1 & \text { at the collector junction } \\
\text { boundary }\end{cases}
\end{align*}
$$

and note that (59) is linear if and only if all the independent solutions except one are zero at a junction boundary, then the linear combination of $p_{1}$ and $p_{2}$ as given by (61) and (62), respectively, of the form

$$
\begin{equation*}
p=p_{1}+p_{2} \tag{63}
\end{equation*}
$$

is also a solution.
If we now define, $p$, in (63) to be the complete solution for the excess minority carrier density distribution, then we can represent the separation of $p$ into the two independent solutions, $p_{1}$ and $p_{2}$, as defined by (61), (62), and (63), schematically as shown in Figure 8。 This schematic representation of an alloy junction transistor with an arbitrary geometry consists of two identical transistors of the same geometrical structure as the original transistor with their emitter, base, and collector leads each paired together to form single emitter, base,


Figure 8
and collector leads which are identical to the corresponding leads of the original transistor shown in Figure 7。 Arbitrarily，the top transistor is designated to have an excess minority carrier distribution solution of the form， $\mathrm{p}_{1}$ ，and the bottom transistor a solution of the form， $\mathrm{p}_{2}$ ．Later on， we shall show that an alloy junction transistor having an excess minority carrier distribution of the form $p_{1}$ or $p_{2^{9}}$ can be transformed into an ideal onedimensional junction transistor structure for which the transient response is known in analytical form。 First，however，we shall indicate how the schematic representation of the alloy junction is derived by con a sidering the physical significance of breaking down the complete solution for the excess minority carrier density into two independent solutions in the manner described above by $(61)_{9}(62)$ and（63）．

The derivation of the schematic representation of an alloy junction transistor shown in Figure 8 is analogous to the derivation of a similar schematic representation for the one dimensional form of a pon junction transistor．Therefore，for simplicity and convenience，we shall consider this derivation in terms of the one－dimensional case．

Figure 9（a）shows a onedimensional step junction transistor in which $p=p(x, t)$ 。 The excess minority carrier density distribution in the base region for some time，$t$ ，（solid line）is separated into two independent solutions，$p_{1}$ and $p_{2^{9}}$（broken lines）as defined by（61）and （62）．Now the gradient of $p_{I}$ is such that it represents a minority carrier diffusion current in the direction of the collector．Since $p_{1}$ is by definition zero at the collector junction boundary of the base region at all times，the gradient of $p_{I}$ at the collector junction boundary represents a minority carrier current，$i_{\mathrm{cn}}$ into the collector that is independent of the collector voltage．In the collector region of the tranm sistor this minority carrier current splits into two components．One component is the true collector current，$i_{c}$ ．The second component，$i_{e i}{ }^{9}$ which is equal to the difference between $i_{c n}$ and $i_{c}$ is reinjected into the base region through the collector junction giving rise to the excess minority carrier density distribution，$p_{2}$ ．The gradient of $p_{2}$ shows that the reinjected current is a diffusion current in the direction of the emitter．The resultant gradient of $p_{2}$ at the emitter junction boundary of the base region represents a minority carrier current，$i_{\text {cis }}$ into
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Figure 9(b)
the emitter．By definition，$p_{2}$ is zero at the emitter junction boundary and therefore $i_{c i}$ is independent of the emitter voltage。 In the emitter region $i_{c i}$ combines with the true emitter current $i_{e}$ to yield a current $i_{\text {en }}$ which is injected into the base region through the emitter junction． The injection of $i_{e n}$ gives rise to the excess minority carrier distribution， $p_{1^{\prime}}$ ，which we assumed to exist at the beginning of this discussion．

Now，since the two excess minority carrier density distributions， $p_{1}$ and $p_{2^{g}}$ are independent of each other，the only interaction that occurs as a result of separating，$p$ ，the complete solution for the excess hole density distribution，into $p_{1}$ and $p_{2}$ is a Kirchoff＇s summation of the various currents in the emitter and collector regions．Thus the problem can be treated in the completely equivalent form shown in Figure 9（b）。 This equivalent form of the problem is obtained by replacing the one dimensional transistor having an excess minority carrier density distribu＊ tion of the form $p=p(x, t)$ in Figure $9(a)$ by two，one－dimensional tran ${ }^{\infty}$ sistors both of which are identical to the original one－dimensional trane sistor．The pairs of emitters，bases and collectors are each connected together as shown in Figure 9（b）。 The leads common to the emitters， bases and collectors of the two transistors correspond to the actual emitter base and collector electrodes of the original transistor shown in Figure 9（a）。 In a similar manner，the schematic representation of an alloy junction transistor by two transistors with the same geometry as the original and excess minority carrier distributions of the form of（61）and （62）can be obtained．

A transistor having a minority carrier distribution of the form of（61）or（62）in which $P_{c}=0$ at all times in the case of（61）（or $P_{e}=0$ at all times in the case of（62））is by definition operating in its active region．In order to distinguish as to whether $p_{e}$（or $p_{c}$ ）is zero in a particular－case，we have designated the case in which $P_{c}=0$ as the＂normal mode＂of operation in the active region and the case in which $p_{e}=0$ as the＂inverted mode＂of operation in the active region．Thus，we see that by making a linear separation of the excess minority carrier density distribution into distributions of the forms（61）and（62）we now need only to obtain the transient solution for the transistor operating in the active region in order to determine the transient behavior of the transistor
under any arbitrary operating conditions.
Having discussed the derivation and physical significance of the schematic representation of an alloy junction transistor shown in Figure 8, we shall next consider the problem of showing that an alloy junction transistor with an excess minority carrier density distribution of the form of (61) or (62), e.i., operating in the active region, can be transformed into an ideal, one-dimensional, junction transistor structure。 Once this is done, we can transform the schematic representation of an alloy junction transistor into a one-dimensional form for which an analytical solution to the transient response can be obtained.
$4.0 \frac{\text { Small-Signal }}{\text { Transistor }} \frac{\text { Response }}{}$ of an Idealized One-Dimensional PoN Junction
In order to obtain the equations for transforming an alloy junction transistor into an electrically equivalent, onedimensional transistor, it is necessary to consider certain aspects of the active smallsignal behavior of an ideal one dimensional transistor. The solution for the small-signal response of the one-dimensional idealized transistor was developed in Part I of this paper. In normalized form, we see from (12) (16) (18) and (19) that this response is given by the expression

$$
\begin{array}{r}
\frac{i_{c}}{i_{e}} \triangleq \alpha(\omega) \approx \frac{a_{0}}{1+j \frac{\omega}{\omega_{c \alpha}}} \\
\text { where } a_{0}=\frac{1}{1+\frac{w^{2}}{2 D_{p}} \frac{1}{\tau_{p}}} \\
\omega_{c \alpha}=\frac{2 D_{p}}{w^{2}}+\frac{1}{\tau_{p}} \tag{66}
\end{array}
$$

The parameters $\alpha_{0}$ and $\infty_{c a}$ appearing in (64) are defined as the common base $d \infty c$ current-gain and cutoff $\oplus$ frequency, respectively, and are related to the base width, $w$, and the base bulk-lifetime, $\tau_{p}$, of the idealized one-dimensional transistor by (65) and (66).

F "Idealized" means here that the conductivity of the emitter and collector regions is extremely large compared to the base conductivity so that the emitter efficiency can be regarded as unityo

From linear circuit theory, we know that if the sinusoidal amplitude and phase characteristics of a device are known for all fre* quencies then the output response of the device can be determined for any arbitrary input function. This is the case for the idealized onem dimensional transistor, since from (64) we can write

$$
\begin{align*}
|a|=\left|\frac{i_{c}}{i_{e}}\right|= & \frac{a_{0}}{\left[1+\left(\frac{\omega}{\omega_{c a}}\right)^{2}\right]^{1 / 2}}  \tag{67}\\
\quad\left\langle i_{c} / i_{e}\right. & =\arctan \left(\frac{\omega}{\omega_{c a}}\right) \tag{68}
\end{align*}
$$

where (67) and (68) describe the amplitude response and phase characteristics, respectively of the idealized, one dimensional transistor as a function of the drive frequency $\omega$ and the parameters $a_{0}$ and $\omega_{c a}{ }^{\circ}$ Figure 10 shows a normalized plot of these amplitude and phase characteristics as a function of $\omega / \omega_{c a^{\circ}}$

From this brief discussion of the small-signal behavior of the idealized, one dimensional transistor we see that when operating in the active region-the output response of this device to any arbitrary input signal is completely characterized by the electrical parameters $\omega_{c a}$ and $\omega_{0}$ and, ultimately, through (65) and (66) by the base width w and the minority carrier lifetime ${ }_{9} \tau_{p}$ 。

### 5.0 SmalloSignal Behavior of Alloy Junction Transistors

+ Figure 11 shows a typical normalized plot of the sinusoidal amplitude and phase characteristics of an alloy junction transistor (solid lines) in comparison with the normalized characteristics of the idealized onédimensional transistor (dotted lines). We see from this Figure that the smallosignal frequency characteristics of amplitude and phase approximates quite closely those of the idealized one dimensional transistor from d-c out to three to five times $\omega_{c a}$. It can be shown from linear circuit theory that the transient behavior of an alloy junction transistor with such smallosignal characteristics is almost identical to the transient behavior of the idealized transistor except during the time

$$
0<t<\frac{1}{3 \omega_{c a}}
$$




Figure 10



Figure 11

As an example of the veracity of this last statement we compare, in Figure 12, the collector current response of a typical, alloy junction transistor, and an equivalent ${ }^{\dagger}$, idealized, oneodimensional transistor for a step input of emitter current. We see from this Figure that for time $t>1 / 3 \omega_{c a}$ the transient response for the alloy transistor is fairly well approximated by the response of the idealized transistor. While for $t<I / 30_{c \alpha}$ g the transient response of the two devices differ considerably from one another owing to the differences in their high frequency ( $>3-5 \omega_{c \alpha}$ ) amplitude and phase characteristics.

Fortunately, in switching circuit applications, we are seldom if ever concerned with times much less than $1 / 3 \omega_{c \alpha^{\circ}}$ Consequently, it is possible, in the analysis of transistor switching circuits, to replace the alloy junction by an equivalent, idealized, one-dimensional transistor. The results obtained by this approximation are accurate to within $1 / 3 \omega_{c \alpha}$ which turns out to be quite satisfactory in the analysis of a transistor's switching characteristic。

### 6.0 Continuation of Ebers? and Moll ${ }^{\text {® }}$ s Approximate Solution for the Transient Response of an Alloy Junction Transistor

Having shown that, to a good approximation, equivalence exists between the active region transient behavior of the alloy junction transistor and that of the idealized, one-dimensional transistor, we can now go on and complete our discussion of Ebers ${ }^{\text { }}$ and Moll's solution for the transient response of an alloy junction transistor.

Previously, we had found that the alloy junction transistor shown in Figure 7 could be replaced by the equivalent circuit shown in Figure 8 in which the alloy junction unit is replaced by two alloy junction transistors both identical to the original transistor but with each restricted to operating in the active off regions only and interconnected as shown in Figure 8. As before, we shall arbitrarily consider the top transistor in this Figure to be operating in the normal-mode and the bottom transistor to be operating in the invertedmode。

4 By "equivalent", we mean that the de current gain, $\alpha_{0}$, and the cutoff frequency $\omega_{c \alpha}$ of the two devices are identical.



Figure 12

Now as we have just seen the transient behavior of each of these two transistors can be completely characterized by their dc current-gains and cutoff frequencies. These parameters can be obtained by direct measure ment on the actual alloy junction transistor under consideration. The normal, common abase, dc, current-gain, $a_{n}$, and cutoff frequency, $\omega_{n}$, are obtained by making the appropriate measurements on the transistor while operating it in the active region under normalmode conditions. The inverted, common-base, dc, current-gain $\alpha_{i}$, and cutoff frequency, $\omega_{i}$, are also obtained in a similar manner while operating the transistor in the active region under inverted-mode conditions. In general,

$$
a_{n} \neq a_{i}
$$

and

$$
\omega_{n} \neq \omega_{i}
$$

principly because of the differences in geometry and electrical character istics of the two p $\sim$ n junctions.

Having characterized the top transistor in Figure 8 by $a_{n}$ and $\omega_{\mathrm{n}^{9}}$ and the bottom transistor by $\alpha_{i}$ and $\omega_{i}$, we can replace each of the se transistors by equivalent, idealized one-dimensional transistors, respectively. Thus, the equivalent circuit for an alloy junction transistor is now as shown in Figure 13. It is to be noted that the equivalent circuit of Figure 13 is only approximate and that the switching times to be derived from it shortly are accurate only to within $I / 3 \omega_{c a}$ seconds.

A detailed analysis of the smallosignal characteristics of the idealized one-dimensional transistor would show that the frequency response characteristics as given by (64) represent only a first order approximation to the actual expression ${ }^{4}$. Consequently, in order to obtain consis tent results, the behavior of the minority carrier density distribution in the base region must be considered only to a first order approximation, e.io, the minority carrier density distribution is at all times a linear function of distance through the base region as shown in Figure 13 for times $t$ and $t * \Delta t$ 。

Under these conditions, then, the current at the collector, $i_{c}$, and anywhere in the base region, $i(x)$, of an idealized transistor is from (6) of the form

4 This is the principal reason why the transient response of an equivalent, idealized, one-dimensional transistor differs from the true response of an alloy junction transistor for $t<1 / 3 \omega_{c a}{ }^{\circ}$


Fig. 13

$$
\begin{equation*}
i(x)=-i_{c}=-q D_{p} \frac{p}{W} \tag{69}
\end{equation*}
$$

such that for the normal-mode case this equation becomes

$$
\begin{equation*}
i_{n}(x)=-i_{c_{n}}=-q D_{p} \frac{p_{e}}{w_{n}} \tag{70}
\end{equation*}
$$

and for the inverted-mode case

$$
\begin{equation*}
i_{i}(x)=\infty i_{c_{i}}=-q D_{p} \frac{p_{c}}{w_{i}} \tag{71}
\end{equation*}
$$

where the currents, minority carrier densities, and base widths are defined in Figure 13. Since, ${ }^{i}(x)=\infty i_{c}$ everywhere in the base region, we can write that

$$
\begin{equation*}
a_{n} \triangleq \frac{i_{c n}}{i_{e n}}=\frac{i_{n(x)}}{i_{e n}}=\frac{i_{n}\left(w_{n}\right)}{i_{e n}} \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{i} \triangleq \frac{{ }^{\infty} i_{c i}}{i_{e i}}=\frac{i_{i}(x)}{i_{e i}}=\frac{i_{i}\left(w_{i}\right)}{i_{e i}} \tag{73}
\end{equation*}
$$

and, thus, $a_{n}$ and $\alpha_{i}$ are seen to behave as injection efficiencies in this analysis. Consequently, we can set the transport factor equal to unity and let

$$
\begin{equation*}
\tau_{p} \longrightarrow \infty \tag{74}
\end{equation*}
$$

In the time domain, the behavior of the equivalent, idealized, one-dimensional transistors in Figure 13 is governed by the differential equations

$$
\begin{align*}
& q w_{n} \frac{d p_{e}}{d t}=a_{n} i_{e n} * i_{c n}  \tag{75}\\
& q w_{i} \frac{d p_{c}}{d t}=\alpha_{i} i_{e i}+i_{c i} \tag{76}
\end{align*}
$$

where (75) refers to the one dimensional equivalent of the alloy junction transistor operating in the normal mode and (76) refers to the onedimensional equivalent of the alloy junction transistor operating in the inverted mode. Eliminating $p_{e}$ from (70) and (75) and $p_{c}$ from (71) and
(76) and noting that (66) and (74) allow us to write the cutoff frequencies $\omega_{n}$ and $\omega_{i}$ in the form

$$
\begin{equation*}
\omega_{n}=\frac{2 D_{p}}{w_{n}^{2}} \tag{77}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{i}=\frac{2 D_{p}}{w_{i}{ }^{2}} \tag{78}
\end{equation*}
$$

we can rewrite (75) and (76), the differential equations governing the behavior of the one-dimensional equivalent transistors, in the respective forms

$$
\begin{align*}
& \infty \frac{1}{\omega_{n}} \frac{d i_{c n}}{d t}=a_{n} i_{e n}+i_{c n}  \tag{79}\\
& -\frac{1}{\omega_{i}} \frac{d i_{e i}}{d t}=a_{i} i_{e i}+i_{c i} \tag{80}
\end{align*}
$$

These two equations together with the node equations

$$
\begin{align*}
& i_{e n} * i_{c i}=i_{e}  \tag{81}\\
& i_{e i} * i_{e n}=i_{c} \tag{82}
\end{align*}
$$

and the appropriate boundary and initial conditions on $i_{e}$ and $i_{c}$ lead to the approximate expressions originally obtained by Ebers and Moll ${ }^{4}$ for the switching times characterizing the transient response of a $\mathrm{p}-\mathrm{n}$ junction transistor.

The most common and most useful configuration in which a tran sistor is utilized in a switching circuit is the common emitter configuration. In this case, the switching time expressions obtained in the manner just described are of the form

[^5]\[

$$
\begin{align*}
& t_{r}=\frac{1}{\left(1-a_{n}\right) \omega_{n}} \ln \left[\frac{I_{b_{1}}}{I_{b_{1}}-0.9 \frac{\left(1-a_{n}\right)}{a_{n}}} I^{6 M-4581 S-1} 21\right.  \tag{83}\\
& t_{s}=\frac{\omega_{n}+\omega_{i}}{\omega_{n} \omega_{i}\left(1-a_{n} a_{i}\right)} \ln \left[\frac{I_{b_{2}} I_{b_{1}}}{I_{b_{2}}-\frac{1-a_{n}}{a_{n}} I_{c l}}\right]  \tag{84}\\
& t_{t_{f}}=\frac{1}{\left(1-a_{n}\right) \omega_{n}} \ln \left[\frac{I_{c l}-\left(\frac{a_{n}}{I-a_{n}}\right) I_{b_{2}}}{\frac{I}{I O} I_{c_{1}}-\left(\frac{a_{n}}{I-a_{n}}\right) I_{b_{2}}}\right] \tag{85}
\end{align*}
$$
\]

where the currents and switching times are as defined in Figure 14. In addition to the switching times, two steady $\sim$ state parameters are of considerable interest in the design of a switching transistor namely: -the normal mode commonaemitter current gain, $\beta_{n}$, the saturation region collector to emitter voltage, $\mathrm{V}_{\text {ce }}$ sat ${ }^{\circ}$ The first of these parameters is related to $a_{n}$ by an equation of the form

$$
\begin{equation*}
\beta_{n}=\frac{a_{n}}{1-a_{n}} \tag{86}
\end{equation*}
$$

The second parameter is obtained by solving the equivalent circuit of Figure 13 subject to the boundary condition

$$
\begin{align*}
& p_{e}=p_{n o}\left(e^{\frac{q}{k t} \nabla_{e}}-1\right)  \tag{87}\\
& p_{c}=p_{n o}\left(e^{\frac{q}{k t} \nabla_{c}}-1\right) \tag{88}
\end{align*}
$$

for

$$
\begin{equation*}
\nabla_{c e} \triangleq \nabla_{c}-\nabla_{e} \tag{89}
\end{equation*}
$$

In the saturation region, this solution, originally obtained by Ebers and Moll ${ }^{\text {h }}$ has the form
\& Ebers, JoJo, and Moll, JoLo, Op. Cit.




Figure 14

$$
\begin{equation*}
\nabla_{\text {ce sat }}=\frac{k T}{q} \ln \left[\frac{1-\frac{I_{c l}}{I_{b_{1}}}\left(\frac{1-a_{n}}{a_{n}}\right)}{1+\left(1+\frac{I_{c l}}{I_{b_{1}}}\right)\left(\frac{1-a_{i}}{a_{i}}\right)}\right] \tag{90}
\end{equation*}
$$

From the point of view of switching circuit design, equations (83) to (86) and (90) present the transistor switching characteristics in a highly satisfactory form。 Knowing the normal and inverted, commonbase, current gains, $a_{n}$, and $\alpha_{i^{9}}$ and their respective cutoff frequencies, $\omega_{n}$, and $\omega_{i}$, of a transistor, one can relate the switching behavior of the transistor to its circuit environment in terms of the base current drives, $I_{b_{1}}$, and $I_{b_{2}}$, and the collector current, $I_{c_{1}}$. Thus, from a knowledge ${ }^{\prime} f$ the small-signal transistor parameters, $\alpha_{n}, \alpha_{i}, \omega_{n}$, and $\omega_{i}$, one can obtain a good idea of the over-all switching characteristics of a given switching circuit design for any particular type of transistor.

From the point of view of device design, on the other hand, the above-mentioned equations are not very useful. While these equations indicate the numerical values of $a_{n}{ }^{2} \alpha_{i}, \omega_{n}$ and $\omega_{i}$ necessary to obtain a set of desired switching characteristics or, for a given transistor design, how and to what extent each of the electrical parameters should be varied to optimize its switching characteristics, the equations do not show how the electrical parameters are related to the physical design parameters of the transistor nor do they show how the electrical parameters are related, through the physical design parameters, among themselves. As we shall show, the electrical parameters are related in such a manner that in many cases the variation in a particular physical design parameter which results in a desired improvement in one electrical parameter produces undesirable changes (from the point of view of optimizing the switching characteristics of a transistor) in others. Consequently, in order to utilize equations (83) to (86) and (90) for the design of switching transistors, it is necessary first to establish the equations relating the electrical parameters $\alpha_{n}, \alpha_{i}, \omega_{n}$ and $\omega_{i}$ to the physical design parameters。
7.0 The Transformation Equations

In the foregoing pages of Part III of this paper, we have seen that the transient behavior of a transistor of arbitrary geometry with normal and inverted small-signal characteristics $a_{n}, \omega_{n}$ and $\alpha_{i}, \omega_{i}$, respectively, can be approximated with reasonable accuracy by two, idealized, onedimensional transistors, one of which has the smallo signal characteristics $\alpha_{n}, \omega_{n}$ and the other $\alpha_{i}, \omega_{i}$, connected as shown in Figure 13. The analysis of the idealized, one-dimensional transistor which was discussed briefly above shows that the commonobase, current gain, $a_{0}$, and its cutoff frequency, $\omega_{c a^{9}}$ can be expressed in terms of the physical and geometrical parameters $\tau_{p}$, the minority carrier lifem time in the base region, and w, the width of the base region. The forms of the se equations are given by (65) and (66)。 By identifying $a_{n}$ with $a_{0}$, and $\omega_{n}$ with $\omega_{c a}$, we have from (65) and (66) that

$$
\begin{equation*}
a_{n}=\frac{1}{1+\frac{W_{n}^{2}}{2 D_{p}} \frac{1}{\tau_{n}}} \tag{91}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{n}=\frac{2 D_{p}}{W_{n}^{2}}+\frac{I}{\tau_{n}} \tag{92}
\end{equation*}
$$

where $W_{n}$ is defined to be the base width of the equivalent, idealized, one-dimensional transistor for the normal-mode operation of the actual transistor. $\tau_{\mathrm{n}}$ is defined to be the minority carrier life-time in the base region of the equivalent, idealized, one-dimensional transistor for normal-mode operation of the actual transistor.

Similarly, by identifying $a_{i}$ with $\alpha_{0}$, and $\omega_{i}$ with $\omega_{c}$, we also have from (65) and (66) that

$$
\begin{equation*}
a_{i}=\frac{1}{1+\frac{w_{i}^{2}}{2 D_{p}} \frac{1}{\tau_{i}}} \tag{93}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{i}=\frac{2 D_{p}}{w_{i}^{2}}+\frac{1}{\tau_{i}} \tag{94}
\end{equation*}
$$

where $W_{i}$ is defined to be the base width of the equivalent，idealized， one dimensional transistor for the inverted－mode operation of the actual transistor．
$\tau_{i}$ is defined to be the minority carrier lifetime in the base region of the equivalent，idealized，one dimensional transistor for the inverted－mode operation of the actual transistor．

From（91），（92），（93），and（94），we see that the four small－ signal parameters $\epsilon_{n}, \alpha_{i}, \omega_{n}$ ，and $\omega_{i}$ can be expressed completely in terms of $w_{n}, w_{i}, \tau_{n}$ and $\tau_{i}$ ，the physical and geometric properties of the equivalent，idealized，one dimensional transistors。 As such，the se relationships can be regarded as a set of transform equations since they essentially transform a realizable transistor into a pair of transistors of idealized one凶dimensional form。

Comparing（91）（92）（93）and（94）with the set of equations given by（29）in Part I of this paper，we note that they are almost identical except for the fact that $\tau_{b}$ in the normal－mode transform equation of（29）is replaced by $\tau_{n}$ in（91）and（92）and，in the inverted－mode transform equations of $(29)_{2} \tau_{b}$ is replaced by $\tau_{i}$ in（93）and（94）． The intended implication here，by making this symbolic distinction between the effective minority carrier lifetimes of the normal and inverted modes of operation，is that，in general，

$$
\tau_{\mathrm{n}} \neq \tau_{\mathrm{i}}
$$

The experimental evidence which substantiates this fact was pointed out and discussed in some detail in the introduction to this part（Part III） of the paper．Furthermore，in developing the first order switching theory which led to the transform equation（91）through（94），it was not necessary to impose nor did the switching theory imply any direct relation ship between $\tau_{n}$ and $\tau_{i}$ 。 Consequently，in the rest of this paper we shall consider that，in general，no direct relationship exists between $\tau_{n}$ and $\tau_{i}$ 。

As we shall see in Part IV of this paper, the rather subtle distinction that we have made between the minority carrier lifetimes in the base region of the normal- and inverted-mode, equivalent, one dimensional transistor will enable us to express $a_{n}, \alpha_{i}, \omega_{n}$ and $\omega_{i}$ more or less explicitly in terms of the actual physical and geometrical parameters of the realizable transistor and, ultimately, we shall be able to obtain expressions relating the switching characteristics, $\beta_{n}, \tau_{s}$, $V_{\text {ce sat }}$ etco, to these same physical and geometrical parameters.
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#### Abstract

: The high speed logical circuitry used in the TX -0 transistor computer uses Philco 5122 Surface Barrier transistors. AND and OR gates are formed from inverter or emitter follower combinations. The cascode configuration is used as a power amplifier for fast rise and fall times. Timing pulses are generated by vacuum tubes, and gated on and off by a register driver circuit. Marginal checking is accomplished by varying a positive base bias voltage. The TX-O flip-flop is a high-speed flip-flop package using 10 SBTs and capable of 5 mcps operation.


## I. Introduction

A. The high speed circuitry for the TX-O computer uses the Philo 5122 Surface Barrier transistor. The two logical levels are ground and -3 volts. Pulses are negative, with an amplitude of -3 volts and a width of from 80 to 100 mu sec . The supply voltages used for the SBT circuitry are $-3,-10$ and +10 volts.
B. Symbols (Note)

The following symbols are used.
d Transistor (in circuit schematics)

collector
Transistor (in block schematics)

-3 volt level
Ground level


Negative pulse (ground to -3 volts) $\qquad$
Positive pulse ( -3 volts to ground) $\qquad$
-3 volt supply
ground
-10 volt supply
+10 volt supply

Note 1: For detailed considerations of transistor logic and symbology, refer to: 6M-4571, by R.C. Jeffrey.

The logical circuitry for the central machine is constructed out of small plug-in units, each containing one, two, or three transistors and associated components. The types of units and their functions are listed below. The schematic circuit diagrams are in figure 1 and detailed descriptions are in the appendix.

| Unit | Transistor | Use |
| :---: | :---: | :---: |
| P | 1 SBT | Pulse input gate to flipmflop |
| L | 1 SBT | Level input gate and inverter |
| M | 1 SBT | Level input gate with high positive bias |
| R | 1 SB T | Register driver inverter |
| S | 1 SBT | Steering gate |
| T | 1 SBT | Single transistor for single emitter-follower |
| E | 2 SBT | Two emitter followers with separate outputs |
| A | 3 SBT | Three emitter followers with a common output |
| C | 2 SBT | Cascode Circuit |
| F | 1 GE4JDLAl? | Ferranti Circuit |
| $F(\operatorname{Mod}$ II) | 1 GE4JDLAL? | Ferranti Circuit |
| B | None | Emitter bias for register driver |
| G | 1 GE4JDIAl? | Indicator light circuit |

## II Logic

A．＂AND＂and＂OR＂Gates
The＂AND＂and＂OR＂gates for TX $\sim 0$ are either emitter followers in parallel or inverters in series or parallel．The AND gate for ground level in，ground level out is emitter followers in parallel as shown in Fig。2．Because of the restrictions of speed for 5 mcps cire cuits，a maximum of 10 emitter followers may be placed in parallel in this fashion，providing up to a 10－way AND gate．An inverting AND gate for ground level in， 03 level out is shown in Fig。3。 Because of limitations of speed，only two inverters may be placed in parallel。The capacitance to ground goes up as $\beta C_{c}$ where $C_{c}$ is the collector capacitance of an off transistor and $\beta$ is the current gain of the transistor，grounded emitter．The inverting OR gate for ground level in，-3 level out is shown in Fig。 4。 Because there is a finite voltage drop across a saturated transistor，（about $0_{0} 1$ volt），only two inverters may be placed in series in this manner．

B。 Inverter Circuit
For the inverter circuit（Fig。 5）the values of the input resistance and positive bias resistance are so calculated that there is safety margin when the transistor is saturated and when it is cutmoff． This insures maximum noise rejection and tolerance to signal variation． It is assumed on the basis of several tests that no transistor will have a $\beta$ of less than 5 at 5.5 ma 。 collector current．（Our minimum acceptance $\beta$ at low current is 15 ，and 11 at end of life）．A larger amount of positive bias is used on inverter input gates to flip $\sim$ flops when the input is from a distant frame，such as from core memory， toggle switch storage，or the photoselectric tape reader．In these cases the induced noise voltages are apt to be larger than usual，and the input impedance to the flipoflop is sufficiently high to allow the use of the larger positive bias current，and consequently smaller input base current．

This bias is also used in cases where the ground level for the emitter is supplied from an emitter follower gate．Such a level goes
0.3 volt positive and thus it is necessary for the base to be held at about $\# 0.5$ volts to provide adequate margins during cutooffo

All of the inverters in $\mathrm{TX}-0$ use a supply voltage of -10 volts． However，the actual voltage at the collector never exceeds o 4 volts， since it is clamped，either by an emitter follower following it，or by a voltage divider to ground．A single inverter provides current sufficient for driving three emitter followers or two inverters．It can drive a capacitance of 75 uuf，with a fall time of $0.1 \mu \mathrm{sec}$ 。

C．Emitter Follower Circuit
The logical circuitry utilizes a combination of inverters and emitter followers which in general are alternated．This ensures that when an emitter follower is turned on，it is always kept in saturation since its base is returned effectively to ol0 volts through the load resistor of the previous inverter．The difference in driving capabi－ lities of the saturated and nonゅsaturated emitter follower is shown in the graph of Fig。6．The load resistance of the emitter follower is returned to +10 volts instead of to ground to shorten the rise time of the emitter follower．This emitter follower will provide 8 ma 。 of output current at -3 volts and will drive a capacitive load of 120 uuf， with a rise time of $0.1 \mu \mathrm{sec}$ 。

D．Cascode Circuit
In order to achieve faster rise and fall times and greater driving ability than is possible with either the emitter follower or the inverter，the＂cascode＂circuit is used．The logical and circuit schematics are shown in Fig。7。 The inputs to $Q_{2}$ and $Q_{3}$ are always opposite in phase so that in the steady state case only one transistor is conducting。 $Q_{3}$ acts as an emitter follower which provides the driving current and pulls the input quickly down to -3 volts．$Q_{2}$ acts as an inverter whose function is to pull the output quickly up to ground during the transition．Thus，the circuit utilizes the fast rise time of the inverter and the fast fall time of the emitter follower．

This configuration is capable of driving a capacitive load of 420 uuf． with a transition time of $0_{0} 1 \mu \mathrm{sec}$ 。 No power is wasted in load re。 sistances，and this circuit is designed to provide 12 ma．output current at 03 volts．It will drive 12 emitter followers or 8 inverter bases，and one emitter of an inverter．TX -0 uses the cascode as the output stage of all flipoflops，as a power amplifier for driving many transistor bases，and as a cable driver．

Cascode cable drivers are used when sending levels to the memory over 160 ohm coaxial cable．The cable is terminated at the ipput end by a resistance in series with the cable．This series termination is possible because，unlike the emitter follower or inverter，the cascode circuit looks like a very low impedance（less than 10 ohms）whep driving in either direction．Thus，the driven end of the cable is properly terminated at all times．
III Pulse Circuitry
A．Timing Pulses
The timing pulses for the computer are generated by vacuum tubes．Thirty volt positive pulses are sent to the computer through 93 ohm coaxial cables．7：1 pulse transformers with a one turn secondary are used at the computer to provide approximately 3.4 volt negative pulses．A 1 N 283 diode is used across the primary in order to damp the overshoot。

B．Register Driver
Gated register drivers（Figures 8 and 9）supply the 3 volt negative pulses to the input gates of the flipoflops．The pulse input is at the collector of $Q_{3}$ and the output is from the emitter．A pulse is passed when $Q_{3}$ is saturated from the negative output of inverters $Q_{1}$ and $Q_{2}$ ．Thus，a ground input to either $Q_{1}$ or $Q_{2}$ is necessary to pass a pulse through the register driver．The two inverters in series thus give a two way OR circuit for the pulses．Up to a 10 way $O R$ circuit can be constructed by paralleling register drivers with a common pulse input and output but different gating．In order to form an AND circuit for pulses，emitter follower gates are
placed in parallel to feed the inputs of the inverters．All the inputs must be at ground to pass a pulse．The pulse output of the register driver closely follows the pulse input．The maximum pulse current is $30 \mathrm{ma}$. ，sufficient for driving 10 pulses bases，and the pulse voltage drop through the register driver is less than 0.5 volt。

## Co Pulse Inputs to Flip－Flops

In order to set or clear the TX $\circ 0$ flip $\infty f 10 p$ the＂one or＂zero input must be brought up to ground by the output of a pulse inverter． Up to 15 such inputs may be tied in parallel to one side of the flipo flop．The negative pulse is inverted and gated by a circuit such as this：Fig．10．Or，alternately，only one transistor may be used as a gate in this manner：Fig。11。Here a ground level must be supplied to the emitter in order to pass the pulse．This arrangement requires a level current equal to $\mathbf{I}_{\mathbf{c}}$ while the two transistor gate requires a level current equal only to $\frac{I_{C}=}{I_{C}}(I-\alpha)$ ．In order to complement the flipoflop，the pulse must be steered to the proper side of the flipoflop． The circuit which does this is shown symbolically in Fig。 12.

## IV Marginal Checking

Marginal checking of all TX -0 circuitry is accomplished by varying the +10 voltage on the base of the inverter transistors．Increasing this positive bias supply effectively reduces the negative base current into the transistor and tends to bring it out of saturation．Making the positive bias supply negative tends to allow the transistor to con＊ duct when it should be held cut off。 Emitter followers are not directly marginal checked，but their condition $c$ an be investigated by marginal checking the inverters which proceed and follow it．For these inverters normal margins are slightly greater than $\pm 10$ volts either side of the normal +10 volt supply。
$\checkmark$ Flip－Flop
The TX 0 flipoflop is shown in Fig。13．The circuitry is similar to that already described，with RC coupling between inverters，positive bias，and emitter follower clamping．$Q_{1}$ and $Q_{2}$ are pulse amplifiers
which are normally conducting and are cut off by the positive input pulse at the "zero" or "one" input. $Q_{3}$ and $Q_{4}$ are the flipoflop transistors themselves which are arranged in a conventional RCcocoupled Eccles-Jordan trigger circuit. When an input pulse cuts off $Q_{1}$ or $Q_{2}$ this opens the emitter circuit of $Q_{3}$ or $Q_{4}$, and changes the state of the flip-flop。 $Q_{5}$ and $Q_{6}$ are inverters which are used to saturate the emitter followers of the output cascode。 $Q_{7}$ and $Q_{8}$, and $Q_{9}$ and $Q_{10}$ form the cascode circuits on the "one" and "zero" sides respectively Their operation is the same as that previously described for the cascode circuit, with the opposite phases being obtained from the inverters on opposite sides of the flipoflop.

The output wave form at 10 mcps is shown in Fig. 14, and various marginal checking curves and output characteristics of the flipoflop are shown in Figs. 15 through 22.
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## APPENDIX <br> Data On Individual TX-0 Circuits <br> Inverter

1) Uses: Logical inverter and voltage amplifier. When placed in series, gives $O R$ circuit for ground in, -3 out. When placed in parallel, gives AND circuit for ground in, -3 out.
2) Input: Voltage level at ground or -3 volts. Input current required: 1.1ma.
3) Output: Opposite polarity from input. Voltage level at ground or -3 volts. Maximum output current at -3 volts: 3.5 ma. can drive maximum of 3 emitter followers or two inverters. Load capacitance for $0.1 \mu \mathrm{sec}$ fall time: 75 uuf. Delay: 30 musec .
4) Restrictions: When turned off, collector voltage must not exceed -4 volts. Maximum of two inverters in series. Maximum of 2 inverters in parallel for 5 mcps operation.
5) Power required: 5.5 ma at -10 v .

$$
0.12 \mathrm{ma} \text { 。 at }+10 \mathrm{v} \text {. }
$$

6) Marginal checking: Vary +10 volt positive bias on base.
7) Plug-in units used: L or M.

## INVERTER.

8) BLOCK SCHEMATIC.


## EMITTER FOLLOWER

1) Uses: Current amplifier. When placed in parallel with common load resistance gives AND circuit for ground in, ground out.
2) Input: Voltage level at ground or $\mathbf{- 3} \mathbf{V}$. Input current required:

3) Output: Same polarity as input. Voltage level at +0.3 v . or -2.9 v . Maximum output current at $-3 \mathrm{v}_{0}: 8 \mathrm{ma}$. Can drive maximum of 8 emitter followers or 2 inverters, providing output current does not exceed 8 ma . Two emitter followers in parallel ( $R=2 K$ to $+10 \mathrm{v}_{0}$ ) can drive one emitter of pulse transistor with no delay or one emitter of level transistor with 90 musec. rise time. Maximum output current at ground in this latter type of operation: 5 ma . Load capacitance for $0.1 \mu \mathrm{sec}$ rise time: 120 uf.
4) Restrictions: Not more than 10 emitter followers may be placed in parallel for 5 mcps operation. Emitter followers cannot be placed in series. Only 2 emitter followers may be cascaded provided that the first emitter follower is saturated from -10 volts. Otherwise, emitter followers may not be cascaded.
5) Power required: 8 ma . at -3 v 。 (maximum)

$$
3.3 \mathrm{ma} . \text { at }+10 \mathrm{v}
$$

6) Marginal checking: None.
7) Plug-in units used: $T$ or $E$ or A.
8). BLOCK SCHEMATIC


## Register Driver

1) Use: Gating circuit for pulses for pulse inputs to flip-flops.
2) Level input: Ground level for passing pulse。 - 3 volt level for no pulse output. Level input current required: 2.2 ma.
3) Pulse input: -3.4 volt 80 to 100 musec pulse. Input pulse current equal to output pulse current.
4) Output: -3 volt 80 to 100 musec. pulse. Pulse amplitude equals input amplitude minus transistor drop. Drop less that 0.5 volt. Maximum pulse current: 30 ma . Can drive maximum of 10 pulse bases. Set-up delay: about 20 musec.
5) Restrictions: Two register drivers driven from the same input gate will drive maximum of 20 bases. Up to 10 register drivers may be placed in parallel with different gating to form a 10 way OR circuit for pulses. Placing up to 10 emitter follower gates in parallel before the register driver gives a 10 way AND circuit for pulses.
6) Power required: 6.6 ma 。 at $-10 \mathrm{v}_{0}$

$$
35 \mathrm{ma}_{0} \text { at }+10 \mathrm{v} \text {. }
$$

7) Marginal Checking: Vary +10 volt positive bias on inverter bases.
8) Plug-in units used: 1 or $2 \mathrm{R}, \mathrm{B}, \mathrm{T}$ or E or A .

REGISTER DRIVER.
9). BLOCK SChematic.


## Pulse and Steering Gates

1）Use：Provide pulses to complement flip－flop．
2）Pulse input：-3 volt 80 to 100 musec．pulse．Pulse current required：Maximum of 3 ma 。

3）Level inputs：Voltage level at ground on one input，-3 volts on the other，coming from the outputs of the flip $\sim$ flop to be complemented． Input current required to each base at $-3 \mathrm{v}_{0} \approx 0.67 \mathrm{ma}$ 。

4）Output：Positive pulse up to ground．Will complement one flip－flop．
5）Restrictions：There must be no more than 3 transistors in series， including gating level input，pulse input，and steering gate．Up to 15 gates may be placed in parallel on one side of flip－flop input．

6）Power required： 0.24 ma 。 at +10 v 。
7）Marginal checking：Vary +10 volt positive bias on bases．
8）Plugoin units used： $1 P, 2 S$ ．

Memorancum 6Mal4561
Page 8 of 15
PULSE \& STEERING GATES.
9.) BLOCK SCHEMATIC.


## Inverting Cascode

1）Uses：Power amplifier and level driver．

2）Input：Voltage level at ground or -3 volts．Input current required： 2.2 ma ．

3）Output：Opposite polarity from input．Voltage level at ground or -3 volts．Maximum output current： 12 ma ，at -3 v ．$: 4 \mathrm{ma}$ ． at ground level．Can drive maximum of 12 emitter followers or 8 inverters，and one emitter of pulse or level transistor on the same time pulse．Load capacitance for $0.1 \mu \mathrm{sec}$ 。 rise time 420 uuf 。 Delay $=30 \mathrm{musec}$ 。

4）Power required： 12 ma 。 at -3 v 。
5.5 ma 。at $=10 \mathrm{v}$ 。
0.24 ma 。 at +10 v 。

5）Marginal Checking：Vary +10 volt positive bias on bases．

6）Plug－in units used：L，C

INVERTING CASCODE.
7). BLOCK SCHEMATIC.


## Gable Driver（Inverting Cascode）

1）Use：To provide level input into 160 ohm cable，which drives transistor base．

2）Input：Voltage level at ground or -3 volts，f rom emitter follower gate or inverter gate．Input current required： 2.2 ma ．

3）Output：Opposite polarity from input．Voltage level at ground or negative level less than $\infty 3$ volts determined by voltage drop through 130 ohm resistor in series with cable．Maximum output current： 12 ma．Will drive maximum of 100 feet of Kl09 coaxial cable（ $Z_{o}=160$ ohms；D．C．resistance $=0.7$ ohms $/ \mathrm{ft}_{0}$ ）

4）Restrictions：No termination should be added at end of cable， as cable is terminated in a resistance of 130 ohms in series with the input end at the cable driver．

5）Power required： 12 ma at -3 volts． 5.5 ma．at -10 volts． 0.24 ma 。at +10 v 。

6）Marginal checking：Vary +10 volt positive bias on bases．
7）Plug®in units used：L，C。

Memorandum 6M-4561
CABLE DRIVER.
8). block schematic.


## FlipoFlop

1) Use: To provide logical levels at ground or -3 volts.
2) Input: Positive pulse up to ground from output of pulse gate.
3) Output: One side at ground: other side at -3 volts. Output circuit is inverting cascode. (See Inverting Cascode for specifications) Logical delay before start of rise or fall: 90 to 100 mused.
4) Restrictions: Maximum complement rate: 5 mcps .
5) Power required: 18 ma , at -3 volts (maximum) 12 ma . at -10 volts 1.8 ma. at +10 volts.
6) Marginal checking: Vary +10 volt positive bias on inverter bases by varying +10 volt input to "MCA" or "MCB"。
7) Plug-in unit used: Flip-flop plug-in unit.
8) Logical symbol

9) Circuit drawing. See Figure 13.

Note on Resistance Values

## Inverters

All load resistance to -10 volts are 1.8 K , with the following exceptions:
2.2K for inverter in Cable driver cascode, for inverter when followed by two other inverters, and for Accumulator carry chain.
1.5 K for inverters in register drivers.

Normal positive bias resistance for RC input of 2.2 K and 47 unf is: 82 K .39 K is used for level input to MBR from memory frame, toggle switch storage, and PETR, and when the level transistor (L unit) in the Program Counter is driven from emitter followers.

## Emitter Followers

All load resistance to +10 volts are 3.9 K with the following exception:
2 K is used when two emitter followers are used in parallel to drive another emitter of a pulse or level transistor. In this case 47 ohm resistors are used in the emitters of the emitter followers as current sharing resistances.
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## I. Introduction

A. The high speed circuitry for the TX-O computer uses the Philco 5122 Surface Barrier transistor. The two logical levels are ground and -3 volts. Pulses are negative, with an amplitude of -3 volts and a width of from 80 to 100 mu sec . The supply voltages used for the SBT circuitry are $-3,-10$ and +10 volts.
B. Symbols (Note)

The following symbols are used.
8 Transistor (in circuit schematics)

-3 volt level
Ground level
Negative pulse (ground to -3 volts)


Positive pulse ( -3 volts to ground) $\qquad$
-3 volt supply
ground
-10 volt supply
+10 volt supply

Note 1: For detailed considerations of transistor logic and symbology, refer to: 6M-4571, by R. C. Jeffrey.

The logical circuitry for the central machine is constructed out of small plug-in units, each containing one, two, or three transistors and associated components. The types of units and their functions are listed below. The schematic circuit diagrams are in figure 1 and detailed descriptions are in the appendix.

| Unit | Transistor | Use |
| :---: | :---: | :---: |
| P | 1 SBT | Pulse input gate to flip-flop |
| L | 1 SBT | Level input gate and inverter |
| M | 1 SBT | Level input gate with high positive bias |
| R | $1 \mathrm{SB}^{\text {T }}$ | Register driver inverter |
| S | 1 SBT | Steering gate |
| T | 1 SBT | Single transistor for single emitter-follower |
| E | 2 SBT | Two emitter followers with separate outputs |
| A | 3 SBT | Three emitter followers with a common output |
| C | 2 SBT | Cascode Circuit |
| F | 1 GE4JDIAl? | Ferranti Circuit |
| F (Mod II) | 1 GE4JDIAl? | Ferranti Circuit |
| B | None | Emitter bias for register driver |
| G | 1 GE4JDIAl? | Indicator light circuit |

## II Logic

A．＂AND＂and＂OR＂Gates
The＂AND＂and＂OR＂gates for TX -0 are either emitter followers in parallel or inverters in series or parallel．The AND gate for ground level in，ground level out is emitter followers in parallel as shown in Fig。2．Because of the restrictions of speed for 5 mcps cir－ cuits，a maximum of 10 emitter followers may be placed in parallel in this fashion，providing up to a 10 －way AND gate．An inverting AND gate for ground level in， 03 level out is shown in Fig。3。Because of limitations of speed，only two inverters may be placed in parallel。The capacitance to ground goes up as $\beta C_{c}$ where $C_{c}$ is the collector capacitance of an off transistor and $\beta$ is the current gain of the transistor，grounded emitter．The inverting OR gate for ground level in，-3 level out is shown in Fig。4。 Because there is a finite voltage drop across a saturated transistor，（about $O_{0} 1$ volt），only two inverters may be placed in series in this manner．

B．Inverter Circuit
For the inverter circuit（Fig。 5）the values of the input resistance and positive bias resistance are so calculated that there is safety margin when the transistor is saturated and when it is cut－off。 This insures maximum noise rejection and tolerance to signal variation。 It is assumed on the basis of several tests that no transistor will have a $\beta$ of less than 5 at 5.5 ma．collector current。（Our minimum acceptance $\beta$ at low current is 15 ，and 11 at end of life）。 A larger amount of positive bias is used on inverter input gates to flip $\sim$ flops when the input is from a distant frame，such as from core memory， toggle switch storage，or the photoselectric tape reader．In these cases the induced noise voltages are apt to be larger than usual ${ }_{9}$ and the input impedance to the flipoflop is sufficiently high to allow the use of the larger positive bias current，and consequently smaller input base current．

This bias is also used in cases where the ground level for the emitter is supplied from an emitter follower gate．Such a level goes
0.3 volt positive and thus it is necessary for the base to be held at about $\$ 0.5$ volts to provide adequate margins during cutmoff．

All of the inverters in TX -0 use a supply voltage of -10 volts． However，the actual voltage at the collector never exceeds o 4 volts， since it is clamped，either by an emitter follower following it，or by a voltage divider to ground．A single inverter provides current sufficient for driving three emitter followers or two inverters．It can drive a capacitance of 75 uuf，with a fall time of $0.1 \mu \mathrm{sec}$ 。

## C．Emitter Follower Circuit

The logical circuitry utilizes a combination of inverters and emitter followers which in general are alternated．This ensures that when an emitter follower is turned ong it is always kept in saturation since its base is returned effectively to ol0 volts through the load resistor of the previous inverter．The difference in driving capabi－ lities of the saturated and nonosaturated emitter follower is shown in the graph of Fig。6．The load resistance of the emitter follower is returned to +10 volts instead of to ground to shorten the rise time of the emitter follower．This emitter follower will provide 8 ma．of output current at -3 volts and will drive a capacitive load of 120 uuf， with a rise time of $0.1 \mu \mathrm{sec}$ 。

D．Cascode Circuit
In order to achieve faster rise and fall times and greater driving ability than is possible with either the emitter follower or the inverter，the＂cascode＂circuit is used．The logical and circuit schematics are shown in Fig。 7。 The inputs to $Q_{2}$ and $Q_{3}$ are always opposite in phase so that in the steady state case only one transistor is conducting。 $Q_{3}$ acts as an emitter follower which provides the driving current and pulls the input quickly down to -3 volts．$Q_{2}$ acts as an inverter whose function is to pull the output quickly up to ground during the transition。 Thus，the circuit utilizes the fast rise time of the inverter and the fast fall time of the emitter follower．

This configuration is capable of driving a capacitive load of 420 uff． with a transition time of $O_{0} 1 \mu \mathrm{sec}$ 。 No power is wasted in load reo sistances，and this circuit is designed to provide 12 ma 。 output current at -3 volts．It will drive 12 emitter followers or 8 inverter bases，and one emitter of an inverter．TX -0 uses the cascode as the output stage of all flipoflops，as a power amplifier for driving many transistor bases，and as a cable driver．

Cascode cable drivers are used when sending levels to the memory over 160 ohm coaxial cable．The cable is terminated at the ipput end by a resistance in series with the cable．This series termination is possible because，unlike the emitter follower or inverter，the cascode circuit looks like a very low impedance（less than 10 ohms）when driving in either direction．Thus，the driven end of the cable is properly terminated at all times。
III Pulse Circuitry
A．Timing Pulses
The timing pulses for the computer are generated by vacuum tubes．Thirty volt positive pulses are sent to the computer through 93 ohm coaxial cables．7：1 pulse transformers with a one turn secondary are used at the computer to provide approximately 3.4 volt negative pulses．A 1 N 283 diode is used across the primary in order to damp the overshoot。

B．Register Driver
Gated register drivers（Figures 8 and 9）supply the 3 volt negative pulses to the input gates of the flipoflops．The pulse input is at the collector of $Q_{3}$ and the output is from the emitter．A pulse is passed when $Q_{3}$ is saturated from the negative output of inverters $Q_{1}$ and $Q_{2}$ ．Thus，a ground input to either $Q_{1}$ or $Q_{2}$ is necessary to pass a pulse through the register driver．The two inverters in series thus give a two way OR circuit for the pulses．Up to a 10 way $O R$ circuit can be constructed by paralleling register drivers with a common pulse input and output but different gating．In order to form an AND circuit for pulses，emitter follower gates are
placed in parallel to feed the inputs of the inverters．All the inputs must be at ground to pass a pulse．The pulse output of the register driver closely follows the pulse input．The maximum pulse current is 30 ma．，sufficient for driving 10 pulses bases，and the pulse voltage drop through the register driver is less than 0.5 volt。

C．Pulse Inputs to Flip ${ }^{\text {Flops }}$
In order to set or clear the TX $\sim 0$ flip $\propto f l o p$ the＂one ${ }^{\text {W }}$ or＂zero＂ input must be brought up to ground by the output of a pulse inverter． Up to 15 such inputs may be tied in parallel to one side of the flip flop．The negative pulse is inverted and gated by a circuit such as this：Fig。10。 Or，alternately，only one transistor may be used as a gate in this manner：Fig。 11 。 Here a ground level must be supplied to the emitter in order to pass the pulse．This arrangement requires a level current equal to $\mathbf{I}_{\mathbf{c}}$ while the two transistor gate requires a level current equal onl $\frac{I_{C}}{\bar{\beta}}=\frac{I_{c}}{\alpha}(l-a)$ ．In order to complement the flipoflop，the pulse must be steered to the proper side of the flipoflop． The circuit which does this is shown symbolically in Fig。12。

## IV Marginal Checking

Marginal checking of all TX -0 circuitry is accomplished by varying the +10 voltage on the base of the inverter transistors．Increasing this positive bias supply effectively reduces the negative base current into the transistor and tends to bring it out of saturation．Making the positive bias supply negative tends to allow the transistor to con－ duct when it should be held cut off．Emitter followers are not directly marginal checked，but their condition $c$ an be investigated by marginal checking the inverters which proceed and follow it．For these inverters normal margins are slightly greater than $\pm 10$ volts either side of the normal 410 volt supply．

V Flip－Flop
The TX -0 flipoflop is shown in Fig。13．The circuitry is similar to that already described，with RC coupling between inverters，positive bias，and emitter follower clamping。 $Q_{1}$ and $Q_{2}$ are pulse amplifiers
which are normally conducting and are cut off by the positive input pulse at the＂zero＂or＂one＂inputs $Q_{3}$ and $Q_{4}$ are the flipoflop transistors themselves which are arranged in a conventional RCocoupled EccleswJordan trigger circuit．When an input pulse cuts off $Q_{1}$ or $Q_{2}$ this opens the emitter circuit of $Q_{3}$ or $Q_{4}$ ，and changes the state of the flip－flop．$Q_{5}$ and $Q_{6}$ are inverters which are used to saturate the emitter followers of the output cascode。 $Q_{7}$ and $Q_{8}$ ，and $Q_{9}$ and $Q_{10}$ form the cascode circuits on the＂one＂and＂zero＂sides respectively． Their operation is the same as that previously described for the cascode circuit，with the opposite phases being obtained from the inverters on opposite sides of the flip ${ }^{\prime}$ flop．

The output wave form at 10 mcps is shown in Fig．14，and various marginal checking curves and output characteristics of the flip $w l o p$ are shown in Figs． 15 through 22．


Attachments：
Fig：SA $-65640-3$
Figs． 2 through 12
Figs 13：Do63369
Fig．14：A－65366
Fig．15：A－67294
Fig。16：B $\quad 65729$
Fig．17：B -65721
Fig。 18：B $=65720$
Fig。 19：B $\propto 5719$
Fig．20：B -65727
Fig。21：B $=65717$
Fig．22：B -65718
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## APPENDIX

Data On Individual TX-0 Circuits

## Inverter

1) Uses: Logical inverter and voltage amplifier. When placed in series, gives $O R$ circuit for ground in, -3 out. When placed in parallel, gives AND circuit for ground in, -3 out.
2) Input: Voltage level at ground or -3 volts. Input current required: 1.Ima.
3) Output: Opposite polarity from input. Voltage level at ground or -3 volts. Maximum output current at -3 volts: 3.5 ma. can drive maximum of 3 emitter followers or two inverters. Load capacitance for $0.1 \mu \mathrm{sec}$ fall time: 75 unf. Delay: $30 \mathrm{~m} \mu \mathrm{sec}$.
4) Restrictions: When turned off, collector voltage must not exceed
-4 volts. Maximum of two inverters in series. Maximum of 2 inverters in parallel for 5 mcps operation.
5) Power required: 5.5 ma at -10 v .

$$
0.12 \mathrm{ma} \text { 。at }+10 \mathrm{v} \text {. }
$$

6) Marginal checking: Vary +10 volt positive bias on base.
7) Plug-in units used: L or M.

## INVERTER.

B) BLOCK SCHEMATIC.

9) CIRCUIT SCHEMATIC.
$-10 v$

## EMITTER FOLLOWER

1) Uses: Current amplifier. When placed in parallel with common load resistance gives AND circuit for ground in, ground out.
2) Input: Voltage level at ground or $\mathbf{- 3} \mathbf{V}$. Input current required: $\frac{\text { Load current }+3 \mathrm{ma}}{6}$. Input current will be from 0.5 to 1.8 ma .
3) Output: Same polarity as input. Voltage level at +0.3 v or -2.9 v . Maximum output current at $-3 \mathrm{~V}_{\mathrm{o}}: 8 \mathrm{ma}$ 。 Can drive maximum of 8 emitter followers or 2 inverters, providing output current does not exceed 8 ma. Two emitter followers in parallel ( $\mathrm{R}=2 \mathrm{~K}$ to $+10 \mathrm{v}_{0}$ ) can drive one emitter of pulse transistor with no delay or one emitter of level transistor with $90 \mathrm{~m} \mu \mathrm{sec}$. rise time. Maximum output current at ground in this latter type of operation: 5 ma . Load capacitance for $\mathrm{O}_{\mathrm{ol}} \mathrm{I} \mu \mathrm{sec}$ rise time: 120 uuf.
4) Restrictions: Not more than 10 emitter followers may be placed in parallel for 5 mcps operation. Emitter followers cannot be placed in series. Only 2 emitter followers may be cascaded provided that the first emitter follower is saturated from -10 volts. Otherwise, emitter followers may not be cascaded.
5) Power required: 8 ma , at -3 vo (maximum)

$$
3.3 \mathrm{ma} \text {. at }+10 \mathrm{v}
$$

6) Marginal checking: None.
7) Plug-in units used: $T$ or $E$ or A.

EMITTER-FOLLOWER
8). BLOCK SCHEMATIC

9). CIRCUIT SCHEMATIC.

## Register Driver

1）Use：Gating circuit for pulses for pulse inputs to flip－flops．
2）Level input：Ground level for passing pulse。－ 3 volt level for no pulse output．Level input current required： 2.2 ma．

3）Pulse input：-3.4 volt 80 to 100 musec pulse．Input pulse current equal to output pulse current．

4）Output：-3 volt 80 to 100 musec．pulse．Pulse amplitude equals input amplitude minus transistor drop．Drop less that 0.5 volt． Maximum pulse current： 30 ma ．Can drive maximum of 10 pulse bases． Set－up delay：about 20 musec．

5）Restrictions：Two register drivers driven from the same input gate will drive maximum of 20 bases．Up to 10 register drivers may be placed in parallel with different gating to form a 10 way $O R$ circuit for pulses．Placing up to 10 emitter follower gates in parallel before the register driver gives a 10way AND circuit for pulses．

6）Power required： 6.6 ma 。at $-10 \mathrm{v}_{\mathrm{o}}$ 35 ma 。 at +10 v 。

7）Marginal Checking：Vary +10 volt positive bias on inverter bases．

8）Plug－in units used： 1 or $2 \mathrm{R}, \mathrm{B}, \mathrm{T}$ or E or A．

## REGISTER DRIVER.

9). BLOCK SChEMATIG.


## Pulse and Steering Gates

1) Use: Provide pulses to complement flip-flop.
2) Pulse input: -3 volt 80 to 100 musec. pulse. Pulse current required: Maximum of 3 ma 。
3) Level inputs: Voltage level at ground on one input, -3 volts on the other, coming from the outputs of the flip flop to be complemented. Input current required to each base at $-3 \mathrm{v}_{\mathrm{o}} \approx 0.67 \mathrm{ma}$ 。
4) Output: Positive pulse up to ground. Will complement one flip-flop.
5) Restrictions: There must be no more than 3 transistors in series, including gating level input, pulse input, and steering gate. Up to 15 gates may be placed in parallel on one side of flip-flop input.
6) Power required: 0.24 ma . at +10 vo
7) Marginal checkingः Vary +10 volt positive bias on bases.
8) Plug-in units used: $1 P, 2 S$.

PULSE \& STEERING GATES.
9). BLOCK SCHEMATIC.


Inverting Cascode

1）Uses：Power amplifier and level driver．

2）Input：Voltage level at ground or -3 volts．Input current required：2．2ma．

3）Output：Opposite polarity from input．Voltage level at ground or -3 volts．Maximum output current： 12 ma 。at $-3 \mathrm{v} .: 4 \mathrm{ma}$ ． at ground level．Can drive maximum of 12 emitter followers or 8 inverters，and one emitter of pulse or level transistor on the same time pulse．Load capacitance for $0.1 \mu \mathrm{sec}$ ．rise time： 420 unf． Delay $=30$ musec．

4）Power required： 12 ma 。 at -3 v 。

$$
\begin{aligned}
& 5.5 \mathrm{ma} \text {. at }-10 \mathrm{v}_{0} \\
& 0.24 \mathrm{ma} \text {. at }+10 \mathrm{v} \text {. }
\end{aligned}
$$

5）Marginal Checking：Vary +10 volt positive bias on bases．

6）Plugain units used：L，C

INVERTING CASCODE.
7). BLOCK SCHEMATIC.


## Cable Driver（Inverting Cascode）

1）Use：To provide level input into 160 ohm cable，which drives transistor base．

2）Input：Voltage level at ground or -3 volts，f rom emitter follower gate or inverter gate．Input current required： 2.2 ma ．

3）Output：Opposite polarity from input．Voltage level at ground or negative level less than -3 volts determined by voltage drop through 130 ohm resistor in series with cable．Maximum output current： 12 ma ．Will drive maximum of 100 feet of K109 coaxial cable（ $Z_{0}=160$ ohms；$D_{0} C$ ．resistance $=0.7 \mathrm{ohms} / \mathrm{ft}_{0}$ ）

4）Restrictions：No termination should be added at end of cable， as cable is terminated in a resistance of 130 ohms in series with the input end at the cable driver．

5）Power required： 12 ma at -3 volts． 5.5 ma．at -10 volts ． 0.24 ma 。at +10 v ．

6）Marginal checking：Vary +10 volt positive bias on bases．
7）Plugヵin units used：L，C。

CABLE DRIVER.
8). BLOCK SChEMATIC.


## FlipmFlop

1) Use: To provide logical levels at ground or -3 volts.
2) Input: Positive pulse up to ground from output of pulse gate.
3) Output: One side at ground: other side at -3 volts. Output circuit is inverting cascode. (See Inverting Cascode for specifications) Logical delay before start of rise or fall: 90 to 100 musec.
4) Restrictions: Maximum complement rate: 5 mcps .
5) Power required: 18 ma , at -3 volts (maximum)

$$
12 \mathrm{ma} \text { 。 at }-10 \text { volts }
$$

$$
1.8 \mathrm{ma} \text {. at }+10 \text { volts. }
$$

6) Marginal checking: Vary +10 volt positive bias on inverter bases by varying +10 volt input to "MCA" or "MCB".
7) Plug-in unit used: Flip-flop plug-in unit.
8) Logical symbol

9) Circuit drawing. See Figure 13.

## Note on Resistance Values

## Inverters

All load resistance to -10 volts are 1.8 K , with the following exceptions:
2.2K for inverter in Cable driver cascode, for inverter when followed by two other inverters, and for Accumulator carry chain. 1.5 K for inverters in register drivers.

Normal positive bias resistance for RC input of 2.2 K and 47 uuf is: 82 K .39 K is used for level input to MBR from memory frame, toggle switch storage, and PETR, and when the level transistor (L unit) in the Program Counter is driven from emitter followers.

## Emitter Followers

All load resistance to +10 volts are 3.9 K with the following exception:
2 K is used when two emitter followers are used in parallel to drive another emitter of a pulse or level transistor. In this case 47 ohm resistors are used in the emitters of the emitter followers as current sharing resistances.
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## I. Introduction

A. The high speed circuitry for the TX-O computer uses the Philco 5122 Surface Barrier transistor. The two logical levels are ground and -3 volts. Pulses are negative, with an amplitude of -3 volts and a width of from 80 to 100 mu sec. The supply voltages used for the SBT circuitry are $-3,-10$ and +10 volts.
B. Symbols (Note)

The following symbols are used.

-3 volt level
Ground level
Negative pulse (ground to -3 volts)


Positive pulse ( -3 volts to ground) $\qquad$
-3 volt supply
ground
-10 volt supply
+10 volt supply

Note 1: For detailed considerations of transistor logic and symbology, refer to: 6Ma4571, by Ro. Co Jeffrey.

The logical circuitry for the central machine is constructed out of small plug-in units, each containing one, two, or three transistors and associated components. The types of units and their functions are listed below. The schematic circuit diagrams are in figure 1 and detailed descriptions are in the appendix.

| Unit | Transistor | Use |
| :---: | :---: | :---: |
| P | 1 SBT | Pulse input gate to flip-flop |
| L | 1 SBT | Level input gate and inverter |
| M | 1 SBT | Level input gate with high positive bias |
| R | 1 SBT | Register driver inyerter |
| S | 1 SBT | Steering gate |
| T | 1 SBT | Single transistor for single emitter-follower |
| E | 2 SBT | Two emitter followers with separate outputs |
| A | 3 SBT | Three emitter followers with a common output |
| C | 2 SBT | Cascode Circuit |
| F | 1 GE4JDIAl7 | Ferranti Circuit |
| F (Mod II) | 1 GEJJDIAl7 | Ferranti Circuit |
| B | None | Emitter bias for register driver |
| G | 1 GE4JDIAI? | Indicator light circuit |

## II Logic

A．MaND ${ }^{\text {ma }}$ and＂OR＂Gates
The＂AND＂and＂OR＂gates for TX -0 are either emitter followers in parallel or inverters in series or parallel．The AND gate for ground level in，ground level out is emitter followers in parallel as shown in Fig。2。 Because of the restrictions of speed for 5 mcps cir－ cuits，a maximum of 10 emitter followers may be placed in parallel in this fashion，providing up to a loway AND gate．An invertifg AND gate for ground level ing o－ 3 level out is shown in Figo 3。 Because of limitations of speed，only two inverters may be placed in parallel。The capacitance to ground goes up as $\beta C_{c}$ where $C_{c}$ is the collector capacitance of an off transistor and $\beta$ is the current gain of the transistor：grounded emitter．The inverting OR gate for ground level ing 03 level out is shown in Fig．4o Because there is a finite voltage drop across a saturated transistor，（about $\mathrm{O}_{0} \mathrm{I}$ volt），only twp inverters may be placed in series in this manner．

## B．Inveriter Circuit

For the inverter circuit（Figo 5）the values of the input resistance and positive bias resistance are so calculated that there is safety margin when the transistor is saturated and when it is put－off． This insures maximum noise rejection and tolerance to signal variation． It is assumed on the basis of several tests that no transistor will have a $\beta$ of less than 5 at 5.5 ma．collector current．（Our minimum acceptance $\beta$ at low current is 15 ，and 11 at end of life）．A larger amount of positive bias is used on inverter input gates to flipmflops when the input is from a distant frame，such as from core memory， toggle switch storage，or the photomelectric tape reader．In these cases the induced noise voltages are apt to be larger than usuals and the input impedance to the flipoflop is sufficiently high to allow the use of the larger positive bias current，and consequently smaller input base current．

This bias is also used in cases where the ground level for the emitter is supplied from an emitter follower gate．Such a level goes
0.3 volt positive and thus it is necessary for the base to be held at about 0.5 volts to provide adequate margins during cutroif．

A：ll of the inverters in TX－O use a supply voltage of -10 volts． However，the actual voltage at the collector never exceeds -4 volts， since it is clamped，either by an emitter follower following it，or by a voltage divider to ground．A single inverter providas current sufficient for driving three emitter followers or two ipverters．It can drive a capacitance of 75 unf，with a fall time of $0.1 \mu \mathrm{sec}$ 。 C．Emitter Follower Circuit

The logicel circuitry utilizes a combination of inverters and emitter followers which in general are alternated．This ensures that when an emitter follower is turned on，it is always kept in saturation since its base is returned effectively to ol0 volts through the load resistor of the previous inverter．The difference in driving capabi－ lities of the saturated and nonmsaturated emitter followar is show in the graph of Figo 6．The load resistance of the emitter follower is returned to $\$ 10$ volts instead of to ground to shorten the rise time of the emitter follower．This emitter follower will provide 8 ma of output current at $m$ volts and will drive a capacitive load of 120 uuf， with a rise time of $0.1 \mu \mathrm{sec}$ 。

D．Cascode Circuit
In order to achieve faster rise and fall times and greater driving ability than is possible with either the emitter follower or the inverter，the＂cascode＂circuit is used．The logical and circuit schematics are show in Fig。70 The inputs to $Q_{2}$ and $Q_{3}$ are always opposite in phase so that in the teady state case only one transistor is conducting．$Q_{3}$ acts as an emitter follower which provides the driving current and pulls the input quickly down to -3 volts．$Q_{2}$ acts as an inverter whose function is to pull the output quickly up to ground during the transition．Thus，the circuit utilizes the fast rise time of the inverter and the fast fall time of the emitter follower．

This configuration is capable of driving a capacitive load of 420 uuf. with a transition time of $0.1 \mu$ sec. No power is wasted in load resistances, and this circuit is designed to provide 12 ma. output current at o3 volts. It will drive 12 emitter followers or 8 inverter bases, and one emitter of an inverter. TX $\sim 0$ uses the casqode as the output stage of all flipoflops, as a power amplifier for driving many transistor bases, and as a cable driver.

Cascode cable drivers are used when sending levels to the memory over 160 ohm coaxial cable. The cable is terminated at the ipput end by a resistance in series with the cable. This series termination is possible because, unlike the emitter follower or inverter, the cascode circuit looks like a very low impedance (less than 10 ohms) whep driving in either direction. Thus, the driven end of the cable is properly terminated at all times.
III Pulse Circuitry
H. Timing Pulses

The timing pulses for the computer are generated by vacuup tubes. Thirty volt positive pulses are sent to the computer through 93 ohm coaxial cables. 7ol pulse transformers with a one turn secondary are used at the computer to provide approximately 3.4 volt negative pulses. \& IN283 diode is used across the primary in order to damp the overshoot。

Bo Register Driver
Gated register drivers (Figures 8 and 9) supply the 3 volt negative pulses to the input gates of the flipoflops. The pulse input is at the collector of $\otimes_{3}$ and the output is from the emitter. a pulse is passed when $Q_{3}$ is saturated from the negative output of inverters $Q_{1}$ and $Q_{2}$. Thus, a ground input to either $Q_{1}$ or $Q_{2}$ is necessary to pass a pulse through the register driver. The two inverters in series thus give a twowway OR circuit for the pulses. Up to a 10 way OR circuit can be constructed by paralleling register drivers with a common pulse input and output but different gating. In order to form an $\mathbb{A N D}$ circuit for pulses, emitter follower gates are
placed in parallel to feed the inputs of the inverters. All the inputs must be at ground to pass a pulse. The pulse outpat of the register driver closely follows the pulse input. The maximum pulse current is 30 ma o, sufficient for driving 10 pulses bases, and the pulse voltage drop through the register driver is less than 0.5 volt.
C. Pulse Inputs to FlipaFlops

In order to set or clear the TX $\propto 0$ flip $\propto$ flop the "one ${ }^{\text {m }}$ or zero" input must be brought up to ground by the output of a pulse inverter. Up to 15 such inputs may be tied in parallel to one side of the flipflop. The negative pulse is inverted and gated by a circuit such as this: Figo 10. Or, alternately, only one transistor may be used as a gate in this manner: Fig。11. Here a ground level must be supplied to the emitter in order to pass the pulse. This arrangement requires a level current equal to $I_{C}$ while the two transistor gate requires a level current equal only to $I_{0 \times} \frac{I_{c}}{}$ (I-w). In order to complement the flipollop, the pulse must be steered to the proper side of the flip-flop. The dircuit which does this is shown symbolically in Figo 12.

IV Marginal Checking
Marginal checking of all TX $=0$ circuitry is accomplished by varying the +10 voltage on the base of the invarter transistors. Increasing this positive bias supply effectively reduces the negative base current into the transistor and tends to bring it out of saturation. Making the positive bias supply negative tends to allow the transistor to conduct when it should be held cut off. Mmitter followers are not directly marginal checked, but their condition can be investigated by marginal checking the inverters which proceed and follow it. For these inverters normal margins are slightly greater than $\pm 10$ volts either side of the normal +10 volt supply。

- FIIp-Flop

The TX O Flipoflop is shown in Fig. 13. The drcuitry is similar to that already described, with RC coupling between inverters, positive bias, and emitter follower clamping. $Q_{1}$ and $Q_{2}$ are pulse amplifiers
which are normally conducting and are cut off by the positive input pulse at the＂zero＂or＂one＂input．$Q_{3}$ and $Q_{4}$ are the flipoflop transistors themselves which are arranged in a conventional RC－coupled EcclesmJordan trigger circuit．When an input pulse cuts off $Q_{1}$ or $Q_{2}$ this opens the emitter circuit of $Q_{3}$ or $Q_{4}$ ，and changes the state of the flip－flop。 $Q_{5}$ and $Q_{6}$ are inverters which are used to saturate the emitter followers of the output cascode。 $Q_{7}$ and $Q_{8}$ ，and $Q_{9}$ and $Q_{10}$ form the cascode circuits on the＂one＂and＂zero＂sides respectively． Their operation is the same as that previously described for the cascode circuit，with the opposite phases being obtained from the inverters on opposite sides of the flipoflop．

The output wave form at 10 mcps is shown in Fig 14，and various marginal checking curves and output characteristics of the flipoflop are shown in Figs． 15 through 22．


Attachments：
Fig．1：SA－65640－3
Figs． 2 through 12
Fig．13：Da67369
Fig．I4：A $=65366$
Fig。 15：A－67294
Fig。16：Ba65729
Fig．17：B $065^{7}$ 22
Fig．18：B－65720
Figs 19：B -65719
Fig．20：B－65727
Fig．27：Be 65＂ 7
Fig。22：Be 657 7
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TX-O FLIP-FLOP

$$
\underbrace{\sim 10 \sim \sim}_{0}
$$

## TX-O FLIP-FLOP
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## PULSE MARGINS
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## APPENDIX <br> Data On Individual TX 0 Circuits <br> Inverter

1) Uses: Logical inverter and voltage amplifier. When placed in series, gives OR circuit for ground in, -3 out. When placed in parallelg gives AND circuit for ground in, -3 out.
2) Input: Voltage level at ground or -3 volts. Input current requireds 1.1ma.
3) Output: Opposite polarity from input. Voltage level at ground or -3 volts. Maximum output current at $=3$ volts: 3.5 ma. can drive maximum of 3 emitter followers or two inverters. Load capacitance for $0.1 \mu \mathrm{sec}$ fall time: 75 uuf. Delays 30musec.
4) Restrictions: When turned off ${ }_{9}$ collector voltage must not exceed - 4 volts. Maximum of two inverters in series. Maximum of 2 inverters in parallel for 5 mcps operation.
5) Power required: 5.5 ma at -10 v 。

$$
0.12 \mathrm{ma} \text {. at }+10 \mathrm{v} \text {. }
$$

6) Marginal checkingः Vary +10 volt positive bias on base.
7) Plugain units used: $L$ or $M$ 。

## INVERTER.

8) BLOCK SCHEMATIC.


## EMITTIER FOLALOWER

1）Usesः Current amplifier．When placed in parallel with common load resistance gives $\mathbb{A N D}$ circuit for ground in，ground out．

2）Input：Voltage level at ground or－ 3 V．Input current required： Load current +3 ma．Input current will be from 0.5 to 1.8 ma ． 6

3）Outputs Same polarity as input．Voltage level at +0.3 vo or -2.9 v ． Maximum output current at $-3 \mathrm{~V}_{0} \circ 8 \mathrm{ma}$ 。Can drive maximum of 8 emitter followers or 2 inverters，providing output current does not exceed 8 ma 。 Two emitter followers in parallel（ $\mathrm{R}=2 \mathrm{~K}$ to +10 v ） ）can drive one emitter of pulse transistor with no delay or one emitter of level transistor with 90 musec．rise time．Maximum output current at ground in this latter type of operation： 5 ma 。 Load capacitance for $0.1 \mu \mathrm{sec}$ rise time： 120 uuf．

4）Restrictions：Not more than 10 emitter followers may be placed in parallel for 5 mcps operation．Emitter followers cannot be placed in series．Only 2 emitter followers may be cascaded provided that the first emitter follower is saturated from－l0 volts．Otherwise，emitter followers may not be cascaded．

5）Power required： 8 ma ．at -3 vo （maximum）

$$
3.3 \mathrm{ma} \text {. at }+10 \mathrm{v} .
$$

6）Marginal checkingঃ None。
7）Plug－in units useds $T$ or $E$ or A．
8). BLOCK SCHEMATIC


## Register Driver

1）Use：Gating circuit for pulses for pulse inputs to flip－flops．
2）Level input：Ground level for passing pulse．－3 volt level for no pulse output．Level input current required： 2.2 ma ．

3）Pulse input：-3.4 volt 80 to 100 musec pulse．Input pulse current equal to output pulse current．

4）Output：-3 volt 80 to 100 musec．pulse．Pulse amplitude equals input amplitude minus transistor drop．Drop less that 0.5 volt． Maximum pulse current： 30 ma ．Can drive maximum of 10 pulse bases． Setmp delay：about 20 musec．

5）Restrictions：Two register drivers driven from the same input gate will drive maximum of 20 bases．Up to 10 register drivers may be placed in parallel with different gating to form a 10way OR circuit for pulses．Placing up to 10 emitter follower gates in parallel before the register driver gives a 10way AND circuit for pulses．

6）Power required： 6.6 ma ．at -10 v 。 35 ma 。at +10 v 。

7）Marginal Checkinga Vary +10 volt positive bias on inverter bases．

8）Plugهin units used： 1 or $2 \mathrm{R}, \mathrm{B}, \mathrm{T}$ or E or A．

REGISTER DRIVER.
9). BLOCK SChematic.


## Pulse and Steering Gates

1) Use: Provide pulses to complement flip-flop.
2) Pulse input: $-\frac{1}{\text { volt }} 80$ to 100 musec. pulse. Pulse current required: Maximum of $3 \mathrm{ma}_{\mathrm{m}}$
3) Level inputs: Voltage level at ground on one input, -3 volts on the other, coming from the outputs of the flip-flop to be complemented. Input current required to each base at $-3 \nabla_{0}=0.67$ ma.
4) Output: Positive pulse up to ground. Will complement one flip-flop.
5) Restrictions: There must be no more than 3 transistors in series, including gating level input, pulse input, and steering gate. Up to 15 gates may be placed in parallel on one side of flip-flop input.
6) Power required: 0.24 ma at +10 vo
7) Marginal checkingः Vary $\$ 10$ volt positive bias on bases.
8) Plugain units used: $1 P, 2 S$.

PULSE \& STEERING GATES.
9.) BLOCK SCHEMATIC.


Inverting Cascode

1）Uses：Power amplifier and level driver．

2）Input：Voltage level at ground or 03 volts．Input current required：2．2ma．

3）Output：Opposite polarity from input．Voltage level at ground or -3 volts．Maximum output current： 12 ma ，at $-3 \mathrm{v} .: 4 \mathrm{ma}$ ， at ground level．Can drive maximum of 12 emitter followers or 8 inverters，and one emitter of pulse or level transistor on the same time pulse．Load capacitance for $0.1 \mu \mathrm{sec}$ ．rise times 420 uuf ． Delay $=30 \mathrm{musec}$ ．

4）Power required： 12 ma ．at $-3 \mathrm{v}_{0}$
5.5 ma ．at -10 v 。
0.24 ma 。 at +10 v 。

5）Marginal Checking：Vary +10 volt positive bias on bases．

6）Plugain units used：L，C

INVERTING CASCADE.
7). BLOCK SCHEMATIC.


## Cable Driver (Inverting Cascode)

1) Use: To provide level input into 160 ohm cable, which drives transistor base.
2) Input: Voltage level at ground or $\mathbf{- 3}$ volts, f rom emitter follower gate or inverter gate. Input current required: 2.2 ma .
3) Output: Opposite polarity from input. Voltage level at ground or negative level less than -3 volts determined by voltage drop through 130 ohm resistor in series with cable. Maximum output current: 12 ma . Will drive maximum of 100 feet of K 109 coaxial cable ( $\mathrm{Z}_{\mathrm{o}}=160$ ohms;D.C. resistance $=0.7 \mathrm{ohms} / \mathrm{ft}_{0}$ )
4) Restrictions: No termination should be added at end of cable, as cable is terminated in a resistance of 130 ohms in series with the input end at the cable driver.
5) Power required: 12 ma at -3 volts. 5.5 ma. at -10 volts. 0.24 ma 。at +10 v .
6) Marginal checking: Vary +10 volt positive bias on bases.
7) Plugmin units used: L,C。

CABLE DRIVER.
8). BLOCK SCHEMATIC.


## FlipaFlop

1) Use: To provide logical levels at ground or -3 volts.
2) Input: Positive pulse up to ground from output of pulse gate.
3) Output: One side at ground: other side at -3 volts. Output circuit is inverting cascode. (See Inverting Cascode for specifications) Logical delay before start of rise or fall: 90 to 100 musec.
4) Restrictions: Maximum complement rate: 5 mcps .
5) Power required: 18 ma , at -3 volts (maximum)

12 ma . at -10 volts 1.8 ma . at +10 volts.
6) Marginal checking: Vary +10 volt positive bias on inverter bases by varying +10 volt input to "MCA" or "MCB".
7) Plug-in unit used: Flip-flop plug-in unit.
8) Logical symbol

9) Circuit drawing. See Figure 13.

## Note on Resistance Values

## Inverters

All load resistance to -10 volts are 1.8 K , with the following exceptions:
2.2K for inverter in Cable driver cascode, for inverter when followed by two other inverters, and for Accumulator carry chain.
1.5 K for inverters in register drivers.

Normal positive bias resistance for RC input of 2.2 K and 47 uuf is: 82 K .39 K is used for level input to MBR from memory frame, toggle switch storage, and PETR, and when the level transistor (L unit) in the Program Counter is driven from emitter followers.

## Emitter Followers

All load resistance to +10 volts are 3.9 K with the following exception:
2 K is used when two emitter followers are used in parallel to drive another emitter of a pulse or level transistor. In this case 47 ohm resistors are used in the emitters of the emitter followers as current sharing resistances.
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## 1．INTRODUCTION

From the point of view of someone trying to design new basic circuits，transistors are rather complicated devices；but for purposes of understanding what an existing basic circuit or network of basic circuits does，transistors may be thought of simply as switches（sec．2）．This simplified model of the transistor gives an entirely reliable interpretation of the＂logical schematic＂diagrams of $\operatorname{TX}-0$（and of those which are being prepared for TX－2）．The simplified model is also a useful guide for the logical designer：under certain restrictions，any network built from the basic circuits listed in the appendix will behave in the manner predicted by the switch－analogy．The restrictions are indicated in the appendix to this note and，in greater electronic detail，in 6M－4561．＂TX－0 Circuitry＂。 It should be noted that no attempt is made here to give a complete or even an entirely accurate description of how transistors work．What is provided is rather a rule of thumb，as simple as possible，which gives correct results． The rule is sometimes right for the wrong reasons，but it is never wrong。

In addition to the general exposition of transistor logic，the various special notational devices used in $T X-0$ and $T X-2$ block schematics are explained．

## 2．TRANSISTORS AS SWITCHES

Figure 1 （fold－out，last page）is an example of a＂logical schematic＂diagram．Working from the logical schematic one can reconstruct and wire up the actual circuit，which contains some additional resistors． condensers，and voltage sources．（For details，see $6 \mathrm{M}-4561$ ，＂TX－0 Circuitry．＂） In the diagram．


For our purposes it is sufficient to remember that filled－in squares or circles are negative voltage sources，and hollow squares or circles are non－negative．

In Figure 1．＂－stands for a transistor：the short side of the rectangle represents the base，and the long sides represent the emitter and collector．But for our purposes we can imagine that each transistor is a switch which closes when the base is negative，and is open otherwise．＊ Lut us use a solid diamond $(\rightarrow)$ to indicate negative points，and hollow diamonds $(->)$ to indicate points which have 0 or positive voltage．

[^6]

The function of the resistors（ -M ）in Figure 1 is simply this： a point like $u$ which is connected to a negative source through a resistor will be unless it is forced to become $\langle$ by a direct connection to a $\rangle$ source．Thus if point a in Figure 1 is ，the transistor＂switch＂between u and $O$ closes and thus forces $u$ to become $\diamond$ 。Similarly，a point like $x_{\text {，}}$ which is connected through a resistor to a $\diamond$ source will be $\diamond$ unless it is forced to become by direct connection to a source．In this case the direct connection might be via any one of the three transistors between $x$ and ；for example，if $u$ is $x$ will become 。

## 3．THE ARROWHEAD NOTATION

To get an overall view of the action of a transistor net it is convenient to break it up into basic circuits as indicated by the broken lines in Figure 1．The behavior of each basic circuit can be analyzed separately and then combined with the rest to get the total picture．Thus in the basic circuit at the left，$u$ is if and only if a is $\rangle_{0}$ ，and，saying the same thing in a different way，$u$ is $\diamond$ if and only if a is $\leqslant$ ．These statements can be written briefly as＂equations＂：

$$
\begin{align*}
& u \diamond=a \diamond  \tag{1}\\
& u \diamond=a \tag{1'}
\end{align*}
$$

where $"=$＇is shorthand for＂if and only if＂。
The basic circuit at the right in Figure 1 is somewhat more complicated：$v$ is if and only if $c$ is $\diamond$ or both $d$ and $e$ are $\diamond$ ．Here the word＂or＂is to be understood in the inclusive sense：and／or．Using the sign＇${ }^{\prime+\prime}$＇for or in this sense，and using＇。＇for and，the statement can be abbreviated as：

$$
\begin{equation*}
v \diamond=c \diamond+(d \diamond \cdot e \diamond) \tag{2}
\end{equation*}
$$

The companion statement，to the effect that $v$ is $\langle$ if and only if $c$ is － and in addition either $d$ or $e$（or both）are is：

$$
v \Delta=c>\cdot(d\rangle+e \phi)
$$

[^7]In summary, the shorthand is:

```
'=' means if and only if:
'+' means or in the inclusive sense ("and/or").
%'means and.
'a}\mp@subsup{}{}{\prime
```

The basic circuit in the middle of Figure 1 can be described:

$x\rangle=u\rangle$. $b\rangle \cdot v\rangle$
i.e.o $x$ is if and only if $u$ or $b$ or (at least one) are and $x$ is $>$ if and only if $u$ and $b$ and $v$ are all $>$ 。

Using (1) and (2) we can eliminate ' $u$ ' and ' $v$ ' from (3) to get a single equation which expreses the output directly in terms of the inputs:

$$
x \diamond=a \Delta+b+c \Delta+(d \diamond \cdot e \Delta) \quad \text { (4) }
$$

Similarly using ( $1^{\prime}$ ) and ( $2^{\prime}$ ) to eliminate ' $u \Delta^{\prime}$ ' and ${ }^{\prime} v>{ }^{\prime}$ from (3') we get an equivalent description in terms of $x \diamond$ :

$$
x \diamond=a \Leftrightarrow \cdot b \diamond \circ c>(d-e \phi) \quad(41)
$$

Now to make these equations less cumbersome, we move the diamonds out into the diagram; Figure 3 shows two ways of doing this, corresponding to equations (4) and ( $4^{\circ}$ )。


FIGURE 3 - TWO DISTRIBUTIONS OF ARROWHEADS FOR THE NET OF FIGURE 1
The simplified equation (i) above might be read: " x is as shown in the accompanying diagram (namely, $\Leftrightarrow$ ) if and only if $a_{\text {, or }} b_{\text {, or }} c$, or both $d$ and $e$, are as shown there (i.e.. if and only if a is $>$ or $b$ is or ...)." The equation by itself is ambiguous; the diamonds which fix its meaning
must be gotten from the diagram．Similarly equation（ii）must be read in conjunction with its diagram．

In case it is desired to write equations which will be unambiguous without the aid of diagrams，one can indicate the kind of diamond associated with each letter by some such shorthand as：

$$
\begin{aligned}
& \quad x^{\prime} \text { means } x \\
& \bar{x}^{\prime} \text { means } x \diamond \text {. }
\end{aligned}
$$

Then equation（4）becomes

$$
\begin{equation*}
x=\bar{a}+b+\bar{c}+\bar{d} \bar{e} \tag{5}
\end{equation*}
$$

And equation（4＇）becomes

$$
\bar{x}=a \bar{b} c(d+e)
$$

$$
\left(5^{\prime}\right)
$$

Equations such as（5）and（ $5^{\circ}$ ）can be manipulated according to the ordinary rules of Boolean algebra，interpreting ${ }^{\prime} \overline{X^{\prime}}$ as the complement of $x_{\text {。 }}$（See R．K．Richards，Arithmetical Operations in Digital Computers，Chapters I and II。 or engineering note E－458－1．＂The Use of Boolean Algebra in Logical Design＂。） In cases where our symbols for and（ 1,1 ）and or（ $1+1$ ）may be confused with the arithmetical product and sum，the following notation is suggested： ＇\＆＇for and，＇$v$＇for or，and＇$\equiv$＇or＇$\Leftrightarrow$＇for if and only if．For example， equation（5）becomes＇ $\mathrm{x} \Leftrightarrow \overline{\mathrm{a} v b v e r}$（ $\overline{\mathrm{d}} \& \overline{\mathrm{e}}$ ）＇in this notation．The expressions ${ }^{\prime} \sim x^{\prime},^{\prime}-x^{\prime}$ and＇$x^{\prime}$＇are often used instead of our＇ $\bar{x}$＇。

4．FLIP－FLOPS AND AUXILIARY DEVICES
The basic flip－flop is a feedback net consisting of two＂series inverter＂circuits of this sort：


The inverter＇s output is $\langle$ unless both inputs are $\rightarrow$ ．The delay between a change in the input voltages and the resulting change in the output is about 35 musec．

As shown in Figure 4，the output of each series inverter is connected to one of the intputs of the other．Normally，both inputs are －and in this condition（see Figure 4 （i）and（ $\mathbf{v}$ ））the flip－flop ＂remembers＂，i．e．one of the outputs holds the other in the $\Delta$ condition， and the second holds the first in the condition．To＂set＂the flip－flop to the opposite configuration（i．e．，to complement it），the appropriate input is grounded for a period of $80-90 \mathrm{mpsec}$ ．（Ground the input on the side where the output is $\leqslant_{0}$ ）

（i）Initial situation。 The flip－flop remains in this condition until．．．

（ii）one input is grounded；but the effect is not felt at the output until．．．

（iv）another 35 mpsec ． have elapsed；now the right output takes over the job of holding the the left at－Now．．．
（v）the left input can be returned to $\rightarrow$ 。

FIGURE 4 －RESETTING A FLIP－FLOP FROM THE $\diamond$ CONDITION TO $\gg$ 。

It is important that the input remain at $\langle$ until situation（iv）is reached， i．e．for at least 70 mpsec ． otherwise the circuit will oscillate．

The TX -0 flip－flop consists of the circuit shown in Figure 4. together with a power amplifier at each output：

（i）Logical Schematic
FIG。5－TX 0 Flip－Flop
（ii）Block symbol


（iii）Negative vs．positive pulses．

The＂invert－cascode＂circuits invert and amplify the outputs；in the situation shown in Figure 5（i），the outputs of the basic flip－flop circuit are and $\diamond$ ，while the corresponding outputs from the amplifiers are $\diamond$ and 。

The flip－flop inputs are＂positive＂pulses，i．e．，they are normally at the level，but are brought to $\diamond$ for a period of $80-90$ musec，to set the flip－flop．Pulses（ $\rightarrow$ or $\rightarrow$ ）are distinguished from levels（ $\rightarrow$ or $->$ ） by the shape of arrowheads；the two sorts of pulses are dịstinguished by solid or hollow arrowheads as in Fig．5（iii）．

We speak of flip－flops as＂holding a $0 "$（＂being in the＇$O^{\prime}$＇state＂） or＂holding a 1＂（＂being in the＇1＇state＂）．What does this mean，physically？ The physical flip－flop is a symmetric circuit with two output terminals． One of the terminals has a＂O＂stamped beside it，and the other has＂1＂。 Logically it is irrelevant，which is stamped＂0＂and which＂1＂。 It is also an arbitrary decision，whether the flip－flop is said to＂hold a $0^{n}$ when the output configuration is $\langle\diamond$ or when the configuration is $\rangle$ ． All that matters is that whichever of these configuration is identified with the＂O＂state the other must be identified with the＂1＂state。

A wiring diagram pictures the physical situation by showing，for example，which points are connected to the flp－flop output terminal stamped ＂1＂。 But a logical schematic diagram shows the＂logical＂situation by showing，for example，which points are and which are $\diamond$ when the flip－flop holds a 1．In such diagrams，lines going to the side marked＂1＂（for example） need not correspond to wires connected to the output terminal of the physical $\overline{f l i p}-\hat{f l o p}$ which is stamped＇1＂。 Instead，the convention illustrated in Fig． 6 is followed．
(i)


Same physical connection
(ii)

(iii)


This point is $\langle$ when the FF, holds a ${ }^{\circ} 1^{\prime}$ 。

Same physical connection
(iv)


1
FIGURE 6 - USE OF ARROWHEADS WITH THE FLIP-FLOP BLOCK SYMBOL
Note that physically, the output wires indicated in Figure 6 (i) and (ii) go to the same terminal of the flip-flop, i.e.o the terminal which is when the flip-flop holds a ' 1 ' and which is therefore $\Delta$ when the flip-flop holds a ' O'. In the physical flip-flop this terminal might be stamped "1" or might be stamped "0" - the logical schematic would be the same in either case. Similarly, the output wires in (iii) and (iv) would both be wired to the terminal opposite the one used for (i) and (ii).

Like the outputs, the input lines to a flip-flop block symbol refer to states, not terminals:

A positive pulse here
 sets the FF to ${ }^{\prime} 0^{\prime}$

A positive pulse here sets the FF to '1'。

To illustrate the use of this symbolism, Figure 7 (i) through (iv) shows four different ways of drawing the circuit for which ( $v$ ) is the complete logical schematic.

(v) COMPLETE LOGICAL SCHEMATIC

FIGURE 7 - ALL 5 WOULD BE WIRED UP IN THE SAME WAY

Note the difference between the complete logical schematic ( $v$ ) and the schematics which use the block symbol for the flip-flop. In (v) the output terminals are shown, whereas in (i) through (iv), states are shown instead. In ( $\mathbf{v}$ ), it is not necessary to tag the flip-flop outputs (terminals) as or $>$;but (i) through (iv) would lose their meaning if the diamond arrowheads were erased, since it would then be impossible to tell which state of the flip-flop makes a point or $\diamond$. (However, the split diamonds in (iii) and (iv) could be dropped; they are included only as an aid to the eye in identifying the input line at a junction of lines.).

The reason of devoting so much space to our convention for the use of arrowheads at flip flop outputs is that it differs from the usual convention. It would be more in keeping with general usage to regard

lines in Figure 7 ( $v$ ). Then the two lines at the top of the box marked "FF" would represent output terminals, and the two styles of diamonds would be superfluous. However, the TX-0 logical schematics (and presumably those for TX-2 as well) follow the notation of Figure 6 .

## APPENDIX: INVENTORY OF BASIC CIRCUITS IN TX-0

## Note on Symbolism

Most of the following diagrams are accompanied by two "equations", which describe the operation of the circuit in two different but equivalent ways. For fuller explanation of the "equations", see page 4.
I. INVERTERS (VOLTAGE AMPLIFIERS)。
A. Simple

$x=\bar{a}$
$\overline{\mathrm{x}}=\mathrm{a}$
B. Series


$x=\bar{a}+\bar{b}$
$\overline{\mathrm{x}}=\mathrm{ab}$
C. Parallel

$x=\bar{a} \bar{b}$ in
D. Series-Parallel

$x=\bar{a} \bar{b}+\bar{c}$
$\bar{x}=(a+b) c$


$$
x=(\bar{a}+\bar{b}) \bar{c}
$$

$$
\bar{x}=a b+c
$$



$$
x=\bar{a} \bar{b}+\bar{c} \bar{d}
$$

$$
\overline{\mathrm{x}}=(\mathrm{a}+\mathrm{b})(\mathrm{c}+\mathrm{d})
$$



$$
x=(\bar{a}+\bar{b})(\bar{c}+\bar{d})
$$

$$
\bar{x}=a b+c d
$$

Restrictions: Delay $\approx 35$ musec. Output $(x)$ may ${ }_{j}^{\text {not be }}$ connected to the bases of more than 3 emitter-follower transistors or more than 2 inverter transistors.
II. EMITTER - FOLLOWERS (CURRENT AMPLIFIERS)
A. Simple


$x=a$
$\bar{x}=\bar{a}$
B. Parallel

$$
\begin{aligned}
x & =a_{0}+\ldots+a_{n} \\
\bar{x} & =\bar{a}_{0} \ldots a_{n}
\end{aligned}
$$



Restrictions. Delay $\approx 10 \mathrm{mpsec}$ for $A$. For $B$, delay $\approx 10+2 \mathrm{n}$ masc. Output in each case can go to a maximum of 8 emitter - follower bases or 2 inverter bases. In $B, x$ may go the emitter of a single pulse transistor (neglegible delay) or the emitter of a single level transistor with 90 mpsec delay in the transition from to $>$ 。 In $A$ and $B_{0} x$ may go the base of another emitter-follower, but the output of that second emitter-follower may not in turn go to the base of a third emitter-follower.
III. "REGISTER DRIVER" (GATE FOR HEAVY PULSES)


Restrictions: Pulse input ( $p$ ) and output ( $x$ ) are negative (i.e.o normally $\diamond$ ). a must be the output of an inverter (any of IA through ID). The same emitter-follower or flip-flop output may be used as a level input to at most 2 register drivers. Output $(x)$ drives a maximum of 10 bases.
B. Parallel


Le
stout
IV. CASCODE (POWER AMPLIFIER) \& CABLE DRIVER

A. Simple Cascode.

B. Inverting Cascode (used as cable driver, with minor circuit modifications)。

Restrictions: Inputs to cascode must be complementary (when one is the other is $>$ ). As power amplifier, can drive maximum of 12 emitter-follower bases or 8 inverter bases, and 1 emitter.
V. FLIP-FLOPS

This point is $>$ when the $F F$ holds a 0


Restrictions: Delay between start of input pulse and time when output is stablilized in its new state is about. 1 psec. Only one of the input lines may be pulsed at any time. The TX-0 flip-flop lacks the negative pulse input $(\rightarrow)$ and the complement input; $T X-2$ flip-flops will have all 4 inputs. Output lines are driven by inverting cascodes internal to the flip-flops; therefore output restrictions are the same as in IV above.
VI. PULSE AND STEERING GATES (AT FLIP-FLOP INPUTS)

A. Pulse gate.


What is the differmee Aetwrean steering gate? gate?
B. Pulse gate followed by a steering gate.

C. Arrangement used to provide negative-pulse clear and complement inputs to $\mathrm{TX}-0$ flip-flops.

Note: The positive-pulse set and clear input terminals to the basic flip-flop are held at unless they are forced to $\diamond$ by being grounded through a transistor "switch"。

Restrictions: No path to a $\diamond$ source from either of the positive-pulse input terminals of the basic flip-flop may pass through more than three transistor "switches"。 For example, the - input in B may come directly from a flip-flop output terminal, or from the output of an emitterfollower (IIA or B) or of a simple inverter (IA). This means that paths to ground from the positive-pulse complement input of a flip-flop may pass through no more than two transistor "switches". The negative clear pulse input must come directly from a register driver.

Signed:


RCJ:elc
Attachment: Figure 1
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## 1. INTRODUCTION

From the point of view of someone trying to design new basic circuits, transistors are rather complicated devices; but for purposes of understanding what an existing basic circuit or network of basic circuits does, transistors may be thought of simply as switches (sec. 2). This simplified model of the transistor gives an entirely reliable interpretation of the "logical schematic" diagrams of TX -0 (and of those which are being prepared for TX-2). The simplified model is also a useful guide for the logical designer: under certain restrictions, any network built from the basic circuits listed in the appendix will behave in the manner predicted by the switch-analogy. The restrictions are indicated in the appendix to this note and, in greater electronic detail, in 6M-4561, "TX-0 Circuitry"。 It should be noted that no attempt is made here to give a complete or even an entirely accurate description of how transistors work. What is provided is rather a rule of thumb, as simple as possible, which gives correct results. The rule is sometimes right for the wrong reasons, but it is never wrong.

In addition to the general exposition of transistor logic, the various special notational devices used in TX-0 and TX-2 block schematics are explained.

## 2. TRANSISTORS AS SWITCHES

Figure 1 (fold-out, last page) is an example of a "logical schematic" diagram. Working from the logical schematic one can reconstruct and wire up the actual circuit, which contains some additional resistors. condensers, and voltage sources. (For details, see 6M-4561, "TX-0 Circuitry.") In the diagram,


For our purposes it is sufficient to remember that filled-in squares or circles are negative voltage sources, and hollow squares or circles are non-negative.

In Figure 1. "~, stands for a transistor: the short side of the rectangle represents the base, and the long sides represent the emitter and collector. But for our purposes we can imagine that each transistor is a switch which closes when the base is negative, and is open otherwise.* Lut us use a solid diamond ( - ) to indicate negative points, and hollow diamonds $(->)$ to indicate points which have 0 or positive voltage.

[^8]

The function of the resistors（ -M ）in Figure 1 is simply this： a point like $u$ which is connected to a negative source through a resistor will be unless it is forced to become $\langle$ by a direct connection to a $\diamond$ source．Thus if point a in Figure 1 is - ，the transistor＂switch＂between $u$ and $O$ closes and thus forces $u$ to become $\Delta$ ．Similarly，a point like $x$ ，which is connected through a resistor to a $\leqslant$ source will be $\langle$ unless it is forced to become by direct connection to a source．In this case the direct connection might be via any one of the three transistors between $x$ and ；for example，if $u$ is,$x$ will become 。

## 3．THE ARROWHEAD NOTATION

To get an overall view of the action of a transistor net it is convenient to break it up into basic circuits as indicated by the broken lines in Figure 1．The behavior of each basic circuit can be analyzed separately and then combined with the rest to get the total picture．Thus in the basic circuit at the left，$u$ is if and only if a is $\diamond_{\text {；}}$ and，saying the same thing in a different way，$u$ is $\diamond$ if and only if a is $\langle$ ．These statements can be written briefly as＂equations＂：

$$
\begin{equation*}
u \diamond=a \diamond \tag{1}
\end{equation*}
$$

u $\diamond=$
where $"=$ is shorthand for＂if and only if＂。
The basic circuit at the right in Figure 1 is somewhat more complicated：$v$ is if and only if $c$ is $\langle$ or both $d$ and $e$ are $\rangle$ ．Here the word＂or＂is to be understood in the inclusive sense：and／or．Using the sign＇${ }^{\prime}$＇for or in this sense，and using＇。＇for and，the statement can be abbreviated as：

$$
v \diamond=c \diamond+(d \diamond \cdot e \diamond)
$$

The companion statement，to the effect that $v$ is $\Delta$ if and only if $c$ is and in addition either $d$ or $e$（or both）are ．is：

$$
v>=c>0(d\rangle+e>) \quad\left(2^{\prime}\right)
$$

[^9]In summary, the shorthand is:

$$
\begin{aligned}
& \text { '= means if and only if. } \\
& \text { '+ means or in the inclusive sense ("and/or"). } \\
& \text { " means and. } \\
& { }^{\prime} \text { a ' } v>{ }^{\prime} v \text {, etc. mean a is negative, } v \text { is non-negative, }
\end{aligned}
$$

The basic circuit in the middle of Figure 1 can be described:

$\mathrm{x}\rangle=\mathrm{u}\langle\cdot \mathrm{b}\langle\cdot \mathrm{v}\rangle$
(3').
i.e.o $x$ is if and only if $u$ or $b$ or (at least one) are, and $x$ is $\beta$ if and only if $u$ and $b$ and $v$ are all $>$ 。

Using (1) and (2) we can eliminate ' $u$ ' and ' $v>$ ' from (3) to get a single equation which expreses the output directly in terms of the inputs:

$$
x \diamond=a \Delta+b>+c \diamond+(d \diamond \cdot e \diamond)
$$

(4).

Similarly using ( $1^{\prime}$ ) and ( $2^{\prime}$ ) to eliminate ' $u<{ }^{\prime}$ ' and ' $v>$ ' from (3') we get an equivalent description in terms of $x>$ :

$$
x \diamond=a \Leftrightarrow \cdot b \diamond \circ c>+(d>+e \diamond) \quad\left(4^{\prime}\right)
$$

Now to make these equations less cumbersome, we move the diamonds out into the diagram; Figure 3 shows two ways of doing this, corresponding to equations (4) and (4').


FIGURE 3 - TWO DISTRIBUTIONS OF ARROWHEADS FOR THE NET OF FIGURE 1
The simplified equation (i) above might be read: " $x$ is as shown in the accompanying diagram (namely, $\diamond$ ) if and only if $a$, or $b$, or $c$, or both $d$ and $e$, are as shown there (i。e. if and only if $a$ is $\langle$ or $b$ is or ....)." The equation by itself is ambiguous; the diamonds which fix its meaning
must be gotten from the diagram．Similarly equation（ii）must be read in conjunction with its diagram．

In case it is desired to write equations which will be unambiguous without the aid of diagrams，one can indicate the kind of diamond associated with each letter by some such shorthand as：

$$
\text { ' } x \text { ' means } x\rangle
$$

＇ $\bar{x}$＇means $x \diamond$ 。
Then equation（4）becomes

And equation（4＇）becomes

$$
\begin{equation*}
\bar{x}=a \bar{b} c(d+e) \tag{5}
\end{equation*}
$$ Equations such as（5）and（5＇）can be manipulated according to the ordinary rules of Boolean algebra，interpreting＇ $\bar{x}$＇as the complement of $x$ ．（See R．K．Richards，Arithmetical Operations in Digital Computers，Chapters I and II． or engineering note E－458－1，＂The Use of Boolean Algebra in Logical Design＂。） In cases where our symbols for and（ 1,1 ）and or（ $1+1$ ）may be confused with the arithmetical product and sum，the following notation is suggested： ＇$\&$＇for and，＇$v$＇for or，and $' \equiv$＇or＇$\Leftrightarrow$＇for if and only if．For example， equation（5）becomes＇ $\mathrm{x} \Leftrightarrow \overline{\mathrm{a} v b v e v}(\bar{d} \& \overline{\mathrm{e}}$ ）＇in this notation．The expressions ＇$\sim x^{\prime},^{\prime}-x^{\prime}$ and＇$x^{\prime}$＇are often used instead of our＇ $\bar{x}$＇。

## 4．FLIP－FLOPS AND AUXILIARY DEVICES

The basic flip－flop is a feedback net consisting of two＂series inverter＂circuits of this sort：


The inverter＇s output is unless both inputs are $\rightarrow$ ．The delay between a change in the input voltages and the resulting change in the output is about 35 musec．

As shown in Figure 4，the output of each series inverter is connected to one of the intputs of the other．Normally，both inputs are －，and in this condition（see Figure 4 （i）and（v））the flip－flop ＂remembers＂．i．e．．one of the outputs holds the other in the $\Delta$ condition， and the second holds the first in the condition．To＂set＂the flip－flop to the opposite configuration（i．e．，to complement it），the appropriate input is grounded for a period of $80-90 \mathrm{mpsec}$ ．（Ground the input on the side where the output is $\diamond_{0}$ ）


(ii) one input is grounded; but the effect is not felt at the output until...

(iv) another 35 mpsec . have elapsed; ncw the right output takes over the job of holding the the left at - Now...

It is important that the input remain at $\diamond$ until situation (iv) is reached, i.e.o for at least 70 mpsec ; otherwise the circuit will oscillate.

The TX－0 flip－flop consists of the circuit shown in Figure 4. together with a power amplifier at each output：

（i）Logical Schematic FIG。 5 －TX－0 Flip－Flop
（ii）Block symbol

$$
\begin{aligned}
& \underset{(\text { neg. })}{ }=\begin{array}{c}
\text { ov, } \\
-3 v,---
\end{array} \\
& \rightarrow \text { (pos.) }=\text { ov. }-\underbrace{\substack{80-90}}_{-3 v .} \mid
\end{aligned}
$$

（iii）Negative vs．positive pulses．

The＂invert－cascode＂circuits invert and amplify the outputs；in the situation shown in Figure $5(i)$ ，the outputs of the basic flip－flop circuit are $\leqslant$ and $\rangle$ ，while the corresponding outputs from the amplifiers are $\rangle$ and 。

The flip－flop inputs are＂positive＂pulses，i．e．，they are normally at the level，but are brought to $\diamond$ for a period of $80-90$ musec，to set the flip－flop．Pulses（ $\rightarrow$ or $\rightarrow$ ）are distinguished from levels（ $\rightarrow$ or $\rightarrow$ ） by the shape of arrowheads；the two sorts of pulses are dịstinguished by solid or hollow arrowheads as in Fig．5（iii）．

We speak of flip－flops as＂holding a 0 ＂（＂being in the＇$O^{\prime}$ state＂） or＂holding a 1＂（＂being in the＇1＇state＂）．What does this mean，physically？ The physical flip－flop is a symmetric circuit with two output terminals． One of the terminals has a＂0＂stamped beside it，and the other has＂1＂。 Logically it is irrelevant，which is stamped＂0＂and which＂1＂．It is also an arbitrary decision，whether the flip－flop is said to＂hold a 0 ＂ when the output configuration is $\langle\diamond$ or when the configuration is $\Delta$ ． All that matters is that whichever of these configuration is identified with the＂0＂state the other must be identified with the＂ 1 ＂state。

A wiring diagram pictures the physical situation by showing，for example，which points are connected to the flip－flop output terminal stamped ＂1＂。 But a logical schematic diagram shows the＂logical＂situation by showing，for example，which points are $\rightarrow$ and which are $\diamond$ when the flip－flop holds a 1．In such diagrams，lines going to the side marked＂1＂（for example） need not correspond to wires connected to the output terminal of the physical flip－flop which is stamped＇1＇．Instead，the convention illustrated in Fig． 6 is followed．


Same physical connection

Same physical connection


FIGURE 6 - USE OF ARROWHEADS WITH THE FLIP-FLOP BLOCK SYMBOL
Note that physically, the output wires indicated in Figure 6 (i) and (ii) go to the same terminal of the flip-flop, i.e., the terminal which is when the flip-flop holds a '1' and which is therefore $\Delta$ when the flip-flop holds a ' ${ }^{\prime}$ '. In the physical flip-flop this terminal might be stamped "1" or might be stamped "0" - the logical schematic would be the same in either case. Similarly, the output wires in (iii) and (iv) would both be wired to the terminal opposite the one used for (i) and (ii).

Like the outputs, the input lines to a flip-flop block symbol refer to states, not terminals:

A positive pulse here


$$
\text { sets the } F F \text { to }{ }^{\prime} O^{\prime}
$$

A positive pulse here sets the FF to '1'。

To illustrate the use of this symbolism. Figure 7 (i) through (iv) shows four different ways of drawing the circuit for which (v) is the complete logical schematic.
(i)

(ii)



FIGURE 7 - ALL 5 WOULD BE WIRED UP IN THE SAME WAY

Note the difference between the complete logical schematic ( $v$ ) and the schematics which use the block symbol for the flip-flop. In (v) the output terminals are shown, whereas in (i) through (iv), states are shown instead. In ( $\mathbf{v}$ ), it is not necessary to tag the flip-flop outputs (terminals) as $\diamond$ or $\diamond$;but (i) through (iv) would lose their meaning if the diamond arrowheads were erased, since it would then be impossible to tell which state of the flip-flop makes a point or $\Delta$. (However, the split diamonds in (iii) and (iv) could be dropped; they are included only as an aid to the eye in identifying the input line at a junction of lines.)

The reason of devoting so much space to our convention for the use of arrowheads at flip-flop outputs is that it differs from the usual convention. It would be more in keeping with general usage to regard this: $\frac{\sigma_{\mathrm{FF}}, 1}{4}$ as simply an abbreviation for the circuit enclosed in broken

lines in Figure $7(v)$. Then the two lines at the top of the box marked "FF" would represent output terminals, and the two styles of diamonds would be superfluous. However, the TX-0 logical schematics (and presumably those for TX-2 as well) follow the notation of Figure 6 .

## APPENDIX: INVENTORY OF BASIC CIRCUITS IN TX-0

## Note on Symbolism

Most of the following diagrams are accompanied by two "equations", which describe the operation of the circuit in two different but equivalent ways. For fuller explanation of the "equations", see page 4 .
I. INVERTERS (VOLTAGE AMPLIFIERS)。
A. Simple a $x$
B. Series

C. Parallel

D. Series-Parallel

$x=\bar{a} \bar{b}+\bar{c}$
$\bar{x}=(a+b) c$


$$
x=(\bar{a}+\bar{b}) \bar{c}
$$

$$
\bar{x}=a b+c
$$

$x=\bar{a}$

$$
\overline{\mathrm{x}}=\mathrm{a}
$$

$$
x=\bar{a}+\bar{b}
$$

$$
\bar{x}=a b
$$

$$
x=\bar{a} \bar{b}
$$

$$
\bar{x}=a+b
$$


$x=\bar{a} \bar{b}+\bar{c} \bar{d}$
$\bar{x}=(a+b)(c+d)$

$\overline{\mathrm{x}}=\mathrm{ab}+\mathrm{cd}$
Restrictions: Delay $\approx 35$ musec. Output $(x)$ may ${ }_{j}^{\text {otbe }}$ be connected to the bases of more than 3 emitter-follower transistors or more than 2 inverter transistors.
II. EMITTER - FOLLOWERS (CURRENT AMPLIFIERS)
A. Simple


$$
\begin{aligned}
& x=a \\
& \bar{x}=\bar{a}
\end{aligned}
$$

B. Parallel


Restrictions. Delay $\approx 10$ musec for $A$. For $B$, delay $\approx 10+2 n$ mpsec. Output in each case can go to a maximum of 8 emitter - follower bases or 2 inverter bases. In B, x may ge the emitter of a single pulse transistor (neglegible delay) or the emitter of a single level transistor with 90 mpsec delay in the transition from to $>$ 。 In $A$ and $B, x$ may go the base of another emitter-follower, but the output of that second emitter-follower may not in turn go to the base of a third emitter-follower.
III. "REGISTER DRIVER" (GATE FOR HEAVY PULSES)
A. Simple


Restrictions: Pulse input (p) and output (x) are negative (io., normally $\diamond$ ). a must be the output of an inverter (any of IA through ID). The same emitter-follower or flip-flop output may be used as a level input to at most 2 register drivers. Output $(x)$ drives a maximum of 10 bases.
B. Parallel


$$
\begin{gathered}
x=a_{1} p_{1}+\cdots+a_{n} p_{n} \\
(n \leqslant 10)
\end{gathered}
$$


IV. CASCODE (POWER AMPLIFIER) \& CABLE DRIVER

A. Simple Cascode.

B. Inverting Cascode (used as cable driver, with minor circuit modifications)。

Restrictions: Inputs to cascode must be complementary (when one is . the other is $\langle$ ). As power amplifier, can drive maximum of 12 emitter-follower bases or 8 inverter bases, and 1 emitter.

## V. FLIP-FLOPS

This point is $\diamond$ when the FF holds a $0 . \diamond$


Restrictions: Delay between start of input pulse and time when output is stablilized in its new state is about .1 psec. Only one of the input lines may be pulsed at any time. The TX-0 flip-flop lacks the negative pulse input $(\rightarrow$ ) and the complement input; TX-2 flip-flops will have all 4 inputs. Output lines are driven by inverting cascodes internal to the flip-flops; therefore output restrictions are the same as in IV above.

VI．PULSE AND STEERING GATES（AT FLIP－FLOP INPUTS）。


A．Pulse gate．


C．Arrangement used to provide negative－pulse clear and complement inputs to TX－0 flip－flops．

Note：The positive－pulse set and clear input terminals to the basic flip－flop are held at unless they are forced to $\diamond$ by being grounded through a transistor＂switch＂。

Restrictions：No path to a $\diamond$ source from either of the positive－pulse input terminals of the basic flip－flop may pass through more than three transistor＂switches＂。 For example，the $\langle$ input in B may come directly from a flip－flop output terminal，or from the output of an emitter－ follower（IIA or B）or of a simple inverter（IA）．This means that paths to ground from the positive－pulse complement input of a flip－flop may pass through no more than two transistor＂switches＂．The negative clear pulse input must come directly from a register driver．

Signed：


RCJ：elc
Attachment：Figure 1
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## 1. INTRODUCTION

From the point of view of someone trying to design new basic circuits, transistors are rather complicated devices; but for purposes of understanding what an existing basic circuit or network of basic circuits does, transistors may be thought of simply as switches (sec. 2). This simplified model of the transistor gives an entirely reliable interpretation of the "logical schematic" diagrams of TX-0 (and of those which are being prepared for TX-2). The simplified model is also a useful guide for the logical designer: under certain restrictions, any network built from the basic circuits listed in the appendix will behave in the manner predicted by the switch-analogy. The restrictions are indicated in the appendix to this note and, in greater electronic detail, in 6M-4561, "TX-0 Circuitry". It should be noted that no attempt is made here to give a complete or even an entirely accurate description of how transistors work. What is provided is rather a rule of thumb, as simple as possible, which gives correct results. The rule is sometimes right for the wrong reasons, but it is never wrong.

In addition to the general exposition of transistor logic, the various special notational devices used in TX-0 and TX-2 block schematics are explained.

## 2. TRANSISTORS AS SWITCHES

Figure 1 (fold-out, last page) is an example of a "logical schematic" diagram. Working from the logical schematic one can reconstruct and wire up the actual circuit, which contains some additional resistors. condensers, and voltage sources. (For details, see 6M-4561, "TX-0 Circuitry.") In the diagram.


For our purposes it is sufficient to remember that filled-in squares or circles are negative voltage sources, and hollow squares or circles are non-negative.

In Figure 1, ", stands for a transistor: the short side of the rectangle represents the base, and the long sides represent the emitter and collector. But for our purposes we can imagine that each transistor is a switch which closes when the base is negative, and is open otherwise.* Lut us use a solid diamond ( - ) to indicate negative points, and hollow diamonds $(->)$ to indicate points which have 0 or positive voltage.

[^10]

The function of the resistors（ -M ）in Figure 1 is simply this： a point like $u$ which is connected to a negative source through a resistor will be unless it is forced to become $\langle$ by a direct connection to a $\diamond$ source．Thus if point a in Figure 1 is $\rightarrow$ ，the transistor＂switch＂between $u$ and $O$ closes and thus forces $u$ to become $\diamond$ ．Similarly，a point like $x_{\text {a }}$ which is connected through a resistor to a $\diamond$ source will be $\delta$ unless it is forced to become by direct connection to a source．In this case the direct connection might be via any one of the three transistors between $x$ and ；for example，if $u$ is $x$ will become 。

## 3．THE ARROWHEAD NOTATION

To get an overall view of the action of a transistor net it is convenient to break it up into basic circuits as indicated by the broken lines in Figure 1．The behavior of each basic circuit can be analyzed separately and then combined with the rest to get the total picture．Thus in the basic circuit at the left，$u$ is if and only if a is $\rangle$ ，and，saying the same thing in a different way，$u$ is $\diamond$ if and only if a is - ．These statements can be written briefly as＂equations＂：

$$
\begin{align*}
& u \diamond=a \diamond  \tag{1}\\
& u \diamond=a \tag{1'}
\end{align*}
$$

where $=$＇is shorthand for＂if and only if＂。
The basic circuit at the right in Figure 1 is somewhat more complicated：$v$ is if and only if $c$ is $\diamond$ or both $d$ and $e$ are $\rangle$ ．Here the word＂or＂is to be understood in the inclusive sense：and／or．Using the sign ${ }^{i+\prime}$ for or in this sense，and using＇。＇for and，the statement can be abbreviated as：

$$
v>=c \diamond+(d \diamond, e \diamond)
$$

The companion statement，to the effect that $v$ is $\langle$ if and only if $c$ is and in addition either $d$ or $e$（or both）are ．is：

$$
v \diamond=c>0\left(d \quad e \quad \text { e } \quad\left(2^{\prime}\right)\right.
$$

[^11]In summary, the shorthand is:

$$
\begin{aligned}
& \text { '=' means if and only if. } \\
& \text { '+' means or in the inclusive sense ("and/or"). } \\
& \text { ' means and. } \\
& \text { 'a ' } \mathrm{etc} \text { ' } \mathrm{v} \text { ' etc. mean a is negative, } v \text { is non-negative, }
\end{aligned}
$$

The basic circuit in the middle of Figure 1 can be described:

$x \diamond=u \diamond \cdot b\rangle \cdot v \diamond$
i.e.o $x$ is if and only if $u$ or $b$ or (at least one) are and $x$ is $\phi$ if and only if $u$ and $b$ and $v$ are allß.

Using (1) and (2) we can eliminate ' $u$ ' and ' $v$ ' from (3) to get a single equation which expreses the output directly in terms of the inputs:

$$
x>=a \Delta+b+c \diamond+(d \diamond \text { e } \diamond) \quad \text { (4) }
$$

Similarly using ( $1^{\prime}$ ) and ( $2^{\prime}$ ) to eliminate ' $u \diamond{ }^{\prime}$ and ${ }^{\prime} v \diamond{ }^{\prime}$ from (3') we get an equivalent description in terms of $x \diamond$ :

$$
x \diamond=a \Leftrightarrow \cdot b \diamond \cdot c \Leftrightarrow \cdot(d \leqslant+e \Leftrightarrow) \quad\left(4^{\prime}\right)
$$

Now to make these equations less cumbersome, we move the diamonds out into the diagram; Figure 3 shows two ways of doing this, corresponding to equations (4) and (4').


FIGURE 3 - TWO DISTRIBUTIONS OF ARROWHEADS FOR THE NET OF FIGURE 1
The simplified equation (i) above might be read: " $x$ is as shown in the accompanying diagram (namely $\Rightarrow$ ) if and only if $a$, or $b$, or $c$, or both $d$ and $e$, are as shown there (i.e.。if and only if a is $\Delta$ or $b$ is or ....)." The equation by itself is ambiguous; the diamonds which fix its meaning
must be gotten from the diagram．Similarly equation（ii）must be read in conjunction with its diagram．

In case it is desired to write equations which will be unambiguous without the aid of diagrams，one can indicate the kind of diamond associated with each letter by some such shorthand as：

$$
\begin{aligned}
& \text { ' } x \text { ' means } x \\
& \prime \bar{x} \text { ' means } x \diamond \text {. }
\end{aligned}
$$

Then equation（4）becomes

And equation（4＇）becomes

$$
\bar{x}=a \bar{b} c(d+e)
$$

Equations such as（5）and（ $5^{\prime}$ ）can be manipulated according to the ordinary rules of Boolean algebra，interpreting＇ $\bar{x}$＇as the complement of $x_{\text {．}}$（See R。K。Richards，Arithmetical Operations in Digital Computers，Chapters I and II。 or engineering note E－458－1，＂The Use of Boolean Algebra in Logical Design＂。） In cases where our symbols for and（ 1.1 ）and or（ $1+1$ ）may be confused with the arithmetical product and sum，the following notation is suggested： ＇\＆＇for and，＇$v$＇for or，and $' \equiv$＇or＇$\Leftrightarrow$＇for if and only if．For example， equation（5）becomes＇ $\mathrm{x} \Leftrightarrow \overline{\mathrm{a} v b v \bar{c} v}(\overline{\mathrm{~d}} \& \overline{\mathrm{e}}$ ）＇in this notation．The expressions


4．FLIP－FLOPS AND AUXILIARY DEVICES
The basic flip－flop is a feedback net consisting of two＂series inverter＂circuits of this sort：


The inverter＇s output is unless both inputs are ．The delay between a change in the input voltages and the resulting change in the output is about 35 musec．

As shown in Figure 4，the output of each series inverter is connected to one of the intputs of the other．Normally，both inputs are －and in this condition（see Figure 4 （i）and（v））the flip－flop ＂remembers＂，i．e．，one of the outputs holds the other in the $\Delta$ condition， and ${ }_{1}^{\text {the }}$ Second holds the first in the condition．To＂set＂the flip－flop to the opposite configuration（i．e．，to complement it），the appropriate input is grounded for a period of $80-90 \mathrm{mpsec}$ ．（Ground the input on the side where the output is $\diamond_{0}$ ）


（ii）one input is grounded；but the effect is not felt at the output until．．．

（iv）another 35 musec ． have elapsed；ncw the right output takes over the job of holding the the left at ．Now．．．

FIGURE 4 －RESETTING A FLIP－FLOP FROM THE $\diamond$ CONDITION TO $\langle\diamond$ 。

It is important that the input remain at $\diamond$ until situation（iv）is reached， i．e．o for at least 70 mpsec ；otherwise the circuit will oscillate．

The TX－O flip－flop consists of the circuit shown in Figure 4. together with a power amplifier at each output：

（i）Logical Schematic FIG。 5 －TX－0 Flip－Flop
（ii）Block symbol

（iii）Negative vs．positive pulses．

The＂invert－cascode＂circuits invert and amplify the outputs；in the situation shown in Figure 5（i），the outputs of the basic flip－flop circuit are $\leqslant$ and $\diamond$ ，while the corresponding outputs from the amplifiers are $\diamond$ and 。

The flip－flop inputs are＂positive＂pulses，i．e．，they are normally at the level，but are brought to $\diamond$ for a period of $80-90$ musec，to set the flip－flop．Pulses（ $\rightarrow$ or $\rightarrow$ ）are distinguished from levels（ $\rightarrow$ or $\rightarrow$ ） by the shape of arrowheads；the two sorts of pulses are dịtinguished by solid or hollow arrowheads as in Fig．5（iii）．

We speak of flip－flops as＂holding a 0 ＂（＂being in the＇ 0 ＇state＂） or＂holding a 1＂（＂being in the＇1＇state＂）．What does this mean，physically？ The physical flip－flop is a symmetric circuit with two output terminals． One of the terminals has a＂0＂stamped beside it，and the other has＂1＂。 Logically it is irrelevant，which is stamped＂0＂and which＂1＂。 It is also an arbitrary decision，whether the flip－flop is said to＂hold a 0＂ when the output configuration is $\rangle \diamond$ or when the configuration is $\rangle$ 。 All that matters is that whichever of these configuration is identified with the＂O＂state the other must be identified with the＂ 1 ＂state．

A wiring diagram pictures the physical situation by showing，for example，which points are connected to the flp－flop output terminal stamped ＂1＂。 But a logical schematic diagram shows the＂logical＂situation by showing，for example，which points are and which are $\diamond$ when the flip－flop holds a 1．In such diagrams，lines going to the side marked＂1＂（for example） need not correspond to wires connected to the output terminal of the physical flip－flop which is stamped＇1＇．Instead，the convention illustrated in Fig． 6 is followed．
-
(i)


Same physical connection


Note that physically, the output wires indicated in Figure 6 (i) and (ii) go to the same terminal of the flip-flop, i.e.。 the terminal which is when the flip-flop holds a '1' and which is therefore $\Delta$ when the flip-flop holds a ${ }^{\prime} 0^{\prime}$. In the physical flip-flop this terminal might be stamped "1" or might be stamped "0" - the logical schematic would be the same in either case. Similarly, the output wires in (iii) and (iv) would both be wired to the terminal opposite the one used for (i) and (ii).

Like the outputs, the input lines to a flip-flop block symbol refer to states, not terminals:

A positive pulse here sets the FF to ${ }^{\prime} \mathrm{O}^{\prime}$

A positive pulse here sets the FF to '1'。

To illustrate the use of this symbolism. Figure 7 (i) through (iv) shows four different ways of drawing the circuit for which (v) is the complete logical schematic.
(i)

(ii)



FIGURE 7 - ALL 5 WOULD BE WIRED UP IN THE SAME WAY
$6 M-4571$
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Note the difference between the complete logical schematic ( $\mathbf{v}$ ) and the schematics which use the block symbol for the flip-flop. In (v) the output terminals are shown, whereas in (i) through (iv), states are shown instead. In (v), it is not necessary to tag the flip-flop outputs (terminals) as or $\diamond$;but (i) through (iv) would lose their meaning if the diamond arrowheads were erased, since it would then be impossible to tell which state of the flip-flop makes a point or $\diamond$ 。 (However, the split diamonds in (iii) and (iv) could be dropped; they are included only as an aid to the eye in identifying the input line at a junction of lines.)

The reason of devoting so much space to our convention for the use of arrowheads at flip-flop outputs is that it differs from the usual convention. It would be more in keeping with general usage to regard this: $\frac{\rho_{F F}-1}{\rho_{\hat{F}}}$ as simply an abbreviation for the circuit enclosed in broken lines in Figure $7(v)$. Then the two lines at the top of the box marked "FF" would represent output terminals, and the two styles of diamonds would be superfluous. However, the TX -0 logical schematics (and presumably those for TX-2 as well) follow the notation of Figure 6 .

APPENDIX: INVENTORY OF BASIC CIRCUITS IN TX-0

## Note on Symbolism

Most of the following diagrams are accompanied by two "equations", which describe the operation of the circuit in two different but equivalent ways. For fuller explanation of the "equations", see page 4.
I. INVERTERS (VOLTAGE AMPLIFIERS)。
A. Simple


$$
\mathbf{x}=\bar{a}
$$

$$
\bar{x}=a
$$

B. Series

$x=\bar{a}+\bar{b}$
$\bar{x}=a b$
$x=\bar{a} \bar{b}$
$\bar{x}=a+b$
D. Series-Parallel

C. Parallel
$a-\sqrt[5]{5}-b$

$$
x=a+b
$$



$$
\begin{aligned}
& x=(\bar{a}+\bar{b}) \bar{c} \\
& \bar{x}=a b+c
\end{aligned}
$$

Restrictions: Delay $\approx 35 \mathrm{musec}$. Output $(x)$ may not be connected to the bases of more than 3 emitter-follower transistors or more than 2 inverter transistors.
II. EMITTER - FOLLOWERS (CURRENT AMPLIFIERS)
A. Simple


$$
\begin{aligned}
& x=a \\
& \bar{x}=\bar{a}
\end{aligned}
$$

B. Parallel


Restrictions. Delay $\approx 10$ mpsec for $A . F o r ~ B, ~ d e l a y \approx 10+2 n$ mpsec. Output in each case can go to a maximum of 8 emitter - follower bases or 2 inverter bases. In $B, x$ may ge the emitter of a single pulse transistor (neglegible delay) or the emitter of a single level transistor with 90 mpsec delay in the transition from to $>$. In $A$ and $B, x$ may go the base of another emitter-follower, but the output of that second emitter-follower may not in turn go to the base of a third emitter-follower.
III. "REGISTER DRIVER" (GATE FOR HEAVY PULSES)
A. Simple


Restrictions: Pulse input ( $p$ ) and output ( $x$ ) are negative (i.e., normally $\diamond$ ). a must be the output of an inverter (any of IA through ID). The same emitter-follower or flip-flop output may be used as a level input to at most 2 register drivers. Output $(x)$ drives a maximum of 10 bases.

IV. CASCODE (POWER AMPLIFIER) \& CABLE DRIVER

A. Simple Cascode.

B. Inverting Cascode (used as cable driver, with minor circuit modifications)。

Restrictions: Inputs to cascode must be complementary (when one is $\rightarrow$. the other is $\langle$ ). As power amplifier, can drive maximum of 12 emitter-follower bases or 8 inverter bases, and 1 emitter.

## V. FLIP-FLOPS

This point is $\langle$ when the FF holds

| $n$ | $n$ | $n$ | $n$ | $n$ | $n$ | $n$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $n$ | $n$ | $n$ | $n$ | $n$ | $n$ | $n$ |
| $n$ | $n$ | $n$ | $n$ | $n$ | $n$ | $n$ |



Restrictions: Delay between start of input pulse and time when output is stablilized in its new state is about $.1 \mu \mathrm{sec}$. Only one of the input lines may be pulsed at any time. The TX-0 flip-flop lacks the negative pulse input ( $\rightarrow$ ) and the complement input; TX-2 flip-flops will have all 4 inputs. Output lines are driven by inverting cascodes internal to the flip-flops; therefore output restrictions are the same as in IV above.
VI. PULSE AND STEERING GATES (AT FLIP-FLOP INPUTS)。

A. Pulse gate.
B. Pulse gate followed by a steering gate.

C. Arrangement used to provide negative-pulse clear and complement inputs to TX -0 flip-flops.

Note: The positive-pulse set and clear input terminals to the basic flip-flop are held at unless they are forced to $\diamond$ by being grounded through a transistor "switch"。

Restrictions: No path to a $\diamond$ source from either of the positive-pulse input terminals of the basic flip-flop may pass through more than three transistor "switches". For example, the - input in B may come directly from a flip-flop output terminal, or from the output of an emitterfollower (IIA or B) or of a simple inverter (IA). This means that paths to ground from the positive-pulse complement input of a flip-flop may pass through no more than two transistor "switches". The negative clear pulse input must come directly from a register driver.

Signed:


RCJ:elc
Attachment: Figure 1
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Abstract: Ebers and Moll have shown that it is theoretically possible to completely describe the switching characteristics of an alloy junction transistor by four parameters, $a_{n}$ and $\alpha_{i}$, the normal and inverted, commonbase, $d \omega c$, short-circuit, current -gains, respectively, and, $\omega_{n}$ and $\omega_{i}{ }^{g}$ their respective cutoff frequencies. In Part I of this paper, it is shown that these parameters can be expressed in terms of the transistor physical parameters, $\bar{w}_{n}$, the average path length of the minority carriers in the base when diffusing from the emitter to the collector (normal operation), $\widetilde{w}_{i^{2}}$ the average path length of the minority carriers in the base when diffusing from the collector to the emitter (inverted operation), and, $\tau_{b}$, the effective lifetime of the minority carriers in the base region. In Part II, the equations relating Ebers' and Moll's parameters to the physical parameters of the transistor are used to show that the switching parameters, $\beta_{n}$ and $\beta_{i}$, the normal and inverted, commoneemitter, $\mathrm{d} \infty$, short-circuit, current-gains, respectively, and $\tau_{s^{\prime}}$ a storage time coefficient, can be interrelated according to an equation of the form

$$
\left(\beta_{n_{9} 1} * 1\right)=\omega_{n_{9} 1} \tau_{s}
$$

As a consequence of this equation, it is shown that the switching charace teristics of the transistor can be completely described by only three basic switching parameters, $\beta_{n^{9}} \beta_{i}$ and $\tau_{s^{\circ}}$. Finally, some aspects of the

[^12]design of alloy junction transistors for switching purposes are considered in the light of the relationships developed in this paper．
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## PART I

ON THE PHYSICAL INTERPRETATION OF THE

$$
\text { TRANSISTOR PARAMETERS } \alpha_{n^{\prime}}, a_{i^{9}} \omega_{n^{2}} \text { and } \omega_{i}
$$

## INTRODUCTION

A little over a year and a half ago Ebers and Moll ${ }^{1,2}$ introduced four transistor parameters which，theoretically，completely characterize the transient behavior of a homogeneousmbase，junction tran－ sistor．These four parameters are：
$a_{n}$ ，the normal ${ }^{4}$ ，d－c，commonobase，short－circuit，current－ gain
$a_{i}$ ，the inverted ${ }_{9}{ }^{\mathscr{Y}} \mathrm{d}-\mathrm{c}$ ，common－base，short－circuit，current－ gain
$\omega_{n}$ ，the cutoff frequency in radians per second of the normal， common－base，short－circuit，current－gain
$\omega_{1^{9}}$ the cutoff frequency in radians per second of the inverted，commonobase，short－circuit，current－gain．

According to the theory，the rise，fall，and delay（storage）times which characterize the transient behavior of a transistor can be expressed in terms of these parameters and the external circuit conditions．

I．Ebers，Jo Jo，and Moll，JoLo，＂Large－Signal Behavior of Junction Transistors，＂Proc．IoRoE。 Vol。42，No．12，pp。1761－1772， December，19540

2．Moll，Jo Lo，＂Large－Signal Transient Response of Junction Transistors，＂ Proc．$I_{0} R_{0} E_{0}, ~ V o l .42, N o .12, ~ p p .1773-1784, ~ D e c e m b e r, ~ 1954$.

4 The transistor is said to be operating in its normal mode when the transistor is connected so that the designated emitter junction is operated as an emitter and the designated collector junction is operated as a collector．
of The transistor is said to be operating in its inverted mode when the transistor is connected so that the designated emitter junction is operated as a collector and the designated collector junction is operated as an emitter．

An elementary, current-controlled, saturating, transistor switching circuit is shown in Figure 1 together with pertinent emitter and collector current waveforms of the turnoon and turnooff transient responses of the transistor. The rise, storage, and fall times for this circuit are designated by $t_{r}, t_{s}$ and $t_{f}$, respectively, and are defined as follows:
$t_{r}$, the rise time, is the time required for the collector current to reach 90 per cent of its limiting or saturation value, $I_{c}$ sat ${ }^{9}$ after a turncon step of emitter current $I_{e l}$ has been applied.
$t_{s}$, the storage time, is the time during which the collector current remains (approximately) at its saturation value after a turn-off step of emitter current, $I_{e 2^{2}}$ has been applied, or, more accurately, the time interval between the application of the turn ooff step of emitter current and the entrance of the operating point of the transistor into the active region.
$t_{f}$, the fall time, is the time required after the operating point has entered the active region for the collector current to decay to 10 per cent of its saturation value.

In their papers Ebers and Moll show that these rise, storage, and fall times as defined above can be expressed for the common-base circuit configuration shown in Figure 1 by the following relations:

$$
\begin{align*}
& t_{r}=\frac{1}{\omega_{n}} \ln \frac{I_{e}}{I_{e}+\circ 9 \frac{I_{c ~ s a t}}{a_{n}}} \\
& t_{s}=\frac{\omega_{n}+\omega_{i}}{\omega_{n} \omega_{i}\left(1 \omega_{n} a_{i}\right)} \ln \frac{I_{e 2}-I_{e l}}{I_{e 2}+\frac{I_{c ~ s a t}}{a_{n}}}  \tag{2}\\
& t_{f}=\frac{I}{\omega_{n}} \ln \frac{I_{e 2}+\frac{I_{c} s a t}{a_{n}}}{I_{e 2}+I_{c s a t}} \tag{3}
\end{align*}
$$


(a) A simple, saturating, transistor switching circuit


Figure 1

While the four switching parameters $\alpha_{n^{2}} \alpha_{i,} \omega_{n^{9}}$ and $\omega_{i}$ can be measured electrically for a particular transistor, their functional relationship to the physical design parameters of a transistor has not been shown directly. The purpose of Part I of this paper is to interpret these electrical switching parameters in terms of the physical design parameters of the transistor and to develop a set of equations which describe this relationship.

In order to obtain the desired relationships between $\alpha_{n^{9}} \alpha_{i, 9}$ $\omega_{n^{2}}$ and $\omega_{i}$ g and the physical parameters of the transistor, we first review the development of the common-base, short-circuit current gain, $\alpha_{o}$, and its cutoff frequency, $\omega_{c \alpha^{9}}$ in terms of the transistor physics from the general solution of the time dependent diffusion equation for a one* dimensional transistor model。 Because of the symmetry of the one dimensional transistor, the relations obtained seemingly lead to an impasse. They state that $\alpha_{n}$ and $\alpha_{i}$ are identically equal to $a_{0}$ and that $\omega_{n}$ and $\omega_{i}$ are identically equal to $\omega_{c a}$ neither of which is the case in a practical transistor. This dilemma does not resolve itself until one realizes that while the identities which exist between $\alpha_{n^{9}} \alpha_{i}$ and $\alpha_{0}$ and $\omega_{\mathrm{n}}, \omega_{\mathrm{i}}$ and $\omega_{\mathrm{ca}}$ must necessarily hold in the onedimensional transistor model, they do not have to hold in the case of a trimdimensional model which more nearly approximates a practical transistor. With the postulae tion of a tri-dimensional model, the degeneracy of the formal relations obtained between the $a^{i} s$ and the physical design parameters of the tran sistor, and the $\omega^{\text {'s }}$ and the physical design parameters is removed. As a result four distinct equations each relating one of the switching parameters, $a_{n}, a_{i}, \omega_{n}$, and $\omega_{i}$, to the physical design parameters of the transistor can be obtained.

## The One-Dimensional Transistor

A model of a one-dimensional, homogeneouswbase, junction transistor is shown in Figure 2。 For the purposes of this paper, it is unimportant as to whether the model represents a $p \sim n-p$ or an $n \sim p \backsim n$ type transistor structure. The abscissa or x -dimension of the model represents distance through the base region in a direction perpendicular to the planes of the emitter and collector junctions with the positive direction of $\mathbf{x}$ being defined as going from left to right. The ordinate or podirection


Figure 2
Model of A OnemDimensional Transistor
represents the excess minority carrier density at any point in the base region.

In general, the excess minority carrier density, $p$, is a funco tion of time, $t_{9}$ and distance through the base, $x$. This function is determined by the one dimensional diffusion equation of the form

$$
\begin{equation*}
D_{p} \frac{\partial^{2} p}{\partial x^{2}}-\frac{p}{\tau p}=\frac{\partial p}{\partial t} \tag{4}
\end{equation*}
$$

where $p=p(x, t)$ is the excess minority carrier density at any point in the base
$D_{p}$ is the diffusion constant of the minority carriers in the base region
$\tau_{p}$ is the bulk lifetime of the minority carriers in the base region,
together with the boundary conditions imposed on the excess minority carrier density at the emitter and collector junctions. In general, either the carrier density, $p$, or its gradient, $\partial p / \partial x_{\text {, }}$ can be specified at a junction as a boundary condition. The choices as to which function is to be specified is determined from the circuit conditions by the relationships,

$$
p_{e, c}= \begin{cases}p_{0}\left(e^{q / k T} v_{e, c}-1\right) & \text { for } v_{e, c} \geqslant 0  \tag{5}\\ 0 & \text { for } v_{e}, c \leqslant 0\end{cases}
$$

and

$$
\begin{equation*}
i_{e, c}=\left.\notin q D_{p} \frac{\partial p}{\partial x}\right|_{e, c} \tag{6}
\end{equation*}
$$

where $p_{e}, p_{c}$ are the excess minority carrier densities in the base at the emitter and collector junctions, respectively
$i_{e}, i_{c}$ are the current densities at the emitter and collector junctions, respectively
$p_{0}$ is the equilibrium minority carrier density in the base region and is a constant for a homogeneous base transistor
$T$ is the junction temperature in degrees Kelvin
k is Boltzmann＇s constant
q is the electronic charge．
The symbol，（4），in（6）means that the plus（＊）sign is to be used when currents at the emitter junction are being considered and that the minus sign（ $\infty$ ）is to be used when the collector junction current is being con－ sidered．

The form of the diffusion equation given by（4）and relations of（5）and（6）have been derived by Shockley ${ }^{3}$ under the following assumptions̊
（1）The base region is field free．
（2）The emitter and collector junction are ideal step junctions．
（3）The density of minority carriers everywhere in the base region is at all times negligible compared to the majority carriers in the base region．
（4）The density of the majority carriers in the base region is negligible in comparison to the majority carriers in the emitter and collector regions．This is tantamount to saying that the injection efficiencies of the emitter and collector junction are unity．
（5）The majority carrier density in any region is small compared to the density of available states in the semi－ conductor material．
（6）The ambient temperature of the semiconductor material is sufficiently large that the carrier energy distribution can be approximated by the Boltzmann statistics．For germanium and silicon this holds quite well at room tempera－ ture。
These assumptions will also apply throughout this paper since the rela－ tions developed in Part I and Part II depend to some extent on the solu－ tion of（4）for certain boundary conditions obtained from（5）and（6）．

3．Shockley，Wo，The Theory of $P \backsim N$ Junctions in Semiconductors and $P \backsim N$ Junction Transistors ${ }_{9}$＂BSTJ，Vol。28，pp。435－489，July，1949。

The currents $i_{e^{s}} i_{b}$ ，and $i_{c}$ pertaining to the transistor model shown in Figure 2 are the emitter，base，and collector currents， respectively，and，because of the one－dimensionality of the model，they have the dimensions of current density．The voltages，$v_{e}$ and $v_{c}$ ，are the voltage drops across the emitter and collector junctions，respectively， and are considered to be positive when the voltage drop occurs in going from the emitter or collector to the base．

In theory，it is possible to solve（4）for the excess minority carrier density distribution in the base as a function of $x$ and $t$ ，and the physical design parameters of the transistor for any appropriate set of boundary conditions．Once the solution for the excess minority carrier density is obtained，the analytic expressions for the collector and emitter currents can be found by forming the gradient of $p_{3} \partial p / \partial x_{2}$ at the particular boundary in question and substituting the resulting expression into the appropriate form of（6）。

The Common－Base，Short－Circuit，Transient Response of a One－Dimensional，
Homogeneous－Base，
a，the common－base，short－circuit，current－gain of a junction transistor is，by definition

$$
\begin{equation*}
\left.a \equiv \frac{\partial i_{c}}{\partial i_{e}}\right|_{v_{c}} \tag{11}
\end{equation*}
$$

For the transistor connected as shown schematically in Figure 3（a），we can，by neglecting the base resistance and the collector bulk resistance， rewrite（11）in the form

$$
\begin{equation*}
a=\frac{i_{c}}{i_{e}} \tag{12}
\end{equation*}
$$

Shockley ${ }^{4}$ and others ${ }^{5}$ have derived a small－signal，steady－state expression for a from the onedimensional transistor model described in the previous section connected as shown in Figure 3（b）of the form

[^13]

Circuit Configuration for the Determination of a


Equivalent circuit conditions:
(1) $p_{c}=0$
(2) $\left.\frac{\partial p}{\partial x}\right|_{e}=\frac{I_{e l}}{q D_{p}} e^{j}$

Figure 3(b)
Equivalent Circuit of Figure 3(a)

$$
\begin{aligned}
& \alpha=\frac{1}{\operatorname{Cosh} \frac{w}{L_{p}}\left(1+j \omega \tau_{p}\right)^{1 / 2}} \\
& \text { where } \quad L_{p}=\sqrt{D_{p} \tau_{p}}
\end{aligned}
$$

For any good" transistor

$$
\begin{equation*}
\frac{w}{f_{p}} \ll 1 \tag{14}
\end{equation*}
$$

In which case, the expression for $a$ given by (13) can be rewritten for the "good" transistor in the form

$$
\begin{equation*}
\alpha=\frac{1}{1+\frac{1}{2}\left(1+j \omega \tau_{p}\right) \frac{w^{2}}{L_{p}^{2}}} \tag{15}
\end{equation*}
$$

The $d \infty c$ value of $a_{9} a_{0^{9}}$ is obtained by setting $\omega$ equal to zero in (14)。 Thus

$$
\begin{equation*}
\alpha_{0}=\frac{1}{1+\frac{1}{2} \frac{w^{2}}{L_{p}^{2}}} \tag{16}
\end{equation*}
$$

The cutoff frequency for the common-base, short-circuit, current-gain, $\omega_{\mathrm{Ca}}$ 號 is defined as the frequency at which

$$
\begin{equation*}
\left|\frac{a(\omega)}{\alpha_{0}}\right|_{\omega=\omega_{c a}}^{2}=\frac{1}{2} \tag{17}
\end{equation*}
$$

From (13), (16) and (17) this frequency ( $\omega_{c \alpha}$ ) is found to be given by the equation

$$
\begin{equation*}
\omega_{c a}=\frac{2 D_{p}}{w^{2}}\left(1+\frac{1}{2} \frac{w^{2}}{L_{p}^{2}}\right) \tag{18}
\end{equation*}
$$

An alternate expression for $a$ which is more useful than (13) can be obtained in terms of $\alpha_{\mathrm{o}^{2}} \omega_{\mathrm{Ca}^{9}}$ and $\omega$ by properly combining (16) and (18) with (13).

$$
\begin{equation*}
\dot{\alpha}=\frac{\alpha_{0}}{1+j \omega / \omega_{c a}} \tag{19}
\end{equation*}
$$

In the form given by (19), $\alpha$ is seen to have the frequency spectrum of a system with single relaxation time constant of $1 / \omega_{c \alpha}$. The response of such a system to a step input is known to be a simple exponential function of time which in the case of our one-dimensional transistor has the form
where

$$
\begin{align*}
& -i_{c}=a_{0} I_{e}\left(1 e^{\omega_{c C}} t\right)\left[u_{-1}(t)\right] \\
& i_{e}=I_{e}\left[u_{-1}(t)\right] \tag{20}
\end{align*}
$$

By solving (20) for the rise time, $t_{r}$, as defined earlier in this paper, we obtain that

$$
\begin{equation*}
t_{r}=\frac{1}{\omega_{c \alpha}} \ln \frac{I_{e}}{I_{e}+09 \frac{I_{c}}{a_{0}}} \tag{21}
\end{equation*}
$$

which is identical to the Ebers and Moll equation for the normal, commone base, rise-time of a transistor given by (1) provided that we set

$$
\begin{aligned}
& \omega_{n}=\omega_{c \alpha} \\
& a_{n}=a_{0}
\end{aligned}
$$

According to Ebers and Moll , the inverted common $\sim$ base, rise time of a transistor is given by the equation

$$
\begin{equation*}
t_{r}=\frac{I}{\omega_{i}} \ln \frac{I_{e}}{I_{e}-09 \frac{I_{c}}{a_{i}}} \tag{23}
\end{equation*}
$$

The inverted rise time of the onedimensional transistor model is found to be exactly the same as the normal rise time as given by (21). This must be true because of the symmetry which exists in the one-dimensional model。 In view of this fact and equations (21), (22), and (23), we must conclude from our one-dimensional analysis that

$$
\begin{align*}
& \omega_{n}=\omega_{i}=\omega_{c a} \frac{2 D}{w^{2}}\left(1+\frac{1}{2} \frac{w^{2}}{L_{p}^{2}}\right) \\
& a_{n}=\alpha_{i}=a_{0}=\frac{1}{1 \frac{1}{2}\left(\frac{w^{2}}{L_{p}^{2}}\right)} \tag{24}
\end{align*}
$$

As we will show, (24) represents a degenerate set of equations relating the electrical parameters $\alpha_{n}, a_{i 9} \omega_{n}$ and $\omega_{i}$ to the physical parameters and they hold only for the "soacalled" symmetrical transistor.

Transistor Geometry and its Fffects on Current Gain and Cutoff Frequency
Measurements ${ }^{\downarrow}$ have shown in the case of the non-symmetrical junction transistor that invariably

$$
\begin{align*}
& a_{n}>a_{i}  \tag{25}\\
& \omega_{n}>\omega_{i}
\end{align*}
$$

In view of this, it is evident that the onemdimensional transistor model is inadequate as far as interpreting the physical significance of $\alpha_{n}, \alpha_{i}$, $\omega_{n^{9}}$ and $\omega_{i}$ in a non-symmetrical transistor.

A more accurate model of any alloy junction transistor would be a threeddimensional one which is cylindrically symmetric about an axis passing perpendicularly through the center of the emitter and collector junctions. Such a model is shown in Figure 4 together with a sketch of the hole flow paths when the transistor is connected in the normal manner and in the inverted manner. The hole flow paths sketched in the models of Figure 4 are intended only to point out that the flow paths are different for the normal and inverted operation of the transistor and they are not to be taken as the exact paths that would exist in such a model. The conclusion to be drawn from this discussion is that the average path length of the holes that would be found for normal operation, $\bar{W}_{n}$, differs from that which would be found for inverted operation, $\bar{W}_{i}$ 。 Furthermore, in view of (24) and (25) we must also assume that

$$
\begin{equation*}
\bar{w}_{i}>\bar{w}_{n} \tag{26}
\end{equation*}
$$

The effective diffusion length, $I_{b^{9}}$ is determined by the effective base lifetime of the minority carriers, $\tau_{b}$, according to the equation

$$
\begin{equation*}
L_{b}=\sqrt{D_{p} \tau_{b}} \tag{27}
\end{equation*}
$$




Figure 4
Sketches of an Alloy Junction Transistor Showing Hole Flow Paths for Normal and Inverted Mode of Operation

For a thin slab of germanium such as would be used in a high frequency alloy junction transistor where the width of the slab would be much smaller than any other dimension, the effective minority carrier lifetime is given approximately by the relation

$$
\begin{equation*}
\frac{1}{\tau_{b}}=\frac{1}{\tau_{p}}-\frac{2 s}{w} \tag{28}
\end{equation*}
$$

where $\tau_{p}$ is the bulk lifetime of the material
$s$ the surface recombination velocity, and
w is the width of the material.
In this case, $w$, has to do with the physical width of the base material and is not directly related to the base widths used to describe the average patholengths over which the holes diffuse through the base. The base width with which we are concerned in the case of the diffusion length depends only on the geometry of the base material used to fabric cate the transistor and, consequently, does not change with the type of operation, efiog normal or inverted operation. The base width with which we are concerned in determining $\omega_{c a}$ or $\alpha_{0^{2}}$ however, is not only a function of the base geometry but also is a function of the emitter junction geometry and the collector junction geometry which do change with the type of operation. Consequently, while $\bar{W}$ differs with the type of operation, $I_{b}$ does not.

From the above discussion of transistor geometry and its effects on the current gain and the cutoff frequency for the normal and inverted type of common-base operation of the transistor, it is apparent that the electrical parameters $\alpha_{n^{9}} \alpha_{i 9} \omega_{n}$ and $\omega_{i}$ can be related to the physical parameters of the transistor by a set of equations which are degenerate only for the case of the symmetrical transistor. Thus, it can be shown that


$$
\begin{align*}
& a_{i}=\frac{1}{1+\frac{1}{2} \frac{\bar{w}_{i}^{2}}{L_{b}^{2}}}=\frac{1}{1+\frac{1}{\frac{2 D_{p}}{\bar{w}_{i}^{2}} \tau_{b}}}  \tag{29}\\
& \omega_{n}=\frac{2 D_{p}}{\bar{w}_{n}^{2}}\left[1+\frac{1}{2}\left(\frac{w_{n}^{2}}{L_{b}^{2}}\right)\right]=\frac{2 D_{p}}{\bar{w}_{n}^{2}}+\frac{1}{\tau_{b}} \\
& \omega_{i}=\frac{2 D_{p}}{\bar{w}_{i}^{2}}\left[1+\frac{1}{2}\left(\frac{w_{i}^{2}}{I_{b}^{2}}\right)\right]=\frac{2 D_{p}}{\frac{w_{i}^{2}}{2}}+\frac{1}{\tau_{b}}
\end{align*}
$$

where

$$
\begin{aligned}
& \frac{\bar{w}_{n}}{I_{b}} \ll 1 \\
& \bar{w}_{i} \\
& \frac{I}{I_{b}}<1
\end{aligned}
$$

As we have already discussed, $\bar{W}_{n}$ and $\bar{W}_{i}$ are functions of the transistor geometry。 Unfortunately, we cannot show explicitly how $\bar{W}_{n}$ and $\vec{w}_{i}$ are related to the geometry of the transistor since a solution for the transistor model given in Figure 4 has not been obtained as yet.

Summary
By using the conventional small-signal theory developed by Shockley, it has been shown that the transistor switching parameters, $a_{n}, a_{i}, \omega_{n}$, and $\omega_{i}$ as defined by Ebers and Moll can be related, as in (29), to the following physical parameters of the transistor:
$\bar{W}_{\mathrm{n}}$ - the average path length of holes when diffusing from the emitter to the collector (normal mode of operation)
$\bar{w}_{i}$ - the average path length of holes when diffusing from the collector to the emitter (inverted mode of operation)
$\tau_{b}$ o the effective lifetime of a hole in the base region.

## PART II

# SOME THEORETICAL EQUATIONS PERTAINING TO THE THEORY AND DESIGN OF ALLOY JUNCTION SWITCHING TRANSISTORS 

## INTRODUCTION

In Part I of this paper we developed some equations relating the switching parameters, $a_{n^{9}} a_{i^{9}} \omega_{n^{9}}$ and $\omega_{i^{9}}$ to the physical design parameters of the transistor. Part II of this paper is devoted to the development of some theoretical relations pertaining to the theory and design of alloy junction switching transistors.

Specifically, we shall show that it is possible using the equations given in (29) to interrelate the various transistor switching parameters, the most important of which are $\beta_{n_{9} i^{2}} \omega_{n_{9} i^{2}}$ and $\tau_{s^{0}}$ As a consequence of developing the equations describing the interrelationc ships among the switching parameters, it is shown that only three basic parameters are necessary to describe the switching characteristics of a transistor, namelẙ $\beta_{n^{2}} \beta_{i^{9}}$ and $\tau_{s^{\circ}}$. In the final section of this paper, we describe how these basic switching parameters, when expressed in terms of the physical design parameters for the onedimensional transistor model discussed in Part $I_{\text {; }}$ can be used to determine the approximate effects of a parameter change on the performance of a switching transistor.

It should be realized that in using the results obtained in Part I of this paper, eoig (29), to derive the relations just described, we incur the simplifying assumptions made in Part I as restrictions on the application of these relations to practical switching transistors.

Basic Transistor Time Constants and Their Relation to the Physical Design Parameters of the Transistor

The switching times given by (1), (2), and (3) completely define the common-base transient behavior of a transistor operated in the normal mode under constantecurrent circuit conditions. In addition to these, Ebers and Moll have developed similar expressions for the switching times of a transistor operated in the common-emitter and commonocollector configuration, as well, all of which have the same general form,

$$
t=\tau \ln \left[\begin{array}{llll}
F\left(\alpha_{,},\right. & I_{e}, & I_{b}, & \left.I_{e}\right) \tag{30}
\end{array}\right]
$$

where $t$ is the switching time
$\tau$ is a time constant of the transistor and is a function of the configuration, mode, and region of operation
$F\left(\alpha, I_{e}, I_{b}, I_{c}\right)$ is a function of the circuit conditions, the common-base, short-circuit current-gain, and the configuration, mode ${ }^{2}$ and region of operation.

The basic transistor time-constants for the various configurations, modes and regions of operation have been determined in terms of the electrical parameters, $a_{n^{2}} \alpha_{i,} \omega_{n^{2}}$ and $\omega_{1}$ 。 Table 1 shows the different time constants that are obtained for the various conditions under which the transistor can be operated. These time-constants can be expressed directly in terms of the physical design parameters of the transistor by simple substitution of the equations given in (29) into the expression for the various time constants. Thus, we have directly from (29) that the normal and inverted, common-base, time-constants, $\frac{1}{\omega_{n}}$ and $\frac{l}{\omega_{i}}$, respectively, are related to the transistor design parameters by equations of the form

$$
\begin{align*}
& \frac{1}{\omega_{n}}=\frac{\tau_{b}}{\frac{2 D_{p}}{\bar{w}_{n}^{2}} \tau_{b}+1}=\frac{1}{\frac{2 D_{p}}{\frac{w_{n}^{2}}{w_{n}}+\frac{1}{\tau_{b}}}}  \tag{31}\\
& \frac{1}{\omega_{i}}=\frac{\tau_{b}}{\frac{2 D_{p}}{\bar{w}_{i}^{2}} \tau_{b}+1}=\frac{1}{\frac{2 D_{p}}{\bar{w}_{i}^{2}}+\frac{1}{\tau_{b}}} \tag{32}
\end{align*}
$$

The remaining time-constants listed in Table 1 can be expressed in terms of the physical design parameters of the transistor by the single equation

$$
\begin{equation*}
\frac{\omega_{n}+\omega_{i}}{\omega_{n} \omega_{i}\left(1-a_{n} a_{i}\right)} \approx \frac{1}{\omega_{n}\left(1-a_{n}\right)}=\frac{1}{\omega_{i}\left(1-a_{i}\right)}=\tau_{b} \tag{33}
\end{equation*}
$$

Table 1
BASIC TRANSISTOR TIME-CONSTANTS

| Transistor Operating Conditions | Switching Time=Constant |
| :---: | :---: |
| Common Base Configuration <br> Normal Mode <br> Active Region | $\frac{1}{\omega_{n}}$ |
| Common Base Configuration Inverted Mode Active Region | $\frac{1}{\omega_{i}}$ |
| Common Emitter or Collector Configuration <br> Normal Mode <br> Active Region | $\frac{1}{\omega_{n}\left(1-a_{n}\right)}$ |
| Common Emitter or Collector Configuration Inverted Mode Active Region | $\frac{1}{\omega_{i}\left(1-\alpha_{i}\right)}$ |
| Common Base, Emitter, or Collector Configuration Normal or Inverted Mode Saturated Region | $\frac{\omega_{n}+\omega_{i}}{\omega_{n} \omega_{i}\left(1-\alpha_{n} a_{i}\right)}$ |

From (31), (32), and (33) it can be seen that the switching time-constants of a transistor can be completely described in terms of the physical parameters, $\bar{W}_{n_{9} \mathrm{I}}$ the average hole path lengths in the base and $\tau_{b}$ the effective lifetime of the minority carriers in the base region.

The time-constant of the saturation operating region, $\omega_{n} * \omega_{i} / \omega_{n} \omega_{i}\left(l-\alpha_{n} \alpha_{i}\right)_{2}$ is usually reffered to as the storage coefficient and designated by the symbol $\boldsymbol{q}_{9} \tau_{s^{\circ}}$. In view of (33) we can write that

$$
\begin{equation*}
\tau_{s} \neq \tau_{b} \tag{34}
\end{equation*}
$$

From (33) and (34) it should be clear that the storage coefficient, $\tau_{s^{9}}$ is one of the most important electrical switching parameters of the transistor even if the transistor is to be used in non-saturating switche ing circuitry. The reason for this is that, in addition to being the basic factor in governing the storage time of a transistor, it is numerically equal to the normal and inverted time - constants which occur for active operation of the transistor in the common-emitter and commoncollector configurations. Consequently, the storage coefficient is also the basic factor governing the rise and fall times of a transistor operated in these configurations.

The Common-Emitter, Short-Circuit Current Gain and Its Relation to the Physical Design Parameters of the Transistor

The common-emitter, short-circuit, current-gain, $\beta$, is defined as

$$
\begin{equation*}
\left.\beta \equiv \frac{\partial i_{c}}{\partial i_{b}}\right|_{v_{c}} \tag{35}
\end{equation*}
$$

which reduces to the form

$$
\begin{equation*}
\beta=\frac{i_{c}}{i_{b}} \tag{36}
\end{equation*}
$$

for the idealized transistor model described in Part I of this paper. It can be shown from (36) and (12) that the $d=c$, commonemitter, shortcircuit, current-gain, $\beta_{o}$, is related to the $d-c$, common $\infty$ base, shortcircuits current-gain, $\alpha_{0}$ s by an equation of the form

$$
\begin{equation*}
\beta_{0}=\frac{\alpha_{0}}{1-\alpha_{0}} \tag{37}
\end{equation*}
$$

Equation (37) can be generalized to include the more important case of the non-symmetrical, alloy-junction, switching transistor by defining a normal and inverted $\operatorname{dec} \beta$ in the same manner as we defined $\alpha_{n}$ and $\alpha_{i}$ 。 Then, by setting $\alpha_{0}$ in (37) equal to $\alpha_{n}$ and $\beta_{0}$ equal to $\beta_{n}$ in the first instance and similarly setting $\alpha_{0}$ equal to $\alpha_{i}$ and $\beta_{0}$ equal to $\beta_{i}$ in the second instance we obtain a generalized form of (37) which can be written as

$$
\begin{equation*}
\beta_{n_{g} i}=\frac{a_{n_{g} i}}{1-a_{n_{9} i}} \tag{38}
\end{equation*}
$$

> where $\beta_{n}$ is the normal, $d=c_{9}$ commonemitter, short circuit, current-gain
> $\beta_{\text {i }}$ is the inverted, $d-c_{9}$ common-emitter, short circuit current-gain

The normal and inverted dc $\beta^{0} s_{9} \beta_{n}$ and $\beta_{i^{9}}$ can be expressed in terms of the physical design parameters of the transistor by substituto ing the appropriate equations in (29) into the right-hand member of (38). The resulting expressions for $\beta_{n}$ and $\beta_{1}$ can be simplified to yield an equation of the form

$$
\begin{equation*}
\beta_{\mathrm{n}_{9} I}=\frac{2 \mathrm{p}_{\mathrm{p}}}{\bar{w}_{\mathrm{n}_{9} I} \text { i }} \tau_{\mathrm{b}} \tag{39}
\end{equation*}
$$

Basic Switching Parameters
It has been shown ${ }^{4}$ that, in theory, the four parameters, $a_{n}{ }^{9} \boldsymbol{a}_{i}{ }_{9}$ $\omega_{n^{9}}$ and $\omega_{i^{2}}$ are required to completely describe the transient switching characteristics of a transistor. However, according to (29) in Part I of this paper, these four parameters can be expressed in terms of three independent physical parameters of the transistor, $\bar{w}_{n^{9}} \bar{w}_{i}$ and $\tau_{b}$ 。 From
*. Ebers and Moll. Opo Cit.
this it can be concluded that only three of the four parameters given above are mutually independent and thus, in theory, only three electrical parameters are necessary to completely describe the transient switching behavior of a transistor.

One such a minimal set of parameters is the set, $\beta_{n^{9}} \beta_{1^{9}}$ and $\tau_{s}{ }^{\circ}{ }^{\psi}$ The necessary and sufficient conditions for this set to be a desired minimal set of parameters are:
(1) that it is a set of mutually independent parameters
(2) that it is a set of parameters which completely describes the switching characteristics of a transistor.
In order to see that this set satisfies the necessary and sufficient conditions just stated, we write the equations expressing the parameters in this set in terms of the physical design parameters of the transistor. From (34) and (39) we have that

$$
\begin{align*}
& \beta_{n}=\frac{2 D_{p}}{\bar{w}_{n}^{2}} \tau_{b} \\
& \beta_{i}=\frac{2 D_{p}}{w_{i}^{2}} \tau_{b}  \tag{40}\\
& \tau_{s}=\tau_{b}
\end{align*}
$$

Assuming that the parameters $y_{9} \bar{W}_{n^{9}}$ win $_{i} 9$ and $\tau_{b}$ are mutually independent on the basis of the discussion these physical parameters in Part $I_{\rho}$ we can conclude from (40) that the switching parameters $\beta_{n^{2}} \beta_{i^{9}}$ and $\tau_{s}$ are also mutually independent since none of these switching parameters can be described as a function of the other two alone. In order to show that these three switching parameters completely describe the switching characteristics of a transistor, we combine the set of equations given in (40) with the equations for $\omega_{n}$ and $\omega_{i}$ given in (29) in such a manner as to eliminate the physical parameters $\bar{w}_{n}{ } \bar{w}_{i}$ and $\tau_{b}$ 。 By doing this $s_{9}$ we obtain two equations of the form ${ }^{h}$
4 A set of parameters similar to the se was first suggested to describe the transient switching characteristics of a transistor in a paper by G. Messenger, Switching Circuits, Office Correspondence, Philco Corp. June 12, 1956.
aff A relation, similar in form to (4i) has been obtained empirically by
.. G。Messenger, Op.Cit.

$$
\begin{align*}
& \left(\beta_{n} \neq 1\right)=\omega_{n} \tau_{s}  \tag{47}\\
& \left(\beta_{i}+1\right)=\omega_{i} \tau_{s}
\end{align*}
$$

Rearranging (4i) and (38) we can write that

$$
\begin{align*}
& \alpha_{n}=\frac{\beta_{n}}{\beta_{n} 1} \\
& \alpha_{i}=\frac{\beta_{i}}{\beta_{i}+1}  \tag{42}\\
& \omega_{n}=\frac{\beta_{n}+1}{\tau_{s}} \\
& \omega_{i}=\frac{\beta_{i} * 1}{\tau_{s}}
\end{align*}
$$

Having stated previously that $a_{n} \alpha_{i 2} \omega_{n}{ }^{2}$ and $\omega_{i}$ completely characterize the switching behavior of a transistor and having shown in (42) that these four parameters can be expressed as functions of $\beta_{n}, \beta_{i}$ and $\tau_{s}$ alone, we can see that these latter three parameters form a desired minimal set of switching parameters for a transistor.

A concise plot of the interrelationships between the various transistor switching parameters described by (38), (41), and (42) is given in Figure 5o a plot such as this is quite useful for comparing the switching performance of different transistors or for determining the effects of parameter variations on the switching characteristics of a particular type of alloy junction transistor.

The Design Theory of a Symmetrical One-Dimensional Switching Trano
The symmetrical onedimensional, transistor that will be discussed here refers to any switching transistor that can be reasonably approximated by the one-dimensional transistor model described in Part I of this paper. In the case of this particular type of transistor, the physical design parameters $\tilde{W}_{n}{ }^{2} \widetilde{W}_{i}$ and $\tau_{b}$ can be expressed in terms of $w_{9}$


Figure 5．A Plot Showing the Interrelation of the Switching
Parameters $\alpha_{n, i}, \beta_{n_{9} i},{ }_{9}{ }_{n, i}$ and $\tau_{s}$
the actual base width of the transistor, and $s_{9}$ the surface recombination velocity of the free base surfaces。

From the geometry of the onedimension model, it is clear that

$$
\begin{equation*}
\bar{w}_{n}=\bar{w}_{1}=w \tag{43}
\end{equation*}
$$

and from (28) we can write that

$$
\begin{equation*}
\tau_{b} \approx \frac{w}{2 S} \tag{44}
\end{equation*}
$$

In approximating (28) by (44), we have assumed that the minority carrier bulk lifetime of the base material is much larger than the apparent lifetime due to surface recombination and, therefore, can be neglected. By substituting the equivalent expressions for $\bar{W}_{n}{ }^{2} \bar{W}_{\mathcal{F}_{1}}$, and $\tau_{b}$ given in (43) and (44) into (40), we can relate the basic switching parameters $\overbrace{9} \beta_{n^{2}} \beta_{i^{2}}$ and $\tau_{s^{9}}$ to the design parameters of the one-dimensional transistor, $w$ and so As a result of this, we obtain that

$$
\begin{equation*}
\beta_{0}=\beta_{n}=\beta_{i}=\frac{D_{p}}{w s} \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{s}=\frac{w}{2 s} \tag{46}
\end{equation*}
$$

where $\beta_{0}$ is the $d \infty c$ commonemitter, short-circuit, currentgain for the onedimensional transistor.

From equations (45) and (46), we can see that $\beta_{0}$ and $\tau_{s}$ are mutually independent. While from a modified form of (4I)

$$
\begin{align*}
& \left(\beta_{0}+1\right)=\omega_{c \alpha} \tau_{s}  \tag{47}\\
& \text { where } \omega_{c a}=\omega_{n}=\omega_{1^{9}}
\end{align*}
$$

we are able to express the common-base, accutoff frequency, $\omega_{c a^{9}}$ as a function of $\beta_{0}$ and $\tau_{s}$ alone。As a result of this, we can conclude that the parameters, $\beta_{0}$ and $\tau_{s^{2}}$ completely describe the transient switching
characteristics of the one－dimensional，symmetrical－switching－transistor。 By eliminating the parameters，$w$ and $s$ ，one at a time from（45） and（46），we obtain two equations，one in which $\beta_{o}$ and $\tau_{s}$ are related in terms of $w$ only and one in which $\beta_{o}$ and $\tau_{s}$ are related in terms of $s$ only．These equations have the form

$$
\begin{equation*}
\beta_{0}=\frac{D_{p}}{2 s^{2}} \frac{1}{\tau_{s}} \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{0}=\frac{2 D_{p}}{w^{2}} \tau_{s} \tag{49}
\end{equation*}
$$

A log plot of（48）and（49）（solid lines）together with（47） （dotted lines）is given in Figure 6．This plot shows graphically the interrelationships between the switching parameters，$\alpha_{0}, \beta_{\mathrm{O}} \omega_{\mathrm{C} \alpha^{9}}$ and $\tau_{s^{g}}$ and the design parameters，$w$ and $s$ as described by equations（37） and（44）through（49）。This graph can be used to determine how various changes in w and s either singly or together affect the switching parameters of the one－dimensional，symmetrical transistor．In the same manner，this graph also shows qualitatively what effect changes in w and $s$ will have on the switching parameters of a non－symmetrical，alloy， switching－transistor described in the previous section of this paper， where，in this latter case，w represents a measure of the actual base width instead of the average path lengths of the holes。

For example，if $w$ is decreased such that the term，$\frac{p}{w^{2}}$ ，increases by two orders of magnitude while the surface recombination velocity is maintained constant，then the current gain，$\beta_{0}$ ，will increase by an order． of magnitude and the storage time $\tau_{s}$ will decrease by an order of magnic tude．Alternately，if $s$ is increased such that the term， $2 \mathrm{~s}^{2} / D_{p}$ ， increases by two orders of magnitude while the base width is maintained constant，the storage time will decrease by an order of magnitude，as in the previous example，but the current gain will decrease rather than increase by an order of magnitude．


Figure 6。
A Plot Showing the Interrelation of the Switching and Design Parameters of the
One-Dimensional Transistor

Supposing，now，we desire to reduce the storage time by an order of magnitude（thereby decreasing the switching time）while at the same time maintaining the currentogain constant。 From Figure $6_{2}$ we can see that this can be done if $w$ is decreased and $s$ is increased in such a manner as to cause each of the terms， $2 D_{p} / w^{2}$ and $2 S^{2} / D_{p^{g}}$ to increase by an order of magnitude．On the other hand，if we desire to maintain the storage time constant while increasing the current gain by an order of magnitude ${ }_{2}$ then we find from Figure 6 that we must decrease $w$ and $s$ simultaneously in such a manner that the term ${ }_{9} 2 D_{p} / w^{2}$ ，is increased by an order of magnitude and the term $2 S^{2} / D_{p^{9}}$ is decreased by an order of magnitude。

In addition to showing how changes in the design parameter， $w$ and $s_{s}$ affect the switching parameters of a transistor as demonstrated by the examples described above，the graph of Figure 6 can also be used to show roughly how the design parameters of different alloy transistors differ in terms of $w$ and $s$ ．In the case of a non－symmetricalg alloy ${ }_{9}$ transistor，the values of $w$ and $s$ that would be obtained from the graph of Figure 6 for，say，the normal current－gain，$\beta_{n^{2}}$ and the storage times $\tau_{s^{2}}$ should be interpreted as the design parameters of an equivalent，one ${ }^{\circ}$ dimensional，transistor，$e_{0}$ ío $_{\circ}$ a onedimension transistor having the same switching characteristics as the non－symmetrical transistor has when operated in the normal mode．As such，the values of $w$ and $s$ obtained from Figure 6 for ordinary nonmsymmetrical，alloy，junction transistors should be used for comparison purposes only。

The dotted lines on the graph shown in Figure 6 represent curves of constant $\omega_{\text {ca }}$ the aøcutoff frequency in radians per second． Since $\omega_{c a}$ is a function of $\tau_{b}$ and hence the surface recombination velocity,$_{9}$（see equations（24）（27）and（44））as well as the base width， $w_{9}$ the curves of constant $\omega_{c a}$ will not coincide with curves of constant $w_{0}$ As $S$ approaches zero $\left(\tau_{\mathrm{b}} \rightarrow \infty\right)$ ，however，the constant $\omega_{c \alpha}$ curves asymptotically approach the curves of constant w。

## Summary－Part II

By using some of the relations developed in Part I of this paper，it has been shown that the switching parameters，$\beta_{n_{9} i_{9}} \omega_{n_{9} 1^{9}}$ and $\tau_{s}$ can be interrelated by two equations of the the form

$$
\begin{aligned}
& \left(\beta_{n}+1\right)=\omega_{n} \tau_{s} \\
& \left(\beta_{1}-1\right)=\omega_{i} \tau_{s}
\end{aligned}
$$

Furthermore, it has been shown that only three of these parameters are necessary to completely describe the transient switching characteristics of a transistor. From the point of view of simplicity of measurement ${ }_{9}$ the parameter set, $\beta_{n^{2}} \beta_{i^{2}}$ and $\tau_{s^{9}}$ is discussed in this paper. In the case of the onemdimensional transistor ${ }_{g}$ it has been shown that only two switching parameters $\beta_{9} \beta_{0}$ and $\tau_{s^{g}}$ are needed to describe its switching characteristics and that these two parameters can be related to the transistor ${ }^{1} s$ design parameters, $w$ and $s_{2}$ by the equal tions

$$
\begin{aligned}
& \beta_{0}=\frac{D_{p}}{w s} \\
& \tau_{s}=\frac{w}{2 s}
\end{aligned}
$$

Using these two relations, we have described how variations in $w$ and $s$ affect the switching properties of the one -dimensional transistor with the idea in mind that the results can be applied, qualitatively at least, toward improving the switching properties of a practical alloy junction transistor.
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