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1.1 SCOPE 

CHAPTER 1 
INTRODUCTION 

This chapter provides an introduction to the DIGITAL ETHERNET 
UNIBUS Network Adapter (DEUNA). A brief overview of the ETHERNET 
local area network is included, followed by a description of the 
DEUNA, its operation, and specifications. Additional documents 
related to this manual are listed for the reader who wishes more 
information about the ETHERNET, the DEUNA, or local area networks. 

1.2 ETHERNET OVERVIEW 
The ETHERNET is a local area network that provides a communica­
tions facility for high-speed data exchange among computers and 
other digital devices located within a moderately sized geographic 
area. It is intended primarily for use in such areas as office 
automation, distributed data processing, terminal access, and 
other situations requiring economical connection to a local com­
munication medium carrying traffic at high-peak data rates. 

The primary characteristics of ETHERNET include: 

Topology 

Medium 

Data Rate 

Maximum Separation of Nodes 

Max imum Number of Nodes 

Network Control 

Access Control 

Allocation 

Sr anch ing bus. 

Sh ie lded coaxi a 1 cable , 
encoded digital base-band 

Manchester 
signaling. 

10 million bits per second. 

2.8 kilometers (1.74 miles) . 

1,024 

Multiaccess -- fairly distributed to 
all nodes. 

Carrier Sense, Multiple Access with 
Collision Detect (CSMA/CD). 

Packet length from 64 to 
(includes variable data 
from 46 to 1500 bytes). 

1518 bytes 
field of 

The ETHERNET, like other local area networks, falls into a middle 
ground between long-distance, low-speed networks that carry data 
for hundreds or thousands of kilometers and specialized , very 
high-speed interconnections that are generally limited to tens of 
meters. Using a branching bus topoloy, ETHERNET provides a local 
area communications network allowing a 10M bits/s data rate over a 
coaxial cable at a distance of up to 2.8 km (1.74 mil. 

1-1 



A single ETHERNET can connect up to 1,024 nodes together for a 
local point-to-point/multipoint network. An example of a typical 
large- scale ETHERNET configuration is shown in Figure 1-1. 

Rules for configuring ETHERNET are derived from certain limits 
that are imposed on the physical channel to ensure the optimal 
performance of the network . The maximum configuration for an 
ETHERNET is as follows: 

• A segment of coaxial cable can be a maximum of 500 meters 
(1640 . 5 feet) in length. Each segment must be terminated 
at both ends in i ts characteristic impedance. 

• 

• 

Up to 100 nodes can be connected to any segment of the 
cable . Nodes on a cable segment must be spaced at least 
2.5 meters (8.2 feet) apart. 

The maximum length of coaxial cable between any two nodes 
is l , 5~0 meters (4921 . 5 feet). 

• The maximum length of the transceiver cable between a 
transceiver and a controller is 50 meters (164.05 feet). 

• A maximum of 1,000 meters (3281 feet) of point-to-point 
link is allowed for extending the network. 

• Repeaters can be used to continue signals from one cable 
segment of the ETHERNET to another . A maximum of two 
repeaters can be placed in the path between any two nodes. 
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1.3 DEUNA GENERA L DESCRI PTION 
The DEUNA is a data communications controller used to inte r face 
VAX-li and PDP-Il family computers to the ETHERNET local area net­
work . It complies with the ETHERNET specification and allows com­
munication with up to 1024 addressable devices using the ETHERNET 
shielded coaxial cable . 

Features of the DEUNA include: 

• 10M bits/s transmission and reception, 

• Transmit and receive data link management, 

• Data encapsulation and decapsulation , 

• Data encoding and decoding , 

• Down-line loading and remote load detect capabilities , 

• Internal ROM based microdiagnostics to facilitate diag ­
nosis and maintenance of both the DEUNA and the DIGITAL 
H4000 transceiver, 

• Collision detection and automatic retransmission, 

• 
• 

32-bit Cyclic Redundancy Check (CRC) error detection, and 

32 KB (16 KW) buffer for continuous datagram reception , 
transmission , and maintenance requirements . 

The DE UNA is comprised of two hex-height modules , a bulkhead in­
terconnect panel , and associated cables. It physically and elec­
trically connects to the ETHERNET cable via the DIGITAL H4000 
transceiver and the appropriate transceiver cable as shown in 
Figure 1-2. 

1- 4 

• 
• 

• 

• 

• 

• 



• 

• 

• 

• 

'- f---,.-H---H----ll--

H<OOO /' 
TRANSCEIVER 

." 

OEUNA 

BNEJ~ xx 
~ETHERNET 

TRANSCEIVER 
CABLE 

BULKHEAD 
PANEL 

r 1 

n 

• 
SURGE 
CURRENT 
LIMITER 

• 

DEUNA 
MODULES (2) 

HOST SYSTEM 

• 

• 

Figure 1-2 DEUNA to ETHERNET Connection 
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1. 4 OEUNA SYSTEM OPERATION • 
The DE UNA controller performs both the ETHERNET data link layer 
functions and a portion of the physical channel functions. It 
also provides the following network maintainability features. 

• Loopback of data from other stations. 

• Individual system identification. 

• Loading and remote booting of UNIBUS systems from other 
stations on the network. 

The DE UNA is a microprocessor based device that, when connected to 
the DIGITAL H4000 ETHERNET transceiver, provides all the logic ne­
cessary to connect VAX-Il and UISUS PDP-II family minicomputers to 

• 

an ETHERNET local area network (Figures 1-3 and 1-4). The con- • 
troller microcode implements data encapsulation and decapsulation, 
data link management, and all channel access functions to ensure 
maximum throughput with minimum host processor intervention. 

1.4 . 1 ETHERNET Physical Channel Functions 
The DE UNA provides the following specific ETHERNET physical chan­
nel functions necessary to interface to the DIGITAL 84990 ETHERNET 
transceiver: 

During Transmission 

• Generates the 64-bit preamble for synchronization. 

• Generates the Manchester encoding of data. 

• Provides parallel-to-serial conversion of the frame. 

• 

• 

Ensures proper channel access by monitoring and sensing 
the carrier from any stations' transmission. 

Monitors the self-test collision detect signal from the 
DIGITAL 84990 transceiver. 

During Reception 

• Senses carrier from any stations' transmission. 

• Provides serial-to-parallel conversion of the frame. 

• Performs Manchester decoding of the incoming bit streams. 

• Buffers received frames. 

• Synchronizes to the preamble and removes it prior to pro­
cessing. 
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1.4.2 ETHERNET Data Link Functions 
The OEUNA provides the following specific ETHERNET data link layer 
functions. 

• Calculates the 32-bit eRe value and places it in the frame 
sequence field upon transmission 

• Attempts automatic retransmission upon collision detection 

• Checks incoming frames for proper eRe value 

• Performs all address filtration 

1.4.3 Data Encapsulation 
The ETHERNET frame format for the transmission of data packets is 
shown in Figure 1-5. Each frame begins with a 64 - bit preamble , 
that is used for synchronization by the receiving station , and 
ends with a 32-bit frame check sequence . Frames are separated by 
a specified minimum spacing period of 9.6 microsecondS . 

The destination address field contains the address{es) of the 
station(s) where the packet is sent. The address may represent: 
the physical or logical address of a particular station or group 
of stations; a multicast , or group address, associated with a set 
of stations; and a broadcast address for broadcast to all stations 
on the network. 

The source address field specifies the physical address of the 
transmitting station . Each DEUNA has a unique 48 - bit address val­
ue determined during manufacture. This value is called the de­
fault physical address. The system software can override this 
value and insert a more apropriate logical address into the source 
address field upon transmission . 

The type field is specified for use by high-level network proto­
cols and it indicates how the content of the data field is to be 
interpreted. The type field indicates the higher level architec­
ture that can further decapsulate the data. 

The data field may have between 46 and 1500 bytes of data. The 
DEUNA can be initialized to automatically insert null characters 
if the amount of data is less than the minimum 46 byte data size . 

The frame check sequence contains a 
(CRC) value that is determined and 
transmission . 

1 .4.4 Data Decapsulation 

32-bit Cyclic Redundancy Check 
inserted by the DE UNA dur ing 

The DEUNA continuously monitors the signals transmitted by the 
DIGITAL H4000 transceiver. After sensing a carrier , the preamble 
sequence of the received frame is used by the controller for 
synchronization . It then processes the destination address field 
through a hardware comparator to determine whether or not the in­
coming frame is intended for its station . The DEUNA accepts only 

1-9 
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frames that have a destination address that matches one of the 
following types of address. 

1. The physical address of the station 

2. The broadcast address for all stations 

3. One of the 10 multicast group addresses that the user may 
assign to the DEUNA 

4. Any multicast address 

5. All addresses, when desired 

The OEUNA performs a hardware comparison of the 48-bit destination 
address to determine if there is a match with the station'S physi­
cal address or with one of the ten user designated logical multi­
cast addresses. If necessary, all multicast addresses may be 
passed to higher level software for decoding when more than ten 
multicast address groups are required by the user. 

To assist in network management fUnctions and to aid in fault 
diagnosis, the DE UNA can operate in a mode that effectively di s­
regards the internal address filter logic. This allows all frames 
received from the network to be accepted. The DEUNA verifies the 
integrity to the received data by recalculating the 32-bit CRC 
value and comparing it with the CRC that is obtained from the 
received frame. 

1.4.5 Link Management 
The method utilized by the ETHERNET for channel access is called 
carrier sense, multiple access with collision detect (CSMA/CD). 
The DEUNA controls all of the link management functions necessary 
to successfully place or remove a frame of data on the ETHERNET 
network. These functions include: 

Ca r r ie r De f erence 

Collision Detection 

The DEUNA monitors the physical channel 
for traffic and when the channel is busy, 
refers to the passing frame by delaying 
any transmission of its own. 

Collisions occur when two of more con­
trollers attempt to transmit data simul­
taneously on the channel. The DEUNA 
monitors the collision sense signal gen­
erated by the DIGITAL H4000 transceiver. 
When a collision is detected, the DEUNA 
contiues to transmit to ensure that all 
network stations detect the collision. 
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Collision Backoff 
Re transm iss1 on 

When a controller has attempted trans­
mission and encountered a collision on 
the channel, it attempts a retransmission 
a short time later. The schedule for re­
transmission is determined by a con­
trolled randomization process. The DEUNA 
attempts to transmit a total of sixteen 
times and reports an error if it is not 
successful. 

1.4.6 Diagnostics and Maintenance 
The OEUNA utilizes both microdiagnostics and extensive system and 
network diagnostics to greatly minimize the time to isolate and 
diagnose a network communication fault. On-board self-test micro­
diagnostics automatically perform a test of the major DEUNA com­
ponent logic both upon powerup and at the user's discretion. 
Light emitting diodes on the edge of the port module (M7792) pro­
vide an indication of a specific module problem. 

The OEUNA does not allow itself to transmit significantly longer 
than the maximum ETHERNET frame transmit period. It contains an 
automatic control to prevent monopolizing the ETHERNET channel. 
The controller can differentiate between normal frame collisions 
on the physical channel and cable shorts or cable opens . A 
built-in Time Domain Reflectometry (TOR) circuit is utilized to 
determine the type of cable fault and its approximate location. 

The controller continuously monitors the power applied to the 
DIGITAL H4000 transceiver to ensure compliance with the trans­
ceiver requirements. In addition, the H4009 provides a positive 
functional verification (heartbeat) after every attempted trans­
mission which indicates its proper operation, including the col­
lision sense circuitry . 

Comprehensive system diagnostics provide loopback capability 

• 

• 

• 
through the DEUNA, transceiver, or the ETHERNET network itself. • 
The DEUNA allows remote stations to loopback through it once the 
OEUNA has successfully passed the the on-board sel f-test micro­
diagnostic . This provides both a local and remote station diag-
nostic capability. Network error conditions are detected and 
statistics tabulated for use by higher level network management 
appl ications. 

1.5 DEUNA SPECIFICATIONS 
The OEUNA specifications are outlined in Table 1-1. 
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Table 1-1 DEUNA Specifications 

Specification 

Performance 

Operating Mode 

Data Format 

Date Rate 

Network Specifications 

UNIBUS Conductor Loading 

Module Pair 

DC Power Requirements 

Port Module 

Link Module 

Physical Size 

Port and Link Modules 

Cable Interface Panel 

Description 

Half-duplex 

ETHERNET specification 

10M bits/s 

1024 stations maximum 

4 de loads 
2 ae loads 

+5 V, 7.0 A 

+5 V, 9.0 A 

-15 V, 2.0 A (for H4000 transceiver) 

Height (hex): 21.4 em (8.4 in) 
Length: 39.8 em (15.7 in) 

Height: 10.6 em (4.0 in) 
Length: 10.6 em (4.0 in) 

Transceiver Cables available in 5 m (16.4 ft), 10 m (32.8 ft), or 
20 m (65.6 ft) lengths. 

BNE3A-XX Low loss PVC jacket/straight 
connector 

BNE3B-XX Low loss PVC jacket/right angle 
connector 

BNE3C-XX Low loss TEFLON· jacket/straight 
connector 

BNE3D-XX Low loss TEFLON· jacket/r ight angle 
connector 

*TEFLON is a trademark of Dupont de Nemours & Co., Inc. 
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Table 1-1 DE UNA Specifications (Cont) • Specification Description 

Operating Environment 

Temperature SoC to 50°C (41°F to 122°F) 
, 

Relative Humidi ty 10 to 90\ (noncondensing) 

Wet Bulb Temperature 32°C (90°F) max imum • 

Altitude Sea level to 2.4 km (8.000 f t) 

Shipping Environment 

Temperature -400~ to 00C 
(-4 0 F to 151°F) • 

Relative Humidity 0 to 90% (noncondensing) 

Al ti tude Sea level to 9 km (30 , 000 ft) 

1.6 RELATED DOCUMENTS 
Table }-2 provides a list of documents related to this manual. • Table 1-2 Related Hardware and Softwar e Documents 

Title Document Numbers 

DEUNA User' 5 Guide EK-DEUNA-UG 

H4000 Technical Description (TBS) 

• The ETHERNET t A Local Area 
Network f Data Link La~er and 
Physical Layer Specifications M-K759A-TK 

ETHERNET Installation (TBS) 

Introduction to Local Area Networks EB-22714-18 • 

PDP 11 Bus Handbook EB-17525 · 

DIGITAL personnel may order hardcopy documents from: 

Digital Equipment Corporation 
444 Whitney Street 
Northboro, MA 01532 • 
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Attn: Publishing and Circulation Services (NR03/W3) 
Order Processing Section 

Customers may order hardcopy documents from: 

Digital Equipment Corporation 
Accessories and Supplies Group 
Cotton Road 
Nashua, New Hampshire 03060 

For information call: 1-800-257-1710 

Information concerning microfiche libraries may be obtained from: 

Digital Equipment Corporation 
Micropublishing Group (BUO/E46) 
12 Crosby Drive 
Bedford, MA 01730 
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2 .1 OVERVIEW 

CHAPER 2 
PORT MODULE 

FUNCTIONAL DESCRIPTION 

The port module (M7792) is the microprocessor controlled interface 
between the UNIBUS bus and the link module of the DEUNA. The 
logic on the port module is divided into three basic functional 
areas . 

1. UNIBUS Interface -- This section contains the UNIBUS 
transceiver, port control and status r egisters (PCSRs) , 
DMA control , UNIBUS interrupt control logic , and UNIBUS 
cont r ol. 

2. Microprocessor Section - - This section is made up of the 
Til microprocessor, 8K words of ROM for microprogram stor­
age, 4K words of writable control store (WCS), internal 
registe r address decode , and timer. 

3. Link Memory Control -- This section contains the link mem­
ory arbitration logiC , control for the 16K words of link 
memory and the port-to-link interconnect. 

The port module is a hex-height module that is installed in a 
small peripheral control l er (SPC) s l ot of a UNIBUS backplane . 

A functional block diagram of the port module is shown in Figure 
2 - 1. The letters in the lower right corner of each block of the 
diagram indicate the page in the engineering drawings where the 
logic for that block is located. 
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2.2 UNIBUS INTERFACE 
The UNIBUS interface logic on the port module is used to control 
the transfer of data between the host processor and the OEUNA. 
This logic generates the signals required of a bus master and bus 
slave on the UNIBUS. The nEUNA functions as bus master when data 
is to be transferred to or from the host processors memory via 
direct memory access (OMA). The DEUNA performs DMAs for the 
transfer of: 

• Data received from the ETHERNET and 

• Data to be transmitted on the ETHERNET. 

The OEUNA functions as a bus slave when the host processor ac­
cesses the port control and status registers (PCSRs) for the 
transfer of control and status information. 

NOTE 
For a detailed explanation of UNIBUS ar­
chitecture and protocol, refer to the 
PDP-ll Bus Handbook (EB-17525). 

The port also controls the UNIBUS ACLO Signal. It does this by 
setting a bit in the link mode register on the link module (see 
Section 3.3.2). This is used to get control of the host processor 
during a down-line load. 

2.2.1 DMA Control 
The OMA control logic is divided into two sections: 

1. RX DMA -- Used when a message has been received from the 
ETHERNET and is ready to be transferred to the host pro­
cessors memory. 

2. TIl UNIBUS DMA -- Used when the TIl has to: 

• 
• 

Read the ring structures in host memory, 

Read data buffers in host memory for transmission on 
the ETHERNET, and 

• Write status information into the data buffers in host 
memory when the transmission is finished. 

The control of each of these processes is implemented via pro­
grammed array logic (PAL) with the TIl UNIBUS DMA having a higher 
pr ior i ty than the RX OMA process. Th i s pr ior i ty is establ i shed 
because the TIl UNIBUS DMA process transfers its data in smaller 
segments and therefore does not use the UNIBUS for long periods of 
time. This results in little effect on the RX DMA process and 
helps to maximize thoughput. 

A description of each of the PALs used in the OMA control is con­
tained in the engineering drawings for the DEUNA. 
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2 . 2.1.1 RX DNA -- The DEUNA transfers received messages to host 
memory via the UNIBUS using DMAs . This is done asynchronous to 
the process or p r ocesses going on in the DEUNA. The port micro­
processor (TlI) starts the DMA transfers by loading a group of 
registers with the necessary address and word count information. 
Once this information is loaded, the TIl starts the DMA process by 
setting a bit in the OMA control and status register (DMCSR). 
This starts the OM transfers under the control of the RX OMA PAL 
and the UNIBUS control logic . 

The following registers, located on the port module, are used for 
the RX DMA process: 

• DMCSR -- DMA control and status register, 

• DMAT DMA-to-address register, 

• DMAF DMA-from-address register, and 

• DMWC DMA word count register. 

The TIl controls the transfer of data from the buffers located on 
the link module to the host memory in the following manner: 

• 

• 
information. 

1. The TIl loads the DMAT, DHAF, and the DMWC wi th the proper • 

2. The TIl sets the lJItA GO bit in the OMCSR. 

3. The OMA logic takes over and moves the data via NPRs to 
the host memory. 

4. When all the data is transferred or when the RX OMA logic 
receives an error, it interrupts the TIl. 

The RX OMA logic only transfers words on the UNIBUS. 
software is responsible for throwing away the extra 
transferring an odd byte buffer. 

The host 
byte when 

A description and layout of each of the registers used is given in 
the following sections . 

2.2 . 1.1.1 OMA Control and Status Register (DMCSR) -- The DMCSR is 
used by the TIl to enable the OMA logic and to report OMA. status 
to the TIL Figure 2-2 shows the DMCSR bit format and Table 2-1 
gives a description of each of the bits. 
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Fig ur e 2- 2 DMCSR Bi t Fo rmat 
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Bit 

OMCSR(99) 

OMCSR(97) 

OMCSR(13) 

DMCSR(14) 

OMCSR(IS> 

Table 2-1 DMCSR Bit Descriptions 

Field 

GO 

ROY 

CER 

NXM 

ERR 

Description 

Go Bit -- This bit is set after the address 
and word count are loaded. On setting the 
DMA, the engine begins to arbitrate for the 
UNIBUS and starts data transfer to host 
memory. 

Ready Bit -- This bit creates an interrupt 
to the Til to indicate that the word count 
has expired and the current DMA process is 
complete. 

Collision Error -- When set indicates that 
the heartbeat from the H4000 or similar 
transceiver was not detected. 

Non-Existent Memory -- When set causes the 
DMA logic to interrupt the Til. Indicates 
a UNIBUS timeout to the address contained 
in the DMA-to-address register. 

DMA Logic Error -- Set when UPE or NXM are 
set. 

2.2.1.1.2 DMA to Address Registers (DMAT9 and DMATI) -- The [)MAT 
registers are loaded by the TIl with the starting address of the 
receive buffer in host memory . DMAT" contains the lower 16 bits 
of the address. DHATI contains the upper 2 bits of the address. 
These registers are a l7-bit counter that is incremented by two 
after each NPR cycle. 

NOTE 
Bit 9 of DHAT9 is always a 9. 
because the RX DMA logic only 
word transfers. 

This is 
performs 

Figure 2-3 shows the format of each of the registers. 
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• " " 00 

DMAT< 15;1> 0 OMATO 

" 02 " 00 

UNDEFINED SITS 
OMAT I OMATl < 17: 16> 

u._ 
Figure 2-3 OMAT Bit Format 
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• 
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2.2.1. 1. 3 OM- iram-Add r ess Registe r (DMAF) -- The DMAF reqister • 
contains the receive buffer address in the link memory from which 
data is to be transferred. It is made up of a register for the 
upper four bi ts a nd a counter for the lowe r ten bi ts. The TIl 
loads the uppe r four bits from the link completed buffer address 
FIFO (refer to Section 2.4 . 3 for an explanation of the LCBAF) . 
When the upper four bits are loaded , the lower ten bits are 
cleared . The counter is incremented by two after e a ch NPR cycle . 
The address cannot ove r flow into the next buffer . Figure 2-4 
shows the bit format of the DMAF regi s ter . 

Ll u_~r~~I __ " __ OM_A_F_<_"_ '_'_> __ "-1_'_O ___________ O_MA __ F_C_N,_,_<_,_O_,> ____________ "-1_;--11 OMAF 

I 
UNUSED 

Figure 2-4 DMAF 81 t Fo rmat and Descripti o ns 
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2.2.1.1.4 DMA Word Count Register (DMWC) -- The DMWC is loaded by 
the Tli with the number of words to be transferred to host memory 
by the DMA logic. The DMWC is implemented in a counter. After 
each NPR cycle it is decremented by two. When the register goes 
to zero, the OMA GO bi t in the DMCSR is cleared thereby stopping 
the DMA logic. The ROY bit in the OMCSR is set causing an inter­
rupt to the TIl. Figure 2-5 shows the bit format of the DMWC 
register. 

" 13 12 DO 00 

UNUSED OMWC< 121> l o l DMWC 
u ... ' 

Figure 2-5 DMWC Register Bit Format and Bit Descriptions 
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2.2.1.2 Tll UNIBUS DIIA -- The Tll UNIBUS DMA is used by the port • 
microprocessor to access the host memory in order to perform the 
following functions: 

• Read ring structure data, 

• Read data buffers from host memory for transmission by the 
link, and 

• Write status information to data buffers upon completion 
of transmission . 

A TIl UNIBUS DMA transactions occurs in the following sequence: 

1. The TIl loads the UNIBUS address registers, MDMAS and 
HDMAL 

2. The TIl either reads or writes the microprocessor DMA data 
register. (MDoIIDR0 incrementing or MDMDRI decrementing. 

3. 

Refer to Section 2.2.3.1.) 

The reading or writing of the data register causes 
microprocessor OMA to acquire the UNIBUS and transfer 
data to/from host memory. During the DMA process, the 
is stalled until the transfer is complete. 

the 
the 
Tll 

• 
2.2.1.2.1 Microprocessor DMA Address Registers (MDMA9 and MDMAl) • 
-- The micoprocessor DMA address registers are made up of a l7-bit 
counter that contains the address in host memory to or from which 
the data is to be transferred. MDMA0 contains the lower 16 bi ts 
of the address and MDoilAl contains the upper 2 bits of the address. 

NOTE 
Bit 9 of MDMA0 is always a 9 because the 
DMA logic only performs word transfers. 

Figure 2-6 shows the Microprocessor DMA Address Register Bit 
Fo rmat. 
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" DI 00 

'---------------___________ " __ °"_,_<_'_, _,' _> ________________________ -1 __ °-11 NOMAO 

02 01 00 

MOMA I '-_______________________ U_' _O_" _"_'_D_'_'_TS ______________________ 1-<:,~,~,:"'~ MOMA! 

Figure 2-6 Micr oprocessor DMA Address Regi ste r Bit 
Forma t and Description 
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2.2.1. 2. 2 Microprocessor DMA Data Registers (KOMORS and KOMORl) • 
-- The microprocessor DMA data registers are used as data ports 
for the data that is transferred to/ from host memory. If the Tli 
reads/writes the first register, HOMOR0, the address contained in 

MOMA0 and HCMAI is incremented by two. If the TIl reads/writes 
the second reg ister, Ma-tDRl, the address contained in Mr:r-!:A9 and 
HDMAI is decremented by two. This allows the TIl to do multiple 
transfers without loading the host memory address for each trans-
fer. The reading or writing of MDMOR0 or MDMORl by the Tli gene-
rates an NPR request to the UNIBUS. Refer to Figures 2-7 and 2-8 
for HOMOR" and HOMORI bit formats. 

15 14 13 12 11 10 08 08 07 De 05 ()( OJ 02 01 00 

I MOMORO L---------________________________________________________ .J ,.~ 
MOMORO<I~'O> 

Figure 2-7 Data Reg ister MIJitDR0 (Incrementing) 

15 1. 13 12 11 10 09 08 07 08 05 eM 03 02 01 00 

L-________________________ "_D"_D_'_'_<_'·_D> ________________________ ~I MOMDRI 

Figure 2-8 Microprocessor DMA Data Register MCMDRI 
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2.2.2 Port Control and Status Registers 
The port control and status r egisters (PCSR) are used by the port 
module to receive commands from the host processor and r eport the 
results of the command along with other status information (inter­
rupts, etc.). 

There are four PCSRs , each with a specific function . 
ing sections show the format of the PCSRs and give a 
of their function . 

The follow ­
description 

For a more detailed explanatio n of functions performed by the 
PCSRs, refer to Chapter 4, ·Programming", of the DEUNA User ' s 
Guide (EK-DEUNA-UG). 

2.2.2.1 Port Control and Status Register" (PCSRS) -- Figure 2-9 
shows the format of PCSR0 and Table 2 -2 lists the functions of the 
bits. 

15 14 13 ' 2 11 10 

1'""'1,"",1,"",1'""+""+""'1 0 1'"",1 ' I , tN I w I 0 I 
I w lwl w lwlwl w l o lwlwl ' l'l o l 

1010101010101010101010101 
TE RMS 

'wc, 
' /e" , 
' tN 
W 
U 

RE AD ACCESS. WRITE ONE TO CLEAR 
RE AD ACCESS. CLEAR 
READ ON LY. IGNORE D WHEN WR ITIEN 
RE AD(WAITE 
WRITE ONLY. READ AS ZERO 
UN DEF INED 

'" 

Figure 2-9 PCSR0 Format 
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Bi t s Na me 

<15> SERl 

<14> PCEl 

<13> RXl 

<12> TXl 

<11> ONl 

<10> RCB I 

<09> zero 

Ta ble 2-2 PCSRB Bi t Descriptions 

Desc r ipti on 

Status Error Interrupt -- Indicates the 
presence of an error condition flagged in 
status registe r accessible by the port 
command function . Set by the OEUNA , 
cleared by the port-driver through the 
read and clea r status port function . 

Port Command Error Interrupt -- Indicates 
the occurrence of either a function error 
o r a UNIBUS timeout during the execution 
of a port command. Bi t 7 of PCSRI dis­
tinguishes between the two error condi ­
tions . Set by the OEUNA , cleared by the 
port-driver . 

Receive Ring Interrupt -- Attention bit 
for ring upda tes . Set the by the OEUNA 
cleared by the port-driver. Indicates, 
when set , tha t the OEUNA has placed a 
message(s) on the ring . 

Transmit Ring Interrupt - - Attention bit 
for ring updates. Set by the DEUNA, 
cleared by the port-driver. Indicates, 
when set, that t ransmission has been sus­
pended . All messages it found on the 
transmit ring have been set , or an error 
was encountered during a transmission. 

Oone Interrupt -- Interrupts when the 
OEUNA completes a port command. (Note: 
the port command NO-oP does not cause the 
ONI bi t to set . ) Set by the OEUNA, 
cleared by the port-driver . 

Receive Buffer Unavailable Interrupt 
Interrupts when the OEUNA discards an 
incoming message due to receive ring 
buffers being unavailable. Once set by 
the DEUNA , RCBI is not set again until 
after the nEUNA has rece ived a PD-1.D port 
command and has discarded a subsequent 
message. Set by the OEUNA, cleared by 
the port- driver . 
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• Bits 

<08> 

• 

• 

• <06> 

• 

Table 2-2 PCSRB Bit Descriptions (Cont) 

Name Description 

USCI 

INTR 

INTE 

Unsolicited State Change 
Interrupts when the DEUNA 
following actions: 

In te r rupt 
pe r fa rms the 

Fatal Error -- A transition into the NI 
and UNIBUS halted state from the ready, 
funning, UNIBUS halted, o r Nt halted 
states. This state change is caused by 
the OEUNA detecting an internal fatal 
error, that is, internal parity error. 

Communication Processo r Boot -- A trans­
ition into the primary load state caused 
by the reception of a remote boot request 
of the communic.:1tion processor (OEUNA 
microcode) • 

Communication Processor Boot -- A transi­
tion into the ready state from the pr i­
mary load state following the reception 
of the memory load with transfer address 
message, as part of a remote boot re­
quest. 

The three conditions are distinguished by 
examining the state field of PCSRL Set 
by the DEUNA, cleared by the port-driver. 

Interrupt Summary -- The 
PCSR0 <15:08>. Set by the 

logical 
DEUNA . 

OR of 

Interrupt Enable -- Set or cleared by the 
port-driver, unchanged by the DEUNA. 

NOTE 
In order to overcome synchronization 
problems with the port command field 
when writing the INTE bit, the DEUNA 
hardware locks the port command field 
during write accesses that change the 
INTE bit from a one to a zero or change 
the INTE bit from a zero to a one. Is­
suing the DEUNA, a port command, and 
changing the state of the INTE bit must 
occur in two different write accesses. 
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Bits 

<95> 

<94> 

<93:99> 

Table 2-2 PCSRS Bit Descr iptions (Cont) 

Name 

RSET 

zero 

PORT COMMAND 

999 B 

9 9 B 1 

B 9 1 B 

B 9 1 1 

B 1 B B 

Description 

DEUNA Reset -- Clears the DEUNA and re­
turns it to the power up state when writ­
ten with a one byte port-driver. This 
bit is write-only. After a successful 
reset, PCSR9 <11> (ONI) • 1 and PCSR9 
<97> (INTR) = 1. 

NO-oP 

GET PCBB 

GET CMD 

SELF TEST 

START 

2-16 

No operation 

Instructs the DEUNA to 
fetch the address of the 
port control block from 
PCSRs 2 and 3. The DE UNA 
accesses PCSRs over the 
UNIBUS conductor, and re­
tains a copy of the ad­
dress internally. If the 
address of the port con­
trol block is changed , 
this command must be re­
peated to inform the 
DEUNA . 

Instructs the DEUNA to 
fetch and execute a com­
mand found in the first 
word of the port control 
block. The address of the 
port control block was ob­
tained through the get 
PceB command . 

Instructs the DEUNA to 
enter the reset state and 
execute self-test . 

Enables transmission and 
reception of frames from 
the port-driver . This 
command is ignored by the 
DEUNA if it is in the run­
ning state. Clears any 
current buffer status that 

• 

• 

• 

• 

• 



Table 2-2 PCSRI Bit DescrIptions (Cont) 

• Bits Name Description 

the OEUNA has stored tn-
te rna 11 y and resets the 
ring pointers to the base 
addresses of the rings. 

e 1 e 1 BOOT Instructs the DEUN1\. to en-
ter the pr imary load state 
and initiate the down-l ine 
load of additional OEUNA 
microcode. 

e 1 1 e Not Used Reserved code, causes a 
NO-OP. 

• e 1 1 1 Not Used Reserved code, causes a 
NO-OP. 

1 e e e POMO Polling Demand -- In-
structs the OEUNA to check 
the descriptor rings. The 
DEUNA polls the receive 
descriptor ring only if it 

• had not previously ac-
quired a free buffer. 

1 e e 1 Not Used Reserved code, causes a 
NO-OP, sets ON!. 

1 e 1 e Not Used Reserved code, causes a 
NO-OP, sets DNL 

1 e 1 1 Not Used Reserved code, causes a 

• NO-QP, sets ON!. 

1 1 e e Not used Reserved code, causes a 
NO -OP, sets ON!. 

1 1 e 1 Not Used Reserved code, causes a 
NO -OP, sets ON!. 

1 1 1 e Not Used Reserved code, causes a 
NO -OP, sets ON!. 

1 1 1 1 STOP Suspends the operation of 
the OEUNA to transition to 
the ready state. Causes 
no action if the OEUNA is 
not in the running sta te. 

• 
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2.2.2.2 Port Control and Status Register 1 (PC SRl) -- Figure 2-1~ • 
shows the f o rma t of PCSRI and Tab l e 2-3 li s t s the functions of the 
bit s . 

" .. " '" 07 '" " '" OJ " " 00 

l,pw'l 'CA' I SELF_TEST I'<TO I 0 I 0 I 0 1'·Tcl STATE I PCSRI 

I ' I ' I \,1 0 \01 0 1'1 
I PORT , , DRIVER 

ACCESS 

I w I w 
\ 

w 
\ w I 0 I 0 

\ 
0 \ w I W I PORT 

ACCESS 

I ' \ ' I ' , I 0 I 0 0 o I 0 I 0 0 0 I~ER • STATE 

TERMS 

'weL REAO ACCESS. WRITE ONE TO CLEAR 
RiCL READ ACCESS. CLEAR , REAO ONLY, IGNORED WHEN WRITTEN 
'fW flEAOIWRITE 
w WRITE ONLY, READ AS ZERO 
U UNDEFINED 

.. -
Fi g ur e 2-10 PCSRI Fo r mat • 

• 

• 
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Bits Name 

<15> XPWR 

<14> ICAB 

Table 2-3 PCSRI Bit Descr ipti o n s 

Description 

Transceiver Power OK - - A zero indicates that 
a failure exists in either the transceiver 
power supply or the fuse on the link module . 

Port/Link Cabling OK -- A zero indicates that 
the interconnecting cable between the port and 
link modules has a seating prob l em . 

<13: "8> SELF-TEST Self-Test Error Code -- The encoded test of 
the DEUNA failed during self-test. A code of 
zero indicates no failure. 

<B 7 > PCTO 

<B6:B4> Zeros 

<B3:BB> STATE 

Port Command Timeout -- A UNIBUS timeout was 
encountered while execut i ng a port command . 
Valid only after the ?eEt bit of PCSR0 is set 
by the DEUNA. This bit is used to distinguish 
between a DEUNA failure to complete a port 
command due to a UNIBUS timeout or a function 
error. 

B B B B 
B B B 1 
B B 1 B 
B B 1 1 
B 1 B B 
B 1 B 1 
B 1 1 B 
B 1 1 1 

1 1 1 1 

Reset 
Pr imary Load 
Ready 
Running 
Not Used 
UNIBUS Halted 
NI Halted 
NI and UNIBUS Halted 
Fatal internal error , that is par­
ity error . An interrupt condition. 
When the DEUNA is in this state , 
the FATI bit of PCSR~ is also set. 
Cleared by the port-driver setting 
the RSET bi t. 
Secondary Loader 
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2.2.2.3 Port Control and Status Register 2 (PCSR2) -- Figure 2-11 
shows the format of PCSR2 and Table 2-4 lists the functions of the 
bits. 

" " 00 

PCBB<15:01> I o I PCSA2 

I I PORT W DRIVER 
ACCESS 

R/W 

R I 0 I PORT Access 

I u 
I POWER U, 

STATE 
u 

TERMS 

RWCL READ ACCESS, WRITE ONE TOClEAR 
R REAO ONLY, IGNORED WHEN WRITTEN 
R/W READIWRITE 
W WRITE ONLY. READASZERO 
U UNDEFINED 

Figure 2-11 PCSR2 Format 
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Bits Name 

<15:BB) PCBB 

Table 2-4 PCSR2 Bit Description 

Description 

The low order 16 bits of the address of the 
port control block base. The pcas is read by 
the port as an even number. 

2.2.2.4 Port Control and Status Register 3 (PCSR3) -- Figure 2-12 
s hows the format of PCSR3 and Tabl e 2-5 lists the function of the 
bits. 

" 02 " 00 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 I PC" I PCSAJ <" HI> 

0 0 0 0 0 I leo" 0 0 0 0 0 0 0 0 0 R/W DRIVER 
ACCESS 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 I R/W I PORT 
ACCESS 

o I I POWER 0 0 0 0 0 0 0 0 0 0 0 0 0 U UP 
STATE 

TERMS 

RW<L READ ACCESS, WRITE ONE TO CLEAR 
R READ ONLY, IGNORED WHEN WRITIEN 
R/W REAO/WRITE 
W WRITE ONLY, READ AS ZERO 
U UNDEFINED 

u .... 

Figure 2-12 PCSR3 Fa rmat 
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Bits Name 

<15:92> 

<91:99> PCBB 

Table 2-5 PCSR3 Bit Descripti on 

Description 

Zeros 

The high order 2 bits of the address of the 
port control block base . 

2.3 MICROPROCE SSOR SECTION 
The function of the microprocessor section of the port module is 
to: 

• Manage the ring structure in host memo r y , 

• Set up the OMA control fo r the transfer of data between 
host memory and the link module (receive and transmit 
functions), and 

• Interpret received or transmitted packets. 

The microprocessor section consists of the following components: 

1. TIl microprocessor , 

2. DAL/BDAL-time multiplexed data/address bus, 

3. TIl address latch, 

4. 8K words of PROM storage-microcode, 

5. 4K words of RAM storage-writable control store (WCS) , and 

6. Internal I/O decode-used when TIl has to access a register 
on the PORT module. 

4It 

4It 

4It 

2 .3.1 Microprocessor 4It 
The OEUNA uses a microprocessor located on the port module to con-
trol its operation . The microprocessor used is a DCTII-AA (TIl). 
The TIl is a single chip microprocessor that uses the LSI-II in­
struction set. The TIl communicates to the port module over a 
time multiplexed bidirectional bus called the data address lines 
(OAL) . It also receives process and status information via a se-
parate set of interrupt inputs . Each interrupt and its function 
is listed in Table 2-6 . 

The TIl can access a total of 32K words of memory . 
space is divided into areas for: 

• Microprogram storage , 

• Writable control store (WCS) , 

2- 22 
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• Transmit and r eceive buffe r space , and 

• Input/output control . 

Figure 2- 13 shows the configuration of the TIl ' s address space . 

For more information on the operation of the TIl micropr ocessor I 
refer to the ~!!~-A~Micr~rocessor User ' s_Guide (EK-DCTII-UG). 

I n terrupt 

Receive Miss 

Memory Parity 

PCSR Write 

UNIBUS Error 

Trans mit Don e 

Receive Buffer 
Done 

Timer 

DMA Ready 

Ta ble 2-6 TI l I nte rr up t s 

Signa l Na me 

MISS INTR 

LNK MEM PAR ERR 

PCSR INTR 

UBERR INTR 

XMIT DONE 

RCV BUFF DONE 

TIMER INTR 

DM INTR 

2-23 

Desc r ipt i on 

There is 
available 
age . 

no receive buffer 
for an incoming mess-

There is a parity error in the 
link buffer memory. 

The host processor has writte n 
a command into PCSR0 . 

There is a UNIBUS timeout . 

The link has finished transmit­
ting a buffer . 

There is a receive buffer wait­
ing to be sent to host memory . 

Interrupts TIl every second for 
timing informat i on . 

DMA machine 
started. 

ready to be 



AD OR ESS 

""""'" '" • WCS RAM 

0111715 '" INTl 110 PA.GE 

0311115 '" EPFIOM 
tMICROCOOE) 

017116 ... 
SUFF ER MEMORY 
tON LINK MODULE) 

117172 "" ,,-

Figure 2-1 3 TIl Address Space 

• 

• 

• 

• 
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2.3.2 Internal Registers 
The internal registers of the port module are used by the TIl for 
setting up and controlling the operation of the DEUNA . These 
registers reside in the I/O page of the TIl. 

The I/O decode logic of the port enables the selected internal 
register when it is addressed by the TIL This logic monitors the 
output of the TIl address latch and the read and write signals 
generated by the TIl. 

Table 2-7 gives a list of the internal register addresses and the 
type of access allowed. 

Table 2-7 Internal Register Address Assignments 

Address Name Access Description 

21990 PCSR0 R/W Port control and status reg . 0 

21002 DMCSR R/W OMA control and status reg. 

21004 DMAT0 R/W DMA-to-address register 0 

21006 DMAT1 R/W DMA-to-addres5 register 1 

21010 MDMA0 R/W MicroCPU DHA-to-adrs . reg . 0 

21012 MIX'IA 1 R/W Hi croCPU DMA-to-adrs. reg . 1 

21014 MIX'I DR 0 R MicroCPU DMA data reg. 0 

21016 MIX'IDR1 R MicroCPu DMA data reg. 1 

21020 PCSR1 WO Port control and status reg . 1 

21022 DMAF WO DMA-from-address register 

21024 DMWC WO DMA word count register 

21026 MDMDR0 WO Read Inc US data port 

21030 LTAC WO Link transmit adrs . counter reg . 

21032 LRBAF WO Link rec . buffer address FIFO 

21034 LCSR WO Link control and status reg . 

21036 MIX'IDR 1 WO Write Dec . US data port 

21040 PCSRSW RO Po rt swi tchpack reg . 

21042 UNUSED RO 
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Tabl e 2- 7 Inte rnal Reg i ste r Add ress Assig nment s (Cont) • Add ress Name Acc es s De scription 

21044 LCBAF RO Link completed buffer add . FIFO 

21046 PCSR1 RO Port cntl. and status reg. 1 

21050 UNUSED RO 

21052 UNUSED RO 

21054 UNUSED RO 

21056 UNUSED RO 

21060 PHYAD0 RO Physical add ress byte 0 • 21062 PHYAD1 RO Physical address byte 1 

21064 PHYAD2 RO Physical address byte 2 

21066 PHYAD3 RO Physical add ress byte 3 

21070 PHYAD4 RO Physical address byte 4 

21072 PHYAD5 RO Physical address byte 5 • 21074 PHYAD6 RO Physical address byte 6 

21076 PHYAD7 RO Physical add ress byte 7 

2 .3. 3 Defau l t Station Address (Physica l Ad d ress ) 
The mic roprocessor section of the DEUNA contains a PROM which the 
Tll can read on power up to get the default address of the node . • 
When the TIl reads the physical address from the PROM it transfers 
it to the station address RAM on the link module . 

The physical address in the stat i on address RAM can be changed by 
the host by a change physical address command . 

2. 3. 4 Physica l Address Registe rs 
These registe rs are used to read the physical address from the 
physical address PROM. Figure 2-14 shows the configuration of 
these registers . 
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• 15 14 13 12 II 10 09 00 01 06 05 ().4 03 07 
" 00 

L-____________ U_N_US __ ED ______________ L-__________ P~H~'~A:D~RO~'D=>~ ________ ~I PHYADR 

Figure 2-14 Physical Address Register Bit Configuration 

• 

• 

• 

• 
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2.3.5 Port Switchpack Register 
This register allows the microprocessor to read the switch selec­
ted UNIBUS address of the PCSRs and the fUnction switches on the 
port module. Figure 2-15 shows the configuration of the register 
and Table 2-8 gives a description of the bits. 

15 I. 13 12 " to 09 08 07 011 05 001 OJ Q2 01 00 

1 UNo l UNO 1 ~R 1 ~~E 1 ~e 1 :E 1 ~21 ~1 1 ~~J : I : I ~ I : I : 1 ~ 1 ~ 1 PCSRSW , 
UNDEFINED 

Figure 2-15 Port Switchpack Register Bit Configuration 
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Table 2-8 Port Switc hpa c k Reg iste r Bi t Descripti o ns 

Bit Fie l d Desc r iption 

PCSRSW<99,99> SW AXX UNIBUS address address 

PCSRSW<19> SW RBE Remote boot enable switch 

PCSRSW<ll> SW PUB Power-up boot swi tch 

PCSRSW<12> SW LOE Loop-on- sel f- test e rr or swi tch 

PCSRSW<13> SW SPR Spare swi tch 

PCSRSW<1S,14> UNO Undefined 

2.3 . 6 Timer 
The timer is made up of a one shot that generates an interrupt to 
the Til every second. This allows the TIl to time events through 
the use of software routines. 

2.3.7 Internal Buses 
The port uses three sets of internal buses for the transfer of in­
formation within the DEUNA. These buses are: 

1. OAL/ BOAL 
Lines) . 

(Da tal Address Lines , Buffered Data/Address 

• Time multiplexed -- carry data during part of the tim­
ing cycle and address during the othe r part of the 
timing cycle . 

• BDAL is a buffered extension of the DAL fo r loading 
purposes. 

2. T/F BUS (To/From Bus) -- transfers data between the UNIBUS 
bus and the DEUNA . 

3. LMD BUS (Li nk Memory Oa ta Bus) -- da ta bus to I in k memo r y 
buffers. 

4 . LINK MEM A (Link Memory Address Bus) -- address bus to 
link memory buffers . 

2.4 LINK MEMORY CONTROL 
The link memory section is the part of the port module which com­
municates with the link module. This section contains control fo r 
the 16K words of RAM that are located on the link module (parity 
generation and memory are on the port module). This memo r y is 
divided into 16 buffers that are used to buffer packets of data 
being transmitted to or r ece i ved from the ETHERNET via the link 
module. 
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The link memory section contains the logic necessary to: 

1. Arbitrate for use of the link memory, 

2. Keep track of which buffers are available for use, and 

3. Generate the memory addresses for writing or reading data 
from memory. 

2.4.1 Link Memory Arbitration 
Link memory is accessed by four different processes: 

1. Link transmit state machine, 

2. Link receive state machine, 

3. OMA control, and 

4. TIL 

Arbi tration for use of link memory by any of these processes is 
performed by the link memory arbitration PAL. A description for 
the PAL is given in the OEUNA engineering drawings. 

2.4.2 Link Transmit Address Counter (LTAC) 

• 

• 
The link transmit address counter is used when a transmit buffer • 
is to be transmitted onto the ETHERNET. 

The link transmit address counter consists of two sections: 

1. Link Transmit Address Counter Register 
with the four-bit buffer address. 

loaded by Tll 

2. Link Transmit Address Counter -- this is a l0-bit counter 
that is used to generate the lower 10 bits of the transmit 
buffer address. 

They are configured as shown in Figure 2-16. 
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I081TCNTR 

" 
lTAC REG 

• 14 BIT ADDRESS _ _ '-___ -' 

Figure 2- 16 LTAC Configuration 
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When a transmit buffer in link memory is to be transmitted onto • 
the ETHERNET, the following action takes place. 

1. The Tli loads the LTAC register with the four-bit buffer 
address. This clears the IO-bit counter and notifies the 
transmit state machine on the link module that there is a 
buffer to be transmitted. 

2. Transmit 
read Ing 
empty. 

state machine 
the word to be 

increments counter 
transmitted until 

by 
the 

two after 
buffer i s 

The transmit state machine can clear the IO-bit counter if it 
needs to do a transmit retry. 

Figure 2-17 shows the bit configuration o f the LTAC. 

U 13 " II 10 Q9 08 07 011 05 Got 03 02 01 00 

L-__ '_T_A_C<_'_'_' _'> __ -" ______________ ' _TA_C_CN __ T_. <_'_O_"> ____________ -1 __ 0~1 LTAC 

Figure 2-17 LTAC Bit Co nfigurati o n 
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2.4.3 Link Receive Address Counter 
The link receive address counter is used to generate the buffer 
addresses for messages received from the ETHERNET by the DEUNA. 

The link receive address counter is made up of three sections. 

L The link receive buffer address FIFO (LRBAF), 

2. The link completed buffer address FIFO (LeBAF), and 

3. The link receive address counter. 

They are configured as shown in Figure 2-18. 

10BIT CNTR l RBAF lC8AF 

" • • 14 BIT ADDR ESS _---' ____ ..1. ___ -.1 

...... '. 
Figure 2-18 Receive Address Counter Configuration 
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The LRBAF and the LeBAF are four-bit by 64 location FIFOs. The • 
LRBAF has the upper four bits of all available buffer addresses 
placed into it by the TIL When a receive buffer is needed by the 
link, the following functions are performed. 

1. The address counter is cleared. 

2. The buffer address at the output of the LRBAF and the out­
put of the counter are used to generate the link memory 
address. 

3. The counter is incremented until the buffer is completed. 

4. 

5. 

When the buffer is completed by the 
LRBAF which loads the address of the 
the LCBAF and clears the counter. 
through the FIFO. 

link it advances the 
completed buffer into 

The address bubbles 

When a buffer 
LCBAF the T 11 
ceive buffer. 
(RCV BUF DONE) 

address is available at the output of the 
is notified that there is a completed re­

This is done by generating an interrupt 
to the TIL 

6. The TIl then processes the c ompleted buffer and returns 
the buffer address to the LRBAF. 

Figure 2-1" shows the configuration of the LRBAF and the LCBAF. 

" " " " 10 '" 08 " '" '" " " " " 00 

LR8AF< ' 4 ,,> LR8AF CNTR< 10 ,> 0 I LR8AF 

" " " " 10 .. 08 " 06 '" " " 02 " 00 

LC8A F< ' 4 11 > I LC8AF 

na .. 

Figure 2-19 LRBAF, LCBAF Bit Configuration 
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2.4.4 Til Addressing of Link Buffer Memo ry 
When the Til addresses link buffer memory , the memory arbitor ar­
bitrates for use of the memory . When the Til receives use of the 
memory the requested data is passed to the TIL During the data 
transfer the Til is stalled . 

2.4 .5 Port-to-Link Interface 
The DEUNA is comprised of two modules which have to be UNIBUS SPC 
compatible. This does not allow for a backplane interconnect. 
Therefore, the DEUNA port and link modules are connected by a Berg 
type connector over the handles cables. The signals on these 
cables comprise the port link interconnect. 

The signals on these cables are broken down into five classes: 

l. Link memory bus signals , 

2. Link memory address control signals , 

3 . Link command reg ister signals , 

4 • Link discrete status signals , and 

5. Clock and initialize signals. 

The following sections describe the port-to-link interface Sig­
nals . 

2.4.5.1 Link Memory Bus --

Signal Source 

BUS LMD <15, ee> BIDIR 

LINK MEM A <14,el> PORT 

BUS READ BIDIR 

RX REQUEST LINK 

RX ACK PORT 

TX REQUEST LINK 

Desc ription 

Link Data Bus 
tional data lines 
and port modules. 

Sixteen 
between 

bidirec­
the link 

Link Memory Address Bus -- Fourteen 
address lines between the port and 
link modules. 

Read/Write -- Used to indicate the 
direction of the transfer . 

Receiver Request -- Used by the link 
receive state machine to request the 
link memory. 

Receiver Acknowledge -- USed by the 
port to acknowledge the link re­
quest. 

Transmit Request -- Used by the link 
transmit state machine to request 
the link memory. 
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TX ACK PORT Transmit Acknowledge -- Used by the 
port to aCknowledge the link re­
quest. 

2.4.5.2 
cription 

Link Memory Address Control 
of these signals is given in 

Signals -- A detailed des­
Chapter 3 of this manual. 

Signal Source Definition 

INC TX POINTER 

RES TX POINTER 

INC RX POINTER 

RES RX POINTER 

ADV RX POINTER 

LINK 

LINK 

LINK 

LINK 

LINK 

Increment Transmit Pointer -- Used by 
the link to increment the transmit ad­
dress pointer. 

Restore Transmit Pointer -- Used by 
the link to restore the transmit ad­
dress counter to the beginning ad­
dress. 

Increment Receiver Pointer -- Used by 
the link to increment the receive ad­
dress counter. 

Restore Receiver Pointer -- Used by 
the link to restore the receive 
pointer to the beginning. 

Advance Receiver Pointer -- Used by 
the 1 ink to get the next receive ad­
dress buffer. 

2.4.5.3 Command Register Control --

Slgn.l 

CMlM 

CMDE 

Source 

PORT 

PORT 

, 

Description 

Command Register Write -- Enables the com­
mand register to be written from the link 
memory bus. 

Command Register Execute -- Tells the link 
to execute the command in the link command 
reg ister. 

2.4.5.4 Link Discrete Status --

Slgn.l 

CERR 

Source 

LINK 

Description 

Collision Test Error -- Indicates the col­
lision output failed to activate during the 
collision test following a transmission 
(hea rtbea t) • 
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SET MISS 

TATT 

TX DONE 

ICABl 
ICAB 2 

FUSE CHECK 

LINK 

PORT 

LINK 

LINK 
LINK 

LINK 

RX FREE BUF PORT 

WR RESET PORT 

Missed Packet -- Indicates that the 1 ink 
failed to write a received packet into link 
memory because a buffer was unavailable. 

Transmitter Attention -- Tells the link 
that the port has completed a buffer for 
transmission. 

Transmit Done Indication to the port 
that the link has finished transmitting a 
buffer. 

Installed Cable 1 & 2 -- Used by the port 
to re-ensure the interconnecting cable is 
plugged in properly. 

Transceiver Power -- Used by the port to 
check that the power to the transceiver is 
available. 

Receiver Buffer Free -- Used by the link to 
find out if there are any free receive 
buffers. 

Reset -- Used by the link to do a UNIBUS 
reset. 

2.4.5.5 Clock and Reset -_ 

Signal 

19M HZ 

INIT 

Source 

LINK 

PORT 

Description 

Clock -- l~ MHz square wave. 

Buffered Initialize -- Buffered UNIBUS INIT. 
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3.1 INTRODUCTION 

CHAPTER 3 
LINK MODULE 

FUNCTIONAL DESCRIPTION 

The link module (M7793) is the interface between the DEUNA and the 
ETHERNET transce lver. It is microprogram controlled and pray ides 
the following functions. 

• 
• • 
• • • • 

Physical channel interface 
Parallel-ta-serial conversion of data on transmit 
Serial-ta-parallel conversion of data on receive 
Collision detection and retry 
eRe generation and checking 
Station address detection 
Link memory bus control 

The link in connection with the port provides the logic necessary 
to interface the UNIBUS Bus with the ETHERNET. 

A functional block diagram of the link module is shown in Figure 
3-1. The letters, in parenthesis, on the block diagram give the 
location of the logic for that functional block in the engineering 
drawings . 

3.2 LINK MEMORY BUS 
The link memory bus provides the communication path between the 
link module and the port module. The bus is made up of 54 lines 
that are divided into four signal groups. 

• Memory Bus 
• Discrete Control 
• Discrete Status 
• Clock 

Tables 3-1, 3-2, 3-3, and 3-4 list the link memory bus signal 
names, their source, and a description of their function. 
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Signal 

LINK MEM 
<14:01> 

BUS LMD 
<15: 00> 

Source 

Po rt 

BIDIR 

TX REQUEST Link 

RX REQUEST Li nk 

TX ACK Port 

RX ACK Port 

BUS READ BIDIR 

Table 3-1 Memory Bus Signals 

Description 

Link Memory Address Bus - Fourteen address 
lines used to address the memory buffers on 
the link module. 

Link Memory Data Bus - Sixteen bidirection­
al data lines between the link and port 
module. 

Transmit Data Request - Used by the link to 
start arbitration for the Link Memory Bus. 

Receive Data Request - Used by the link to 
start arbitration for the link memory data 
bus. 

Transmit Data Acknowledge - Used by the 
port to inform the link that it has granted 
the link memory bus for a transmit opera­
tion. 

Receive Data Acknowledge - Used by the port 
to inform the 1 ink that it has granted the 
link memory bus receive operation . 

Read/Write - Used to indicate the direction 
of the transfer. When set data is trans­
ferred from a link memory buffer. 

Table 3-2 Discrete Control Bus Signals 

Signal Source 

INIT Link 

WR RESET Port 

CM[J;I Port 

TATT Port 

Description 

Synchronized Initialize - Clock synchron­
ized power up initialize. 

Software Reset - Comes from port PCSR0. 

Command Reg i ste r Wr i te - Enables the com­
mand register on the link to be written 
from the link memory bus. This signal is 
valid for 100 ns. 

Transmitter Attention - The port notifies 
the link that a transmit buffer is ready 
for transmission. Set by the port cleared 
by TX DONE. 
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Si9nal 

RES TX 
POINTER 

INC TX 
POINTER 

RES RX 
POINTER 

INC RX 
POINTER 

ADV RX 
POINTER 

CABLE 
VERIFY IN 

CABLE 
VERIFY OUT 

Si9 nal 

CERR 

MISS 

Table 3-2 Discrete Cont r o l Bus Signals (Cont) 

Source 

Link 

Link 

Link 

Link 

Link 

Port 

Port 

Description 

Reset 
reset 
port. 

Transmit Pointer - Tells the port 
the transmit address pointer on 
This signal is valid for 100 ns. 

to 
the 

Increment Transmit Pointer - Tells the port 
to increment the transmit address pointer 
on the port. This signal is valid for 100 
ns. 

Reset Receive Pointer - Tells the port to 
reset the receiver address pointer on the 
port. This sig nal is valid for 100 ns. 

Increment Receiver Pointer - Tells the port 
to increment the receiver address pointer 
on the port. This signal is valid for 100 
ns. 

Advance Receiver Pointer -
to advance the rece ive 
pointer on the port. This 
for 109 ns. 

Tells 
buffer 
signal 

the port 
address 

is valid 

Cable Verify Input - This circuit provides 
a closed loop electrical path with cable 
verify output that is used to indicate that 
the cable between the link and the port is 
installed and connected properly. 

Cable Verify Output 

Table 3-3 Discrete Status Bus Signals 

Source 

Link 

Link 

Description 

Collision Test Error - The transceiver col­
lision output failed to activate during the 
collision test following transmission 
(heartbeat) . Set during a collision test 
error . This signal is valid for 100 ns. 
This signal is valid for the H4090 or 
equivalent transceiver . 

Missed Packet - Receiver failed to write a 
packet addressed to the port into the 1 ink 
memory because a buffer was unavailable. 
This signal is valid for 190 ns . 
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Table 3-3 Discrete Status Bus Signals (Cont) 

Signal Source Description 

TX DONE Link 

FUSE CHECK Link 

FREE RX 
BUFF 

Signal 

19 MHz 

Port 

Source 

Link 

3.3 LINK REGISTERS 

Transmit Done - Indication to the port that 
the link has finished transmitting a buf­
fer. This signal is valid for 100 ns. 

Transceiver Power OK - A ONE indicates that 
a failure exists in either the transceiver 
powe r suppl y or in the cabl i ng to the bul k­
head assembly. 

Free Receiver Buffer - A buffer is avail­
able in the link memory to put an incoming 
packet. Set by the port, cleared by ADV RX 
pointer. 

Table 3-4 Clock Signal 

Description 

Clock - The link clock is a 100 nanosecond 
square wave derived from a free running 10 
MHz clock located in the EeL section of the 
link. 

The operation of the link module is controlled by the port module 
though the use of two registers. The two registers are the link 
command register and the mode register. These registers are used 
to initialize, start, stop, and select the mode of operation of 
the link module. In addition to the command and mode registers, 
the link contains the station address RAM. The station address 
RAM is used to hold the addresses of the node for decoding by the 
address detection logic. 

3.3.1 Command Register 
The link command register is used by the port module to initial­
ize, start, and stop the link module. This register is accessed 
by the port microprocessor by asserting CHOW H on the link memory 
bus. This register is write only by the port and is set to all 
zeros on power up or when initialized. 

Figure 3-2 shows the format of the register and Table 3-5 des­
cribes the function of each bit. 
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Bits 

<15> 

<14: 8> 

<7 > 

<6 > 

<5: 0> 

Table 3- 5 Li n k Comm a nd Regi s t er Bit Descr i ptions 

Fie l d Descript i on 

ON Enable Link Module - When set , this bit 
enables both the receive and the transmit 
state machines . Set and cleared by the 
port. Powers on in the zero state . 

Reserved 

Mode 

ARAM 

ASEL 

Enable Mode Register - When set, this bit 
enables the write access of the mode regis­
ter over the link memory data bus when CMDE 
H is asserted by the port . Set and cleared 
by the port. 

Enable Station Address RAM - When set , this 
bit allows the station address RAM to be 
written when CMDE H is asserted by the 
port. Set and cleared by the port . 

Address Select - Specifies the memory loca­
tion within the station address RAM con­
taining the physical and logical address : 
the data sect i on of the station address 
beg ins at location ASEL=20 (octal). Set 
and cleared by the port. 

NOTE 
Th e first wo rd, ARAM8, of th e Sta ti o n 
Add r ess RA M begi ns a t location ASE L=29 
( octa l) Th is i s du e to t h e b i n a r y 
coun t er log i c used i n t he add r ess com­
pa r a t o r sec t ion. 

3.3 . 2 Li nk Mode Reg i s t er 
The port uses the mode register to control the transmit and re­
ceive operations of the l ink module. It is written when the mode 
bit of the link command r egister is set and bus signal CMDE is as­
serted . The register is set to all zeros on power up or when the 
link is initialized. 

Figure 3-2 shows the format of the register and Table 3-6 des­
cribes the function of each bit. 

3-7 



15 If 13 12 11 10 09 De 05 04 OJ 02 01 00 • IPROMIENAL! RESERVEO I ORTYICO~LIOTCR I LOOpl RE;lHOP~l MODE 

Figure 3-3 Link Mode Register Format 

• 

• 

• 

• 
3-8 



• Bits 

<15> 

<14> 

<13: 12> 

<11> • 
<10> 

<9: 6> 

• <5 > 

<4 > 

• 0> 

<2> 

<1> 

• 

Table 3-6 Bit Descriptions for Link Mode Register 

Field 

PROM 

ENAL 

RES 

ENCR 

ACLO 

RESERVED 

DRTY 

COLL 

DTCR 

LOOP 

RES 

Description 

Instructs the link to accept all incoming 
frames regardless of the destination ad­
dress field. Written and cleared by the 
port. 

Instructs the link to accept all Incoming 
frames with multicast destinations. Writ­
ten and cleared by the port. 

Reserved 

Enable Collision Test Error. 
collison test errors will be 
to the port. Set and cleared 

When set, any 
reported back 
by the port. 

Enable 
on the 
D EUN A 0 

link 0 

ACLO. When set, ACLO asserts ACLO 
UNIBUS Bus and disables INIT on the 

Set by the port cleared by the 

Disable Retry Logic. When set, the link 
attempts only one transmission of a packet. 
This is a maintenance self-test function. 
Written and cleared by the port. 

Simulate 
loopback 
self-test 
the port. 

a collision on the wire during 
mode. This is a maintenance 
function. Written and cleared by 

Disable Transmit CRC Logic. If DTCR=I, the 
CRC logic is dedicated to the receiver. If 
DTCR=0, the CRC logic is dedicated to the 
transmitter. This feature is used as a 
loopback maintenance function. Written and 
cleared by the port. 

Enable Loopback. When 
abIes loopback internal 
the CRC logic dedicated 
transmitter as selected 
and cleared by the port. 

Reserved 
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Bits 

<0 > 

Table 3-6 Bit Descriptions for Link Mode Register (Cant) 

Field 

HDPX 

Description 

Half-Duplex Mode. Indicates when clear 
that the link will receive messages trans­
mitted to itself over the wire. Messages 
received in this manner do not undergo CRC 
check and a CRC error status is returned 
with them. Indicates when set that the 
link will not receive messages transmitted 
to itself. However, the link recognizes 
the transmitted messages as being addressed 
to itself and sets the MTCH bit in the 
transmit ring following the transmission 
attempt. Set and cleared by the port. 
Cleared upon power up. 

3.3.3 Station Address RAM (ARAM) 
The station address RAM contains the physical, logical, and broad­
cast addresses of the node. There can be a maximum of 12 ad­
dresses. Each address is 48 bits in leng th. These addresses are 
loaded by the port and read by the receive state machine. 

• 

• 
Data is written to the ARAM over the link memory bus when the ARAM • 
bit of the command register is set and the port asserts CMDE H. 

Figure 3-4 shows the format of the station address RAM and Table 
3-7 describes the register bits. 

3-10 

• 

• 



• " " " " " " '" 
RESERVED ADANO AORMO ADRlO 

RESERVEO AORNI ADRMI AORlI 

ADRN ADRM AORl 
RESERVED ., ., ., 

Figure 3-4 

• 

• 

• 

• 

OJ " 06 '" OJ 02 

ACRKO AORJO ADRHO AORFQ ADREO ADRDO AORCO 

AORK! AORJI "DRHI "ORF! AOAEI ADRDI ADRel 

ADAK ADAJ ADRH AORF AORE AORO AORC ., ., ., ., ., ., ., 

Station Address RAM Format 
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Table )-7 Station Addr e s s RAM Bit Descript i o ns • Wo rd Bits Field De s c ript i on 

ARAM 0 <11 : 00> ADRX0 These bits specify the first bits 
of each of the physical/logical/ 
broadcast address in the station 
address RAM. Set and cleared by 
the port. 

ARAM 1 <11 : 00> ADRXI These bits specify the second bits 
of each of the physical/logical/ 
broadcast addresses in the station 
address RAM. Set and cleared by 
the port . 

ARAM 2- <11:00> ADRX2-47 These bits specify the 2nd to 47th 
A RAM 47 bits of each of the physical/logi- • cal/broadcast addresses in the 

station address RAM . Set and 
cleared by the port . 

3 .4 PHYS ICAL CHANNEL INTERFACE 
The physical channel is implemented in EeL technology and directly 
interfaces to the ETHERNET transceiver. The physical channel pro- • 
vides Manchester encoding and decoding of all serial data. 

3 .4 .1 Tr ans ce i v er Sig nal s 
The transceiver Signals are those signals required by the H4000 
t ransceiver . The following signals the ones used to communicate 
between the transceiver and link . 

1. Collision Presence -- This signal is used to notify the 
transmit and re t ry l og i c of the link of a collision on the 
ETHERNET. 

2 . Receive - - This is the data received from the ETHERNET . 

3. Transmit -- This is the data to be transmitted from the 
link . 

4 . Power 
ceiver . 

3 .4 . 2 Receiver 

Power required for the operation of the trans-

• 
• 

3 . 4 . 2.1 Receiver Sque lch and Car r ier Sense -- Carrier sense is 
asserted when one or more stations are attempting transmission on 
the cable, regardless of whether the station sensing carrier is 
transmitting at that time. Carrier sense will turn on and remain 
on as long as data is present on the cable . • 
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The carrier sense signal passes t h r oug h the carr i er MUX and is 
delayed 800 ns to allow proper synchron i zation of the p r eamble . 

The delayed ca r rier signal is used as a n input to : 

• eRe checker , 
• Receive shifter , 
• Start bit detector , and 
• Receive state machine . 

The nondelayed carrier signal at the output of the carrier MUX is 
used as an input to: 

• Time Domain Reflectometer (TOR) , and 
• Interpacket gap counter . 

3.4 . 2.2 Manchester Decoder - - The Manchester decoder is used to 
separate the incoming phase encoded bit stream from the coaxial 
cable into a data stream and a clock signal . The Manchester data 
output is used as an input to the eRe checker a nd the RX shifter. 
The RX clock generated by the Manchester decoder is used as inputs 
to the clock shaper, CRC checker, and the RX shifter. 

3.4.2 . 3 Clock Sh ape r -- The clock shaper is used to reshape the 
Manchester decoder clock output to ensure a minimum clock period 
and pulse width. The clock shaper protects the receive clock from 
distortion due to noise at the receive input . 

3. 4. 2 . 4 Collision Sq uelch -- The collision squelch is similar in 
operation to the receive squelch. Its output is ORed with the 
output of the receive squelch circuitry. 

Collision is asserted when two or more stations are attempting 
transmission on the coaxial cable, regardless of whether the sta­
tion sensing collision is transmitting at that time. The collis­
ion squelch is used as an input to the TOR counter , collision jam , 
and the carrier multiplexer . 

This signal is synchronized to the 10 MHz system clock by a dual 
rank synchronizer before e n te r ing any logic operating off the 
system clock. 

3 .4. 3 Transmitte r 
The transmitter section of the physical channel interface on the 
link performs the encoding of data and enables the transmitter . 
This logic is comprised of the Mancheste r encoder and transmit 
enable circuitry . 

3 .4 . 3.1 Mancheste r Encode r -- The Manchester encoder is used to 
translate physically separate signals of lock and data into a sin­
gle , self synchronizing serial bit stream , suitable for transmis­
sion on the coax i al cable . The inputs to the Manchester encoder 
a r e a 10 MHz c l ock and the o utput of the TX shifter. The Man­
chester encoder is controlled by the transmit state machine , and 
collision jam. 
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3.4.3.2 Transmit Enable Sync -- The TX enable sync logic enables 
the transmission of data when either the transmission slottime 
counter has expired and at the end of an interpacket delay _ 

TX enable sync is controlled by the transmit state machine and 
collision jam. 

3 .5 TRANSMIT SECTION 
The transmit section of the link module prepares data for trans­
mission onto the ETHERNET. After transmission, this logic will 
report status on the data transmitted. In order to accomplish 
this , the transmit section performs the following functions. 

• 

• 

Buffering of transmit data and status information between 
the host processor and the physical channel 

Parallel-to-serial data conversion 

• Preamble generation 

• eRe generation 

The following paragraphs explain the functional sections of the 
transmit logic. 

• 

• 
3.5 .1 Data Section (Link Memory Buffers) • 
The link memory transmit buffer is made up of two sections , the 
data section and the status section . 

There are two ways that the link module interacts with a link 
memory transmit buffer. 

• Data Section -- This is the data being transmitted. It is 
written by the port and read by the link. 

• Transmit Status Information Section Upon successful 
completion of transmission of a frame or after 16 unsuc­
cessful attempts to transmit a frame, the link will write 
status information to the link memory transmit buffer. 

Figure 3-5 shows the format of the transmit buffer before trans­
mission and Table 3-8 gives a description of the buffer bits. 
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" " 13 " " " (II " 
NOT READ 

, , , , 

'" 06 .. " " 

BYTLCNT 

01 00 

TXWOROO 

TX WORO 1 

TXWOR02 , 
DATA ' 

lL-__________________________________________________________________________________ ~J ,x.J., "" 
T ~"'" 

Figure 3-5 Transmit Buffer Format Before Transmission 
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Tabl e 3-8 Tr a nsmit Bu ffe r Bit De scriptions 

Word Bit s Fi eld Des c r i pti o n 

TX Word 0 <15:00> Not Read 

RX Wo r d 1 <11 : 00> BYTE CNT Transm i t Byte Count register. 
Wr i tten and cleared by the 
port. 

TX Word 2 - <15:00> Data Written by the port. When 
TX Word 1376 transmitt i ng a n odd number of 

by t es , data found in bits 
<07 : 00> in the last entry 
location of the buffer is sent 
last . 

3 . 5 . 2 TX Da ta Lat ch 
The TX data latch is used to transfer transmit data from the link 
memory data b us to the TX shift multiplexer. The TX data latch is 
controlled by the transmit state machine and link memory bus con­
troller. 

3.5 . 3 TX Message By t e Co unte r 

• 
• 

• 
The TX byte counter is implemented as a 12-bit counter that is 
loaded by the transmit s t ate machine f r om information contained in • 
the link memory buffer. The TX byte counter contains the number 
of data bytes to be transmitted over the physical channel and is 
decremented to zero by 10 MHz clock . The count output of the TX 
byte count register is an input to the transmit state machine . 

3 . 5 .4 TX Fr a me a nd Byte Sync 
The TX frame and byte sync signals provide a 199 ns pulse signal 
eve r y 16- and a-clock pe r iods respectively. The TX frame and byte 
sync signals are implemented as an UP counter and a terminal count • 
detect circuit. These signals are initialized by the transmit 
state machine. During the odd byte case TX frame is advanced 
eight bits j ust before sending the four byte CRC. TX frame and 
byte sync are cont r olled by the 10 MHz clock and the TX byte count 
reg ister. 

3 . 5.5 TX Sh i ft MUX 
The TX shift multiplexer is used to selectively transfer a 16-bit 
word of eithe r p r eamble or transmit data to the TX shifter . The 
TX shift multiplexe r is controlled by the transmit state machine. 

Se l 1 Out p u t 

Sel TX Data L=0 Transmit Data 
Sel TX Data L=l Preamble Data 

TX Mul tiplexer Selection Chart 
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3.5.6 TX Shifter 
The TX shifter converts parallel data from the TX shift multi­
plexer into a serial output data stream that goes to the eRe 
generator and the Manchester encoder . The TX shifter is parallel 
loaded and is controlled by the TX clock and the transmit state 
machine. 

3.5.7 
The TX 
or the 

TX Output MUX 
output MUX is used to select the output of 
eRe generator for output to the transmitter. 

3.5.8 TX Status Information 

the TX shifter 

The transmit status information is written into the link memory 
transmit buffer by the link either after a successful attempt to 
transmit a frame or after 16 attempts to transmit a frame have 
failed. The first two words of the transmit buffer are used to 
store this information . Figure 3-6 shows the format of these 
words in relation to the rest of the buffer. Table 3-9 describes 
each of the status bits. 

For information about the transmit data buffer before transmis­
sion, refer to paragraph 3.5 . 1 of this chapter . 
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• Word 

TX Word B 

TX Word" 

TX Word" 

• TX Word B 

TX Word 0 

• 
TX Word 1 

TX Word 1 

• 
TX Word 1 

TX Word 1 

• 

Table 3-9 Transmit Status Bit Descriptions 

Bits Field 

<14> ERRS 

<13> MTCH 

<12> MORE 

<11> ONE 

<18> OEF 

<12> LCOL 

<11> LCAR 

<18> RTRY 

<9 : 8> TOR 

Description 

Error Summary - The logical OR 
of LeOL, LCA.R, or RTRY was set . 
Written and cleared by the link . 

Station Match - Set by the link 
when the destination address of 
the message matches one of the 
addresses of the UNA . 

Multiple Retries Needed - Set 
when more than one and less than 
16 retries were needed to trans­
mit a frame . Written and 
cleared by the link. 

One Collision - Set when exactly 
one retry was needed to transmit 
a frame . Written and cleared by 
the link. 

Deferred - Set when the trans­
mitter experienced no collisions 
but had to defer while trying to 
transmit a frame . Written and 
cleared by the link. 

Late Collision - A collision has 
occurred after the slot time of 
the channel has elapsed . Writ­
ten and cleared by the link. 

Loss of Carrier - Carrier was 
either not present on the chan­
nel during transmission or 
transceiver power was not pre­
sent. Written and cleared by 
the link. 

Retry - Transmitter has failed 
in 16 attempts to transm i t the 
frame due to collisions on the 
medium. Written and cleared by 
the link. 

Time Domain Reflectometry Value 
- Valid only when RTRY or LCAR 
is set . Written and cleared by 
the link. All ones indicates an 
overflow condition. 
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Field I Description • Tab le 3 - 9 Tra ns mit Status Bi t Descriptions (Cont) 

Wo rd Bits 

TX Word 2- <15:99> NOT WRITTEN 

TX Word 1376 I 
3 .5. 9 Transmit St ate Ma chine 
The transmit state machine controls are: 

• The link data path during transmission , and 
• The access of the buffers in the link memory . 

The transmit state machine is implemented in PALs and consists of • 
the following states: 

1. Transmit Enable State - Entered by the transmit state 
machine when the port asserts TATT . Exited after carrier 
has gone away and the interpacket gap timer has elapsed . 

2. Preamble/ Start Bit Entered after the transmit enable 
state. The preamble consists of 64 bits of alternating 
ones and zeros ending in a double one . The preamble is 
loaded into the TX shifter as four 16-bit words to be • 
shifted serially out onto the wire . 

If the transmitter is enabled and there are no collisions 
on the wire, the transmit state machine will increment the 
TX pointer and then load the transmit byte count during 
the loading of the first word of preamble. 

3. Data State - Entered after the fourth word of preamble is 
loaded into the TX shifter . During this state , data is 
transferred from the link memory data bus to the TX • 
shifter to be serially shifted onto the wire . This state 
remains active until the TX byte count register has ex-
pired or a collision occurs . 

4 . CRC State - Entered after the data state if the DTCR bit 
is not set and exited after 32 bits of CRC are transmitted 
or a collision occurs. • 

5 . Write Status - Entered after the CRC state. During this 
state the transmit state machine writes the transmit 
status into the link memory buffer residing on the port. 
If there are no collisions and no collision errors, then 
the transmit state machine resets the TX pointer , write 
status Word 0 , and write status Word 1. 
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6. Retry - Entered if there is a collision on the wire. Dur­
ing this state the transmit state machine continues trans­
mitting, a process known as jamming, for 32-hit times. At 
the end of enforcing the jam, the transmit state machine 
delays for attempting to retransmit again. This delay is 
based upon some multiple number of slot times. 'l'his state 
is further described in the RETRY section. 

7. Done. 

3.6 RETRY LOGIC 
The retry logic controls the scheduling of the retransmission of 
packets when a collision has occurred. This logic uses the binary 
exponential backoff algorithm. Basically the algorithm waits a 
generally increasing random number of slot times before retrans­
mission. The random number must be between 0 and 2**K, where K is 
the min(n,19) for the nth transmission. 

3.6.1 Collision Jam 
Collision jam keeps the transmitter on for 32-bit times after a 
collision is detected and the preamble has finished transmitting. 

Collision jam is asserted by the leading edge of collision detect 
and is used as an input to the retry slot time counter, the car­
rier multiplexer, and the TX enable sync. 

3.6.2 Slot Time Counter 
The slot time counter is a 51.2 microseconds modulus counter. The 
slot time counter begins its count upon recognition that the retry 
state machine is in the backoff state. The output of the slot 
time counter is used as an input to the retry interval counter. 

3.6.3 19 MHz Oscillator 
The 19 MHz oscillator is implemented as an RC voltage controlled 
oscillator. The oscillator provides the clock for the random 
number generator. 

An RC oscillator is used so that the probability of the retry 
logic of other nodes on the ETHERNET becoming synchronized is 
decreased. 

3.6.4 Random Number Generator 
The random number generator is implemented as a 19-bit binary 
counter that continuously counts from power-up and is never reset. 
The 19 outputs of the random number generator are the inputs to 
the random interval mask/latch. 

3.6.5 Random Interval Mask/Latch 
The random interval mask is combinational logic which masks Ollt 
bits in the random number according to the number of retries 
needed to successfully transmit a packet. The mask ensures that 
the random number is between 9 and 2**K, where K is the min(n,19) 
for the nth transmission. Inputs to the random interval mask are 
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the 10 output lines from the random number generator, and the re- • 
try counter. The output from the mask is latched into the random 
interval latch . 

3 . 6 . 6 Interval Counter 
The retry interval counter is a binary counter that counts the 
number of slot times that have elapsed . Counting ceases when the 
number of slot time intervals is equal to the number of random 
slot times provided by the random interval mask / latch. 

3.6.7 Retry Counter 
The retry counter counts the number of retransmissions that have 
occurred. The retry counter is incremented by the interval count­
er and reset by the transmit state machine. The outputs of the 
retry counter are the inputs to the transmit status register, and 
the retry interval mask. 

3.6 . 8 Retry State Machine 
The retry state machine, not shown on the block diagram, is used 
to control the retry process during a collision. The retry state 
machine is implemented in a PAL and consists of the following 
states. 

1. Jam State - This state is entered if a collision is en­
countered during transmission of data on the wire. During 

• 
this state, the transmit section remains transmitting for • 
32-bit times if the collision occurred during the data 
state. If, however, the collision occurred during the 
preamble state, the transmitter will continue transmitting 
the preamble and then jam for 32 bits. During the jam 
state, the CRC is disabled. 

2. Backoff State - This state is entered after the jam state. 

At the end of enforcing jam, the transmitter delays before 
attempting to retransmit again. This delay is an integral • 
multiple of slot times. The number of slot times to delay 
before the nth retransmission attempt is chosen as a uni-
formly distributed random integer r in the range of 0<= r 
<= 2 .... k where k=min(N,10). If all 16 attempts to transmit 
fail, the event is reported back as a RTRY error. 

3. Force Collision - This is a maintenance self-test function 
and is valid if the loop and COLL bits in the mode regiS­
ter are both set and the function is reset by clearing 
these bi ts. 

Force test allows the microprogrammer to single step 
through the collision retry algorithm one attempt at a 
time by simulating a collision on the wire without being 
physically linked to it. Each attempt to transmit forces 
a collision internally to the link module. The transmit 
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state machine then goes through the collision jam and re­
try states . The retry counter is then incremented and the 
transmit state machine then writes the appropriate status 
information to link memory . 

3.6.9 Time Domain Reflectometry 
The TOR counter is ten bits wide modulus counter. It is cleared 
by the transmit state machine and counts upon the recognition of 
carrier during transmission. Counting ceases either due to a col­
lision, loss of carrier, or if it has reached its modulus . The 
value of the TOR is written into memory by the microprocessor. 
TOR is used to determine the location of suspected cable faults. 

3.7 RECEIVE SECTION 
The receive logic on the link module is used to: 

• Convert serial data to parallel data 

• Count the number of bytes received 

• Writ e the received data into the link memory buffers 

• Write status information and mes sage length into the re­
ceive buffers 

3~7.l Data Section (Link Memory Buffers) 
The link memory receive buffer is located in link memory and is 
written only by the link. It contains the data and status inform­
ation provided by the physical channel and the receiver state 
machine. Figure 3-7 shows the format of the link memory receive 
buffer. Table 3-10 describes the status and data bits of the 
buffer. 
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Table 3-19 Receive Buffer Status and Data Bit Description 

Word Bits Field Description 

RX Word 0 <14> ERRS 

RX Word 0 <13> FRAM 

RX Word '" <11> eRe 

RX Word 1 <11: 0> MLEN 

RX Word 2- <15: 00> DATA 
RX Word 1376 

3.7.2 Receive MUX 
The RX multiplexer is used to 
output of the TX output MUX. 
a loopback Signal. 

Sel 1 

Loopback=0 
Loopback=l 

Error Summary - The logical OR of 
FRAM, eRe. Written and cleared 
by the link. 

Frame Error - Indicates that the 
incoming frame contained a non 
integer multiple of a bits and 
the eRe value at the last a-bit 
boundary was in error. Written 
and cleared by the link. 

Cyclical Redundancy Check - Frame 
check error, data is not va lid. 
Written and cleared by the link. 

Receiver Byte Count Register -
Written by the link. This reg i s-
ter latches at all ones indicat-
ing a babbling node on the net-
work or broken byte count detect 
log ic. 

Written by the link. Our Ing the 
odd byte case, data would be 
found in bits <7:00> of the last 
word written. 

select data from the ETHERNET or the 
The RX multiplexer is controlled by 

Output 

Receive Data 
Transmi t Data 

Multiplexer Output Selection Chart 

3.7.3 Receive Shifter 
The RX shifter is a 16-bit wide device that frames the incoming 
serial bit stream into a word stream. A normal reception sequence 
consists of the continuous shifting of the alternating "ones" and 
.. zeros" that comprise the preamble through the shifter. Upon the 
recognition of the double "one" pattern that indicates the start 
of data, the data is then framed into the RX shifter. 
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The RX 
clock. 
latch. 

shifter is controlled by the 
The output of the RX shifter 

3 .7.4 RX Data Latch 

receive state machine and RX 
is transferred to the RX data 

The RX data latch is used to transfer receive data from the RX 
shi fter to the I ink memory data bus. The RX latch is implemented 
as three a-bit counters whose inputs are the outputs of the RX 
shifter. Two of these latches work together to transfer data 
found on 16-bit boundaries to the link memory data bus. The third 
latch, strobed every a bits, is used during the odd byte case to 
transfer the last byte of data to the link memory data bus. Data 
strobed into the RX latch is transferred onto the link memory data 
bus using the handshake provided by the link memory bus control­
ler. The RX latch is controlled by the receive state machine, 
carrier , bit 0 of the RX byte count register (to detect odd 
bytes), and the link memory data bus control logic. 

3.7.5 RX Frame and Byte Sync 
The RX frame and byte sync signals provide a 100 ns pulse signal 
every 16- and a-clock period respectively. The RX frame and byte 
sync signals are implemented as an up counter and a terminal count 
detect circuit. These signals are initialized by the recognition 
of start bit. The frame and byte sync are further gated with RCLK 
L to minimize skew. 

3.7.6 RX Byte Counter 
The RX byte count is implemented as a 12-bit counter that may be 
accessed over the 1 ink memory data bus. The RX byte counter con­
tains the number of data bytes that are received from the physical 
channel . 

The RX byte counter is incremented by RX clock and is controlled 
by the receive state machine. The counter will latch up to all 
ones for an overflow condition . The output of the RX byte counter 
is passed to the link memory data bus by the TX/RX status multi­
plexer. 

3.7.7 Receive State Machine 
Control of the link data path during reception is provided by the 
receive state machine . The receiver state machine is implemented 
in PALs and consists of the following states. 

1. Receiver Enabled - Entered by the receiver state machine 
upon setting the on bit in the command register , or upon 
completing the transfer of an incoming frame, or after the 
bad packet state, or after the miss state. The receiver 
state machine stays in this state until carrier is no 
longer present on the wire . 

2 . No Carrier - Entered after receive enabled state when car­
rier is no longer present on the wire and exited when the 
carrier signal comes up. 
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3. Carrier - Entered after the no carrier state upon presence 
of carrier on the wire. During this state the receive 
state machine looks for a valid preamble, a free receiver 
buffer, and checks for a runt, no address match, or a 
start bit. 

4. Pointer Reset - Entered after the no carrier state upon 
presence of carrier on the wire. This state resets the 
receiver address pointer on the link memory. Exited after 
one clock period. 

5. Pointer Increment - Entered after the pointer reset state. 
This state increments the receiver address pointer on the 
link memory to point to the data section of the buffer. 

6. Data Request - Entered during the carrier state after re­
cognition of a valid start bit. Exited upon loss of car­
rier and a bad packet, or status write and a valid packet. 
During this state, the receive state machine transfers 
data from the wire to link memory and increments the RX 
pointers. 

7. Bad Packet - Entered after the carrier state if either the 
packet was less than 64 bytes (runt packet) or the packet 
did not pass address recognition. 

8. Valid Packet - Entered after the carrier state if the 
packet passed address detection was not a runt packet and 
there was a free receiver buffer to put the packet in. 

9. Miss - Entered after the carrier state if the packet 
passed address detection, was not a runt packet, and there 
was no free receiver buffer available. 

10. Write Status - Entered after the valid packet state. Dur­
ing this state, status information is written to the link 
memory buffer. 

II. End of Reception - Entered after the write status state. 
Exited after one clock period. 

3.7.8 Interpacket Delay 
The interpacket delay prevents the transmission of data for at 
least 9.6 microseconds after the last carrier detect. 

The interpacket delay is asserted by the trailing edge of carrier 
and is used as an input to the transmit state machine. 

3.8 STATION ADDRESS DECODE 
The station address detect logic checks the destination address of 
the incoming packet to determine if the packet is addressed to 
this node. A packet passes address detection if at least one of 
the following is true: 
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1. Logical address match: the destination address of the • 
packet exactly matches one of the 11 possible logical ad­
dresses of the node. 

2. Physical address match: the destination address of the 
packet exactly matches the physical address of the node. 

3. Promiscuous mode: this mode accepts all packets regardless 
of the destination address. 

4. Enable all multicast: this mode accepts all packets with 
multicast address regardless of the destination address. 

The station address match is then used by the receive state mach­
ine. This signal is synchronized to the 1" MHz system clock by a 
dual rank synchronizer before entering any logic operating off the 
system clock. 

3.8.1 PhYSical/Logical Address Detection 
Physical/ logical address detection is done by serial comparing 
each bit of the destination address on the wire against the con­
tents of the 48*12 station address RAM. The serial compares of 
the physical and logical addresses are all done in parallel and 
are enabled by the receiver state machine. 

The physical/ logical address is written into the station addres s 
RAM by 48 sequential memory writes over the link memory data bus. 

3.8.2 promiscuous Mode 
In this mode the receiver logic wi 11 accept all packets that are 
sent, regardless of the destination field of the packet. 

3.8.3 Enable All Multicast 
This mode accepts all packets with multicast addresses regardless 
of the destination address. 

• 

• 
3.9 CRC LOGIC • 
The eRe logic implements the 32-bit eRe using the AUTOOIN-II p o ly-
nomial as the generating polynomial. The generation and checking 
of the eRe is done using a 32-bit register implemented in PALs 
which acts as a shift register, XOR gates, and combinational logic 
for control. 

CRC logic is half-duplex during transmission, reception, and loop­
back. During loopback the CRC logic is dedicated to the transmit 
section of the link unless DTCR is set in the link mode register. 
(If DTCR is set, the CRe logic is dedicated to the receiver.) 

For checking the CRC at the end of a packet, a residue detector is 
used to monitor the data as it shifts through the eRe generator. 
The residue detector is strobed on 8-bit boundaries. If there are 
no eRC errors, the output of the CRe to the residue detector is 
the value of: 
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(Where the leftmost bit corresponds to the X**31 term of the poly­
nomial and the rightmost to the X*.0 term.) Any other value indi­
cates an error . 

The input to the eRe generator is either the transmit data stream 
or the receive data stream. The eRe generator/checker is con­
trolled by the transmit state machine, receive state machine, RX 
clock, TX clock, and loopback. 

NOTE 
Output of the eRe PALs are asserted 
-low· . 

3.19 TX/RX STATUS 
The TX/RX status multiplexer is used to transfer status informa­
tion from TX Word 0, TX Word 1, RX Word 0, or RX Word 1 to the 
link memory data bus for writing into the apropriate link memory 
buffer that resides on the port. The TX/RX status multiplexer is 
enabled and controlled by the link memory data bus control logic 
and the receive and transmit state machines. 

Sel 1 Sel B Output 

9 9 TX Sta tus Wo rd 9 
9 1 TOR, TX Status word 1 
1 9 RX Status Word 9 
1 1 RX byte count 

TX/RX Sta tus Multiplexer Selection Chart 

3.11 LINK MEMORY 
The link memory section is the part of the link module that com­
municates with the port module . This section contains 16K words 
of RAM which is used by the link module to buffer packets that are 
to be received or transmitted on the ETHERNET. This 16K of memory 
is broken down into sixteen 1536 byte buffers . The first four 
bytes of each buffer are used to convey status information about 
the packet. 

Addressing of link memory is provided by the port module over one 
of two over-the-top cables connecting the port to the link. 

This memory is arbitrated for and accessed by four different pro­
cesses: 

1. Link transmit state machine . 

2. Link receive state machine. 

3 . OMA engine (described in the UNA Port Module Functional 
Description) • 
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4. Tll (described in the UNA Port Module Function Oescrip- • 
tion) • 

The link memory arbitrator resides on the port module. 

3.12 LINK MEMORY BUS CONTROLLER 
The link memory bus controller is a Simple state machine that pro­
vides the necessary handshake involved in transferring data be­
tween link memory and the transmitter or receiver. 
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4.1 OVERVIEW 

CHAPTER 4 
MICROCODE 

The microcode provides the microcode instructions necessary to 
control the Tli microprocessor contained on the port modu l e . This 
code in conjunction with the TIl is responsible for data 
encapsulation and decapsulation , data link management , and all 
channel access fUnctions. This allows for maximum data throughput 
with a minimum of intervention by the host processor . 

In order to understa nd how the microcode of the DEUNA functions, 
it is necessary to understand how the DEUNA is prog r ammed . In­
formation on how the DEUNA is programmed can be found in Chapter 3 
of the DEUNA User's Guide (EK-DEUNA - UG). 

4.2 STRUCTURE 
The microcode of the DEUNA is structured as a series of concur­
rent , cooperating processes that are executed under the cont r ol of 
a supervisor program . These processes are created at the time the 
DEUNA is powered up and are entirely self-contained . Each process 
is capable of performing its specific function without assistance 
from any other process . 

4.3 SUPERVISOR 
The supervisor is made up of the routines that are needed to : 

• Control the scheduling of the different processes used in 
the OEUNA, and 

• Maintain the status and data needed for the operation of 
the DEUNA . 

There are two different types of routines executed by the super­
visor , interrupt routines and subroutines . 

1. Interrupt Routines -- These routines are executed as a re­
sult of a specific interrupt generated by the hard ware of 
the DEUNA. These routines will normally run to completion 
at the level of the interrupt . 

2. Subroutines These routines are called by a specific 
process while that process is running. These routines are 
accessed by way of a dispatch table contained in ROM . 
This table is written into the WCS o f the DEUNA during 
initialization. 

4.3.1 I ni tiali zation 
The initialize routine is the first supervisor r outine to be exe­
cuted after the completion of self test . 
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The function of the initialize routine is to: 

1 . Reset the hardware of the DEUNA to a known state; 

2. Build the supervisor dispatch tables in Writeable Control 
Store (WCS) ; 

3 . Create the data structures in WCS required by the micro­
code; 

4. Clear all the internal counters , the multicast list , mode 
register , and descriptor ring lengths; 

5. Load the physical and broadcast address into the station 
address RAM on the link module ; 

6. Enable all hardware interrupts ; 

7 . Load the address of the receive buffers and allocate the 
transmit buffers; and 

8 . Start the null process (this executes at priority zero). 

4.3.2 Scheduling 
The supervisor performs the scheduling of processes through the 

• 

• 
use of a request mask . When the T-ll receives an interrupt re- • 
questing a particular process to be run, the interrupt service 
routine sets a bit in the request mask. The next time the null 
process runs it will scan the request mask to see if any low pri-
ority processes are scheduled to be run . 

All the processes will execute at the CPU priority of zero with 
the exception of the datagram receive process . As a result there 
is no context switching between low priority processes . This 
means that each process , with the exception of the datagram re-
ceive process, will run to completion before the request mask is • 
scanned again. The receive process runs at the priority of the 
hardware interrupt . 

When a process has completed it will return to the supervisor by 
executing an RTI instruction or calling the supervisor command 
complete routine . 

Table 4-1 gives a list of the processes and the order of execution 
(priority) . 
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Tabl e 4-1 Pr iori ty o f Processe s 

Process Pr io r ity 

Datagram Receive 1 

Port Command 2 

Timer 3 

Loop and Maintenance 4 

Datagram Transmit 5 

Null 6 

4.3 . 3 Datagram Receive Process 
The datagram receive process is used to transfer receive datagrams 
from the receive buffers on the link to host memory . This p r ocess 
is the highest priority process because it has the greatest impact 
on the throughput of the Ethernet and the OEUNA . 

The receive process is started by the buffer filled interrupt or 
by the START port command . The process is ended when : 

1. The datagram was written into host memory 

2. Status information was written into the descriptor 

3 . A new buffer descriptor was read from the ring entry 

The receive process executes at a hardware priority level of five 
a nd can only be interrupted by DMA done , power failu r e , or er r ors. 
Because the amount of p r ocessing performed is s h ort (get buffer , 
start DMA machine) , i t is possible fo r other processes to run be­
tween the time t he DMA machine is started and the DMA done inter­
rupt is generated . 

The receive process is initiated in two ways : 

• A datagram was received and an interrupt was sent to the 
T-ll. 

• A poll demand or start command was received from the host . 
Either causes an interrupt to generate, and the receive 
process to sta r t . 

The receive process performs the following: 

1 . Poll receive ring to get a buffer in host memory . 

2 . Load and start DMA machine . 
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3. When DMA is done , execute an RTI instruction or run the • 
null process. 

Figure 4 - 1 and Figure 4 - 2 show the function of the microcode for 
the receive process . 
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4.3.4 Command Execution Process 
The command executio n process is used to receive commands from the 
host processor. The host sends commands to the DEUNA via a struc­
tu r e in host memory called the port control block (PCB) . The host 
tells the DEUNA that it has placed a command in the PCB by writing 
to PCSR~. This causes an interrupt to be generated. When the in­
terrupt is received by the T-l1, the supervisor will read the com­
mand from the PCB and schedule the requested process for execu­
tion . 

The command process reads the low byte of PCSR0 and uses the code 
in b i ts <03 : 00> to select one of the port comma nd routines . 

Figure 4-3 shows the different command processes. 

4.3.4.1 Port Commands -- The following port commands are used by 
the DEUNA . 

1 . Get PCBB -- The DE UNA reads the address of the PCBB from 
PCSR2 and PCSR3 and stores it in the WCS. 

2. Get CMD -- Requests execution of the ancilliary command 
process. 

3 . Self-Test Invokes 
feature of the DEUNA . 
and the DEUNA returns 

the internal ROM based diagnostic 
All datagram activity are aborted 

to the ready state . 

4. START -- The transmit and receive processes are activated 
and the ring pointers are reset to the base of the rings . 

5. BOOT -- The UNA enters the primary load state and requests 
a program from the load server address . 

6. POLL Demand - - The t r ansmit and 
tivated if not already active . 
rings in host memory are polled. 

receive processes 
The transmit and 

are ac­
receive 

7. STOP -- The DEUNA completes the current transmit and re­
ceive operations and does not fetch any more ring entries 
until a START command is received. 

This command is implemented by : 

a . Clearing the status flag that indicates the OEUNA is 
in the running mode , and 

b. Setting the state of both rings to inactive. 

This also causes any datagrams in the link memory buffers 
to be lost . 
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4.3.4.2 Ancilliary Commands -- The ancilliary commands are sub­
routines that are called by the get CMD port command. Each of the 
subroutines executes its specific task and then exits to: 

• The command done supervisor routine, or 

• Set an error flag and call the appropriate function error 
routine . 

The ancilliary commands executed by the DE UNA are as follows . 

1. No Operation (NOP) -- Calls the command done routine • 

2. 

3 . 

Load and Start at Address (LDSTA) 
instruction directly to the address 

Executes a JSR PC 
specified by the PCB. 

Read Default Physical Address 
address contained in ROM on the 
the PCB . 

(RDEFPA) 
port module 

The physical 
is written to 

4. Write Physical Address (WRTPA) -- The physical address 
specified by the PCB is placed in the location reserved 
for the current physical address (PHYADR) . The formatting 
routine is called to build the data format needed by the 
address filter of the link module and the data is loaded 
into the link. 

The link must be halted to execute this command. 

5. Read Physical Address (READPA) 
dress is written to the PCB. 

The current physical ad-

6 . Write Multicast List (WRTMLT) -- The multicast list is 
read and stored in a table in WCS . This list along with 
the broadcast and physical addresses is formatted and 
written into the address filter in the link. 

The link must be halted to execute this command. 

7. Read Multicast List (RDMLT) -- The multicast list is writ­
ten to the UNIBUS data block specified by the PCB . 

8. Read Ring Format (RDRFMT) -- The ring format block of the 
DEUNA is written to the UNIBUS data block specified by the 
PCB . 

9. Write Ring Format (WTRFMT) -- The ring format is read from 
the UNIBUS data block and written into WCS of the DEUNA. 
To maximize performance, the address of the last entry in 
each ring is calculated. These addresses along with the 
length of the rings in bytes are saved. The address of 
both of the rings is written into the ring descriptor for 
the next entry to be fetched from each of the rings (re­
ceive and transmit) . 

4- 9 



The DE UNA can not be in the running state when this com- • 
mand is executed . 

U~ . Read Counters (ROCNTR) and Read and Clear Counters 
(RCLCNT) -- The counters that are maintained in WCS are 
written to host memory . If the command is a read and 
clear command, the counters are read and then cleared. 

11 . Dump Internal Memory (DMPMEM) -- A block of data contained 
in the memory of the DEUNA is specified by the command and 
transferred to a data buffer in host memory. • 

12. Load Internal Memory (LDMEM) -- A specified block of data 
in host memory is copied into the memory on the DEUNA. 

13 . Read/Write System IO Parameters (RDPARM), (WTPARM) 
system parameters list is copied from either: 

• A data buffer in host memory to the OEUNA, or 

• The DE UNA to a data buffer in host memory. 

The 

14. Read Load Server Address (ROSERV) 
dress currently in use by the OEUNA 
PCB. 

The load se rve r ad­
is written into the 

• 
15 . Write Load Server Address (WTSERV) -- The load server ad- • 

dress in the PCB is written to the OEUNA . 

4.3.5 Timer Process 
The timer process is executed every second in response to an in­
terrupt generated by the timer on the port module of the DEUNA. 
The timer is used to: 

1. Send an IO message to the ETHERNET every 10 minutes , 

2 . Keep track of seconds since the counters maintained by the 
OEUNA were last zeroed. This keeps track of activity in 
the OEUNA , and 

3. Provide timing for various boot operations . 

4.3.6 Loop and Maintenance Process 
The loop and maintenance process is used to loop data back onto 
the network, send system IO messages, and perform system boots . 
The processes are handled as follows : 

1 . Loop Messages -- Loop service is provided by the microcode 
to verify that the OEUNA is properly connected to the net­
work and is able to receive and transmit messages. 
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The microcode screens the received messages, in internal 
memory, to see if there are any loop type messages. (All • 
messages that are not loop type messages are handled as 
normal datagrams . ) If a loop type message is found and is 
error free it is handled as follows: 

a . The microcode modifies some of the address fields. 

b . Places the receive buffer into a transmit buffer. 

c . Transmits the message. 

d. The receive buffer is returned to the receive free 
buffer queue . 

These type of messages are not passed to the host for pro­
cessing by higher level software. 

Figure 4-1 and Figure 4-4 show the function of the micro­
code for the loop process. 

2 . System Identification Messages -- When enabled, the micro­
code will build and transmit a system identification mess­
age . This message is transmitted to the network every 8 
to 10 minutes to identi fy the node to the network . This 
address is also sent if a request station 10 message is 

• 

• 

• 
received. A request station 10 message is not processed • 
as a datagram. 

Figure 4-1 and 4-5 shows the function of microcode for the 
system 10 process. 

3. Boot Messages -- When enabled, the microcode monitors the 
incoming receive messages for a boot message. If a boot 
message is received, the following action takes place: 

a. Datagram service is turned off, 

b . A request program load message is sent to the request­
ing station , and 

c. The WCS is down-line loaded and program execution is 
started out of the WCS. 

This procedure may be used to load remote console code or 
to load the system secondary loader. If the system is to 
be booted, as determined by the boot message, the micro­
code will halt the system by asserting ACLO and starting 
the power fail sequence before it transmits the program 
request message . 

Figure 4-1 shows the function of the microcode for the 
boot functions. 
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4 • Power-up Boot 
power-up boot , the 

If the microcode 
microcode will: 

a. Halt the system, 

b . Start power fail sequence, 

is enabled to do a 

c . Transmit program request message, and 

d. Wait for secondary loader. 

If the system boot port command is received, the microcode 
will handle the request the same way except it does not 
halt the system . 

5 . Remote Boot -- For a remote boot from the system ROM (not 
located on DEUNA), the microcode asserts ACLO. 

4.3 . 7 Transmit Datagram Process 
The function of the transmit process is to read a datagram located 
in host memory and load it into a buffer in link memory for trans­
mission onto the ETHERNET. 

The transmit process is activated when the DEUNA receives a poll 
demand and will be deactivated when the DEUNA comes to a ring 
entry that is not owned by it. 

The transmit process functions as follows. 

1. A poll demand or start command generate an interrupt which 
starts the transmit process. 

2. A transmit buffer in link memory is allocated. 

3 . A ring entry is fetched from the host and is stored in the 
transmit descriptor of the DEUNA called NEXT. 

• 
• 

• 

• 
4 . The data described by the ring entry is loaded into the • 

transmit buffer in link memory. 

5 . The link is given the address of the buffer to be trans­
mitted on the ETHERNET. 

6. The link transmit function is started. 

7. The ring descriptor in the DEUNA is renamed CURRENT. 

S. When the link has finished transmitting the buffer, a 
transmit done interrupt is generated. 

9. The transmit status from the link is stored in the ring 
entry addressed by the CURRENT ring descriptor in the 
DEUNA. 
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10. The ring entry is released and the CURRENT descriptor is 
marked empty. 

11. A r eturn is executed and the NULL process will run . If 
the transmit process is still the highest process in the 
request mask the transmit ring will be polled and the 
process repeated. 

Figure 4-6 and Figure 4-7 shows the function of the microcode for 
the transmit process . 

4.3.8 Null Process 
The null process scans the request mask to see if any low priority 
process is scheduled to run. All the low priority processes run 
sequentially. Each process runs to completion before the request 
mask is sca nn ed again . 
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PREFACE 

This technical manual is designed to support the field test phase of the DECSYSTEM-2020 project. It 
is wrilten for service personnel already competent on KL IO-based sys tems. (Field test phase machines 
are to be serviced by experienced DECsystem-)O people.) A complete set of hardware documentation, 
directed to all DIGITAL service personnel, is currently being prepared to support the volume phase 
oflhe DECSYSTEM·2020 project. For example, an Install ation Guide and a Maintenance Handbook 
are scheduled for release in 1978. A Technical Description and a Diagnostic Use r's Guide are sched­
uled for early 1979. 
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CHAPTER 1 
INTRODUCTION 

The DECSYSTEM·2020 is the hardware base for the new low-end member of the DECsystem-IO and 
DECSYSTEM-20 families of computers. The KS IO processor design combines a highly efficient 
microprogrammed architecture with low power/high density LSITIL circuitry. Also, the system su p­
ports both the TOPS-IO and TOPS-20 operating systems. This capability, together with the com­
pact / low cost hardware configuration, provides a new kind of mainframe computer; that is. a 
machine with large computer software power in the mini-midi computer price range. 

1.1 OVERVIEW 
The configuration for the end-user version of the KS to-based 2020 system is shown in Figure 1- J and 
listed in Table 1-1. (Nole that systems supported by DIGITAL Field Service require a magtape.) 

The heart of the KSIO is an internal backplane bus, called the KSIObIlS, that provides a control and 
data path between the processor. memory. console, and peripheral devices (via Unibus adapters). It is 
a multiplexed 2-cycle bus that allows command and address information to be transmitted by o ne bus 
device to another during one bus cycle; data is then transferred la/from the addressed device during a 
folJowing bus cycle. 

The KSIO processor consists of four extended hex modules : data path modules OPE and OPM, and 
control-store modules CRA and CRM. The processor uses low power Schottky TIL and features the 
AM2901 4-bit data path slice. Other features include: 

• A 512-word virtual-address cache memory 

• Eight blocks of sixteen fast gene raJ purpose registers 

• Parity cheCking in micro-store. on data paths. and on backplane bus 

• Fast byte operations on 7-bit ASCII characters 

• A 2K word (96-bits/word) writable RAM micro-store with address provision for 4K words 

• Basic micro-instruction cycle time of 300 ns. 
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Table 1-1 2020 Configurations 

Item Min System Typical System Max System 

CPU 1 1 1 

MEMORY 128K words 256K words SI2K words 

RM03 or RP06 1 2 8 

TU45 o (see note) 1 4 

SYNC LINES 0 1 2 

LP05ILP14 0 1 1 

TERMINAL LINES 8 16 32 

NOTE 
OEM-sen iced systems only. DIGITAL Soft­
ware/Hardware Support will not maintain syslems 
that do not have TU4S Magtape. 

The KS 10 memory system consists of a single extended hex control module that connects to the back­
plane bus and to 2-8 storage (array) modules. Each storage module contains 64K of MOS memory. 
Memory features include: 

• 1.050 pS cycle time 

• Single bit error correction 

• Double bit error detection 

• )28K words minimum capacity and up to SI2K words maximum capacity. 

The console consists of a single extended hex module that uses an 8080 microprocessor to perform 
console and diagnostic functions. Two UART interfaces are provided: one for console (crY) oper­
ation and one for KLINIK operation. The KLiNIK connection operates in parallel with the cry to 
allow diagnosis of the system via a remote link. 

KSIO peripheral devices are selected Unibus devices that interface to the system through Unibus 
adapters (UBAs). A UBA is a single extended hex module connecting to both the backplane bus and a 
Unibus. Up to three UBAs may be installed in the KS 10 although two UBAs are standard in the end­
user 2020 configuration. One USA (and Unibus) is reserved for disks only. The second USA (and 
Unibus) is used for all other devices; that is, for tape. line printer, and synchronous and asynchronous 
communications lines. Characteristics and features of the devices supported on the USAs are as 
follows. 
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DISKS 

RP06 

• Average access time or36.3 ms 

• Average seek lime of28 ms 

• Formatted capacity of 176 M bits 

• Maximum data transfer rate of I66K 36-bit words/ second 

• Sector size of 128 36-bit words 

• Removable (2~surface) disk pack 

• IS-bit (NPR) data transfers over Unibus; 36-bit (NPR) data transfers over KSIO (back­
plane) bus 

RM03 

• Average access time of 38.3 ms 

• Average seek time of 30 ms 

• Formatted capacity of 67 M bits 

• Maximum data transfcr rate of 250K 36-bit words/ second 

• Sector size of 128 36-bit words 

• Removable (5-surface) disk pack 

• IS-bit (NPR) data transfers over Unibus; 36-bit (NPR) data transfers over KS 10 (back­
plane) bus 

TAPE 

TMOJrfU45 

• Tape 'peed of75 IPS 

• Recording density of 80011600 BPI, 9-track format on industry-standard Y.1-inch magnetic 
tape 

• Maximum data transfer rate of J20K characters (bytes)/ second 

• IS-bit (NPR) data transfers over Unibus; JS-bit (NPR) data transfers over KS 10 (back­
plane) bus 
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• SYNCHRONOUS COMMUNICATIONS INTERFACE 

• DUP II single-line controller (I per line) 

• Bit rate of 2000-19200 BPS 

• DOCMP data pro tocol 

• KMCll NPR microprocessor (one per system) 

• Two lines/system (maximum) 

• 8- or 16-bit (NPR) data transfers over Unibus; 8- or 16-bit (N PR) data transfers over KS 10 
(backplane) bus 

• ASYNCHRONOUS COMMUNICATIONS INTERFACE 

• DZ 11 8-line controllers 

• RS 232C interface standard with baud rales of 50,75. 110, 134.5. 150,300,600, 1200. 1800, 
2000,2400,3600,4800, 7200, and 9600 

• Line units avai lable in 8-line groups: 8, 16,24. or 32 lines per system 

• • Character lengths of 5,6,7, or 8 bits with I, 1.5, or 2 stop bilS and either odd or even parity 

• 

• 

• Carrier, ring, data, terminal ready. and break MODEM control 

• Full duplex 

• Sixty-four character silo receive buffer (alarm at 16 characters) 

• 8-bit (register 1/0) data transfers over Unibus; 8-bit (register 110) data transfers over KSIO 
(backplane) bus 

1.2 PHYSICAL DESCRIPTION 
The KSIO is compactly configured in a single width corporate high-boy cabinet (H7S02H-7). This 
cabinet, shown in Figure 1-2, houses the KSIOPA card cage, BAlIK drawer, power system, 
MASS BUS transition plate, asynchronous communication panel, and operator's switch panel. 

1.2.1 KSIOPA 
The KS IOPA assembly is a hybrid style card cage; that is, it contains both extended hex and standard 
hex modules. It is located in the lower front portion of the KS 10 cabinet as shown in Figure 
1-3. This assembly contains the KSIO CPU, the MOS memory (128K words minimum, SI2K words 
maximum), two Unibus adapters (UBAs), and the RH IIC Unibus disk controller. Module utilization 
is shown in Figure 1-4. 
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1.2.2 8AII-K 
The BA ll-K drawer (Figure 1-3) contains the KS IO system's 1/0 peripheral controllers. It has dedica­
ted locations for the following. 

I. DZ 11 asynchronous communications controllers: 1 minimum (8 lines). 4 maximum (32 
lines) 

2. DUPII / KMCII synchronous communications controller: 0 minimum, 2 DUPlls max­
imum (2 lines) 

3. LP20 line printer controller: 0 minimum, I maximum 

4. RH lie magnetic tape system controller: 0 minimum, I maximum. ([his option is bundled 
into the TAU45 tape system.) 

SAl l-K module utilization is shown in Figure 1-5. 

1.2.3 Power System 
The major components in the KS 10 power system are the 861 power conlrol for ac power distribution, 
the LH switcher power supply for powering the KS IOPA, and the H765 switcher power supply for 
powering the SA ll-K. Component designations for 60 Hz and 50 Hz machines are as follows. 

KSIOAA (115 V, 60 Hz) 

861C 
LH Power Supply (H713OC) 
H765A (powers BAliK) 

KSIOAB (230 V, SO Hz) 

861B 
LH Power Supply (H7130D) 
H765B (powers BAliK) 

NOTE TO DIGITAL 
IN-HOUSE FIELD SERVICE PERSONNEL 

The first of the in-house KSI0 systems will contain 
tbe H7130A (60 Hz) and H71308 (SO Hz) power 
supplies. Although input and output power specifi­
cations for these A and 8 (blue) models lire the 
same as for the C and 0 (silver) models that are 
installed in all other machines, there are differen­
ces in power harness wiring. Tbus, in the event of 
failure, do not replace one type of supply with one 
of a different color. 

1.2.4 MASSBUS Transition Plate 
The MASSSUS transition plate is located at the top of the KS 10 cabinet as shown in Figure 1-6. It is a 
connection plate that holds three MASSBUS connectors plus two 25-pin communications cable con­
nectors. The MASSBUS connectors are allocated from right to left as follows. 

I. Disk MASSBUS channel 
2. Tape MASSBUS channel 
3. Line printer channel 

The two communication cable connectors are allocated as follows. 

I. CTY (BC03L to BC03M) 
2. KLINIK remote maintenance port (SC03L to SC05D) 
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1.2.5 Asynchronous Communications Panel (H311E) • 
The KSIO is configured with a minimum of I-H317E (up 10 16 lines) and a maximum of2-H317Es (32 
lines). It is configured with EIA communication only. 

MINIMUM CONFIGURATIO 

Lines 0-7: 
1- DZ II Module (8-line MUX) 
I - H317E distribution panel 
1- BC05W-8 cable 

OPTIONAL EXPANSION 

Lines 8- 15 (defined as a DZ II BA): 
I - DZ II Module (8-line M UX) 
I - BC05W-8 cable 

Line 16-23 (defined as a DZIIAA): 
1- DZII Module (8-line MUX) 
I - BC05W-8 cable 
1 - H317EdisLCibution panel 

Line 24- 32 (defined as a DZ II BA): 
1- DZII Module (8-line MUX) 
I - BC05W-8 cable 

• 
1.2.6 Operator's Switch Panel • 
The operator's switch panel is located at the top-most front position in the KSIO cabinet (Figure 1-2). 
Switch and indicator functions are given in Chapter 4. 

• 

• 
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2.1 SITE PLANNING 

CHAPTER 2 
SITE PREPARATION AND PLANNING 

Refer to Chapter I (Paragraph 1.1-1.4) of the DECSYSTEM·20 Site Preparation Guide for the fol­
lowing information: 

• Schedule of site preparation prior to system delivery 

• Summary of site preparation functions and responsibilities 

• Site consideration and selection 

• Building requirements. 

2.2 ENVIRONMENTAL REQUIREMENTS 
The recommended environmental specifications for DECSYSTEM-20 systems (including KS 10 sys­
tems) are listed in Table 2-1. The environmental specifications for individual KS 10 system com­
ponents are given on data sheets at the end of this chapter. Heat dissipation and air flow rate of 
internal fans are also given. To estimate cooling and other environmental requirements, refer to Para­
graph 1.6 of the DECSYSTEM-20 Site Preparation Guide. 

Table 2-1 Recommended KSI0 System 
Environmental Specifications 

PARAMETER 

Temperature 

Humidity 

Temperature Rate of Change 

Humidity Rate of Change 

Voltage Tolerance 

Frequency Tolerance 

SPECIFICATION 

40% to 60% 

2· C/hr (3.6· F / hr) 

2%/hr 

1201208 V ± 10% forsingle phase l 
three phase (60 Hz) 

240/380 V ± 10% forsingle phase l 
three phase (50 Hz) 

60Hz ± I Hz 
50 Hz ± I Hz 

NOTE 
Compliance to the environmental specifications 
above may be required if the system is under a 
DIGITAL Maintenance Agreement . 
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2.3 SYSTEM CONFIGURATION 
Figure 2-1 shows a typical KS 10 system configuration. Reference is made on the figure to Tables 2-2 
and 2-3, which provide MASSBUS and device cable data, and to Figu re 2-2 and 2-3, which show 
interconnections of the asynchronous and synchronous communica tions lines. 

NOTES: 
1. MASSBUS CABLE (SEE TABLE 2-2) 
2. DEVICE CABLE (SEE TABLE 2·3) TU45 4MAX TU45 
3. MODEM DEVICE CABLE fBC050-25) (MASTEA) r--- - (SLAVE) 
4, BC03M·25 PROVIDED WITH PROCESSOR, 

BC03M·g PROVIDED WITH TERMINAl. 
5. SEE fiGURE 2-2 
6. SEE FIGURE 2-3 CD 8 

7. Tl DENOTES ONE TERMINATOR PACK 
T2 (70·09938) PER MASSBUS. CD 8, TERMINATORS PROVIDED BY 6 

RESISTOR PACKS PLACED ON 
TM02/TM03 

M8921 MODULE OF LAST rU4S. 
(MOUNTED IN TU45 MASTER) 

0) 0 
T1 

RP06 RP06 

TO REMOTE OR .!! MA~ _ OR 

OIAG CONSOLE 
RMOJ AM03 

(KLINIK) 

CD 0) 10 
T1 

- 0) 
LPOS KS10 CD PROCESSOR OR 
LP14 
LINE 
PRINTER 

(3) 
0 2 @ 32 MAX MAX r- - --- f------ LA36 

CONSOLE 
ASYNCHRONOUS SYNCHRONOUS TERMINAL 
COMMUNICATION COMMUNICATION 
LINES LINES 

Figure 2· J Typical KS IO System Configuration 
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11 

DZ 11 ·B 
(M7819) 

DZII·S 
(M7819) 

NOTES: 

RIBBED SIDE UP 

~ 

RIBBED SIDE UP 

RIBBEO SIDE UP 

1. ALL BeaSD AND BC03M CABLES. 
MODEMS AND TERMINALS MUST 
BE ORDERED SEPARATELY AND 
SUPPLIED WHEN REQUIRED THEY 
ARE NOT SUPPLI ED WITH DN25 
SUBSYSTEM, 

2. "XX" IS TYP ICALLY 25 Fl FOR THE 
BC05D CABLE CONDITIONS IN EIA 
SPECIFICATION RS·232·C MUST BE 
ADHERED TO REGARDLESS OF 
CABLE LENGTH. 

-. ACCEPTABLE CUSTOMER EQUIVALE/,\' 
CABLE FOR PROPER OPERATION IS 
BELDEN 8777. 

REMOTE (FULL MODEM) APPLICATION 

H317E 

>< ~oorn,." I: :I:i ~~I "l' 'j " IU j ' I 
I Beoso-xx OA BELL SYSTEM 103 TYPE MODEM DEC TYPE EtA TERMINAL OR 

I CUSTOMER EOUIVALENT OR EQUIVALENT (SEE NOTE 1) CUSTOMER EQUIVALENT 
ISH NOTES 1 ANO 2) (SEE NOTE 1) 

I 

~ I: t l I I 15
1 

SMOOTH SIDE UP 

LOCAL (DATA ONLY) APPLICATION 
H317E 

1:= 11°: ~~ U LAXX·KG ;I I LA36 SMOOTH SIDE UP ~ l l l 

I BC03M·XX OR 
DEC TYPE EtA TERMINAL OR I CUSTOMER EQUIVALENT 
CUSTOMER EQUIVALENT 

I (SEE NOTES I, 3 AND 4) (SEE NOTE 1) BC05W·8 

\ I 
81 BN50-A (FOR VTSO) VT50 

C 151 BN52·A (FOR VT52) VT52 SMOOTH slOe UP 
I 

MIXTURE OF LOCAL AND REMOTE APPLICATIONS 

4. IF DATA RATE IS 2400 BAUD OR LESS 
"XX" MAY BE ANY LENGTH UP TO 1000 FT. 
IF DATA RATE IS GREATER THAN 2400 
BAUD "XX" MUST NOT EXCEED 250 FT 
IF TWO CABLES ARE USED TOGETHER It E. 
BC03M AND BC05D), THEIR COMBINED 
LENGTH MUST NOT EXCEED 1000 FT OR 
250 FT RESPECTIVELY. THE MAXIMUM 
DATA RATE OF ANY LINE IS 9600 BAUD. 
ELECTRICAL ENVIRONMENTAL CON· 
DITIONS STATED IN EIA SPECIFICATION 
RS 423 MUST BE ADHERED TO REGARD· 
LESS OF CABLE LENGTH. 

~~ (J r I DECTYPEE1ATERMINALDR 
T ~CUSTOMER EQUIVALENT 

(SEE NOTE 1) 

BC03M·XX OR 
CUSTOMER EQUIVALENT 
(SEE NOTES 1,3 AND 4) 

D3x~ 1 M II Ij M 

CUSTOMER EQUIVALENT dELL SYSTEM 103 TYPE MODEM 
(SEE NOTES 1 AND 2) OR EQUIVALENT (SEE NOTE 1) 

T 

MA·1661 

Figure 2·2 KS 10 Asynchronous Communications Lines 
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OUPll ·0A 
IM7867) 

OUP ll OA 
(M7867) 

BC02C ! 

BC02C 1 

REMOTE SYNCHRONOUS MODEM CONNECTIONS (SYSTEM TO SYSTEM) 

DB25P DB25-S DB25·P 

BC05C·25 

~ 
I. 50 FT MAX "I 

{SEE NOTEI 

M 

OB2SP OB2S·S DB25·P 

M lr~IF~ 
I· 50 FT MAX "I 

(SEE NOTE) 

REMOTE SYNCHRONOUS MODEM CONNECTIONS (SYSTEM TO TERMINAL) 

OB25 P DB2S·S DB25-P 

BCOSC25 BC050·2S 

~ 
I. 50 FT MAX .. \ 

(SEE NOTE) 

M M 

DB25-P DB25·S DB25 P 

I· 50 FT MAX .. r 
(SEE NOTE) 

VT62 

BC02C! 

DPU11 ·DA 
(M7867) 

NOTE : 
IF BC05C·25 WILL 
REACH TO DATA 
COMMUNICATION 
EQUIPMENT, 
THE BC05D·25 MAY 
BE EXCLUDED, 
IF BOTH CABLES 
ARE USED, THE 
50 FT MAXIMUM 
DISTANCE MUST 
BE ADHERED TO. 

LOCAL SYNCHRONOUS NULL MODEM CONNECTION (SYSTEM TO SYSTEM) LOCAL SYNCHRONOUS NULL MODEM CONNECTION (SYSTEM TO TERM INAL) 
SYN(.HRONOUS MODEM ELIMINATOR SYNCHRONOUS MODEM ELIMINATOR 

r I DUPll DA 1W ~T25 (1 rnnl flB/5~25 n BC02C1 DUPllDA 

(M7867) lJi t--j ~ 11II1 1 ~ ~ '1J (M7867 ) 

r 50FTMAX -I 
ISEE NOTE) 

DUP11 ·DA 
(M7867) 

BC02C· ' 

GZ:rl ~~ IF'~ VT62 

I. 50 FT MAX "I 
(SEE NOTEI 

SYNCHRONOUS LIMITED DISTANCE ADAPTERS (SHORT HAUL) SEE DISTANCE TABLE ON SHEET 2 

OUPll ·0A 
(M7867) 

BC02C I 
BCOSD -25 

[F5C25 

I. so FT MAX .. I 

I ~7NMKM I I, \ I FNMKM I 

XMIT~RCV I 
RCV XMIT 

BELL PROVIDED LINK OR ­
CUSTOMER PROVIDED TWISTED 
PAIR 24 AWG 

"'~~lF:O BC02C·' 

I. so FT MAX .. I 
(SEE NOTE I 

Figure 2-3 KSIO Synchronous Communications Lines 
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• 
FROM 

CPU 

.' CPU 

RP06 

• RM03 

RP06 

CPU 

• 

• FROM 

CPU 

TM021 
TM03 

TU45 

• 

Table 2~2 Massbus Cabling 

AVAILABLE 
TO CABLE METERS 

RP06 BC06S (AM P Z I Flo 
AM P ZIF) 4.5 

RM03 BC06S (AMP Z IF 10 
AMP Z IF) 7.5 

RP06 BC06S (AM P Z IF 10 
AMPZIF) 0.6/0.75 

RM03 BC06S (AM P Z IF 10 
AMP Z IF) 4.5 

RM03 BC06S (AMP ZIF 10 
AMP ZIF) 4.5 

TM02ITM03 BC06S (AMP Z IF 10 
AMP Z IF) 4.5 

Table 2·3 Device Cabling 

AVAI LABLE 
TO CABLE METERS 

LP05 / LPI4 7011426 (AMP ZIF 10 
Winchester) 7.5 

30 

TU45 BC06R (BERG 10 
BERG-cabled internally) 3 

TU45 BC06R (BERG 10 BERG) 3 

NOTE 
An asterisk (.) denotes the standard length that 
will be provided if DO cable information is provided 
60 days prior to scheduled shipment. 
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LENGTH 
FEET 

15 

25 

212.5 

15 

15 

15 

LENGTH 
FEET 

25' 
100 

10 
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2.4 PRIMARY POWER (AC) • 
Primary power sp.:cifications for KS 10 system components are provided on data sheets at the end of 
this chapter. Refer to Chapter I (Paragraphs 1.7-1.8) of the DECSYSTEM-20 Site Preparation Guide 
for the following information: 

• Definition of data sheet parameters (surge current, leakage current, etc.) 

• Description of power regulation systems 

• Phase balancing, grounding, and service oullet requirements 

• Description of receptacles and plugs specified (on data sheets) for KS 10 system 
components. 

2.5 OPTION DATA SHEETS 
Option data sheets for the various KS 10 system components are contained in this section and are 
arranged in alphanumeric sequence by device designations as follows. 

I. KSIO-AA / AB Processor 
2. LA36 
3. LPOS 
4. LPI4 
S. RM03 
6. RP06 
7. TU4SA (Masler) 
8. TU4SA (Slave) 
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• MECHANICAL 

Mounting Cab Type Skid 

Code Weight Height Width Depth If Used T'lP" 

FS 267 kg 152 em 69 em 76 em H9502H·7 N/ A 
590lb GO in 27 in 30 in 

POWER lAC) 

AC Voltage Frequency Steady State Surge Surge 

low Nom High Tolerance Phase!s) Current lAMS) Current· Duration 

104 115 127 SOHz i l 1 9.90 A 25.0 A 6 cycles 
208 230 254 50Hz t l 1 4.95 A 12.5 A 6 cycles 

• POWER (AC) 

Interrupt PWR Cord Leakage 

Tolerance Heat PWR Cord Conn Current 

(Max' Dissipation Watts KVA Length Type (Max) 

16 ms 920 kg .cal/hr 1070 1.14 4.5m NEMA l5·3OP 4 .93 rnA 
3652 Bluthr 15 ft NEMA L6·2OP 

• ENVIRONMENTAL (DEVICE) 

Temperature RelatIve HumKhty Rate of Change Air Volume 

Operating Storage Operating Storage Temp ReI. Humid . Inlet 

1So to 32° ( -40" to 66° C 20-80% 0-95% r C/hr 2%1hr 1100 ft3/min 
59° to go" F _40" to 151 0 F 12° F/hr 

• ENVIRONMENTAL (MEDIA) 

Temperature Relative HumidIty Rate of Change 

Operating Storage OperatlOg Storage Temp ReI. Humid. 

N/A N/A N/ A N/ A N/ A N/A 

MAXIMUM CABLE LENGTH ANO TYPE(S) 

Memory 1/0 Bus Massbus Device Ot ..... 

N/A N/ A See Table 2·2 See Table 2·3 N/A (internal) 

• KS 1 ()'AA/ A8 
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MECHANICAL 

Mounting Cab Type Skid 

Code Weight Height Width Depth If Used Type 

VE 4S.4 kg 85 em 70cm 61 em VE 86.4 an X 12a.Jan 
1021b 33.5 in 27.5 in 24 in J4"X 5().112" 

POWER lAC) 

AC Voltage Frequency Steady State Surge Surge 

Low Nom Htgh Tolerance Phase{s) Current (RMS) Current Duration 

104 115 127 60 Hz t 1 1 2.0 A 60A 
208 230 254 50 Hz ± 1 1 1.0 A 20A 

POWER lAC) 

Interrupt PWR Cord Leakage 

Tolerance Heat PWR Cord Conn Current 

(Max) DIssipation Watts KVA Length Type (Max) 

309 kg. eal/hr 300'print 0.35 2.4m NEMA L5·30P 0.107 rnA 
1230 BtullY ISO-idle 8ft NEMA LS-2OP 

ENVIRONMENTAL (DEVICE) 

Temperature Relative Humidity Rate of Change Air Volume 

Operating Storage Operating Storage Temp ReI. HumIC! . Inlet 

15" to 32" C _40° to 66° C 20 - 80% 0-95% 7° C/hr 2%Ih, 100 ft3/min 
59" to 90" F _40° to 151 °F 12° F/hr 

ENVIRONMENTAL (MEDIA) 

Tempeuture Relative HumKlity Rate of Change 

Operating Storage Operating Storage Temp 

15° to 32° C 15° to 32° C 20 - 80% 20 - 80% 
59° to 90° F 59° to 90" F 

MAXIMUM CABLE LENGTH AND TYPE(S) 

. 

Memory I/O Bus 

N/A N/A 

3 m (9 ttl for EIA Interlace 
5 m (15 ft) for 20 mA Loop 

Maubus lJevice· 

3m 
N/A 9ft 

LA36 
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• MECHANICAL 

Mounting Cab Type 51<", 
Cod, Weight Height Width Depth If Used Type 

VE 155 kg 113 em 84 em 66 em VE 84 em X 103cm 
340lb 44.5 in 33 in 26 in 3J in X 40- 1/2 in 

POWER lAC) 

AC Voltage Frequency Steady State Surge Surge 

Low Nom High Tolerance Phase!s) Current (RMS) Current Duration 

104 11 5 127 60 Hz ± 1 1 4.5 A 98A 2, 
208 230 254 50 Hz ± 1 1 2.3A 49 A 2, 

• POWER (AC) 

Interrupt PWR Cord Leakage 

Tolerance Heat PWR Cord Conn Current 
(Mall) Dissipation Watts "VA length Type (Max) 

5 m, 450 kg·cal/hr 459 0.525 4.0 m NEMA 5-15P 0.55 rnA 
1800 StuIIY 13 ft NEM A 6- 15P 

• ENVIRONMENTAL (DeVICE) 

Temperature Relative Humidity Rate of Change AIr Volume 

Operating Storage Operat ing Storage Temp ReI. Humid . Inlet 

10° to 380 C _180 to 66° C 10 - 90% 5 - 95% 7° C/hr 2%/h' 300 ft3/hr 
50° to 100° F 00 to 1500 F 12° Flhr 

• ENVIRONMENTAL (MEDIA) 

Temperature Aelatlve Humidity Rate of Change 

Operating Storage Operating Storage Temp Rei. Humid . 

10° to 38° C _180 to 66° C 10 - 90% 5 - 95% 7° C/hr 2%/'" 
50° to 100° F 0° to 150° F 12° F/hr 

MAXIMUM CABLE LENGTH AND TVPE(S) 

Memory I/O Bus Maslbus Device Other 

30m 
N/A N/A N/A 100 It N/A 

• LP05-V, W 
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MECHANICAL • 
Mounting Cab Type SkKl 

Cod. Weight Height Width Depth If Used Type 

198 kg 114 em 84 em 70cm ~6.4 em X 128.3 CIT VE 4351b 45 in 33 in 27 in VE ~ in X 50-112 in 

POWER lAC) • 

AC Vohage Frequency Steady State Surge Su, .. 

Low Nom Htgh Tolerance Phase(s) Current (AMS) Current Duration 

104 115 127 6OHz ! l 1 7A 140 A 2. 
208 230 254 SOHz :t l 1 3.5 A 70 A 2. 

POWER (AC) • 
Interrupt PWR Cord Leakage 

Tolerance Hoot PWR Cord Conn Current 

(MaxI DIssipation Watts KVA length Type (Max) 

5 m. 
710 kg.eal t hr 

780 0.825 3.7 m NEMA 5-15P 
0.394 rnA 2815 Blu/hr 12 It NEMA 6-15P 

ENVIRONMENTAL (DEVICE) • 
Temperature Relative Humidity Rate of Change Air Volume 

Operating Storage Operating Storage: Temp Rei. Humid . Inlet 

10"to38° C _180 to 66° C 
10-90% 5- 95% 

7° C/hr 
2%/h, 300 ft3/min 

50° to 1000 F 00 to 150° F 12° F/hr 

ENVIRONMENTAL (MEDIA) • Temperature Aelallve Humidity Rate of Change 

Operating Storage Operating Storage Temp ReI. Humid . 

10° to 38° C _18° to 66° C 
10-90% 5-95% 7° C/hr 2%/hr 50° to 100° F 0° to 150° F 12° F/hr 

MAXIMUM CABLE LENGTH AND TYPE(S) 

Memory I/O Bus Massbus Device Other 

N/ A N/ A N/ A 
30m 

N/ A 
100 It 

LP14·C,O • 
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• MECHANICAL 

Mounting Cab Type Sldd 

Code Weight Height Width Depth If Used T~ 

FS 195 kg 99cm 54.6 em 84cm H9691 

• 430 Ib 39 in 21 .5 in 33 in (modified) 

· 
POWER (AC) · 

· AC Voltage Frequency Steady State Surge SurSe 
• 

Low Nom High Tolerance Phaseh) Current (RMS) Current Duration 

104 11 5 127 60Hz! 1 1 11 A 30A 14 s 
208 230 254 5OHz ± ' 1 5.5 A 15 A 14 s 

• POWER IAC( 

Interrupt PWR Cord leakage 
Tolerance Heat PWR Cord Conn Current 

(Max) Dissipation Watts KVA length Type (Max) 

560 kg .callhr 650 0.73 3.7 m NEMA 5- 1SP 1.218 rnA 
2220 Bluthr 12 ft NEMA 6- 15P 

• ENVIRONMENTAL (DEVICE) 

Temperature Relative Humidity Rate of Change Air Volume 

Operating Storage Operating Storage Temp Rei . Humid. Inlet 

15° to 32° C _400 to 66° C 20 - 80% 0 - 95% 7° C/h r 2%/hr 
59° to 900 F _400 to 1510 F 12° F/hr 

• ENVIRONMENTAL (MEDIA) 

Temperature Relative Humidity Rate of Change 

Operating Storage Operating Storage Temp ReI. Humid. 

· 
· MAXIMUM CABLE LENGTH AND TVPE (S) 

Memory I/O Bus Massbus • Device O-

N/ A N/A 48m N/A N/A 
, 60 ft 

·Total system (ma ximum) 

• RM03 
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MECHANICAL • Mounting Cab Type Skid 

Cod. Weight Height Width Depth If Used Type 

FS 275 kg 119 em 84 em 81 em VE 12-10568-02 
6001b 47 in 33 in 32in 

POWER lAC) 

AC Voltage Frequency Steady State Surge So, .. 
Low I Nom I High Tolerance Phase(s) Current (RMS) Current Duration 

See Note 1 60 Hz ± 1 3-wye 6 A/Phase 30 A/Phase 15, 
5OHz ± l 3-wye 3 A/Phase 15 A/Phase 15, 

POWER (AC) • 
Interrupt PWR Cord Leakage 

Tolerance H", PWR Cord Conn Current 

(Max) DISSipation Watts <VA Length Type (Max) 

25 ms 1800 kg.cal/hr 2100 2.16 4.5m NEMA# 4.36 mA 
7200 Btu/hr 15 It L21 ·2OP 

ENVIRONMENTAL (DEVICE) • 
Temperature Relative HumIdity Rate of Change Air Volume 

Operating Storage Operating Storage Temp ReI. Humid . Inlet 

16° to 32° C 10° to 44° C 20-80% 10-90% 7° Clhr 2%/1" 550 ft3/min 
6<f to 90° F 50° to 110° F 12° Flhr 

ENVIRONMENTAL (MEDIA) • Temperature Relative HumKhty Rate of Change 

Operating Storage OperatlOg Storage Temp ReI. Humid. 

15° to 50° C 40° to 65° C 8-80% 8-80% 7° Clhr 2%/hr 
600 to 120° F _40° to 150° F 12° Flhr 

MAXIMUM CABLE LENGTH AND TYPE(S) 

Memory I/O Bus Massbus • Device Other 

N/A N/A 48m N/A N/A 
160 It 

·Total system (maximum) 

RP06·A, B • 
2-12 



• MECHANICAL 

Mounting Cab Type Skid 

Code Weight Height Width Depth If Used Type 

FS 290 k9 152cm 69 em 76 em H9502 N/A 
640lb 60 in 27 in 30 in 

POWER (AC) 

AC Voltage Frequency Steady State Surge Surge 

low Nom High Tolerance Phase(s) Current (AMS) Current Duration 

104 115 127 60Hz t l 1 B.5 A 20A 4 cycles 
208 230 254 SOHz ± l 1 4.3A lOA 4 cycles 

• POWER (AC) 

Interrupt PWR Cord leakage 

Tolerance Heat PWR Cord Conn Current 

(Max) Dissipation Watts KVA length Type (Max) 

5 ms 
840 kg cal /hr 

BBO 0.9B 
4.5 m NEMA L5·30P 

3.16 rnA 3300 Btu/hr 15 ft NEMA L6·20P 

• ENVIRONMENTAL (DEVICE) 

Temperature Relative Humidity Rate of Change Air Volume 
Operating Storage Operating Storage Temp ReI. Humid . Inlet 

16° to 32° C -40" to 600 C 
20-80% 5-95% 

7° C/ hr N/A 500 ftJ/min 60° to g(t F -40" to 1400 F 12° F/hr 

• ENVIRONMENTAL (MEDIA) 

Temperature Relative Humidity Rate of Change 

Operating Storage Operating Storage Temp ReJ. Humid. 

160 to 320 C _400 to 600 C 
20-80% 600 to 900 F _400 to 1400 F 5-95% N/A N/A 

MAXIMUM CABLE LENGTH AND TYPE(S) 

Memory I/ O Bus Massbus Device Ot"" 

N/A N/A 30m 1.8m 
100 ft 6ft N/A 

• TU45A-E (Master) 
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MECHANICAL • Mounting Cab Type Skid 

Cod. Weight Height Width Depth If Used Type 

FS 272 kg 152cm 69 em 76cm H9502 N/A SOOlb GOtn 27 in 30 in 

POWER (AC) 
" 

AC Voltage Frequency Steady State Surge Surge 

low Nom High Tolerance Phasels) Current (RMS) Current Duration 

104 115 127 SOHz ! ' 1 6.8A 15 A 4 cycles 
208 230 254 SOHzi! 1 3.4 A 7.5 A 4 cycles 

POWER (AC) • 
Interrupt PWR Cord Leakage 

Tolef"ance Heat PWR Cord Conn Current 

(Max) DIssipation Watts KVA Length Type (Max) 

N/A 680 kg.cal /hr 704 0.78 4.5 m NEMA L5·30P 3.16 rnA 
2690 Btu/hr 15 ft NEMA l6-2OP 

ENVIRONMENTAL (DEVICE) • 
Temperature RelatIVe Humidity Rate of Change Air Volume 

Operating Storage Operatlllg Storage Temp ReI. Humid. Inlet 

16C1 to3~C -40" to 60° C 
20-80110 5-95" 

r C/hr N/A 500 ft3/min 6(t to 90° F -40° to 140" F 12° F/hr 

ENVIRONMENTAL (MEDIA) • Temperature Relative Humidity Rate of Change 

Operating Storage Operating Storage Temp ReI. HumKJ. 

16" to 32° C -40° to SOO C 
20-80% 5-95" N/A N/A 6('" to 90° F -40° to 140° F 

MAXIMUM CABLE LENGTH AND TYPE(S) 

Memo,., I/O Bus Massbu5 DltVice Ot"'" 

N/:>' 
30m 3m 

N/A 100 It 10 ft N/A 

TU45A·E (Slave) • 
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CHAPTER 3 
INSTALLATION 

Refer to KS IO- Based DECSYSTEM ~2020 Installation M anual (Document number EK -OKS IO- IN). 
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4.1 CONTROLS AND INDICATORS 

CHAPTER 4 
OPERATION/PROGRAMMING 

The KS 10 switch and indicator panel is shown in Figure 4-1. There are five switches, three of which 
provide for powering-up, resetting, and bootstrapping the system. The fourth switch serves as an 
interlock to prevent an inadvertent reset or bootstrap by the operator once the system is in operation. 
The last switch controls the remote diagnosis link to the system. Switch functions are listed in Table 4-
I. 

STATE FAULT POWER REMOTE 

@ @l 
REMOTE 

BOOT LOCK RESET POWER DIAGNOSIS 

A A ~ ~~~ :~:::~: 
gggg ~ENABlE 

MR-l696 

Figure 4-1 KS 10 Switch and Indicator Panel 
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Swilch 

POWER 

RESET 

BOOT 

LOCK 

REMOTE 
DlAG 0515 

Table 4-1 KSIO Swilch Functions 

Function 

Turns ac power on/off. (Causes 861 power control to apply/remove line power to 
the CPU and BA 11 K power supplies.) 

Resets all KS 10 system components (including the 8080 console hardware). 

Bootstraps the system. Performs same function as BT console command. 

Electrically interlocks the RESET and BOOT switches so that they have no effect. 
Also prevents the operator from switching the cry from user mode to cry mode 
(disables "control· " .. command). 

Three-position key-operated switch that controls access by the remote diagnosis 
(KLIN IK) line . 
DISABLE position - Prevents access to the system. 
PROTEcr position - Allows access to the system with password. 
ENABLE position - Al10ws free access to the system without password protection. 

• 

• 
The panel also has four indicators. One indicates power·on. The other three, which are under control 
of the 8080 console program, indicate the system's run slate, when a system fault has been detected, 
and when the system's remote diagnosis line is enabled. Indicator functions are detailed in Table 4-2. • 

Table 4-2 KSI0 Indicator Functions 

Indicator Function 

POWER Lights when dc power (-5 V and + 12 V) is on. 

REMOTE Lights when KLINIK line is enabled; that is, when the REMOTE DIAGNOSIS switch 
is in the PROTECT position and the password has been entered by the operator (at the 
crY), or when the REMOTE DIAGNOSIS switch is in the ENABLE position. 

FAULT Lights for the following conditions: 
I. KS 10 bus parity error 
2. USA parity error 
3. Memory parity error 
4. Data path parity error 
5. Console parity error 
6. CRA parity error 
7. CRM parity error 
8. Memory refresh error 
9. Boot command fails to start machine. 

STATE Lights when KSIO microcode is loaded and running. Indicator blinks (I second on, I 
second ofl) when system monitor has been loaded and is maintaining "keep·alive" dia· 
logue with console. 
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4.2 KSIO DIFFERENCES (KSIO vs KLIO) 
For the purpose of this document, some aspects of KS 10 operation and programming are best 
described in relation to the KL 10. There are on ly a few differences in the instruction set and the KS 10 
uses the same operating system as the KLiO with minor modifications. The following differences 
between the KS 10 and K L I 0 do exist, however. 

4.2.1 Public Mode 
Because TOPS-20 does not support public mode, it has not been implemented In the KS 10. All 
instructions behave as if the machine is in concealed mode . 

4.2.2 Addressing 
Only section 0 addressing is implemented in the KS 10; that is, like the KLlO-B (KLIO-PA processor), 
virtual memory space is 256K words. Extended addressing. 32 sections of 256K words as implemented 
by the KLlO-E (KLlO-PV processor), is not currently supported by the KSIO. It does support the 
model B instructions XJRSTF, XlEN, XPCW, and SFM. 

4.2.3 Interrupt Handling 
KSIO priority interrupt operation is the same as the KLlO-B (KLIO-PA processor) except for the 
following. 

I. Only the JSR or XPCW instruction is allowed as an interrupt instruction; that is, as the first 
instruction executed as a result of an interrupt. Any other instruction will halt the processor 
(Paragraph 4.4). 

2. The only interrupt function implemented for devices is the dispatch function (i.e., interrupt 
vector). Unlike the KLiO-B, which dispatches to and executes the instruction in the EPT 
location specified by the vector add ress, the KS 10 first references an EPT location deter­
mined by the UBA number (EPT + 100 + CONTROLLER #). It then uses this word as 
the exec-virtual address ofa table and executes the instruction at TABLE + VECfOR/4. 

3. The KS 10 implements two levels of PIA for 110 (Unibus) devices; one PIA can have a 
higher priority than the other. The PI level (1-7) assigned to Unibus devices interrupting on 
BR levels 7 and 6 is set by loading a high level PIA (bits 30- 32 of UBA status register). The 
PI level ( 1- 7) for devices interrupting on BR levels 5 and 4 is set by loading a low level PIA 
(bits 33-35 ofUBA status register). 

Table 4-3 lists the hard-wired interrupt vectors and BR levels for the various KS 10 110 (Unibus) 
devices in a fully configured system. It also indicates which PIA, high or low level, is associated with 
each device. 

4.2.4 Paging 
Both TOPS-tO and TOPS-20 paging are implemented in the KSIO. The paging mode is selected by bit 
21 in the WREBR instruction (Paragraph 4.3.1). 
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Table 4-3 1/0 (Unibus) Device VeclOrs and BR Levels 

Interrupl 
Device UBA # PIA Ve<:lor BR 

RHII # I (RP06) I HI 254 6 
RHII #3 (fU45) 3 HI 224 6 

LP20 # I 3 LO 750 4 

DZII #1 3 LO 340 5 
DZII =2 3 LO 350 5 
DZII "3 3 LO 360 5 
DZII #4 3 LO 370 5 

KMCI I "I 3 LO 540 5 

DUPII <= I 3 LO 570 5 
DUPII #2 3 LO 600 5 

4.2.5 KSIO Instruclion Sel 
The KSIO has the same instruction set as the KLIO-B (i.e., Model PA Processor·section 0 addressing 
only) except for the fOllowing. 

I. The single. precision (without rounding) Hoating point instructions that facilitate software 
double.precision operations are nol supported on the KS 10 and wi ll trap as MUUOs. 
These are: 

a. UFA (Unnormalized Floating Add) 
b. OF (Double Floating Negate) 
c. FADL (Floa ling Add Long) 
d. FSBL (Floating SubiraCI Long) 
e. FMPL (Floaling Muhiply Long) 
f. FDVL (Floaling Divide Long). 

2. The KSIO checks several MBZ (must be zero) fields in the extended instruction set that are 
not checked by the KLiO-B. Any nonzero fields cause an MUUO trap. 

3. In KI paging mode. if a MAP instruction is done to a page with A - 0 in the page table 
entry. the KSIO returns the address it was given. The KLIO returns zero as an address. 

4. All KLIO 1/ 0 instructions have been replaced by a new 110 instruction set for the KSIO. 
Because the KS 10 l ID instructions do nOI specify a device code, instruction format has 
been changed to conform to the basic instruction format of op code. AC, and effective 
address. The KS 10 lID instructions are described in Paragraph 4.3. 

4.3 KSIO /10 INSTRUCTIONS 

• 

• 

• 

• 

KS 10 1/0 instructions have the same basic format as the rest of the KS 10 instruction set. (Format is 
shown in Figure 4-2.) l ID instruction op codes are in the range 700-777 (octal). Op code assignments • 
are shown in Table 4-4. 
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00 0809 12131_ 111B 35 

I : : O~.~ ~71~ : I,;:~o,;' 1, 1 : : : I : : : : : : : : ~ : : : : : : : : I 
OC. .. OP CODE tTABlE HI 

AC • ACCUMULATOR 

.. INDIRECT ADD RESSING BIT 

x .. INDEX REGISTER 

Y .. ADDRESS 

"NOTE . 

700 
710 
720 
730 
740 
750 
760 
770 

AC FIELD useD AS OP·CODE EXTENSION FDA 
APR 110 INSTRUCTIONS ITAIIlE 4 51. 

Figure 4-2 110 Instruction Format 

Table 44 1/ 0 Instruction Op Codes (Octal) 

0 I 2 3 4 5 

APRO APRI APR2 - UMOVE UMOVEM 
T IOE TION RD IO W RI O BS IO BCIO 
TlOE B T ION B RD IO B WRIO B BSIO B BC IO B 
- - - - - -
- - - - - -
- - - - - -
- - - - - -
- - - - - -

4-5 

6 7 

- -
- -
- -
- -
- -
- -
- -
- -



4.3.1 Internal (APR) 1/0 Instructions • 
The internal I/ O instructions (APRO·2; op codes 700-702) use the AC field as an extension of the op 
code as indicated in Table 4-5 . For example, the RDEBR instruction (an APR inst ruction wit h op 
code = 701) is specified by an AC va lue of24. Function and bit format for the various KSIO interna l 
I/ O ins tructions arc given below. Any similarities to KLIO I/ O instructions are noted. 

Table 4-5 AC Field Assignments (Octal) for APR 1/ 0 Instructions 

AC 700 701 702 

00 APRID - RDSPB 
04 - RDUBR RDCSB 
10 - CLRPT RDPUR 
14 - WRUBR RDCSTM 
20 WRAPR WREBR RDTIME 
24 RDAPR RDEBR RDINT 
30 - - RDHSB 
34 - - -
40 - - WRSPB 
44 - - WRCSB 
50 - - WRP UR 
54 - - WRCSTM 
60 WRPI - WRTIME 
64 RDPI - WRINT 
70 - - WRHSB 
74 - - -

• APRID (70000) - The A PRIO instruction, simila r in function to the A PRJ 0 instruction for the 
KLlO, reads the KSIO microcode version number and CPU serial number, The information is 
stored in E. Bit format is shown in Figure 4-3. 

• WRAPR (70020) - WRAPR is an immediate mode instruction used to control the processor. It 
is analogous to the CONO APR instruction used in the KLIO. Bit format is shown in Figure4-
4. 

• RDAPR (70024) - The RDAPR instruction stores APR status is E. It corresponds to the 
CONI APR instruction used in the KLiO. Bit format is shown in Figure 4-5 . 

• WRPI (70060) - The WRPI instruction is identical to the KLiO CONO PI instruction except 
that bits 18-20 (write even parity) are not implemented. Bit format is shown in Figure 4-6. 

• RDPI (70064) - The RDPI instruction is identical to the KLiO CON I PI instruction except 
that bits 18-20 read no status (write parity is nOl implemented) . Bit format is shown in Figure 
4-7. 

• RDUBR (70104) - The RDUBR instruction, which is similar to the KLiO DATAl PAG 
instruction, reads the user base register (UBR) and stores the information in E. The word 

• 

• 

• 

stored is in exactly the same format as used by the WRUBR instruction. In order to allow the • 
word to be used directly (by a WRUBR), bits 0 and 2 are set to one in the result. Bit format is 
shown in Figure 4-8. 
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• CLRPT (70110) - The CLRPT instruction is similar to the KLIO CLRPT instruction. It clears 
the hardware page table so that the next reference to the word at E will cause a refill cycle. 
There is only one entry in the page table for any virtual page. Clearing the mapping in forma· 
tion for a page clears both the EXEC and USER mapping. Bit format is shown in Figure 4-9. 

• WRUSR (70114) - The WRUBR instruction, which is similar to the KLiO DATAO PAG 
instruction, loads the UBR with the word at E. Bit format is shown in Figure 4-10. 

• WREBR (70120) - The WREBR instruction loads the executive base register (EBR) from E. It 
is similar in function to the KLIO CONO PAG instruction. Bit formal is shown in Figure 4-11. 

• RDEBR (70124) - The RDEBR instruction reads the EBR into the right half of E. It is com­
parable to the KLIO CONI PAG instruction. Bit formal is when in Figure 4-12. 

• RDSPB (70200) - The RDSPB instruction reads the shared pointer table (SPT) base register 
and stores the value in E. Bit format is shown in Figure 4-13. 

• ROCSB (70204) - The RDCSB instruction reads the core status table (CST) base register and 
stores the value in E. Bit format is shown in Figure 4-14. 

• RDPUR (70210) - The RDPUR instruction reads the process use register (PUR) and stores the 
value in E. Bit format is shown in Figure 4-15. 

• ROCSTM (70214) - The RDCSTM instruction reads the CST mask register and stores the 
value in E. Bit format is shown in Figure 4-16. 

• ROTIME (70220) - The RDTIME instruction is similar to the RDTIME instruction for the 
KLIO. It reads the time base and stores the double-word va lue in E and E + I. The time base 
upcounts at 4.096 mHz. Bit format is shown in Figure 4-17. 

• RDINT (70224) -The RDINT instruction reads the current va lue of the inerval timer period 
register and stores the value in E. Bit format is shown in Figure 4-18. 

• ROHSB (70230) - The RDHSB instruction stores the value of the halt sta tus block address at 
E. Bit format is shown in Figure 4-19. 

• WRSPB (70240) - The WRSPB instruction loads the SPT base register from E. Bit format is 
shown in Figure 4-20. 

• WRCSB (70244) - The WRCSB instruction loads the CST base register from E. Bit format is 
shown in Figure 4-21. 

• WRPUR (70250) - The WRPUR instruction loads the PUR from E. (Bit format is shown in 
Figure 4-22.) The PUR contains the AGER in the left-most bits. These bits are cleared by 
ANDing the CST entry with the CST mask; then theentire PUR is ORed with the CST entry . 

• WRCSTM (70254) - The WRCSTM instruction loads the CST mask register from E. The CST 
mask register should contain a zero for every bit in the AGER and a one in all other bit 
positions , Bit format is shown in Figure 4-23. 

• WRTIME (70260) - The WRTIME instruction loads the double-word at E and E + 1 into the 
time base. (Bit format is shown in Figure 4-14.) The Time Base up-counts at 4 .096 mHz. 
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• WRINT (70264) - The WRINT instruction loads the interval timer period register from E. The 
binary number (n) that is loaded determines the interval; that is, the interval (period) = n 
milliseconds. Bit format for the instruction is shown in Figure 4-25. 

• WRHSB (70270) - The WRHSB instruction loads the signed word at E as the address of the 
halt status block (Paragraph 4.7.2). If the word is negative or zero, no halt status will sub­
sequently be stored. If the word is positive, the halt status block (20 words) will be stored 
starting at the specified address. Initially, when the microcode is loaded and started, the halt 
status block address is set to a value of (+) 376000. Bit format for the WRH5B instruction is 
shown in Figure 4-26. 

4.3.2 [xtemal I/O Instructions 

• 
• 

The external I/O instructions read, write. modify, and test registers in KSIO devices external to the 
CPU. The effective address (E) for these instructions specify an I/ O address; the specified AC holds 
register read/write data or mask data (for test or modilication) depending on the instruction type. 
Both full-word (normal) instructions and byte instructions are implemented. The full-word instruc- • 
tions transfer 36 bits of data and use the full contents of an AC. The byte instructions, which are 
employed only when addressing Unibus device registers, transfer only eight bits of data and use only 
the eight right-m ost bits in an AC. The various external I/ O instructions are described below. 

The 1/0 address generated by the external 110 instructions' effective address consists of a controller 
number and a register address. Bit format and the general ranges of controller number and register 
address assignments are given in Figure 4-27. The specific 1/0 addresses for a fully configured KSIO 
are listed in Table 4-6. 

• TIOE and TlOEB (710 and 720) - The TIOE(or TIOED) instruction fetches one word (or byte) 
from the I/ O address specified by E, and ANDs the word (or byte) with the contents of the 
specified AC. The instruction skips if the result of the AND is zero. The contents of the AC are 
not modified. 

• TION and TIONB (7 11 and 721 ) - The TJON (or TIONa) instruction performs the same 
function as the TlOE (or TIOEB) instruction except that the instruction skips if the result of 
the AND is not zero. 

• RDIO and ROJOB (712 and 722 ) - The RDIO (or ROIOB) instruction fetches the word (or 
byte) from the I/O address specified by E and stores the word (o r byte) right-justified in the 
specified AC. 

• WRI0 and WRIOB (7 13 and 723) - The WRIO (or WRIOB) instruction takes the word (or 
byte) contained in the specified AC and transfers the word (or byte) to the I/ O address speci-
fied by E. 

• BSIO and 8S10B (7 14 and 724) - The BSIO (or 8510B) instruction fetches the word (or byte) 
from the I/ O address specified by E, DRs the word (or byte) with the contents of the specified 
AC, and then transfers the result back to the I/ O address. The instruction(s) may be used to set 
selected bits in Unibus device registers. The contents of the AC are not modified. 

• BClO and BClOB (715 and 725) - The aclO (or SCIOB) instruction is similar to BSIO (or 
8510B) instruction except that the word (or byte) read from I/ O address is A Oed with the 
complement of the AC contents. The instruction(s) may be used to clear selected bits in Unibus 
device registers. The contents of the AC are not modified. 
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LHIEf 

APRIO (10000) 
00 

" ,. 

08 09 

" 
RH(E) 

, 

BIT(S) FUNCTION 

o.a RESERveo FOR MICROCODE VERSION 

i-17 MICROCODE VERSION NUMBER 

18-20 HAROWARE OPTIONS (BITS CURRENTLY • 0) 

2135 PROCESSOR SERIAL NUMBER 

Figure 4-3 APRID Instruction 

WRAPR (10020) 
18 19 20 21 " 2J " " ,. 21 28 " 30 " 

SELECTED fLAGS SELECT fLAG 
EN DIS eLR SET PWAF NXM HERR SEAR TIM IlO8O 

BIT(S) FUNCTION 

20 ENABLE CONDITIONS SELECTED BY BITS 331 TO CAUSE 
INTERRUPTS 

21 DISABLE INTERRUPTS FOR CONOfTIQNSSElECTEO BY 
BITS 26-31 

22 CLEAR FLAGS INDICATED BY BITS 26-31 

2J SET fLAGS INDICATED BY BITS 26-31 

25 INTERRUPT IlO8O CONSOLE 

26 POWER fAIL 

21 NONEXISTENT MEMORY ERROR 

28 HARD MEMORY ERROR (CANNOT BE CORRECTED BY ECCI 

29 SOfT MEMORY ERROR (CORRECT DATA PLACEDQN BUS) 

3D INTERVAL TIMER 

31 8080 CONSOLE 

32 GENERATE INTERRUPT REQUEST 

33-35 PIA, 

Figure 44 WRAPR Instruction 
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LHtE) 

RDAPR (70024) 
00 

" 

01 I 08 ~ 09 10 1': 12 13 

" " " " " JO " 

" " 

" 3J J5 

LHtEI I IPWR IHARDISOFT TIM I liNT PI lEVEL , I 
L-__ "-__ "-__ -" __ -" __ -" ____ L-__ ~ __ _C'CAC'Ol~NC'C"CLI:'"C":,L: I'C"C"J:DO:cNOEEIC'''':::'LCI":':O~C'C-L-02-"~~ 

BillS) FUNCTION 

08 POWER FAIL ENABLEO 

'" NON·EXISTENT MEMORV ERROR ENABLED 

" HARD MEMORY ERROR INTERRUPT ENABLED 

11 SOFT MEMORY ERROR INTERRUPT ENABLED 

12 INTERVAL TIMER ENABLED 

13 8OBOCONSOLf INTERRUPT ENABLED 

2'6 POWER fAil ERROR 

• 21 NON EXISTENT MEMORY ERROR 

." HARD MEMORY ERROR (CANNOT BE CORRECTED BY fCC) 

,. SOFT MEMORY ERR (CORRECT DATA PLACED ON BUS) 

30 INTERVAL TIMER DONE 

31 aoeoCONSOLE INTERRUPT 

32 INTERRUPT REQUESTED 

J3.3S PI" 

°NOTE 
PAGE FAIL OCCURS IF ERROR IS RESULT OF CPU MEMORY REoueST, 
NXM fLAG ALSO SETS IN UNIBUS DEVICE I F ERROR IS RESULT OF 
UNIBUS NPR REOUEST, 

Figure 4-5 RDA PR Instruction 

4·10 

.... ..",. 

• 
.. 

• 

• 

• 

• 



• , 

• 

• 
LHtE' 

• RHtE' 

• 

WRPI (70060) 

" 

RDPI (70064) 
00 

" 

" 

20 " 

" SELECT CHANNEL 
2 3 4 5 6 7 

BillS, FUNCTION 

22 DROP PROGRAM REOUESTSON SELECTED CHANNELS 

23 CLEAR»I SYSTEM 

24 INITIATE INTERRUPTS ON THE SELECTED CHANNELS 

25 TURN ON THE SELECTED CHANNELS 

28 TURN DFF THE SELECTED CHANNELS 

27 DEACTIVATE THE PI SYSTEM 

2B ACTIVATE THE PI SYSTEM 

:z9.35 SELECT CHANNELS FOR BITS 22. 24. 25, AND 28 

.. ~.I" 

Figure 4-6 WRPI Instruct ion 

•• " 
: PR;X>~A~ R~O~E~S 6 

" 
2 7 

27 " " " 
PI IN PROGRESS CHANNELS ON , 3 • 5 6 7 , 3 • 5 6 7 

~ FUNCTION 

1117 PROGRAM REOUESTSON CHANNELS 11 

2121 INTERRUPTS HOLDING tiN PROGRESS' ON CHANNELS 1 7 

2B PI SYSTEM ON 

29 35 ACTIVE CHANNELS I 7 

Figure 4-7 RDPI Instruction 
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ROUBR (70104) 

LHIEI 

00 0102

1

" 
I , 0 I ' . 

05 06 IX! 09 11 12 " 

RH(EI LI __ -" ____ L-__ "-__ "-__ -L __ -i __ -JL-__ "-__ "-__ -L __ Us_'"~_B_A_S_~C'_'_G_'ST.: _,_,-" ____ "-__ "-__ -' __ _ 
" 2S 

, 
CLRPT (70110) 

" 
" " 20 " 

BIT(SI fU I,CTION 

o 

o 
, 
&-8 CURRENT AC BLOCI( 

911 PREVIOUSAC BLOCK 

2~lS USER BASE REG ISTER 

Figure 4-8 RDUBR Instruct io n 

VIRTUAL AOORESS TO CLEMI IN HAROWARE PAGE TABLE 
n n ~ ~ ~ v ~ N ~ 31 

BITISI FUNCTION 

1&.35 VIRTUAL ADORESS TO CLEAR IN HAROWARE 
PAGE TABLE 

Figure 4-9 CLRPT Instructio n 
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• WRUBR (70114) 
00 01 02 03 

LH{E) 

18 

RHIE) 

• 

• 
WREBR (70120) 

IB 20 21 22 

E 

• 

• 

05 06 .. 
CURR AC BLK 

• 2 1 

09 " 
PREV AC BLK 
• 2 1 

Figure 4-10 WRUBR Instruction 

23 " 25 

" 

EXEC BASE REGISTER 
25 " " 28 29 30 31 32 

BITISI fUNCTION 

21 KL 10 PAGING MODE 

n TRAP (AND PAGING) ENABLE 

2S.35 EXECUTIVE BASE REGISTER {PHYSICAL 
PAGE NUMBER Of EPT) 

Figure 4-11 WREBR Instruction 
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RDEBR (70124) 
18 20 21 22 23 24 25 35 • 25 26 

EXEC 8ASE REGISTER 
27 28 29 30 31 32 3J 35 

RHtEI 

81TtSJ FUNCTION 

2 ' KLlO PAGING MOOE 

22 TRAP (AND PAGING) ENABLE 

25.35 ExeCUTIvE BASE REGISTER 

"-- '. 

Figure 4-12 RDEBR Instruction 

• RDSPB 170200) ., " " " 
lHIE) .. 15~'6 " .. 35 

AHfE) SPT BASE REGISTER .. " 
,. 

" " 23 ,. 25 " " 
,. 

" JO " 32 3J " 35 

BITIS} FUNCTION • 1435 SPT (SHARED POINTER TABLE) BASE REGISTER 

"--
Figure 4-13 RDSPB Instruction 

• 
Roese (70204) ., " " " 

lH{E) .. '5~16 " .. J5 

RHIE) CST BASE REGISTER .. " 20 " " 23 ,. 
" " " ,. 

" JO " 32 3J " " 
BITI5I FUNCTION 

14 JS CST (CORE STATUS TABlEI BASE REGISTER 

"--
Figure 4-14 RDCSB Instruction • 
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• 
RDPUR (70210) 

00 " 
LHIEJ PROCESS USE REGISTER 

00 01 02 OJ .. " 06 07 '" 09 " " " " " " " " 
18 " 

RH/E) PROCESS USE REGISTER 
18 " 20 " " 23 ,. 

" " " 28 28 '" " " 33 " 35 

BIT(S) FUNCTION 

.35 PUR (PROCESS USE REGISTER) 

_.0'.' 

• Figure 4- t 5 RDP UR Instruction 

• RDCSTM (70214) 
00 " 

LHIEJ CST MASK REGISTER 
00 01 02 OJ .. " 06 07 08 09 " " " " " " " " 
" 

35 

RH/E) 

" 19 20 " " 23 ,. CST MASK REGISTER 

" 28 " 2B ,. '" " " 33 " 35 

• BIT/S) FUNCTION 

.35 CST (CORE STATUS TABLE) MASK REGISTER 

~-, 

Figure 4-16 RDCSTM Instruction 

• 
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RDTIME (70220) • 00 " " 
LH(E~ II I SIGN I 01 

HIGH ORDER TIME BASE 

" I " 03 .. OS 06 ., 08 .. ,. 
" " " " " " 

" " RH(E~lI I HIGH ORDER TIME SASE 

"I " " '" " " 23 " ,. 
" " " " JO " 32 J3 " 

BIT(S) FUNCTION . • SIGN BIT OC.), 1(.) 

'" HIGH ORDER TIME BASE (MILLISECONDS) 

00 " " 
LH(E) I o I 01 

LOW ORDER TIME BASE 

" I • " OJ .. OS 06 ., .. .. ,. 
" " " " " " 

" 23 " JS 

RH(E) I LOW ORDER TIME SASE TIME BASE FRACTION " I " " '" " " 23 " 
,. '" " " " JO " 32 J3 ,., 

BIT(S) FUNCTION 

• SIGN BIT OC.), 1(.) 

", LOW ORDER TIME BASE IMILLISECONDS) 

2435 TIME BASE FRACTION • _IOOJ 

Figure 4-17 RDTIME Instruction 

RDINT (70224) 

00 " • 
" 23 " RHIE) 

" 23 

BITIs) FUNCTION 

0.23 INTERVAL TIMER PERIOD REGISTER fP'fRIDD . " MILLISECONDS) --
Figure 4-18 RDINT Instruction 

• 
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• 
RH[EI 

LHle) 

• 

• 
LHIE) 

• RH(E) 

• 

ROHSB (70230) 
00 " l"eN I 
" 
" " 20 

WASPB (70240) 
00 

" 

" 

" " 20 " 

\J " ~~5A~D~:~ " " " 
35 

HS8 ADDRESS 

" 2l ,. ,. 
" 27 28 " JO " " JJ ,. 35 

BITrS) FUNCtiON 

o SIGN lilT_ O-STDRE HALT STATUS 
SIGN BIT· 1 - 00 NOT STORE HALT STATUS 

,4·35 HSB (HALT STATUS BLOCK) ADDRESS (8ITOO- 0) 

........ 

Figure 4- 19 RDHSB Instruct ion 

\J " " 
" 15 s7'6 " 

35 

SPT BASE REGISTER 
22 23 24 25 26 21 28 " JO " J3 " J5 

BITrS) FUNCTION 

143S SPT (SHARED POINTER TABLE) BAse REGISTER 

Figure 4-20 WRSPB Instruction 
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WRCSB (70244) • 00 " " " 
15 ~T 16 LH(EI 

" " 
" 35 

RH(EI CST BASE REGISTER 

" " 
,. 

" 22 2J " " 26 " 28 " JO " " 33 .. 35 

BIT(SI FUNCTION 

'''' CST (CORE STATUS TABLEI BASE REGISTER 

"~"'" 

Figure 4-21 WRCSB Instruction 

• WRPUR (70250) 
00 17 

LH(EI PROCESS USE REGISTER 
00 01 02 OJ .. " 06 07 IlO .. " " " " " " " " 
" " 

RH(EI PROCESS USE REGISTER 

" " 
,. 

" 22 2J " " 26 27 28 " JO 31 32 33 " 35 • 81T(SI FUNCTION 

0 PUR (PROCESS USE REGISTERI .. ~ .... 
Figure 4-22 WRPUR Instruction 

• 
WRCSTM (70254) 

00 " 
LH(EI CST MASK REGISTER 

00 " 02 OJ .. " 06 07 IlO 09 " " " " " " " " 
" 35 

RH(EI CST MASK REGISTER 

" " 
,. 

" 22 2J " " 26 " 28 ,. JO 31 " 33 .. 35 

8IT(SI FUNCTION 

~" CST (CORE STATUS TABLEI MASK REGISTER 

.... 00 .. 

Figure 4-23 WRCSTM Instruction • 
4-18 



• LHIE+1I 

RH(E~1) 

• LH(E) 

RHIEI 

• 

• 
LHIEJ 

RHIE) 

• 

WRTIME (70260) 
00 " 

I"GN I 

" 

BIT(S) 

0 

'" 

00 " 
I"GN I 

" LO~ORDE~ TIME: BASE: 

2J ,. 

WRINT (70264) 
00 

BIT(S) 

" ", 

Figure 4-24 

H;GH O~OER T:ME BA~E 

: HIGH:ORDEf TlME:BAse: 

FUNCTION 

SIGN BIT: 0(+), 1 H 

HIGH ORDER TIME BASE (MILLISECONDS) 

~OWO~DER T:ME BA~E : 

FUNCTION 

SIGN BIT 0,-1.1 (.I 

LOWOROER TIME BASE (MILllSECONDS) 

WRTIME Instruction 

INTERVAL TIMER 

00 " 
02 03 05 06 01 08 09 10 " " " 

" 
" 

: 231 24 

BIT(S) fUNCTION 

: 

.. 

0.73 INTERVAL TIMER PERIOO REGISTER (PERIOO" N MILLISECONDS) 

Figure 4-25 WRINT Instruction 
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WRHSB (70270) 

00 " " '4 11 

lH(E) I SIGN I 

RHIE) 
" 
" " '" " 22 23 

HS8 ADDRESS (BIT 00" 0) 
2.t25262728NJO 

8IT(S) FUNCTION 

o SIGN BIT-O-STORE HALT STATUS 
SIGN BIT" 1 .. 00 NOT STORE HALT STATUS 

31 

HS8 (HALT STATUS BLOCK) ADDRESS IF BIT 00" I 

Figure 4-26 WRHSB Instruction 

J5 

" J3 
" J5 

00 13 u 17 18 35 

E I : : : : :-: : :.: : : : : I :~~ : I : : : : : : : ':EG:ST:< : : : : : : I 
CONTROLLER 
NUMBER 

o 
o 
o 
o 
o 

3 

3 

2, " 11 

REOISHI! 
ADDRESS 

()'()71717 

""'" l()()()oo'l· 111717 
2DOOOO 
20000001 771117 

0-377777 

400000-717777 

0-377717 

400000-711771 

AEGISTER(S) 

NOT USED 
MEMORY STATUS REGISTER 
NOT USEO 
CONSOLE INSTRUCTION REGISTeR 
NOT USEO 

NOT useD 

UNI8US 1 (U8A AND DEVICE) REGISTERS 

NOT USED 

UNIBUS 3 (USA AND DEVICE) REGISTERS 

NOT USED 

Figure 4-27 I/ O Address Format 
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• 

• 

• 
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Table +6 External I/O Addresses 

KSIO Bus Unibus Register 
Register(s) Device Device CfL # Address 

Memory Status Registe r Memory 0 100000 
Cont. 

Console Instruction Console 0 200000 
Register 

USA Paging RAM USAI I 763000-77 
UBA Status Register USAI I 763100 
UBA Maintenance Register USAI I 763101 

Unibus t 

USAI RH II # I (RP06) I 776700' 

USA Paging RAM USA3 3 763000-77 
USA Status Register USA3 3 763100 
USA Maintenance Register USA3 3 763101 

Unibus 3 

USA3 RH II =t 3 (fU45) 3 772440' 

USA3 LP20 =t I 3 775400-

U SA3 OZII" I 3 760010' 
USA3 OZII=t2 3 760020' 
USA3 OZII,. 3 3 760030' 
USA3 OZII ,. 4 3 760040' 

USA3 KMCII # I 3 760540' 

USA3 OUPII,. I 3 760300' 
USA3 OUPII ,. 2 3 760310' 

NOTE 
An asterisk (*) indicates address is a base address. 

Note that an extended address (greater than 18 bits) is requi red to address contro llers othe r than zero. 
The effective address calcu lat ion for external 1/ 0 instructions (d iagra med in Figure 4-28) is as 
follows. 

I. If there is no indexing or indirection, Y is used as the effective address. 

2. If there is indirection (or indirection and indexing), Y (or Y indelted by bilS 18-35 of the 
index register) is used as an address fo r an indirect word fetch and the contenlS of the 
indirect word (bilS 14-35) are used as the effective address. 

3. If there is indexing (and no ind irection) and th e left half of th e index register is less than o r 
equal to z.ero, Y indexed by bilS 18-35 of the index register is used as the effecti ve address. 

4. If there is indexing (and no indi rection) and the left half of the index register is positive, Y 
indexed by bilS 06- 35 of the index register is used as the effective address . 
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NO 

XR06_35 + Y 

BITS 14-1S·VMA 

YES 

EXTENDED ADDR ESS 

INSTRUCTION FETCHED 

STAAT 

Y 

_____ INSTRUCTION 

NOTES: 

I " INDIRECT 81T 
X " INDEX REGISTER BITS 
XR " INDEX REGISTER CONTENTS 
y .. ADDRESS BITS 
VMA " VIRTUAL MEMORY ADDRESS 

FETCH 
INDIRECT 
WOAO 

-0 

18 BIT ADDRESS BITS 18-25 ~ VMA 

Figure 4-28 Effecti ve Address Calculation 
for External I/O Instructions 
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The operations described above are summarized in Table 4-7. The result of the effective address cal­
culation, which can be either an IS-bit or an extended I/ O add ress is also indicated. 

Table 4-7 Summary of Effective Address Calculation 
for External 1/ 0 Instructions 

Indirection Indexing XRL Effective Address Comments 

NO NO - Y IS-bit Address 
YES NO - (Y) Extended Address 
YES YES - (Y + XR 18- 35) Extended Address 
NO YES < 0 Y + XR18- 35 IS-bit Address 
NO YES > 0 Y + XR06- 35 Extended Address 

It can be seen that to address controllers other than zero, which require an extended add ress. instruc­
tio ns using indexing or indirect addressing must be used . Examples of each follow, both of which read 
the status register (register address = 763100) in UBA I I (controller number = I) into an AC with the 
RDIO externa l I/ O instruction. 

Example 1 (using indexing): 

ROIO ACt 763 100(X) where the contents of index register X "'" I(XX)OO() 

The index register contents (the controller number) is added to Y (the register add ress) 10 give the 
extended I/ O address 1736100. 

Example 2 (using indirection): 

ROIO AC t @ 100 where the contents of)OO = 1763100 

An indirect word fetch of location 100 is made and the contents are used to generate the extended I/ O 
address 1763 100. 
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4.3.3 pxcr Extensions 
The UMOVE and UMOVEM instructions have been originated for the KSIO to save time and space 
in the monitor . 

• UMOVE (704) - The UMOVE (move from previous context) instruction performs the same 
functions as: 

PXCT 4, (MOVE AC,E] 

• UMOVEM (70S) - The UMOVEM (move to previous context) instruction performs the same 
function as: 

PXCT 4, (MOVEM AC,E] 

4.4 KSIO PROCESSOR STATUS WORDS 
Whenever the KS 10 processor halts. it writes a halt status word. the PC, and (optionally) a halt sta tus 
block of 18 words in memory. 

The halt sta tus word contains a code indicating the type of halt; the halt status block contains a read­
out of several CPU registers (H R, VMA, etc.) at the time of the halt. Other KS 10 status words include 
the page fail word. which is written into the UPT following a page failure: and the PC word (PC with 
flags). which is stored in an AC or memory location by certain system level instructions. 

• 
'. 

• 
4.4.1 Hall Status Word • 
A halt status code is stored in physical memory location 0 (not ACO) whenever the KS 10 processor 
halts. Codes in the range 0-77 (octal) indicate normal halts; codes in the range 100-177 (octal) 
indicate software failures; codes of 1000 (octal) or greater indicate microcode or software failures. Bit 
format and hah code definitions are given in Figure 4-29. 

4.4.2 PC 
A processor halt causes the PC to be stored right justified in physical memory location I (not AC I). 

4.4.3 Hall Status Block 
If the halt status block add ress is positive. a processor halt causes the contents of several processor 
registers to be stored in a block of KSIO memory starting at the specified add ress. Figure 4-30 shows 
the information stored in each location. If the halt status block address is negative, the halt status 
block is not sto red . The WRHSB instruction (Paragraph 4.3.1) allows the program to load any address 
value. Initially , when the microcode is started. the halt status block address is set to a value of (+) 
376000 and the halt status block is stored. 

4·24 

• 

• 



• 

RHIOI 

• 

• 

• 

• 

HALT STATUS WORD (MEMORY LOCATION 0) 

" 

8IT(SI fUNCTION 

"" HALT CODE 

0000 
0001 
0002 

0100 
0101 
0102 

1000 

1005 

MICROCODE JUST STARTED 
HALT INSTRUCTION EXECUTED 
CONSOLE PROGRAM HALTED CPU 

110 PAGE fAILURE 
ILLEGAL INTERRUPT INSTRUCTION 
POINTER TO UNI8US VECTOR IS ZERO 

ILLEGAL MICROCODE DISPATCH 

MICROCODE STARTUP CHECK fAILED 

Halt Status Word 
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MEMORY 
LOCATION REGISTER 

X MAG 

X+l PC 

X+2 HR 

X+3 AR 

X+4 ARX 

X+5 SR 

X+6 SRX 

X+7 ONE 

X+ l 0 ESR 

X+ ll USA 

X+12 MASK 

X+13 FLG 

X+14 PI 

X+ 15 Xl 

X+16 TO 

X+17 T1 

X+20 VMA 

X+2l FEISC 

0 

REGISTER DATA 

17 

011 .... . . . ....•..... . .. . .. 111 

PCITS) 

CURRENT INSTRUCTION 

AR (36) 

ARX (36) 

SR (36) 

SRX (36) 

000 ........................ 001 

ESR ( II ) 

USR (11 ) 

111 ........................ 111 

MICROCODE FLAGS 

PI STATUS (RDPI) 

00 .... . . . ..... 01 00 ..... • ...... 01 

TO 136) 

T1136) 

VMA 

FE 1-9 SC 1·9 

89 16 17 18 

Figure 4-30 Halt Status Block 

soo 
35 

MA01" 

The first 16 memory locations of the halt status block hold the register data read from the l6-word 
RAMs associated with the 2901 microprocessor circuits. Significant status information includes the 
PC a1so stored in memory location. current instruction, EBR, UBR, microcode flags, and PI system 
status. (PI system status is the same as that read by RDPI instruction.) Another processor status word. 
the YMA contents (plus flags), is sto red in the next to last location of the hah status block . Bit 
definitions for the microcode flag and VMA words are given below . 

• Microcode Flags - In the event of a page failure, th ree flags and a page fail code are stored as 
part of the hah status block in X + 13. The page fail code, which is the contents of the 
microword's magic number field, specifies the operation for which the page failure occurred . 
Status word bit format and page fail code definitions are given in Figure 4-31. 

• YMA - The vi rtual memory add ress (VMA) and VMA flags are stored in location X + 20 of 
the halt status block . Bit format and definitions are given in Figure 4-32. 
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• 
MICROCODE FLAGS 

00 OJ 

lH(J711013) 

" 
RH{37601J) 

BITIS) 

• • , 
, 
18-35 

• 

• 

• 

" "I" " 
IWREFI C~~CACH I 

P~GE FAll CO~E 
FUNCTION 

WRITE REFERENCE BIT FROM PAGE MAP 

PI CYCLE 

LOOI( IN CACHE BIT FADM PAGE MAP 

PAGE FA.IL CODe 

000000 
000001 
400002 
000003 
000004 
000005 
000006 
000007 
000010 
000011 
000012 

SIMPLE INSTRUCTIONS 
au IN PROGRESS 
MAP IN PROGRESS 
Move STRING SOURCE IN PROGRESS 
Move STRING fiLL IN PROGRESS 
Move STRING DESTINATION IN PROGRESS 
FILLING DESTINATION 
EDIT SOURCE 
EDIT OEST INATION 
CONVERTING DECIMAL TO lUNARY 
COMPARING DESTINA.TION 

Figure 4·31 Microcode Flags 
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• VMA 
00 " 02 03 .. '" 06 

., .. II> " " .. " 
LH!J760201 l ~sE~~~~l:NST REA:O I WRf I WR~ I '/~ I. NOTH I ~HVS l e~~J PHVS "OOR 

" I MODE DE nCH eye TST eve fVW CACH REF .. " " 
· 

" 35 

VIRTUAL ADDRESS f81T 8·0) OR PHYSICAL ADDRESS (BIT 8· I) 

" I 
· 

RHIJ76020) I 
18 " 20 " " 2J " 25 ,. " 28 29 JO " " 33 ,. .. 

· 
ems) FUNCTION - - · • USER MODE 

, EXEC MODE 

, INSTRUCTION FETCH • 3 READ CYCLE 

• WRITE TEST 

, WRITE CYCLE 

• 110 READOR WAITE 

, DO NOT LOOK IN CACHE 

• PHYSICAL REFERENCE 

" 110 BYTE INSTRUCTION • '417 BITS ,. 11 OF PHYSICAL ADDRESS lOR 011 

1835 81TS 18-35 OF VIRTUAL ADDRESS IBIT 8·0) OR PHYSICAL 
ADDRESS {BIT 8· 11 --, 

Figure 4-32 VMA 

• 
· 
· · · 
· 

• 
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4.4.4 PC Word 
Several of the jump instructions (e.g., JSR) save the PC and various processor flags in a memory loea· 
tion or an AC. Bit format for this PC word is shown in Figure 4-33. 

4.4.5 Page Fail Word 
Following all page failures, except for in-out failures, the processor causes a page fail trap and stores a 
page fail word in location 500 (octal) of the UPT. Bit format is shown in Figure 4-34. 

4.5 KSIO EPT/UPT 
Executive process table (EPT) and user process table (UPT) configurations for the KS 10 are shown in 
Figures 4-35 and 4-36. 

4.6 OPERATOR CONSOLE 
Local operator control of the KS 10 is by a set of commands typed at the console terminal (cry). The 
CTY connects directly to the SOgO-based console hardware via a serial line. A second serial line, that 
operates in parallel with the first line, may also be connected to the console hardware to allow control 
of the KSIO by a remote diagnosis link. Other (user only) terminals connect to the KSIO via the 
Unibus (DZlls). 

The commands typed at the cry, or entered from the remote diagnosis link, are implemented by the 
program running in the console module's 8080 microprocessor. The program is resident in PROM and 
valid at power-up. 

The cry operates in either cry mode or user mode. 

NOTE 
The remote diagnosis link operates in one of sev­
eral modes as explained in Paragraph 4.7. These 
KLJNIK line modes should not be confused with 
the two 8080 program modes stated above and 
described below. They are not directly related to 
each other. 

In cry mode, commands are directed to (and executed by) the 8080 console hardware. An operator 
may perform the following major functions. 

I. Reset and bootstrap system 
2. Load and check microcode 
3. Deposit and examine memory 
4. Read and write 1/ 0 device registers 
5. Read and write KS 10 bus 
6. Start and stop CPU clock 
7. Single-step the CPU clock 
8. Execute a given instruction 
9. Halt the machine 

10. Start the machine at a given location 
II. Single-instruct a program 

In user mode, the CTY is a user terminal and (with one exception) the console passes all characters 
directly to and from the program running in the KS 10 CPU without echoing or interpreting the char­
acters in any way. The exception is a "control " ... which causes the console program to switch the 
cry from user mode to cry mode. 
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LH(PCI 

AH (PCI 

PC WORD 
00 0 , " 03 .. " I OVF I OCAAR~ FLT: I FPO IUSER 

OV' 

" 
" " 

,. 
" " 23 

06 01 08 .. " " 
USER I 

'OT 
TRAP IIFLT 

2 1 UfLO 

PROGRAM COUNTER 

" 
,. ,. 27 28 " 

!lIT(SI fUNCTION 

0 OVERFLOW , CA,RRYO , CARRY 1 
3 FLOATING OVERFLOW 

• FIRST PART DONE 
5 USER MODE 

• USER lOT 'ALSO PCUJ 
9 TRAP2 

" TRAP I 

" FLOATING UNDERFLOW 

" NO DIVIDE 
'835 PROGRAM COUNTER 

Figure 4·33 PC Word 
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LH(500) 

.' RH(5001 

• 

• 

• 

• 

PAGE FAIL WORD lOR MAP AC) 
00 " I,USE~1 AODR 0 

18 

02 03 '" 05 06 " 011 " " 
PAGE FAIL CODE OR l~T HI PAG 1 TV WilT SOFT WREF CACH REF 

VIRTUAL ADDRESS (PHYSICAL FOR MAP IF 81T 2" 11 

81TlSI fUNCTION 

o USER ADDRESS 

25(81T 1·01 

2 

J 

• 
5 

TRANSLATION VALID 

WRITABLE (KL PAGING MODE 01 
WRI"EN (Kl PAGING MODE" 11 

SOFTWARE (KL PAGING MODE - 01 
WRITABLE (KL PAGING MODE" 11 

WRITE REFERENCE 

25 (81T 1 " 11 PAGE FAIL CODE 

" 

20 AN 110 INSTRUCTION SELECTEO A NONEXISTENT 
DEVICE OR REGISTER (BITS '.35- UOAOORESSI 

25 PAGE TABLE PAR tTY ERROR 

311 HARO MEMORY ERROR 

31 NXM 

, PAGE TABLE CACHE 

8 PAGED REFERENCE 

18-35 VIRTUAL ADDRESS (PHYSICAL fOR MAP IF 81T 2" 1) 

Figure 4-34 Page Fail Word 

4-31 

-

" 
ADDRESS 

"I 15 " 
35 



• 

'" 420 

I 42 

422 

423 

424 

425 .,. 
427 

430 

431 

432 

433 

434 

435 
436 

477 

500 

SOl 
S02 

S03 

504 

537 

54. 

541 

777 

USER PROCESS TABLE 

NOT USED 

USER ARITHMETIC OVF TRAP INST 

USER STACK OVF TRAP INST 

USER TRAP 3 TRAP INST 

FLAGS I MUUO OP AC 

MUUOOLD PC 

E OF MUUO 

MUUO PROCESS CONTEXT WORD 

KERNAL NO TRAP MUUO NEW PC WORD 

KERNAL TRAP MUUO NEW PC WORO 

SUPERVISOR NO TRAP MUUO NEW PC WORD 

SUPERVISOR TRAP MUUO NEW PC WORD 

CONCEALED NO TRAP MUUO NEW PC WORD 

CONCEALED TRAP MUUO NEW PC WORD 

NOT USED 

PAGE FAIL WORD 

PAGE FAIL FLAGS 

PAGE FAIL OLD PC 

PAGE FAIL NEW PC 

NOT USED 

USER SEC 0 PTR 

NOT USED 

I 
2 
7 

7 

• 
4 
4 

5 
60 
7 

100 
117 
120 

420 
421 

422 

423 

424 

537 
540 

541 

777 

EXECUTIVE PROCESS TABLE 

NOT USED 

STANDARD PRIORITY INTERRUPT INST 

NOT USED 

VECTOR INTERRUPT TABLE POINTERS 

NOT USED 

EXEC ARITHMETIC OVF TRAP lNST 

EXEC STACK OVF TRAP INST 

EXEC TRAP 3 TRAP INST 

NOT USED 

EXEC SEC 0 PTR 

NOT USED 

.... anI 

Figure 4-35 KSIO EPT /UPT (TOPS-20 Paging) 
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• o 

377 
400 

417 

• 420 

421 
422 

423 

424 

425 
426 

427 

430 

• 431 

432 

433 

434 

435 
436 

477 

500 
501 • 502 
503 

777 

• 

USER PROCESS TABLE , 
USER PAGEO 

I 
USER PAGE 1 

I 
I 
I 
I 
I 

USER PAGE 776 I USER PAGE 777 

EXEC PAGE 340 I EXEC PAGE 341 

EXEC PAGE 376 , EXEC PAGE 377 

ADDRESS OF LUUD BLOCK 

USER ARITHMETIC OVF TRAP .NST 

USER STACK OVf TRAP INST 

useR TRAP 3 TRAP 'NSf 

MUUD STORED HERE 

PC WORD OF MUUD STORED HERE 

PROCESS CONTEXT WORD STORED HERE 

NOT USED 

KERNAL NO TRAP Muue NEW PC WORD 

KERNAl TRAP MUUD NEW PC WORD 

SUPERVISOR NO TRAP MUUD NEW PC WOAD 

SUPERVISOR TRAP MUUD NEW PC WORD 

CONCEALED NO TRAP MUUD NEw PC WORD 

CONCEALEO TRAP MUUD NEw PC WOAD 

NOT USED 

EXEC OR USER PAGE fAIL WORD STORED HERE 

EXEC DR USER OLD PCWORO STORED HERE 

PAGE fAIL NEW PC WORD 

NOT USED 

0 
1 
2 
7 

7 

7 

7 

4 
4 
5 
60 
7 

100 
11 
120 
17 
200 

7 37 
400 

1 

2 

3 
4 

420 
42 
42 

42 
42 

577 
600 

757 
760 
777 

EXECUTIVE PROCESS TABLE 

NOT USED 

STANDARD PRIORITY INTERRUPT INST 

NOT USED 

VECTOR INTERRUPT TABLE POINTERS 

NOT USED 

EXEC PAGE 400 
I 

eXEC PAGE 401 

EXEC PAGE 776 EXEC PAGE 777 

NOT USED 

EXEC ARITHMETIC OVF TRAP INST 

EXEC STACK OVF TRAP INST 

EXEC TRAP 3 TRAP INST 

NOT USED 

EXEC PAGE 0 EXEC PAGE I 

EXEC PAGE 336 
I 

EXEC PAGE 337 

NOT USED 

"".OH(I 

Figure 4-36 KSIO EPT/UPT (TOPS- IO Paging) 
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The console program initializes to CTY mode at power-up. When in CTY mode, starting or contin- • 
uing KS 10 program execution (ST or CO commands) or a "control-Z" switches the console program 
to user mode. As stated previously, a "control- " " in user mode causes a return to CTY mode. Also, 
an error which lights the FAULT indicator causes a return to cry mode, as does any KSIO processor 
halt instruction. 

4.6.1 8080 Console Commands 
The CTY mode command prompt is the characters "KS 10" followed by a greater than sign ("KS 10> "). 
A command, or a string of commands separated by commas, may then be typed and followed by a 
carriage return (CR). The CR causes the command, or string of commands, to be executed. The vari­
ous console commands are listed in Table 4-8. Error printouts are listed in Table 4-9. Other messages 
are listed in Table 4-10. 

4.6.2 Console Status Registers 
The console program reads and prints (at the cry) the contents of certain 8080 registers in response 
to the EB (examine bus) command and a system parity error (1PAR ERR). The EB command prints 
registers 100- 103 and 300- 303. Registers 100,303, and 103 are printed when the system parity error is • 
detected. Register bit format is shown in Figure 4-37. 

4.7 REMOTE DIAGNOSIS (KLlNLK) LINE 
As stated previously, a serial line to faci litate remote diagnosis connects to the 8080 console in parallel 
with the serial line for the cry. This line. called the KUNIK line, operates under the control of the 
8080 console program in one of four operating modes. The mode is dependent on the position of the 
front panel REMOTE DIAGNOSIS switch (Paragraph 4.1) and whether or not the operator at the 
cry has entered a password or enabled / disabled duplicate cry operation. The password is entered 
by the PW command; duplicate CTY operation is enabled /disabled by the KL command. Console • 
commands are listed in Table 4-8. 

4.7.1 KLIN IK Line Modes 
The four KLINIK line operating modes (0- 3) are as follows. 

I. Mode 0 (console unavailable to KUNIK line) - This mode is in effect when : 

a. The front panel switch is set to DISABLE. 

b. The front panel switch is set to PROTECT and the operator has not typed a password • 
at the cry. 

2. When the switch is in the DISABLE position or with the switch in the PROTECT position 
and no password entered, any character entered over the KLINIK line will be echoed as 
"?NA" (i.e., Not Available). Once the operator types a password at the Cll' using the PW 
command, the KUNIK line is switched to mode I. 

Mode 1 (console waiting for password on KUNlK line) - This mode is in effect when the 
front panel switch is set to PROTECT and the operator has typed a password at the CTY. 
The first character entered by the KUNIK user in mode I is thrown away and echoed as 
"PW." Characters following the first are then compared against the password entered by the 
operator. If there is no match, that is, if the KU NIK user has entered the wrong password, 
the console responds with the error message ?IL (i.e .. Illegal Password). The K L1Nl K user is 
allowed three chances to enter the correct password. (The line is hung up after the third 
consecutive miss.) Once a correct password is entered, the message "OK" is printed and the 
KLINlK line is switched to mode 2. 
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Load Commands 

LA xx 
LCxx 
LF xx 

L1xx 

LK xx 

Table 4-8 Console Mode Commands 

Sel KS 10 memory address xx (0000000- 1777777). 
Sel CRAM address xx (0000-3777). 
Load diagnostic write funclion xx (0- 7). The function specifies a 12-bit group 
within a GRAM address. 

LF CRAM Bits 

0 00-11 
1 12- 23 
2 24- 35 
3 36-47 
4 48- 59 
5 60- 71 
6 72- 83 
7 84-95 

Set 1/0 address xx. The address consists of a control number and a register 
address. 1/ 0 addresses accessible from the console are listed below. Note that 
the address of the console instruction register is not included. If the console 
attempts to access its own instruction register, no response occurs. 

CfL 
Register 
Address Register(s) 

o 100000 Memory status register 
1,3 763000-77 UBA paging RAM 
1,3 763100 USA status register 
1,3 763101 UBA maintenance register 
1,3 7xxxxx Unibus device registers 
Set 8080 memory address xx. (PROM address = 00000- 17777; RAM address 
- 20000- 21777). 

Note that the values loaded by the load commands listed above are addresses for use as arguments by 
associated deposit/ examine commands. The values are not the contents of an address. 

Deposil Commands 

DB xx 

• DC xx 

• OF xx 

01 xx. 

Deposit xx (36 bits) onto KS 10 bus. 

Deposit xx (96 bits) into CRAM. Address previously loaded by LC 
command. 

Deposit xx (12·bit group) into CRAM. Address and diagnostic function pre· 
viously loaded by LC and LF commands. 

Deposit xx (16, 18 or 36 bits) into an 1/ 0 register. Address previously loaded 
by LI command. 
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Table 4-3 Console Mode Commands (Cont ) 

Deposit Commands (Cont ) 

DK xx 

DM xx 

ON xx 

Examine Commands 

EB 

• EC 

• EC xx 

• EI 

• EI xx 

• EJ 

EK 

EK "" 

EM 

EM "" 

EN 

Deposit xx (8 bits) into 8080 memory. Address previously loaded by LK com­
mand. (Data cannot be deposited in PROM addresses ; only in RAM 
add resses.) 

Deposit xx (36 bits) into KS10 memory. Address previously loaded by LA 
command. 

Depos;t xx into next (KSIO, 8080, I/ O, CRAM) address. 

Examine KS 10 Bus. Prints contents of console registers 100-103 and 300-303 
(Paragraph 4.6.2). 

Examine contents of CRAM control register. 

Examine contents of CRAM address xx. 

Examine contents of 110 register. 
command. 

Address previously loaded by LI 

Examine contents of I/ O address xx . 

Examine current CRAM address, next CRAM address, jump address, and 
subroutine return add ress. 

Examine contents of 8080 memory. Address previously loaded by LK I 

command. 

Examine contents of 8080 memory add ress xx. 

Examine contents of KS 10 memory. Address previously loaded by LA 
command. 

Examine contents of KS 10 memory address xx. 

Examine contents of next (KSIO, 8080, I/ 0, CRAM) address . 

StartlStop Clock Commands 

CH Halt CPU clock. 

• CP Pulse CPU clock. 

• CP xx Pulse CPU clock xx times. 

• CS Start CPU clock. 
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Table 4-8 Console Mode Commands (Coni) 

Start/Stop Microcode Commands 

• PM 

• SM 

• SM xx 

• TR 

• TR xx 

Pulse microcode. Performs a CP command to execute a microinstruction fol­
lowed by an EJ command 10 print current CRAM address, next CRAM 
address,jump address, and subroutine return address. 

Reset and start microcode at CRAM address O. 

Reset and start microcode at CRAM add ress xx. 

Trace. RepealS PM command until any cry key is depressed. 

Trace. Repeats PM command until CRAM address xx is reached or until any 
CTY key is depressed . 

Start/Stop Program Commands 

HA 

co 

SH 

SI 

ST xx 

Halt KS 10 program. Microcode enters halt loop. 

Continue KSIO program execution. Console program enlCrs user mode. 

Shut down command. Deposits nonzero data into KSIO memory location 30 
to allow orderly shut down of the monitor. 

Single instruct. Executes next KS 10 instruction. 

Stan KS IO program at address xx. Console program enters user mode . 

Select Device Commands 

os Select disk for bootstrap or microcode verification. Console program asks for 
USA number (default ., I), RH II base address (default = 776700), and disk 
unit number (default ".. 0) as follows: 

»UBA? I <CR > 
> > RH BASE? 776700 <CR> 
»UNIT? 0 <CR> 

The default value for the RH II base address is currently the only value per­
mitted. Also, a carriage return in response to any question retains the current 
value. 
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Table 4-8 Console Mode Commands (Cont ) 

Select Devtce Commands (Cont) 

MS Select tape for bootstrap or for microcode verification. Console program asks 
for UBA number (defauh - 3), RH II base address (defauh = 77244O), lape 
unit number (default = 0), tape density (default = 1600 BPI), and slave 
number (default = 0) as follows: 

» UBA? 3 < CR > 
» RHBASE?77244O < CR > 
» TCU?O<CR> 
» DENS? 1600 < CR > 
» SLY?O < CR > 

The default value for the RH I I base address is currently the only value per-

• 

milled. Also, a carriage return in response to any question retains the current • 
value. 

Bool Commands 

BT 

BT I 

BC 

LB 

LB I 

MB 

MT 

Bootstrap the KSIO from disk. Loads and starts microcode and monitor boot 
program from drive 0 on UBA 1 (default address) or drive selected by last OS 
command; starts KSIO at memory address 1000. The BT command is per­
formed automatically 15 seconds after power-up. A "control-C" aborts the 
automatic boot process . 

Same as BT command except that diagnostic boot program (not monitor boot 
program) is loaded and started. 

Check the KS 10 boot path. 

Load the monitor boot program from the disk selected last. Does not load 
microcode. Program must be started at 1000. 

Same as LB command except that diagnostic boot program (not monitor boot 
program) is loaded. Program must be started at 1000. 

Load the monitor boot program from the tape selected last. Does not load 
microcode. Program must be started at 1000. 

Bootstrap the KS 10 from tape . Loads and starts microcode and monitor boot 
program from tape unit 0, slave unit 0 on USA3 (default address) or drive 
selected by last MS command ; starts KSIO at memory address 1000. 

Verify Microcode Commands 

YD 

VT 

Verify CRAM against disk. Compares microcode in CRAM with microcode 
found on disk unit 0 on UBAI (default address) or disk selected by last DS 
command. 

Verify CRAM against tape. Compares microcode in CRAM with microcode 
found on tape unit 0, slave unit 0 on USA3 (default address) or tape selected 
by last MS command. 
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Table 4-8 Console Mode Commands (Cont) 

Mark/Unmark Microcode Commands 

• MK xx Mark microcode word (set bit 95) at CRAM address xx. 

• UM xx Unmark microcode word (clear bit 95) at CRAM address xx . 

Master Reset Command 

MR Master reset. Issue bus reset. 

Execute Command 

EX xx Execute the single KS 10 systems- level instruction xx. 

Enable/Disable Commands 

CE xx 

PE xx 

sc xx 

TE xx 

TP xx 

Read Cram Commands 

Enable (xx = I) or disable (xx = 0) cache. 

Enable or disable parity detection as follows: 

xx 
o Disable all parity detection. 
4 Enable KS 10 bus parity detection. 
5 Enable DPE/ DPM parity detection. 
6 Enable CRA/ CRM parity detection. 
7 Enable all parity detection. 

Enable (xx= I) or disable (xx =0) automatic recovery from soft CRAM parity 
errors. 

Enable (xx IZ I) or disable (xx = 0) CPU interval timer interrupts. 

Enable (xx .. I) or disable (xx = 0) CPU traps. 
Following an enable/ disable command with a carriage return gives the cur­
rent va lue. 

• RC Read CRAM data. Performs diagnostic read functions 0-17 to read CRAM 
addresses and contents (of current address) as follows: 
xx 
o 
I 
2 
3 
4 
5 
6 
7 

10 
II 
12 
13 
14 
15 
16 
17 

CRAM bilS 00-11 
Next CRAM address 
CRAM subroutine return address 
Current CRAM address 
CRAM bilS 12- 23 
CRAM bilS 24-35 (Copy A) 
CRAM bilS 24- 35 (Copy B) 
Os 
Parity bits A- F 
KSIO Bus bilS 24-35 
CRAM bilS 36-47 (Copy A) 
CRAM bilS 36-47 (Copy B) 
CRAM bilS 48-59 
CRAM bilS 60- 71 
CRAM bilS 72- 83 
CRAM bilS 84- 95 
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Table 4-8 Console Mode Commands (Cont) 

Zero Memory Command 

ZM Zero memory. Deposit Os into all KS 10 memory locations. 

Repeat Command 

RP 
RP xx 

Repeat last command. or last command string, until any cry key is depressed 

Repeat last command, or last command string. xx times. 

Lamp Tesl Command 

LT Blink indicators. Momentarily lights (1-2 seconds) and turns off (1-2 seconds) 
STATE. FAULT. and REMOTE indicators. The indicators are then returned to 
thei r original state. 

Pass"'ord Command 

PW xx Set password xx (xx "" maximum of 6 alpha·numeric characters). 

Following a PW command with a carriage retu rn clears the password storage area. 

KLI NIK Commands 

KL xx 

TT 

Enable remote link with access to system to operate in mode 2 but not in mode 3 
(xx = 0). Enable remote link with access to system to operate in mode 2 or in mode 
3 (xx = J). 

Following a KL command with a carriage return gives the current value. 

Force KLI IK line from mode 3 to mode 2. 

Special Control O araclers 

control·C 

control·Q 

control·Q 

control·U 

control-Z 

control -" 

Abort current command. Console returns command prompt. 

Inhibit CTY output (type-outs). 

Inhibit CTY output and stop 8080 console program until control-Q is typed at cry. 

Enable cry output and continue 8080 console program. 

Delete current line. 

Enter use r mode. 

Enter cry mode. (K LI NIK line: enter mode 3.) 
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Table 4-8 Console Mode Commands (Coni) 

Spedal Control Cbaracters (Cont) 

RUBOUT 

Message 

?A/B 

?BC xx 

?BFO 

?BN 

1ST JUt 

?BUS 

?CCYC 

?CHK JUt 

?DCYC 

Delete last character. 

Meaning 

NOTES 
I. An asterisk (.) indicates that the CPU clock 

must be stopped in order to execute the 
command. 

2. More than one command may be entered on a 
line (separated by commas) and executed as a 
command string. 

3. Commands (except for special control charsc· 
ters) and command strings are followed by a 
carnage return (CR) to cause command exe­
cution. (Special control characters are exe­
cuted wben typed.) 

Table 4-9 8080 Console Error Messages 

A not equal to B. (A and B copies ora microcode field did not match.) 

Be command failed. (Refer to KS 10 Maintenance Handbook for definition of error 
code xx.) 

Buffer overflow. (Too many characters typed; console's 80 character input buffer is 
fulL) 

Bad number. (Character typed is not an octal number.) 

BT command failed. (Refer to KSIO Maintenance Handbook for definition of error 
code "".) 

Bad KS 10 bus. (All bus lines not zero after power-up or reset.) 

Command/address cycle failed. (KS 10 bus data failure detected during DB com­
mand; good and bad data printed.) 

PROM checksum error. (Bad checksum for PROM chip xx where JUt ""' I, 2, 3, or 4.) 

Data cycle failed. (KSIO bus data failure detected during DB command; good and 
bad data printed.) 

4-41 



Message 

?ONC 

?DNF 

?FRC 

?IA 

?IL 

?IL 

?KA 

?MRE 

? A 

?NBR 

?NDA 

? R-SCE 

?NXM 

?PAR 
ERR JUt 

?PWL 

?RA 

Table 4-9 8080 Console Error Messages (Cont) 

Meaning 

Did not complete. (HA or SM command did not cause microcode to enter halt loop.) 

Did not finish. (ST, CO, or EX command did not complete.) 

Forced reload. (Monitor has requested reload; 8080 halts the KSIO, reloads the pre­
boot program, and starts in KS 10 memory location 1000.) 

Illegal address. (Address typed is out ofrange.) 

megal command. (Command typed is not valid.) 

Incorrect password. (Password entered via KLiNIK line does not match password 
entered at cry.) 

Keep-alive error. (During timesharing, the monitor failed to update the keep-alive 
count for a period of approximately 15 seconds.) 

Memory refresh error. (Incomplete KS IO MaS memory cycle. Error occurs when 
memory must be refreshed in hung state.) 

Not available. (Console not enabled to receive KLINIK line input.) 

No bus response. (Console did not receive GRANT afier requesting KS to Bus.) 

No data acknowledge. (Console did not receive DATA CYCLE signal afier a data 
request.) 

Nonrecoverable sort CRAM error. This message is followed by the standard '"1PAR 
ERR" message. 

Nonexistent memory. (Deposit or examine command referenced nonexistent KS 10 
MaS memory location.) 

System parity error. (CPU clock stopped due to system parity; xx = contents of the 
following console status registers in the order indicated: 

100, 303, 103 

Refer to Paragraph 4.6.2 for status register bit format.) 

Password length error. (Password longer than six alphanumeric characters.) 

Requires argument. (Command typed requires an argument.) 

?RUNNING Clock running. (Command typed requires CPU clock to be stopped.) 

?UI 

%SCE 

Unknown interrupt. (Console received interrupt but cry or KLiNIK line has no 
character.) 

Soft CRAM error. 8080 is attempting to recover by reloading the CRAM and contin­
uing the instruction that got the parity error, 
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Message 

BT AUTO 

BTSW 

BUS 0-35 

CYC 

ENABLED 

HLTD 

KS10 > 

OFF 

ON 

RCVD 

SENT 

USR MOD 

» UBA? 

» UN1T? 

»TCU 

» RHBASE? 

» DENS? 

» SLV? 

Table 4-10 Other 8080 Console Messages 

Meaning 

Beginning automatic boot procedure after power-up. 

Beginning boot procedure as a result of BOOT switch being pressed (LOCK 
switch in UNLOCK position). 

Message header for EO command. 

Cycle type for DB command. 

Entering cry mode from user mode. (CTY mode is entered as a result of a 
"control- , " in user mode with LOCK switch in UN LOCK position.) 

Halt in KS 10 processor program execution. 

Command prompt. 

Current state is off. (Response to CE, TE, TP, and KL commands when current 
state of enable is requested and it is a 0.) 

Current state is on. (Response to CEo TE, TP, and K L commands when current 
state of enable is requested and it is a I.) 

Data received from bus. (Indicates bus data received if failure occurred during 
EB command.) 

Data sent to bus. (Indicates bus data transmitted if failure detected during DB 
command.) 

Entering user mode. (User mode is entered as a result of a "control-Z" or the suc­
cessful completion of a CO, ST, BT, or MT command.) 

Query for UBA number. 

Query for unit number. 

Query for tape controller unit number. 

Query for RH II base register address. 

Query for tape density. 

Query for tape slave number. 
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100 

·CSL ·USA3 
1 

-CRM ·MEM ·DP CRA 
1 PAR EAA PAR ERR PAR ERR PAR ERR PAR ERR PAR ERR 

• 

: : I I I 
. 

101 PI REQUEST MEM REF 

1 1 2 3 , 5 • 7 ERR -. 
1 1 1 

-
· 

102 
AC 

RESET 
MEM 1/0 BAD DATA COM/ADR 1/0 DATA DATA 

La BUSY BUSY cye eye eye eye 

I o BUS ~ATA 1 • I -USA 1 I I 103 PAR ERR 1 
PAR RH I PAR LH I I 2 I 3 

300 
eTY STP eTY CHAR KlNK STP KlNK HALT 

EXECUTE CONTINUE BITS'll LNGTH SW BITSW LENGTH SW LOOP RUN 

• 301 
10 

NXM D 
BUS BUS LOCK BOOT DATA 

INT REO PAR ERR sw sw AeK 

302 0 0 0 0 
REMOTE REMOTE TERMINAL KLINIK 

PROTECT ENABLE CARRIER CARRIER 

303 0 0 0 
R elK CRAM OPEIM ·DPM • 0 ENB elK ENS elK ENS PAR ERR 

..... _, 
· 

Figure 4-37 Console Status Registers -
--
. 
-

• 
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3. Mode 2 (timesharing user line) - This mode, in which the KLINIK line operates as a time­
sharing user line, is in effect when: 

a. The front panel switch is set to ENABLE. 

b. The front panel switch is set to PROTECT and the password entered over the 
KLINIK line matches that typed by the operator. 

Except for a "control-",", all characters entered on the KUNIK line in mode 2 are 
passed directly to the program running in the KS 10 CPU; the characters are not ech­
oed or interpreted in any way by the 8080 console. A "control- " ", however, moves the 
KLiNIK line to mode 3 provided the operator has enabled the mode change by typing 
"KLI" at the CTY. 

4. Mode 3 (duplicate cry) - This mode can only be entered from mode 2 ("control- " .. on 
KLiNIK line), and only when entry is enabled by the operator ("KLI" command at the 
crV). Once in mode 3, the KUNIK line has expanded capability in that it may perform 
8080 console functions (Table 4-8). Characters entered over the line are interpreted exactly 
like characters typed at the cry (inpulS actually ORed together at the 8080 input buffer). 
and output from either the 8080 or a running KS 10 program go to both the KUNIK line 
and the crV. The KLINIK line may be forced back to mode 2 by a "IT" or "KLO" 
command. 

4.7.2 KLINIK Line Operation 
To summarize K LINIK line operation. the operator (aOer determining the need for remote diagnosis) 
calls the DIGITAL Remote Diagnosis Center giving his number and password. He also switches the 
REMOTE DIAGNOSIS switch to PROTEcr and enters the password using the PW command 
(KUNIK line switches from mode 0 to mode I). The Remote Diagnosis Center then responds by 
entering the correct password on the KUNIK line (line switches from mode I to mode 2). 

The KUNIK line user now becomes a user on the system. In this mode of operation. the customer 
may continue to use a degraded but otherwise operational system while the Remote Diagnosis Center 
runs SYSERR and user mode diagnostics to trouble·shoot the problem. If it becomes necessary to 
take the system from the customer, or if the system is down, the KUNIK line can become a duplicate 
cry by entering a "control·" " after the operator has enabled the mode change (mode 2 to mode 3) 
with the KL command. The Remote Diagnosis Center then has complete control of the system for 
trouble·shooting purposes. 
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CHAPTER S 
TECHNICAL DESCRIPTION 

The organizational structure of the KS 10 can be viewed as a hierarchy of buses. each of which is a 
data path shared by a number of different logical elements. The overall system comprises five or more 
major units or subsystems that communicate with one another over a backpanel bus. Each subsystem 
in lurn is made up of secondary components grouped around one or more secondary buses or data 
paths. In almost all cases these buses are bidirectional. AI tbe system level, the backpanel bus has a 
single set of data lines over which any subsystem can communicate with any other. although there are 
limitations on which subsystems can initiate transactions with which others and on which directions of 
data How are available between a given pair of subsystems. In the memory or an in-out subsystem. 
data flow is bidirectional but occurs between a single controller and anyone of a number of storage 
modules or peripheral devices. The processor. which controls the nonnal operation of the entire sys­
tem, is based on a unidirectional data path that is in several parts. with many side loops and with logic 
elements lying in the various parts of the path. 

The first section of this chapter discusses the overall flow of data in the system as a whole and in the 
processor in panicular, and describes those characteristics common to all subsystems. mainly the tim­
ing and the manner of communication over the back panel bus. The remaining sections give detailed 
deSCriptions of the bus and the various subsystems, with several sections devoted to the major parts of 
the processor. 

5. 1 ORGANIZATION AND TIMI NG 
Figure 5-1 shows the physical arrangement of the KS 10 boards in the rack. The slot numbers are at 
the tops of the co lumns representing the boards - just below the three-letter board designations. Since 
the boards correspond rather well to the logical elements that make up the system, the drawing also 
shows the elementary logical organization ofa KSIO-based DECSYSTEM-20. The system is made up 
of a number of subsystems, all of which are connected to a backpanel bus, which handles the move­
ment of data among them. The minimal system has five subsystems: processor. memory. console, and 
two in-out subsystems. each based on a Unibus. The processor comprises the four boards in slots 
11 - 14, and its connection to the bus is at the DPM board. The memory control board MMC and the 
memory array boards at its right make up the memory; essentially MMC is the interface between the 
back panel bus and the memory array, as it is connected both to that bus and to a memory bus over 
which all transfers occur between control and memory. Similarly the Unibus adapter board UBA in 
slot 19 serves as the interface between the backpanel bus and the Unibus to the disks. The second 
adapter is mounted in slot 16 for interfacing another Unibus, which handles all of the other periphe­
ral devices. There are of course many other interboard connections apan from the backpanel bus, 
especial1y among the four boards that make up the processor. and between the console and all other 
subsystems. The console board provides the connecting link to the operator via a terminal for all 
operating and diagnostic purposes. Moreover the console board contains the system clock and con­
trols access to the backpanel bus: hence it supplies timing, arbitration. bootstrap and diagnostic sig­
nals to all other subsystems, including a myriad of signals to the individual processor boards (only the 
memory array boards lack direct connections to the console board, as they communicate solely via the 
memory bus with MMC). 
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The four boards that make up the proces5O( are organized in two pairs. The data path boards, DPM 
and OPE, handle the execution of the instructions in the program under control of the micro­
controller. which comprises the eRA and CRM boards. OPE contains the full word arithmetic logic, 
the program flags. the instruction register, and the RAM file cOnlaining the fast memory (AC blocks), 
the virtual cache, and a microcode workspace; DPM contains the IO-bit arithmetic logic for step 
counting and byte manipulation, the memory addressing logic, the cache directory. and the trans­
ceivers that connect to the backpanel bus. CRM is devoted solely to the microcode control RAM, 
about a third of which is on eRA. which also contains the microcode addressing logic. The OP boards 
supply many conditions that can be tested by CRA for sequencing the microcode; in particular each 
instruction code selects a location in a dispatch ROM that. although located on OPE. is part of the 
microcontroller. The se lected dispatch word. together with the AC and index fields of the instruction 
word. provides CRA with information for dispatching 10 appropriate control RAM locations for cal· 
culating the effective address, fetching the operands, executing the instruction, and storing the result. 
These activities are carried OUI on OPM and OPE under control of the microinstruction bits supplied 
by eRA and CRM. Some bits are also supplied to CSL for handling console functions and to control 
the clock - its period can be lengthened whenever necessary for the data path operations. 

The data path is in three major parts. Contained entirely on OPE is a 0 bus, which supplies data to 
the arithmetic logic. the RAM file, and the instruction register. Via OP the output of the arithmetic 
logic is available to the 0 bus and to the various elements on the OPM board, including the back· 
panel bus transceivers for transmission to memory or the lID equipment. Data from various OPM 
elements. including words from memory and the OP data with its halves swapped. is available via 
OOM. which is an input to the mixer for the 0 bus. 

The hardware on each board is shown in a set of circuit schematics, code CS. In every set, the final 
one, two or even three prints are devoted entirely to power and ground connections, capacitors. spare 
pins. and sometimes connector layouts and terminators. Each schematic has a number in the form 
W·X·YZ where W is the letter "M" followed by the board number. X is the revision number of the 
board, usually O. and Y is the three·letter mnemonic board designation. such as OPE or CRA. Z is a 
number or letter indicating the individual drawing in the series; the numbers are used first, followed 
by letters in alphabetical order when there are more than nine drawings. If a schematic is revised after 
being signed off by the engineer. a revision letter appears at the right of the drawing number. 
Throughout the text and in the block diagrams, individual prints are referenced simply by the YZ 
part of the drawing number. 

The YZ designations are also used as prefixes in signal names to show the signal source. The board 
designations (Y) are used in the names of signals that are generated on the console and supplied to 
the other boards. Signals for Unibus adapters I and 3 are designated by the mnemonics shown in 
parenthesis in Figure 5·1. namely AOPTO and AOPT2. The adapter numbers I and 3 are actually the 
subsyslem numbers used for addressing the adapters over the backpanel bus. The print set for the 
memory includes two hardware flowcharts, code FO. drawings MS6IS"()"MMCFI and 2. 

5.1.1 Processor Logical Organization 
The bold line across the center of Figure 5·2 divides the two major functional areas of the processor: 
the data path above, the microcontroller below. The dashed lines are the boundaries of the individual 
boards. 

The execution of a program is performed by the data path elements under control of the micro­
controller. To get an instruction or data from storage, the data path address logic supplies address and 
command information via the bus transceivers and the back panel bus to memory. The memory 
responds by sending the requested word over the bus, and the processor holds it in the memory buffer 

• 
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• 

• 

(M B) contained in the bus transceivers. From M 0 each word is available via OBM and the 0 bus to • 
the arithmetic unit. All full word arithmetic and logical operations, including calculation of effective 
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addresses, are performed in this unit, which is based on ten Am2901 microprocessor slices. Together 
these slices contain not only an adder and a shifte r, but an entire register file that holds the arithmetic 
registers, the program count PC. the effective address, general purpose registers, and various constants 
and control words. Many operations are entirely internal to the arithmetic unit, using only words from 
the register file and placing the results in that file. But operations can also combine an external opec· 
and with one from the register file, and the result can be kept in the register file or be avai lable else· 
where via the data path DP. 

Every word fetched from storage goes to the arithmetic unit, but it is also placed in the cache part of 
the RAM file, so that the next time it is needed it is available directly to the D bus from the cache 
without requiring a transfer over the backpanel bus. If a word fetched from memory (storage or 
cache) is an instruction, its left half is loaded into the instruction register where it is available for exe­
cution by the microcontroller. The result of an operation may go from the arithmetic unit via OP and 
the D bus to an accumulator in the RAM file. But to send a word to memory requires that the arith­
metic unit first supply address and command information via the address logic and bus transceivers 
over the backpanel bus to memory, and then supply the word to be written, again via transceivers and 
bus. Any word sent to storage is also written via the D bus into the cache so that it is subsequently 
available without going to storage. The same kinds of bus operations for reading and writing in stor­
age are also used for handling 110 functions, but in the 110 case no data is placed in the cache. 

The computational and manipulative capability of the arithmetic unit is expanded by use of the OBM 
mixer and its associated logic on the OPM board. Via the mixer the number field of a micro­
instruction word is available to the DPE board, and the mixer can swap the two halves of a word sup­
plied to it via OP. The 100bit logic includes an adder and two registers, SC and FE. This logic 
provides for computations on exponents and insertion of bytes in words supplied via OP. 

To control its own sequence the microcontroller address logic selects a location in the control RAM, 
and the contents of that location via the microinstruction register supply information back to the 
address logic for selecting the next location. This information includes not only an actual address but 
specification of conditions for skipping or dispatching and commands to call or return from a sub­
routine. for which the address logic employs a stack. 

The two functional parts of the processor work together to perform the program. The 96-bit micro­
instruction register not only supplies a number field as a quantity to the data path, but its individual 
bits feed a multitude of control lines that govern ope rations in all portions of the data path. In the 
opposite direction the data path supplies various conditions to the microcontroller address logic for 
skipping and dispatching, but principally it supplies the individual program instruction words. taken 
from memory for execution by the microcontroller. 

Following power tum on, the console boots the system by using some of the back panel bus data lines. 
connected to transceivers on the CRA board, to load the microcode into the control RAM in 12-bit 
segments. Following loading and starting by the console, the microcode initializes the machine, set­
ting up various constants and tables that it stores in a workspace in the RAM file, and it then enters 
the halt loop in which it can respond to commands from the console. There are various general pro­
cedures that the microcode executes. procedures sepa rate from actually executing program instruc­
tions, but in all cases these are associated in some way with the running of a program. To execute 
program instructions. microwords in the microinstruction register control the data path to determine 
the address for retrieval of the instruction, save that address plus one as the program count in the PC 
location in the register file, send that address to memory, and upon receipt of the instruction word, 
place its left half in the instruction register. From this register the AC, index and indirect fields are 
available to the microcontroller address logic, and the instruction code selects a location in the dis­
patch ROM, which in turn supplies a dispatch word. Using these quantities the address logic 
sequences the microcode. through skipping and dispatching, 10 control the data path to carry out all 
of the operations necessary to execute the instruction. 
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Figure 5-3 shows the processor data path in greater detail. The ten 290Is actually form a ~bit arith­
metic unit, with two extra bits at each end. Onen these extra bits (in the register file and the adder) are 
disabled or ignored, but the processor does make use of them at the left end of the adder for sign and 
overflow considerations. The adder operates on two words supplied by the A and B mixers, which in 
turn can receive (in various combinations) a word from the 0 bus, one or two words from the register 
file (selected by the A and B addresses), zero, or a word from the Q register. The adder output can go 
to any register in the file, direct or shifted one place left or right. The word in the Q register can also 
be shifted either way, or it can be replaced by the adder output. 

The DPM address logic includes the virtual memory address register VMA. the page table. and the 
cache directory. Addresses to VMA and mappings to the page table are both supplied via OP. When a 
virtual reference is to storage, the page table supplies bits 16- 26 of the physical memory address and 
VMA supplies the rest. For a virtual memory write reference, the word on OP is written both in stor­
age and in the cache part of the RAM file, and its address is placed in the cache directory. For a vir­
tual read reference. a match of the address in VMA with the address in the directory indicates the 
word is in the cache - a "cache hit" - and it is read from there rather than from storage. If a read ref­
erence fails to hit the cache, the word read from storage is written in the cache for later use. The cache 
occupies the (oP half of the RAM file (512 locations); the AC blocks occupy the bottom 128 locations, 
and the remaining 384 are available to the microcode for a workspace. Associated with VMA are vari­
ous flags for specifying the type of transaction for which the back panel bus will be used (VMA sup­
plies command /address information for I/ O instructions as well as for memory access). Both VMA 
and the flags are available to the data path via OBM. Other logic associated with the OBM mixer pro­
vides, besides the functions already mentioned, error and diagnostic information, and a reading of a 
IO-bit counter that does a 4096 count in each millisecond. 

Whenever VMA is loaded from OP, a copy of the right ten bits is kept on the OPE board. for use 
along with AC, XR and the microword number field in addressing RAM file locations. This copy and 
associated program flags are directly available to the 0 bus. 

5.1.2 System Timing 
The CSL board has an oscillator and divider that generates two 6.66 MHz clock trains. and T and R 
clocks (transmit and receive), whose relationship is shown by the top two lines in Figure 5-4. These 
clocks are supplied via the backpanel to the other boards; all boards use the T clock, but the R clock 
is used only by those connected to the bus. From the basic clock supplied by CSL. each board derives 
its own clock signals. many of which are gated to produce ticks only when particular conditions are 
met. The clock is shown on print CSLI, and the clock circuitry for the various boards can be found on 
CRA2, CRM2, DPE5, DPMA, MMCC, CSL9 (T clock). CSLA (R clock), UBA I (T clock) and UBA6 
(R clock). 

On the processor boards the clock is gated to define the processor cycle, which is a set of clock periods 
used for the execution of a single microinstruction. The cycle is defined by a CSL clock enable that 
passes a single tick of the T clock to terminate one cycle and begin the next. This is shown in the lower 
part of Figure 5-4, where the nomenclature applicable to the OPE board is used as an example. The 
top gate in the clock circuitry at the left on OPE5 passes an entire T clock train. inverted but otherwise 
unchanged. which is available for operations apart from the actual microinstruction execution. The 
other gates generate seven OPE5 clock signals, each of which is limited to a single tick of 75 ns dura­
tion that occurs while the enable from CSL is low. Similar circuitry on the other boards acts in the 
same way so as to synchronize all operations on the various boards. Throughout the text the phrase "T 
clock" refers to signals such as OPES T CLK H and any of the other clock signals equivalent to it that 
are generated on each board. Those particular T clock ticks that determine the processor CYCle, 
namely OPES ClK H and equivalent signals, are referred to as the "cycle clock". Almost all oper­
ations in the system, including transmission over the bus. are synchronized to a rising edge of the T 
clock. The R clock is used mostly for latching information received from the bus, but it is also used for 
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some liming in memory control and bus arbitration. As can be seen in the circuitry for those boards 
connected to the bus (such as DPMA and M MCC), certain of the signals that have ''T ClK" in their 
names are actually the OR function of the T and R clocks. These are the signals applied to the trans­
mit clock inputs of the bus transceivers; transmission is triggered at the rising edge of the T clock, but 
the input must be enabled for three quarters of the clock period. ~ 
Except In a fast shift. the processor cycle always encompasses at least two periods of the T clock, but 
the microcode can Increase this by one to three periods whenever additional time is needed, such as 
when getting a word from the workspace or an accumulator other than AC. The cycle can also be 
extended by various hardware conditions such as waiting for memory, but in any event the cycle clock 
always occurs at the end of a processor cycle. In some cases, cycle clocks are gated by conditions 
besides the enable so that a particular clock signal may not occur at all in a given cycle. For example 
there are separate gated clocks for the left and right halves of the arithmetic logic, so that operations 
can be performed on one half of a word without affecting the other. Even the T clock for a board may I 
be gated, as in the case of the CRA board where the first tick in each cycle manipulates the subroutine ) 
stack and sets up some skip conditions for possible testing by the microinstruction. In a fast shift, a 
single microinstruction is repeated at the full T clock rate with the microcontrolier clock disabled. 

5.1.3 Intrasystem Data Flow 
Every subsystem maintains one connection to the backpanel bus. The memory connection is at MMC, 
the processor connection, at DPM. The dotted line between CRA and the bus in Figure 5-1 does not 
represent a true bus connection. With the rest of the system quiescent, the console can boot the micro­
code, and for diagnosing the microcontroller it can read the microcode, various addresses, and the 
outputs of the CRM parity nets. For these operations the console "borrows" a dozen bus data lines, 
but no use is made of the arbitration logic or the bus control lines - CSl controls all events directly 
via other back panel signals. 

Any subsystem ex.cept memory can request access to or use of the bus. The memory is limited to 
responding to memory requests over the bus from other subsystems. A subsystem that gains access to 
the bus becomes the bus master, and the unit it addresses is the slave. To gain access the unit makes a 
bus request to the bus arbitrator, which is located on the CSl board (upper right, CSLI). At the com­
pletion of the current bus operation (if any), the arbilrator grants the bus to the requesting unit. Ir 
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there is more than one request up at the same time, the grant goes to the unit of highest priority in the 
order console, adapter I, adapter 3, processor, as determined by priority encoder EI03, whose output 
is decoded to assert the appropriate grant signal. When granting the bus, the arbitrator disables the 
grant circuit for one cycle: this gives the master a minimum of two bus cycles, as the grant procedure 
is carried out during the final cycle of any bus transaction (assuming another request is already up). If 
a master makes a single transfer using only a single data cycle, thai transfer may take place in either 
of the allotted two cycles. Upon receiving a grant, the master typically uses the bus for a command I 
address cycle. in which the master selects which unit is to be the slave (unless this is predetermined by 
other circumstances) and supplies the slave with information as to the type of data transfer to be made 
and the addressofthe memory location or peripheraJ device. When the master does execute a command / 
address cycle, the arbitrator automatically disables the gram circuit for a second cycle, thus giving the 
same master a minimum of three. Moreover in any bus operation involving memory, the memory 
itself freezes the arbitrator SO that the master gelS as many cycles as are needed to complete the entire 
operation. Data read from memory is always held on the bus for at least two cycles - three when there 
is an error, whether correctable or not Other data transfers are completed in a single cycle. The 
easiest way to understand how the bus works is to consider the various kinds of transfers that can be 
made between different subsystems. 

I. The processor can communicate with memory over the bus for read or write access to the 
memory array. Upon receipt of the command/address cycle. MMC pUIS up a memory busy 
signal that holds the bus until the operation is complete. The data transfer occurs when the 
read data has been retrieved from the array. or the microcode makes the write data avail· 
able to the bus. In the write case the data is usually sent right after the command/address 
cycle. 

2. An adapter can gain read or write access to memory as a non processor request in the same 
way the processor makes a data access to memory (in the write case there is never a wait -
the adapter always has the data ready). Moreover an adapter can also gain read·pause.write 
access, for inserting a byte into a memory word. In this case the memory holds the bus busy 
until two data transfers have occurred. 

3. In response to a PI request, the processor does a command/address cycle that specifies an 
interrupt level and asks for the identification of any subsystem (adapter) that is requesting 
an interrupt on that level. The appropriate adapters identify themselves during the follow. 
ing data cycle. 

4. The processor can select a specific adapter either to get an interrupt vector (from one that 
has requested an interrupt) or to do an I/ O instruction. For an output instruction the data 
from the processor follows immediately, freeing the bus, but an 1/ 0 busy signal from the 
adapter causes the processor (microcode) to wait until the data has been sent on to the 
addressed device. For an interrupt vector or an input instruction, the cycles available for 
data are thrown away, and the bus is then free for use by other subsystems while the I/O 
busy signal causes the processor to wait for the desired information. 

5. An adapter can use the bus for a single J /0 data cycle in which it sends an interrupt vector 
or data to the processor in response to a previous request. 

6. The processor can do an I/ O instruction to memory to read or write memory status. 
Although the data cycle always occurs within the three allotted the master, the memory 
asserts 1/0 busy on a status write and does the read status as an 1/0 data cycle, because the 
procedure at the processor is handled by the same microcode that does 1/ 0 instructions to 
the adapters. 

7. The processor can do an 1/0 instruction to read the console register. The data is returned 
immediately in an I/O data cycle. 
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8. Via the bus tbe console can communicate with any other subsystem: it can gain data access • 
to memory for an examine or deposit ; it can do an 1/0 instruction to memory or an adapter 
(which in the latter case may elicit a laler J 10 data cycle); and it can order the processor to 
get a word from the console register (via the bus) and execute it as an instruction. 

A detailed description of KS 10 bus operation follows. 

5.2 KSIO (BACKPLANE) Bus 
The KS 10 bus is a synchronous backplane bus internal to the KS 10 processor that provides a control 
and data path between the console, CPU. memory. and 1/ 0 controllers. (The o nly 1/0 controllers CUT­

rentlyon the bus are the two UBAs.) The bus can accommodate another 1/ 0 controller (to allow for 
future expansion) and it performs the following major functions. 

I. Memory Data Transfer - Transfers data tol from MOS memory via the memory controller 
under the control of the CPU, console. or a USA (NPR data transfers). 

2. 1/ 0 Register Data Transfer - Transfers data tol from 110 device registers under control of • 
the CPU or console. An 1/ 0 device is considered any device external 10 the CPU. Thus. not 
only are the Unibus devices connected to a UBA considered to be 1/0 devices. but also the 
UBA itselfas well as the memory (controller) and console. 

3. PI Handling - Transmits PI requests generated by the UBAs and transfers the interrupting 
controller (UBA) numbers and interrupt vectors from the UBAs to the CPU under control 
of Ihe CPU. 

4. System SynchronizaLion - Provides a continuous clock train that is used by all bus devices • 
to sequence logic and to synchronize operation with the rest of the syslem. 

5. System Reset and Power Fail Indicator - Allows the console to reset the system and to sig­
nal ac power failure to the devices on the bus. 

The KS 10 bus data path is 36 bits wide. There are two parity bits associated with the data lines. one 
for data lines 0-17 and one for data lines 18-35. Each device checks for correct (even) parity when it 
receives information over the bus. If bad (odd) parity is detected, the CPU clock is stopped. 

The number of control lines on the bus is minimized in that command/address information is trans­
mitted over the data lines in addition to memory and I/ O register data . For example. if a device is to 
write memory, it asserts command bits and the memory address on the data lines for one bus cycle. 
This cycle is called a commandladdress cycle. Then. during a following bus cycle. it transmits the 36-
bit data word to be written in memory. This cycle is called a data cycle. 

Before any device can transfer information over the KS 10 bus. it must first request and then be 
granted the bus. There is a bus request line and a corresponding grant line for each device. The bus 
arbitrator, located on the console module, monitors all requests, resolves request priority, and (when­
ever the bus is free) grants the bus by asserting the grant line for the highest priority device. 

KS 10 bus signals and information ftow are shown in Figure 5-5. Bus signalS are terminated at both 
ends of the wire run (Z = 120 ohms). The majority of signals are terminated at the console module on 
one end and at the memory controller on the other end. Bus logic levels are as follows. 

Logic Level 

o 
1 

Voltage 

+3.4 V 
o V 10 +0.8 V 

5-10 

• 

• 

.. 



'1' 

• • • 
REQUEST LI NES ..., , , , 

GII...,..T LINES r ' ...... I 

1 
I, 
I , 

r-L----.l..., 
, ' '" I ,I -- " 

.. 

• 

COf'SOLE ueA' V8Al I I Cf'U MEMORY 

@Jlll'MIIlleU:(MMIII)(M8II" I $1''''''[1/0 ~ (MMZO/Ie2 I /111S22) TClK (1018181') 

'" I ~ I , ~ 
liED GlEN AClK I I I"CU. , 

: ~, .,. 

• 

I CLII eye 
r-----~II__-_l r-----..,~----il'" - - - - - - , ~ r""='co'i r-----

..a ... ... II ;:, '" .... 
TR,t..NSC(IVEItS "'~SCfIVER TRANSCEIVER I t I TIIANSCEIVEI'I TRANSCEIVER 

'~TrpT "T""i ,...Jl 
Lt-! + l--!-1i t-~J 

I 11 I : I I I 1 
: , I : I I I I I 

"REON 11'111111 
AI; lOW I AC lOW 

1I(5(T RESET 

110 tvSv 110 IUSY 

M[M IUSY MEM IUSY 

110 o"u, CYCLE I 110 DATACVCLE 

'AO OAT ... CVCLE I BAD DATA CYCLE 

OA,T.r.CVCLE 1 OArACYCLE 

COM: AOR CYCLE COM'AOA CYCLE 

DATA 13111 • 2 ,,,1I11VI OATA '31' 2 'AAITYI 

.-~ 

Figure 5-5 KSIO (Backplane) Bus 



Table 5-1 summarizes the functions of the various signals on the KS 10 bus. 

5.2.1 Bus Timing 
T CLK and R eLK are system clocks generated on the console module and distributed to all devices 
on the bus. T ClK is used to transmit data and control signals on the bus; R elK is used to receive 
data and control signals on the bus. Both clocks have a ISO ns period. Timing relationship is shown in 
Figure 5-6. 

Signal 

TCLK 

Table 5-1 KS IO Bus Signal Summary 

Description 

6.66 MHz continuous clock generated on console module. Leading edge defines 
start of bus cycle. Used to clock data and control signals transmitted on bus. 

R elK 6.66 MHz continuous clock generated on console module. Used to latch data and 
control signals received on bus. 

REQUEST Asserted by device requesting bus. 
(one per device) 

GRANT 
(one per device) 

COM/ADR 
CYCLE 

Asserted by bus arbitrator when device requesting bus has been granted the bus. 
(Device becomes bus master.) 

Asserted by bus master when transmitting command/address on data lines. 
Asserted for one bus cycle. 

DATA CYCLE Asserted by bus master when transmitting memory write data or I/ O register write 
data on the data lines. Asserted by memory controller when transmitting memory 
read data on data lines. Asserted for one bus cycle. 

BAD DATA 
CYCLE 

110 DATA 
CYCLE 

MEM BUSY 

1/ 0 BUSY 

CLR BUSY 

Asserted by memory controller when transmitting uncorrectable memory read 
data on the data lines. Asserted for one bus cycle coincident with DATA CYCLE. 

Asserted by bus device when transmitting I/O register read data or an interrupt 
vector on the data lines. Asserted for one bus cycle. 

Asserted by the memory controller after receiving memory read, write, or read­
pause-write command. Negated when memory is ready to accept another com­
mand. This signal disables bus arbitrator. 

Always asserted by addressed bus device after receiving an I/ O register write com­
mand. Also asserted by addressed bus device after receiving an I/O register read 
command (or a read interrupt vector command) when the device is NOT going to 
supply the register read data (or the vector) during the bus cycles allotted the bus 
master. (The bus device requests the bus and generates a data cycle to transfer the 
data at a later time.) 

Asserted by CPU (after a time-out) to negate 110 BUSY in UBA after a nonex­
istent device register has been referenced. 
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Signal 

MEMCYC 
ABORT 

PI REQ n 
(n - 1- 7) 

DATA 00- 35 

PARITY LEFT 

PARITY RIG HT 

RESET 

ACLO 

Table 5-1 KSIO Bus Signal Summary (Cont) 

Description 

Asserted by CPU to terminate memory reference (cache hit o r AC reference). 

Asserted by UBAs to request CPU priority interrupt on channel n. 

Bidirectional data lines used to transfer command/ address and read / write data 
between devices on the bus. 

Transfers computed (eve n) parity for data lines 00-17. 

Transfers computed (even) parity for data lines 18-35. 

Generated by CSL to clear all 1/ 0 devices on the bus. Triggered by front panel 
RESET switch. Also occurs automatically 2 ms after AC lO. 

Generated by CSL when ac power is failing (power fai lure detected by H7130 
power supply), 

I- 150NS ·1 
TelK H _-, 75 N 

75 NS 

!' 37 .SNS ' I' 150NS , 
75 NS 75 NS A eLK H 

------' 
MIHI7O:J 

Figure 5-6 T ClK/ R eLK Timing Diagram 

5.2.2 8646 Bus Transceiver 
System modules connecting to the KS 10 bus use 8646 transceiver latch circuits to transmit and receive 
information on the data lines and a majority of the control lines. Each 8646 can transmit and receive 
four bus signals. In addition, the circuit determines parity for both input and output data. 

A circuit schematic for the 8646 is shown in Figure 5-7. In KSIOdevices, T ClK (ORed with R ClK) 
connects to the TRN ClK input, and R ClK (and sometimes additional latching logic) connects to 
the REC lATCH input. If the TRN ENABLE input is true (low), input data is clocked by the TRN 
ClK input into four D-type Hip-Hops and asserted on the bus. This data is asserted until the next 
TRN ClK input (ISO ns later) when the Hip-Hops are clocked again. To negate all four transmined 
outputs, the TRN E ABLE input is made false (high) causing the next TRN ClK to load Os in the 
Hip-Hops. Bus signals not transmitted by a device (only received) have the corresponding 8646 inputs 
permanently false (wired to ground). 
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The 8646 uses a 4-bit latch circuit to receive and buffer information on the bus. When the REC 
LATCH input (usually R elK) is false (high), the latches remain open and the data currently on the 
bus at the latch inputs is asserted at the 8646 data output pins. When R elK drives the REC LATCH 
input true (low), the bus data is latched and the data output pins will nOL change for the du ration of 
the clock (7505). During Ihis time, the latched data may be gated and clocked by T elK and the next 
R elK in the bus device, even though bus data is changing at the latch inputs. 

Bus transceivers that connect to the KS to bus data lines utilize the internal parity generator and 
parity checker. Little additional logic is required in a device to generate the two bus parity bits 
(PARITY lEFf and PARITY RIGHT) transmitted on the bus, or to check the parity of the entire 36 
bits of data received on the bus. 

S.2.3 Bus Arbitration 
A device may request the bus at any lime by asserting its REQUEST line at the leading edge of T 
ClK, the start of a bus cycle. The bus arbitrator on the console module will then grant the requesting 
device the bus by asserting the device GRANT line whenever the bus is free and if a higher priority 
device is not also requesting the bus. Bus priority, highest to lowest, is as follows. 

I. Console 
2. UDAl 
3. UDA3 
4. CPU 

NOTE 
The memory controller does not make bus 
requests. 

Assuming there are no higher priority requests and the bus is not already being used by another 
device. the GRANT signal will be asserted by the arbitrator during the same bus cycle that 
REQUEST is asserted. When GRANT is received by a device, the device negates REQUEST (at 
leading edge of T ClK) and assumes control of the bus as bus master. With reference to Figure 5·8, 
the device then has the bus for the next two cycles, three cycles. or an unspecified number of cycles 
depending on what action it takes during the first cycle. A bus master may do the following, each 
affecting the arbitrator in a different way. 

I. No Command/Address Cycle - Bus arbitrator grants bus for two cycles. Actions taken by 
the bus master for which the first cycle is not a command/address cycle are as follows: 

a. Data Cycle - 110 device requests and is granted the bus and then initiates a data cycle 
to send data to another device to complete an I/ O register read operation or an inter­
rupt vector read operation. 

b. No Action - Device requests and is granted the bus and then does nOI use the bus. Not 
using granted cycles is equivalent to giving up the bus; another bus request must be 
made to become bus master. 

2. Command/Address Cycle (I/O Operation) - The arbitrator monitors the COM/ADR 
CYCLE bus signal and granlS the bus master three bus cycles (an extra cycle) if the first 
cycle is a command/address cycle. When the command/address specifies an I/ O operation, 
no additional bus signal will disable the arbitrator. All I/ O operations, except those named 
above in I(a) which require another bus request to transfer data. complete within the three 
allotted cycles. 
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3. Command/Address Cycle (Memory Operation) - As for a command/address cycle speci· 
fying an 110 operation, the COM/AOR CYCLE signal causes the arbitrator to grant the 
bus master three cycles. However, when a memory operation is specified, the arbitrator is 
disabled during the third bus cycle by bus signal MEM BUSY. This signal is asserted by the 
memory controller in response to the command, and it is negated when the memory con­
troller is ready to accept another command. Thus, the bus master has the bus for an unspec­
ified number of cycles; that is, for the duration of the memory operation. 

The operation of the bus arbitrator may be summarized as follows. 

I. The bus master is always granted the bus at least two bus cycles. 

2. If the first cycle is a command/address cycle, the bus master is granted the bus at least three 
cycles. 

3. If the bus master initiates a memory operation, it is granted the bus until the operation 
completes. 

5.2.4 Bus Usage 
As discussed in Paragraph 5.2.3, a device may do the following after it has been granted the bus: 

I. Not use the bus. 
2. Initiate a data cycle. 
3. Initiate a c~mmand/address cycle. 

For the current KS 10 configuration and barring a malfunction, the only device that does not use the 
bus after a bus request is made is the CPU. To save time, the CPU always requests the bus for every 
memory reference. Then, if there is a cache hit or if the reference is to an AC, MOS memory need not 
be referenced and the CPU initiates no bus action. 

NOTE 
In some cases, a commandladdress cycle may be 
generaled before a cache hil is delceled. The CPU 
Ihen asserls MEM cve ABORT 10 terminale 
MOS memory operation. 

The only device that does a data cycle after becoming bus master (without first performing a command I 
address cycle) is a UBA. The data cycle actually completes a previously initiated 1/0 register read 
operation by the CPU or console, or an interrupt vector read operation by the CPU. When first 
addressed, a UBA does not furnish register data or an interrupt vector within the three bus cycles 
allotted the device initiating the operation. Instead, the bus is requested again. this time by the UBA. 
When the bus is granted, a data cycle is generated to transfer the data. 

A device normally uses the bus by first generating a commandladdress cycle. The commandladdress 
cycle, in tum, initiates one of the following eight bus operations. 

I. Memory Write 
2. Memory Read 
3. Memory Read-Pause-Write 
4. 1/ 0 Register Write 
5. 1/ 0 Register Write (Byte) 
6. 110 Register Read 
7. Controller Number Read 
8. Interrupt Vector Read 
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Table 5-2 lists the initiating and responding devices for each operation. For example, the first ent ry • 
indicates that the console, CPU, and UBAs all write data into memory. 

Table >2 Bus Operations 

Operation Iniliated By Directed To 

Memory Write CPU Memory 
Console Memory 
UBA Memory 

Memory Read CPU Memory 
Console Memory 
UBA Memory 

Memory Read-Pause-Write UBA Memory • I/O Register Write CPU UBA 
(byte operations directed CPU Memory 
to UBA only) Console UBA 

Console Memory 

1/0 Register Read CPU Console 
CPU UBA 
CPU Memory 
Console UBA 
Console Memory • 

Controller Number Read CPU UBA 

Interrupt Vector Read CPU UBA 

5.2.S Command/Address Cycle • 
After being granted the bus, the bus master initiates a bus operation by transmitting a command I 
address on the data lines during the first allotted bus cycle. The bus master also asserts the 
COM/ADR CYCLE conlrolline. COM/ADR CYCLE is monitored by the bus arbitrator to give the 
bus master an extra bus cycle (Paragraph 5.2.3). Its principal function. however, is to cause the other 
devices on the bus to decode the transmitted command/address infonnation. If addressed, a device 
will then respond to the specified command. 

The basic command/address bit format on the data lines is shown in Figure 5-9. Data lines 0-6. the 
command bits, specify the bus operation to be performed; data lines 14-35 carry the address informa­
tion specific to the command. The command/address bits are given in Figure 5-10. 

The seven command bits (bit 3 is not used) specify the nine different bus operations in the following 
manner. But 0 determines whether the operation is a memory data transfer or an I/O data transfer; 
that is, bit 0 = 0 specifies a memory function and bit 0 = 1 specifies an 110 function. Bits 1 and 2, the 
read and write bits respectively. act in conjunction with bit 0 to further specify the type of operation. 
For example, if bit 0 = 0 and bit I (read) = I. the operation is a memory read function. All three • 
memory ope rations (read/write/read-pause-write) and the two I/ O register operations (read/write) 
are specified by these first three commands bits (0-2). 
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• 00 (-Ot MEMORY FUNCTION 
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D2 WRITE 1110 OR MEMORY). BITS 14- 35 SPECifY ADDRESS. 

03 NOT USED 
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ADDRESS BITS 

14_ 17 I/O CONTROLLER ADDRESS 
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• .. 111-<11011 

Figure 5-9 Basic KSIO Command/ Address Format 
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Bits 4 and 5 are used to specify the two PI operations performed over the KS 10 bus. The CPU asserts 
one of the bits (bit 4 - 1) to read the interrupting controller number. It asserts the other bit (bit 5 = 
I) to read the interrupt vector. Bit 0 = I for both PI operations. Bit I (read) "" I for the vector read. 

Bit 6, the byte transfer bit, has significance only for 1/0 register write operations that address Unibus 
device registers. Unibus devices allow full-word (16 bit) or byte (8 bit) transfers of register data and 
bit 6 is used to specify the transfer mode. 

The 22 data lines (14- 35) reserved for address information transfer either a memory address (bit 0 = 
0) or an 1/ 0 address (bit 0 = I). For memory functions, the least significant 20 bits of the address 
field are currently used (maximum memory configuration - 512K). For 110 register read / write func­
tions, the I/ O address consists of a controller number (bits 14-17) and a register address (bits 18- 35). 
For the PI function that reads the interrupt vector (bit 5 = I), only the controller number is signifi­
cant. For the other PI function (bit 4 - I), which reads the interrupting controller number, the 110 
address consists of a 3-bit PI channel number (1 - 7) on data lines 15- 17. The various KSIO I/ O con­
troller numbers and register addresses are given in Table 4-6. 

5.2.6 Bus Memory Operation 
The CPU, console, and UBA all reference MOS memory over the KS 10 bus. Once granted the bus, 
the device making the reference first transmits a command/ address on the data lines to specify a 
memory operation (bit 0 .", 0), the memory address (bits 14-35), and the type of memory operation ; 
that is. a read (bit I = I), a write (bit 2 = I), or a read-pause-write (bit I - I, bit 2 = I). When the 
memory controller receives the command address and the address is valid (in-bounds), it asserts 
MEM BUSY to freeze the bus arbitrator. The device making the reference then has the bus until the 
end of the memory operation, at which time, MEM BUSY is negated to unlock the arbitrator and 
allow the next bus operation to take place. 

If the operation initiated by the command/ address is a memory write operation, write data may be 
asserted on the data lines during any cycle fOllowing the command / address cycle (up to 7.5ps max­
imum. The device making the reference initiates the data cycle by asserting the write data and the 
DATA CYCLE control signal. DATA CYCLE is used by the memory controller to strobe the write 
data from the bus and to start a memory write cycle. When the write cycle completes and the data has 
been stored in the MOS array, the memory controller negates MEM BUSY to end the operation. Bus 
timing for the memory write operation is shown in Figure 5-11 . 

If the operation is a memory read operation, the memory controller starts a memory read cycle after 
receiving the command /address. When data is read from the MOS array, it is transmitted on the data 
lines and the ECC (error correction code) is checked for error. If there is no error, the memory con­
troller initiates a data cycle during the next bus cycle; that is, it continues to assert the data lines and it 
generates the DATA CYCLE control signal. DATA CYCLE acts as a data strobe (as for the write 
operation) and it is used by the device initiating the memory reference to gate the read data from the 
bus. When there is an ECC error, the memory controller attempts to correct the read data and delays 
the data cycle for one bus cycle; that is, the corrected or uncorrected data is transmitted for the next 
two cycles and DATA CYCLE is asserted during the second cycle. In either case, error or no error, the 
read data is on the data lines for one full cycle before DATA CYCLE is generated. This is to allow 
extra propagation time before the data is gated and clocked in the CPU's 2901 microprocessor cir­
cuits. When the data read from the array is uncorrectable, the memory controller flags the data as 
invalid by asserting the BAD DATA CYCLE control line in addition to DATA CYCLE. Bus timing is 
shown in Figure 5-12. 

During a memory read·pause-write operation, data is first read from the specified address with read 
data and DATA CYCLE asserted on the bus as previously described for the memory read operation. 
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Then, following the read operation, the memory stays active (MEM BUSY - I) and performs a • 
memory write cycle when write data and DATA CYCLE arc asserted on the bus as previously 
described for the memory write operation. The read-paose-wrile operation allows a device 10 read 
data from memory. modify it, and then write the modified data back into the same memory address 
all in one operation. Bus timing is shown in Figure 5-13. 

5.2.7 Bus 1/0 Operation 
The CPU and console read or write 1/ 0 registers over the KSIO bus. Both can access the I/O registers 
internal and external to the UBA as well as the memory status registers. In addition, the CPU can 
read the console instruction register. 

NOTE 
T he console ca nn ol read it s own inst r uct ion 
register. 

Aflerbeinggranted the bus, the CPU or console accesses an I/ O register by first transmiuingacommand / 
address on the data lines to specify an 110 operation (bit 0 - I). an I/ O address (bits 14-35), and the • 
type of I/ O operation; that is. a read (bit 1 = I) or a write (bit 2 - I). The command/address may 
also specify a byte transfer (bit 6 = I) when a UBA external (Unibus) register has been addressed. 

The 110 address consists of a controller number (bits 14- 17) and a register address (bit 18-35). The 
memory and console both have a controller number = O. UBAI and UBA3 have controller numbers 
I and 3 respectively. Except for the memory status register (address - I()()(xx) and console instruction 
register (address = 2()()(xx). all I/ O registers are USA internal or external registers. The internal reg· 
isters include the 64 UBA paging RAM locations (addresses - 763()()()'77). the USA status register 
(address - 763100) and the UBA maintenance register (address - 763101). The external registers are • 
the addressable registers in the Unibus devices connected to the USA. 

After the addressed bus controller receives the command/address. it always asserts the I/ O BUSY 
control line whenever the operation is an I/O register write operation. If the operation is an I/ O regis 
ter read operation, only the USA asserts I/ O BUSY. (This is because bus controllers which do not 
supply read data during the requesting device's allotted bus cycles must assert 110 BUSY to flag the 
condition.) Unlike MEM BUSY, the I/ O BUSY signal does not freeze the arbitrator. Consequently, 
devices initiating I/ O register reads and writes have the bus for only two cycles after transmitting the 
command/address. 

During an I/ O register write, the device initiating the operation can assert write data on the data lines • 
during either of the two following command/address cycles. As for the memory write operation, 
DATA CYCLE is also asserted when the write data is transmitted on the bus. DATA CYCLE is used 
by the addressed controller to strobe the write data from the bus and to store the information in the 
addressed register. Although the bus data cycle completes the bus operation, storing the write data 
may take additional time. For example, the USA must initiate a DATO operation or DATOB oper· 
ation (command bit 6 = I) over the Unibus in order to transfer the information to an external register 
address. Bus timing for the I/ O register write operation is shown in Figure 5·14. 

During an I/O register read, bus operation differs depending on which controller register is 
addressed. If the memory or console I/ O registers are addressed, read data is asserted on the data 
lines by the controller two cycles after the command/address is received. This leaves a free cycle 
between the command/address and data cycles as shown in the upper part of Figure 5·15. If a UBA 
internal or external register is addressed. read data is not asserted on the bus during the bus cycles 
allotted to the device initiating the operation. Instead, as shown in the lower part of Figure 5·15, the 
UBA requests the bus at some later time and transmits the read data whenever the bus is granted. The • 
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reason for this is that the UBA must initiate a Unibus DATI operation to retrieve data from an exter­
nal register, and the register data cannot possibly be supplied during the two bus cycles immediately 
following the command / address cycle. Allhough UBA internal registers could be read during these 
two bus cycles, the UBA control logic implements the same operation (bus request to transfer data) to 
simplify the design. For internal register addresses, the bus request is made during the second cycle 
following the command/address cycle. 

During both types ofl/O register read operations. control line 1/0 DATA CYCLE is asserted on the 
bus coincident with the read data. Similar to the DATA CYCLE signal asserted during memory read 
operations, I/O DATA CYCLE serves as a data strobe SO that the device initiating the operation may 
gate the data from the bus. 

5.2.8 Bus PI Operalion 
Pari of the control information stored in the UBA status register are 3·bit high level and low level pri­
ority interrupt channel numbers (P IAs). The high level PIA is associated with BR7 and BR6 on the 
Unibus; the low level PIA is associated with BR5 and BR4. 

When conditions are met for initiating an interrupt. a Unibus device asserts its assigned BR level. The 
BR level. in tum. causes the UBA to assert one of seven PI REQ lines (1 - 7) on the KSIO bus. The PI 
REQ line that is asserted depends on the value of the stored PIA (1 - 7) corresponding to the BR level. 
For example. if BR7 is asserted on the Unibus and the channel number stored in the high level PIA is 
2. PI REQ 2 is asserled on the KSIO bus. As can be seen, with two levels of PIA, the UBA can assert 
more than one PI REQ at anyone time. That is, in the preceding example. if BRS was also asserted on 
the Unibus and the channel number stored in the low level PIA was equal to 4, the UBA would assert 
PI REQ 4 in addition to PI REQ 2. For the case when there are both high and low level interrupts and 
both PIAs are equal to the same PI channel number value. a single PI REQ would be asserted but as a 
result of two asserted BR levels. 

When a high or low level PIA is set equa l 100, no PI REQ level is asserted on the KS 10 bus even 
though the corresponding BR level is true. This provides a means for programmers to inhibit inler· 
rupt activity for a device. 

The CPU monitors all PI REQ levels on the KS 10 bus. More than one request line may be asserted at 
anyone time (i.e .. up to four with two UBAs in the system) and more than one UBA can assert the 
same request line. The CPU detects all interrupts and resolves interrupt request priority on a channel 

• 

• 

• 
number basis (lowest channel has highest priority). When it is ready to serve the highest priority chan- • 
nel. it performs the first of two PI operations over the KS 10 bus. 

The first PI operation initiated by the CPU is to determine the UBA or UBAs interrupting on the PI 
channel that is to be served. Bus timing is shown in the upper part of Figure 5-16. After requesting 
and being granted the bus, the CPU asserts the command/ address to specify that the operation is an 
I/ O controller number read (bit 0 = I. bit 4 = I) for controllers interrupting on PI channel n (bilS 
15- 17). When a UBA receives the command / address, and ifit is interrupting. it compares the channel 
number value received on the data lines with the stored PIA. If a match occurs. a UBA asserts one of 
the data lines to indicate its physical address; that is, UBAI asserts data line 19 and UBA3 asserts data 
line 21. The CPU strobes the data lines (during the second bus cycle following the command/ address 
cycle), resolves controller number priority (UBA I has highest priority), and then performs a second 
bus ope ration to read the interrupt vector from the highest priority UBA. 

Bus liming for the second PI operation is shown in the lower part of Figure 5-16. The command / 
address specifies that an interrupt vector is to be read (bit 0 = I. bit I = I, bit 5 = I) from controller 
n (bits 14-17). When the addressed UBA receives the command/ address. it initiates a priority transfer • 
control and interrupt sequence over the Unibus to read the vector from the interrupting device. The 
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vector is read from the device interrupting on the highest level BR associated with the specified PI 
channel. For example, if both 8R7 and BR6 are asserted and the high PIA is being served, the vector 
is read from the device interrupting on BR7. Because the vector cannot be read during the two bus 
cycles allotted the CPU after the command/address cycle, bus operation is similar to the I/O register 
read operation. The UBA requests the bus at some later time, when the Unibus priority transfer and 
interrupt operation completes, and then asserts the vector address on the KS 10 bus data lines when it 
has been granted the bus. The UBA also asserts I/ O DATA CYCLE, which the CPU uses to strobe 
the data lines to end the PI operation on the KS 10 bus. 

5.2.9 Bus Parity Error 
All devices connecting to the KSIO bus generate and check data line parity. Each device computes 
and transmits two parity bits whenever data is transmitted on the bus. PARITY LEFT is the com­
puted parity (even) for the 18 least significant data lines (00-17). PARITY RIGHT is the computed 
parity for the 18 most significant data lines (18- 35). Also, with one exception, each device checks 
parity when data is received on Ihe bus. The exception is during the PI operation when the CPU reads 
the bus to determine the controller or controllers interrupting on a specified channel. Because more 
than one controller may assert a data line , the CPU ignores data line parity during this operation . 

When a device detects bad (odd) parity for data received on the bus, it asserts a PARITY ERROR sig­
nal that causes Ihe CPU clock 10 be stopped. The CPU clock is controlled by the console, and the 
PARITY ERROR signals from the various bus devices (including the console itself) are ORed 
together on the console module to set flip-flop CSL3 PE(I) when an error occurs. CSL3 PE. in tum, 
clears CSl5 ENABLE which negates CSl5 CRA/M ClK ENABLE and CSl5 DPE/ M ClK 
ENABLE to stop the clock in all CPU modules. The parity error is also sensed by the 8080 program, 
which prints an error message at the CTY. 

5.3 MICROCONTROLLER 
The way the processor performs a program depends both on the processor hardware and on the 
microcode it executes. Most of the microcode is associated with the execution of the individual pro­
gram instructions, and these are nOI treated here. The descriptive materiaJ in this and the next two 
sections is devoted almost entirely 10 the hardware, plus those microcode procedures of a more gen­
eral nature, such as sequencing the microcode from one program-level operation to the next and han­
dling priority interrupts and page failures. Associated with the microcode are two quantities, the 
microinstruction word itself, referred to as the "microword," and a dispatch word that supplies infor­
mation for the execution of individual program instructions. The first two parts of this section discuss 
the structure of these words (Figure 5-17), and the rest of the section describes the hardware of the 
microcontroller (Figure 5-18). 

5.3.1 Microword 
The upper part of Figure 5-17 shows the format of the control RAM microword. Of the two rows of 
numbers below the boxes, the upper lists the numbers of the bits as determined by the microcode 
assembler, and the lower lists their physical numbers according to their positions in the control RAM. 
Bits lacking physical numbers are either simply not used or are in special macro default fields, which 
are given in macro definitions but which do not appear in the assembly listing. as they are used only 
to default other fields that are in the actual microword. In the field definitions given in the microcode 
listing, the letter D means default to a constant, whereas F means default to a function, such as a 
macro default field . Bits that have only a physical number are created by the software that sets up the 
physical microwords. These include a mark bit for scope synching and two even parity bits, one for 
that part of the RAM contained on the eRA board (bits 0-35) and another for the rest of the RAM 
contained on the CRM board. The numbers above the boxes show the correlation between the parts 
of the microword as illustrated and the 4-digit groups that make up the words in the microcode listing. 
Preceding each word in the listing is the address of its location in the control RAM. 
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The labels used for the fields of the microword are those defined for the microcode assembly lan­
guage. Multiple labels indicate bits used for more than one purpose depending on the circumstances­
the number field is used for many purposes as listed at the lower right in the drawing. For bits labeled 
"inverted," a 0 rather than a I selects the defined function. The hardware signal names are very sim­
ilar to the microcode labels and the reader should have no trouble identifying them; signal names for 
the bits on the eRA and CRM boards, respectively, are listed on CRA6 and CRM2, matched to the 
physical bit numbers, For those fields comprising more than a single bit, the signal names for the indi­
vidual bits are numbered; the numbers are written on the bits inside the boxes in the format drawing. 

The rest of this section explains the various groups of microword bits to serve as an introduction to the 
microcode listing. No attempt is made here to identify all the different quantities that can be selected 
by each field, as that information is given in complete detail at the beginning of the listing. 

0- 11 

12- 35 

36- 38 

40-41 

42-44 

45- 50 

The address of the RAM location from which the next microword will be taken, per· 
haps modified by a skip or dispatch, or even supplanted altogether by a subroutine 
return, some other dispatch, or a page fail condition. 

These fields govern the fuJI word arithmetic unit. From the point of view of the micr~ 
code, there are 64 adder functions selected by the six AD bits, where the left three 
specify the function as defined by the 2901 spec, and the right three specify the source 
operand. The 9·bit instruction specification is completed by the three destination bits. 
Note that the middle bit in the destination code is inverted before being applied to the 
290ls; hence the microcode configurations 0-7 correspond respectively to the destina· 
tion control codes 2,3,0,1,6,7,4,5 as given in the 2901 spec. Note also that the terms 
"right" and "left" as used in the 290 I spec are opposite from their KS 10 meanings, 
and inputs and outputs are numbered in the opposite order. 

Physically, the adder is controlled as two separate left and right halves insofar as the 
operand source is concerned, and the right three AD bits select only the left source. 
The RSRC field enables the programmer to select a different right source in order to 
perform operations in which one half of an operand is manipulated as desired while 
the other half is (for example) simply cleared or left unchanged. If no right source 
selection is made, however, the RSRC field defaults to the value given for LSRC. 

The A and B fields supply the A and B addresses for the 290 1 register file. Of course a 
specified address has no effect unless the selected 2901 instruction calls for its use. 
Only B can select a register for loading. 

The source of the RAM file address. Note that in this field a VMA selection means an 
ordinary memory reference, which may be virtual or physical and which may tum out 
to be a cache or AC reference, whereas a RAM selection means an absolute reference 
to any RAM file location via the right ten VMA bits. 

The source of data for the 0 bus via the 0 bus mixer. 

If the 0 bus field selects OBM as the source, this field selects the source of data into 
the mixer that feeds the OBM input to the 0 bus mixer. 

These are two sets of three bits that separately control certain operations in the left 
and right halves of the main data path. Bits 45 and 48 separately clock the two halves 
of the arithmetic unit, so that operations can be performed in one half while the other 
is unaffected. Note that this means there is no change at all in the other half: to load 
an arbitrary destination with a word half modified and half unchanged requires clock· 
ing both halves with separate left and right source selections. 
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51-56 

57-62 

63-68 

For parity purposes there are an even parity bit and a valid bit associated with each 
half word in the register file. Whenever a location in the file is loaded, the two associ­
ated parity bits are set up from the parity signals generated for the two half words on 
the 0 bus, and the valid bits are set up from bits 46 and 49 of the microword. Hence 
by means of the valid bits, the microprogrammer can label the parity bits according to 
whether they actually do represent true even parity for the stored half words. The 
parity signals generated for the D bus are correct for a word stored if the operation 
performed by the arithmetic unit is parity-oonserving, as is the case for a simple trans­
fer or ANDing with the mask, and the source of the data word is the RAM file or 
DBM. Of course parity storage is also valid if the operation is simply the transfer of 
the contents of register A to register B and the D bus mixer selects DP. For conven­
ience in handling these control bilS. a macro definition can put a I in bit 108 to 
indicate that the macro operation conserves parity: in a microword containing the 
macro, the GENL and GENR fields default to the value given by bit 108 unless the 
programmer overrides it. 

Bits 47 and 50 enable parity checking on the left and right halves of the D bus. A 
parity check should always be made when the source of the D bus data is the RAM 
file or the backpanel bus (MB). When the D bus mixer selects DP, the parity check 
should be made only if the AU operation conserves the parity given by the bits associ­
ated with the file location selected by the 0 field (as that is the source of the parity 
indication against which the check is made). Even then the requested check for either 
half is overriden by the corresponding valid bit being off, indicating that the stored bit 
does not represent true parity for that register. No check should ever be made when 
the source is VMA or any DBM selection other than MO. 

This field selects among a number of special functions such as loading JR, manipu­
lating Hags. and sweeping the cache. Additionally. if the AD function being performed 
involves shifting, the right three bits control the connections at the adder extremities 
for the type of shifting; and if the DBM field selects the data path input to the DBM 
mixer, the same three bits select the position (if any) for insertion ofa 7-bit byte in the 
word. The right three bits are decoded together, and the left three individually select 
groups of eight functions. Hence functions can be combined. The same right three 
configurations select loading IR and XR, so they can be loaded together. (JR includes 
AC, and XR includes the indirect bit.) Similarly the right code that selects arithmetic 
shifting also selects (via the 40 bit) the ASH overflow test, which is used for left 
shifting. 

This field selects a quantity to be ORed with J field bits 0-7 or 8-11 or both 10 select 
the location of the next microword to be executed. To jump to a specific location such 
as that given by the J field of the dispatch ROM or a return address from the sub­
routine stack, the microword J field must be zero. 

This field selects a skip condition, which if satisfied, causes a I to be ORed into bit II 
of the address for selecting the next control RAM location. Thus the microcode can 
jump to an even location with the possibility of skipping that word and going directly 
to the next odd location. The skip field can select one, two or three conditions from 
among three sets of six, where the skip occurs if any selected condition is satisfied. 
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70-71 

72 

73 

74 

75 

76 

77 

78 

79 

80 

90-107 

The processor cycle is extended beyond two clock ticks by the number of ticks speci­
fied by this field. For convenience the T fie ld defau lts to the value given by bits 
109- 11 I, which can be specified in a macro definition. Thus a macro can indicate 
when extra time is needed for the operation it produces, but the programmer can over­
ride this specification if the extra time is not needed because of the circumstances in 
which the macro is used. 

Inserts a carry into the LSB of the adder. 

Loads the step counter from SCAD as set up by the number field . 

Loads FE from SCAD as set up by the number field. 

Writes the contents of the D bus into the RAM file at the location specified by bits 
36-38. 

Starts or completes a memory or 1/ 0 function (usually a bus transaction) whose char­
acteristics are specified by the number field. 

This microinstruction is doing a divide. 

This microinstruction is doing a multi precision step in DFAD, DFSB or divide . 

Causes this microinstruction to be executed as a no-op if FE bit 0 is already 0, but oth­
erwise causes it to be repeated until FE overflows (bit 0 becomes 0). This feature is 
used for fast shifting. 

Pushes the current location on the stack to effect a subroutine call. 

This field supplies information for a variety of functions selected by other fields. The 
kinds of information are listed in the format drawing. 

5.3.2 Dispalch Word 
The 9-bit instruction code in IR automatically selects one of the 512 locations in the dispatch ROM 
and makes its contents available to the skip and dispatch logic. Dispatching on the given information 
occurs mostly in the part of the microcode labeled "The Instruction Loop", which appears at the 
beginning of the listing just after the power-up sequence. The format of the words supplied by the dis­
patch ROM is shown in the lower part of Figure 5-17 using the same conventions as for the micro­
word given above. However the dispatch ROM bits are not numbered physically, so chip locations 
and outputs are given instead. 

2- 5 

4-7 

12- 23 

This field specifies the kind of operand fetching to be done for the instruction, and for 
a simple read indicates whether the next instruction can then be fetched immediately. 

This field specifies the test condition in all test instructions, the modification of the 
masked bilS for logical testing, and in all other instructions it specifies the disposition 
of the results except that in (toating point it also indicates whether there is rounding 
and whether the operation is additive or multiplicative. The extra physicaJ bit, TXXX 
EN, shown at the right end of the word, is a duplicate of bit 9 of the B field. 

The address of the control RAM location at which execution of the instruction begins. 
This 8-bit field selects a location in the range 1400-1777. 
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24 

25 

26 

27 

28 

29 

30 

Causes the AC field of the instruction word to replace the right four bits of the J field 
so that a jump to begin instruction execution will actual1y dispatch to one of 161oca­
tions where the instruction code is expanded to J 3 bits. 

Causes an immediate dispatch on the J field when the microword calls for the stand­
ard AREAD dispatch on the A field. This is used for instructions that require no mem­
ory access or special setup (e.g., MOVEI, J FCL). 

Starts a memory read when the microword selects an AREAD memory function. 

Starts a write test (for page fail) when the microword selects an AREAD memory 
function. 

Starts a memory cycle when the microword selects a BWRITE conditional memory 
function. 

Loads VMA when the microword selects an AREAD memory function. 

Stam a memory write when the microword selects an AREAD memory function. 

5.3.3 Control RAM 
The 2048·word control RAM (Figure 5·18, upper right) is made up of a pair of lK RAM chips for 
each microword bit. Bits 0-35 are on the CRA board and are shown on prints CRA8,9; bits 36-95 are 
on the CRM board and are shown on CRM4-8. An entire microword is selected by selecting a single 
bit from each pair of Chips. Selection is made by an address supplied by the skip and dispatch logic 
(paragraph 5.3.4) and applied to the two parts of the RAM through the drivers on CRA 7 and CRM I . 
Associated with the two parts of the RAM are two parts of a register that holds each microword while 
its bilS are controlling the events that constitute its execution and are supplying an address for USe in 
se lecting the location of the next microword. These two parts are the CRAM register on CRA6 and 
the BIT register on CRM2. (In each there are duplicate ftip.ftops for the l2·bit segment that sustains 
the heaviest use.) At the end of each processor cycle the clock triggers the events for one micro­
instruction and loads the next into the register from the RAM. However if a I in the multishift bit dis· 
abies the microcontroller clocks (on CSL) without affecting the data path clocks, the same 
microinstruction is repeated . On the other hand , when FE 00 is 0 in a fast shin. the data path clocks 
are disabled but not the microcontroller clocks, so a no·go results and the next microword is loaded . 
The parity nets for checking the CRA part of a word are at the upper left on CRA6. and those for the 
CRM part are across the lOp and in the lower right corner of CRM3. The outputs of the nelS go 
directly to CSL to stop the processor clock should an error occur. 

The J field is used solely by the microcontroller address logic ; all other CRAM and BIT signals are 
available via the back panel to other boards, although most of the skip, dispatch and special function 
bits are used on CRA. Most of the bits that control the 290ls are applied directly to those chips, 
although a few are also used elsewhere in the arithmetic logic. Most other multibit fields are applied 
to mixers to select among various sets of inputs, such as the data for DBM or the address for the RAM 
file. The right three special bits are applied to mixers for selecting shift inputs at the 290ls. but are 
otherwise applied to decoders for generating specific functions, where the individual decoders are 
enabled by Is in the 40, 20 and 10 bits, or for byte insertion, by the appropriate configuration of the 
DBM field. In some cases, duplicate decoders are employed in order to get a function signal as close 
to the target logic as possible, and in a couple of cases individual function signals are duplicated for 
use in two different places. Decoders enabled by the 40 and 20 bits are at the upper left in OPES; at 
the upper right in DPMA are a decoder for the 10 bit and a duplicate of that for the 20 bit (note that 
except for the memory wait function. these decoders are enabled only during the low period of the 
cycle clock); and a duplicate for the JO bit is at the right on CRA2. 
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5.3.4 Skip and Dispatch Logic 
The logic that determines the location from which the next microword will be taken is shown in the 
left quarter of Figure 5·18 and appears mostly on prints DPEA and eRA 1 ,2. Each address is supplied 
to the control RAM through the OR gales above the two rows of mixers on eRA I. From the 6-bit 
microword dispatch field, individual inputs to the mixers are selected by the right three bits and the 
different sets arc enabled by single bits among the left three. The upper row on eRA I has 4-bit mix­
ers for the left eight address bilS. and these are enabled by the 20 dispatch bit. The lower row, enabled 
by the 10 bit, contains 8-bit mixers for the right four address bits. A simila r set of mixers for the right 
four bits but enabled by the 40 bit appears at the upper right on DPEA; the outputs of this set are 
applied directly to the lower row of OR gates on CRA I as the DPEA DISP signals. 

The OR gates on CRA I combine the ou tputs of the seve ral sets of mixers with the J field from the 
CRAM register. Hence there are two ways to address a single, arbitrary location in the control RAM: 
with the dispatch mixers disabled, the microcode can jump to the address given by the J field; with J 
zero, dispatch mixers for all 12 bits can supply a specific number. such as a diagnostic or subrout ine 
return address. But the microcontroller can dispatch within a range of four. eight o r 16 locations, start· 
ing at that given by the J field, by ORing a variable quantity into the right four address bits through 
the mixers enabled by the 10 or 40 bit. Note that for an individual mixer to have any effect the carre· 
spending bit in the J field must be 0; a I in the J bit overrides any selection made by the mixer. 

At the lower right on CRA I the OR gates for address bit I I also receive the outputs of the three skip 
mixers. This arrangement allows the microcode to give an even J with the possibility of going instead 
to the next odd location on the satisfaction of any of three independently specifiable skip conditions. 
The skip mixers function from the skip field of the microword in exactly the same way as the dispatch 
mixers. The mixers for the 40 and 20 bits (which handle mostly fiag and arithmetic cond itions) are in 
the upper len corner on DPEA, and the mixer for the 10 bit is at the upper right on CRA2. Note that 
the signals that can be selected for skipping are all inherently synchronized to processor operations 
except for conditions 4- 7 in the CRA2 mixer. These four conditions are therefore synchronized to the 
cycle by means of the flip-flops in E 115 (03). One of these signals, I/ O LATCH. is the OR function. 
by way of a flip-flop in E416 (A6). of the two bus signals that represent response to an I/ O instruction. 
The synchronization is handled via the bottom gate in the clock logic at the left and the top flip-flop in 
E416. The skip condition flip-flops are set up at the end of every processor cycle through assertion by 
the clock enable of the signa l DISP & SKI P EN. The same T clock also sets the top flip-flop in E416 
to generate FIRST CYCLE, which really means the first tick in the processor cycle. If microword bit 
TOI is I, indicating a three-tick cycle, the asynChronous skip conditions are updated at EI IS so they 
will be fresher when used at the end of the cycle. 

Finally, note that the page fail signal from the console is fed into all of the address OR gates. Hence it 
can override any selection made by the J field or the skip and dispatch mixers. and force selection of 
location 7777. 

53.4.1 Dispatch ROM - The left half of each instruction is loaded from the D bus into the IR. AC, 
indirect and XR registers at the left on DPEA. Each instruction code from IR selects a location in the 
dispatch ROM, made up of the three 5 12 x 8·bit chips at right center. The outputs from the left chip 
are used as individual control signals or skip conditions, as in lhe net at C5 where TXXX EN is com· 
bined with AD ""' 0 to decide on a skip in the microcode to execute a skip or jump in an instruction. 
The microcode can dispatch on the A and B fields from the center chip by way of the bottom two 
inputs to the dispatch mixers at the top of the print; the latter occurs in the "Store Answers" part of 
the instruction loop and elsewhere for specific instruction groups. Dispatching for instruction execu· 
tion is on the J field from the right chip but this is somewhat roundabout. J bits 0-3 are input to 
address bits 4-7 through the upper mixer on CRA I, and the same dispatch function puIS Is in bits 2 
and 3 so dispatching is in the range 1400-1777. In the normal situation J bits 4- 7 go to add ress bits 
8- 11 through the dispatch mixer at the top of DPEA as the DPEA J signals available from mixer E 118 
(A3). But on an AC dispatch for JRST or an I/ O instruction, the AC address is substituted for the 
DROM J bits. 
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The standard AREAD dispatch on the A field for the "Fetch Arguments" part of the instruction loop • 
uses control RAM locations 40-57, but a I in the J bit of the dispatch word can cause an immediate 
dispatch on the J field. This is accomplished through two mixers. EI19 at DPEA A 2 and E420 at 
CRA2 C3. For the standard dispatch, AREAD bits 8-11 from EI19 are equivalent to the DROM A 
field and are supplied to the address through input 3 of the mixers at the lOp of DPEA. E420 sets 
AREAD 04-07 to 0010, which selects the desired range through the upper mixers on eRA!. For an 
immediate dispatch, the I bit, which is the A = J signal, substitutes J 08-11 in AREAD 08-11, sub-
stitutes J 00-03 in AREAD 04-07, and inserts Is directly into address bits 2 and 3 via mixer E517 
(eRA 1 C6) to make the range the same as that used for an ordinary J dispatch. 

5.3.4.2 Other Dispatch Procedures - The next instruction condition or NICOND dispatch appears at 
the very beginning of the "Start Next Instruction" part of the microcode instruction lOOp. The dis­
patch is handled through the lower mixers (input 4) on CRA 1 and the signals are generated, except 
for the most significant, through the priority encoder at E216 (CRA2 B3). Only five encoder inputs are 
used. and at the end of any program-level microcode operation they provide for dispatching to the 
next operation in the priority order trap 3, trap 2, trap I, halt, and the ground at input 7 provides for 
going on to the next program instruction if none of the other conditions intervenes. The dispatch in 
the microcode actually has two sets of five locations distinguished by NOCOND 08, which simply 
indicates whether a memory cycle is in progress. This condition has no effect on traps or a halt, as the 
microinstructions in each pair of dispatch locations distinguished only by the memory condition are 
identical. But it does affect the next normal instruction and indicates whether the instruction must still 
be fetched or is already being prefetched. 

The 06 input of the mixers associated with the 10 bit provides for dispatching to every other location 
among 16 for the effective address calculation, which immediately follows the NICOND dispatch in 
the microcode listing. Here again there are two categories of dispatching depending on whether or not 
there is indexing or indirection. one specifically for the instruction JRST 0, and one for all other 
instructions. The special case is the most frequently used instruction in the entire PDP-IO set, and the 
AND gate at A4 on DPEA saves a processor cycle by detecting JRST 0, directly from IR, obviating 
the J dispatch. 

The most common byte size used is seven bits. The KSIO saves considerable time by having hardware 
for manipulation of7-bit bytes with zero alignment built right in. Most of this hardware is associated 
with the DBM mixer and the IO-bit logic (Paragraph 5.4) but the microcontroller has a mechanism for 
dispatching on byte position; that is, on which byte in the word is being processed. The three byte dis­
patch signals available at the 05 inputs to the lower CRA I dispatch mixers are provided by the deco­
der-mixer combination at the lower left on OPE3. When DP carries a byte pointer, the decoder is 
enabled by a size indication of 7, and the circuit translates the zero-alignment byte poSitions into byte 
dispatch configurations as follows. 

Byte Position Dispatch Code 

1 29 001 
2 22 010 
3 15 100 
4 8 101 
5 1 111 

The single 07 input to the lower CRA I mixers (at E 122) provides for a skip of two locations (actually 
to the next even location) from the microword J field when SCAD is negative. Similarly the arithmetic 
condition at EI21D2 provides a four skip that is used in multiplication. The remaining inputs to the 
mixers at the top of DPEA provide for dispatching on various sets of bits in a word on DP, in one case 
combined with arithmetic conditions. 
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53.5 Subroutine Slack 
The binary counter and RAMs in the middle rowan eRA) provide a standard stack for microcode 
subroutine calling. Position in the slack is determined by the value in the counter, which goes up for 
pushing and down for popping. The top of the stack is defined as the location whose address is one 
greater than the number in the counter, and the stack therefore allows a depth of subroutine nesting 
of 15 levels. The address lines to the RAMs carry the current value in the counter unless SELECT 
NEXT enables the gates at the right of the counter, in which case they carry an address two greater. 
Following the initial reset of the counter from the console, the top of the stack is at location I. 

At the end of every processor cycle, the cycle clock loads the address of the next control RAM loca­
tion into the current location register at the bottom of the drawing. Halfway through the first tiel: the 
stack write signal (through the top gate in the clock circuitry on CRA2) loads the current location into 
the RAM position one above the current top of the stack as selected by the select-next gates. This is 
done at the beginning of every microinstruction - if it turns out to be unnecessary. the stored address 
is just thrown away when the next current location is loaded in its place. However, if the micro­
instruction is a call or there is a page failure (the call or return signal from CRA2 A5 includes the 
page fail condition from the console), the counter is incremented so the temporary save location now 
becomes the top of the slack. Simultaneously the saved address is loaded into the register at the top of 
the drawing SO it is available for a subsequent return. On the other hand, if the microinstruction is a 
return (and thus makes use of the SBR RET address), the select-next gates are disabled. and at the 
same time the cycle clock decrements the counter. the address from the top of the stack is moved to 
SBR RET for a subsequent return from the level in which the just-executed subroutine was nested. 

5.3.6 Booting and Diagnosis 
The logic through which the console directly manipulates the microcontroller is shown across the bot­
tom of Figure 5-18. The reset signals are located on the same prints as the clock circuitry. Note in par­
ticular (CRA2 A3) that the reset for the stack is separate from that for the microinstruction register, so 
the console can clear the register, and then inspect locations or single step. without bothering the 
stack. 

To bootstrap the microcode, control signals from the console bring in data 12 bits at a time from the 
back panel bus via the transceivers on CRA5. Loading each location in the conlrol RAM requires nine 
transfers, the first for an address, which is loaded into the register at the top of the drawing, and eight 
more for the 96-bit microword in 12-bit segments. With the microinstruction register clear, J is zero, 
the skip field selects no condition, and the dispatch field selects the diagnostic address through the 
mixers on CRA I. By means of the gates and decoders at the bottom of CRA4 the console can select 
and write three segments in the addressed location in the CRA part of the control RAM, and similar 
logic at the lower left of CRM3 handles the selection and writing of five segments in the CRM part. 

The same selection signals, but with the write replaced by a read (CRM2 B3), can read any l2-bit seg­
ment of the CRM part of the microinstruction register. the contents of the transceiver latches, or the 
output of the CRM parity nets through the mixers on CRM3. The same signal that enables the CRM 
read mixers, CSL4 DJAG 10 H. disables the upper mixers on CRA4 and selects the output of the 
CRM3 mixers as the input to the lower CRA4 set. When that signal has the·opposite polarity however, 
the signals that select Ihe sections of the CRA part of the control RAM select 12-bit CRA inputs to 
one or the other set of mixers on CRA4. The quantities selected can be any part of the CRAM, the 
contents of the current location or subroutine return register, or the address supplied to the control 
RAM by the skip and dispatch logic. The output of either mixer set is available through the OR gates 
at the top of the drawing to the TRN inputs to the transceivers on eRAS. Note that the parity signals 
generated for the transmitted data by the three transceivers that handle the 12 bits are themselves 
transmitted through a fourth lransceiver on an additional three data lines to make the parity on the 
bus even. 
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When the console first starts the microcode, it executes the "Power·up Sequence," which is at the 
beginning of the listing. In the register file this sequence sets up the constants, clears control words, 
and also clears temporary registers to avoid parity errors. In the workspace it sets up a table of powers 
of 10 for binary·u}-decimal conversion, clears locations for the time base and flag enables. and saves 
the address of the halt status block. Finally it clears the flags. enters executive mode, and enters the 
halt loop. 

5.4 DATA PATH EXECUfE 
Although the activities of the two data path boards are intertwined, the logic can reasonably be 
divided into two parts: the execute data path, which handles all the internal operations for the execu· 
tion of an instruction - arithmetic and logic operations, data manipulation; and the memory data 
path, which handles all aspects of communication over the backpaneJ bus for both memory and l i D 
instructions. including determining whether a memory access should be made also or instead to the 
RAM file (a cache or AC reference) and thus require action by the execute data path. Although the 
boards are labeled OPE and DPM, the logical and physical boundaries do not coincide, and both 
paths include elements on both boards. Here we deal with the execute part of the path; the memory 
part is discussed in Paragraph 5.5. Figure 5·19 is a block diagram of the execute path, but for the 
internal structure of the register and RAM files refer to Figure 5·3. 

5.4. 1 Arithmetic Unit 
The heart of the main data path is the arithmetic unit (shown on printS OPEI,2) and most of the logic 
is the 290ls themselves. Just as 36-bit words are centered in the 4O-bit register file. the 0 bus inputs 
are centered in the ten slices, with the extra pair of bits at the left receiving copies of bit 0 (the sign), 
and the extra pair at the right receiving Os. The chips are interconnected for left and right shifting. but 
instead of direct carry connections the carry function is handled through look·ahead logic supplied by 
the 29025 at the bonom on OPE2. Note that the cany from the right half to the left (i.e., into bit 17) is 
controlled by the microcode. Also under microcode control are the separate clocks for the two halves 
via the middle gates in the clock circuitry at the left on OPES. The bits from the appropriate micro 
word fields. with separate left and right source selections. are applied directly to the chips with two 
exceptions: the 02 destination bit, which must be inverted and distinguishes between left and right 
shifting in those functions that do shift; and the 01 function bit. which distinguishes between add and 
subtract when the 04 and 02 bits are both O. 

Having words centered in the 4Q.-bit adder is appropriate for some one-word shifts and for additive 
operations, as the sign is available at the left end, or for LSH the extra bits can be masked out; and 
moreover the 'result of an arithmetic operation can never exceed 40 bits. so OP SIGN always has the 
correct sign even when OP 00 is wrong because of overflow. On the other hand, for arithmetic shifting 
and multilength operations it IS not suitable to have words centered. as there is then a hole in the 
middle of a double length operand in AD and Q (which can be shifted together), and the connection 
between the sign and bit I is buried in the leftmost chip. Hence before performing such operations, 
the microcode must move the operands to the right, frequently placing them entirely in the right nine 
chips. which are then used as a 36--bit AU. That such action is expected is evidenced by the signals 
that serve as inputs 10 the shift logic at the bottom on OPEl andby the fact that the cany out of bit 2 
is an input to several logic nets and is available for testing by the microcode. The net in the lower right 
comer on OPE5 performs the necessary inversion of the 02 destination bit and also supplies the left 
and right shift signals to the shift logic on OPE l. When shifting is called for. the gates at the far left 
supply shift connections that are constant for a given direction, and the tristate mixers decode the 
right half of the special function field to sel up those connections that vary depending on the type of 
shift. The tristate logic is necessary because the 2901 pins that receive inputs for shifting in one direc· 
tion supply outputs for the other, at which time the corresponding tristate circuits are disabled so their 
outputs neither drive nor load the signal lines significantly. Figure 5·20 shows the various kinds of 
shift arrangements for shift instructions and arithmetic subroutines. where the short boxes represent 
the left slice and the long boxes the other nine. The indicated use is for the main shift activity, and the 
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numbers inside the boxes indicate the initial position of the operands for the type of shift, if different 
from the normal. Before the main shifting activity, the microcode must of course move the operands 
from their normal positions to the ones given. making use of whatever shift arrangement is 
appropriate. 

Note that two of the bit inputs to the shift logic do not come directly from the 29015. These two signals 
plus the carry into the right end of the adder and the above mentioned 01 function bit are supplied by 
the gates at the right on OPES .. Through the lOp two gates, Is in the corresponding microword bits do 
assert the function and carry signals, but the rest of the logic is for assisting the microcode in division 
and certain multi precision operations. The flip-flops save information from one step for use in the 
next or from operations on lower order words for use on higher order. In division for example, the 
carry out in one step means thai in the next a I must be shifted into the partial quotient and the divi­
sor must be subtracted from the dividend; hence FLAG CARRY OUT being set causes a divide step 
to assert DIVIDE SHIFT for input to the shirt nets and implements a subtraction by generating a 
carry in and asserting the 01 function bit This simple hardware feature saves a great deal of micro­
code time: instead of requiring the microcode to use a skip to decide whether to add or subtract in 
each divide step, it simply calls for an add in every step, and when the carry is present the add 
changes automatically to a subtract accompanied by the carry in required for 2's complement arith­
metic. In a similar way the microword multiprecision bit carries over a subtraction from one step to 
the next, inserts a carry in a high order operation if there was a carry out of the low order (using the 
right nine slices), and bits shined len out of the second position can be inserted at the right in the next 
normal shin step via MULTI SHIFT. This last signal, which has absolutely nothing to do with the 
microword multishift bit, supplies Os in LSH . FLAG QR 37 provides multiplier bits for dispatChing in 
the multiply subroutine. 

5.4.2 Main Path 
The output of the arithmetic unit is available via DP to many processor elements, includiog the mix­
ers for the D bus on prints DPE3,4. These mixers can also select the output of the RAM file, the out­
put of the DBM mixer on the DPM board , or a word made up of the program flags, the number of the 
PI level on which a new request has been accepted. and the right 10 VMA bits that are kept on the 
DPE board for accessing the RAM file. Input selection is made according to the microword DBUS 
field through the gates at bottom center on DPE3. But note that a microword selection of DBM can be 
forced to a RAM file selection instead; this occurs when DBM is selected for MB and the memory 
request turns out to be a cache hit or an AC reference. The selected word can be sent over the 0 bus 
to the arithmetic unit, the RAM file or the instruction register, which is at the lower len on OPEA. All 
of the instruction bits can be loaded together by two special functions, of which one handles both the 
IR and AC fields, and the other handles the XR and indirect fields as well as a bit that indicates the 
instruction is being executed by a pxcr and should do its indexing in the previous context. XR and 
AC are decoded for zero for use by the skip and dispatch logic. 

The remaining D bus logic is for parity operations, and includes the standard nets for generating even 
parity bits and checking parity. It also includes. on DPE4, the E714 flip-flops and 16 x 4 RAM that 
implement the parity arrangement described in the discussion of microword bits 45-50 in Paragraph 
5.3.1. The RAM contains two validity bits and two parity bits for each location in the register file and 
is written according to the B field selection whenever the destination code loads a register. (Writing 
occurs at the leading edge of the cycle clock, 75 ns before the 290Is are clocked, through the bonom 
gate in the clock circuitry at the len on OPE5.) The E714 flip-flops allow generation of a left or right 
parity error signal for the console when the corresponding check indicates bad parity, but only if the 
microinstruction enables the parity check and the hardware provides the appropriate DBUS CHK 
EN signal. These enable signals are supplied through an extra mixer for each half of the bus. The sig­
nals for both halves are always false on YMA selection and always true on RAM file or DBM selec­
tion (in the last case the microinstruction should enable parity checking only if MB is the source, 
because the parity bilS that accompany the DBM selection are those supplied by the backpanel bus). 
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When OP is the source, the parity bits are those supplied by the RAM location selected by the B field, 
and the 0 bus check enable signals stem from the corresponding valid bits. 

The final part of the main path is the DBM mixer. which appears on DPM 1,2. Inputs, as selected by 
the microword DBM field, can be any of those listed in the table at the lower right on DPM I. Selec­
tion of "bytes" provides 0 in bit 35 and five copies of SCAD 01-07 in the other 35 bits. Reading the 
exponent puts a 0 in bit 0, the exponent from SCAD 02-09 in bits 2-9, and fills the rest of the left half 
from DP but reads the current value of the MSEC counter in the right half. The number field is dupli­
cated on the two halves of DBM . The bits of the microword DBM field are applied to buffers for mul­
tiple drive lines for the mixers. Because the drive lines for the 4 and I bits typically each drive a third 
of the mixers, the 2 bit hflS five lines, each corresponding to a 7-bit byte. These lines are further gated 
by the configurations of the right half of the special function field through an E412 decoder that is 
enabled by DBM select code lor 3. When the code is I all of the drive lines for the select 2 bit are off 
as required. For code 3, the se lect 2 drive lines that are on cause selection of the DP input. but a func­
tion number from I to 5 turns off the corresponding select 2 line, causing one set of seven mixers to 
select the input for code I instead of code 3. This inserts a 7-bit byte from SCAD 01-07 in the selected 
position with the rest of the word made up from DP. Byte 5 is handled as eight bits but the final mixer 
receives DP 35 for either code. 

5.4.3 RAM File 
The 38 RAMs on DPE7,8 provide storage for 1024 words with an even parity bit for each half. The 
word contained in the location selected by the address inputs is available at the RAM outputs, and a 
falling edge at the write input replaces it with the contents of the D bus. The write signal , which 
occurs at the falling edge of the cycle clock, is produced through the gates at upper center on OPES 
upon command from either a microinstruction or the memory data path (Paragraph 5.5.4). Other 
OPES logic for the RAM file is the E308 flip-flops at lower center that hold the numbers of the current 
and previous fast memory blocks as given by the program, and the upper right flip-flops that hold the 
OPE copy of the right 10 VMA bits. The loading of both VMA and its partial copy is produced 
through the gate at A4 when the microcode gives a memory function that requests it or initiates a 
cache sweep. 

The ALU at the left on OPE6 can generate numerous functions but is used principally to add the least 
significant four bits of the number field to the instruction AC field to generate addresses for the block 
of accumulators used in extend instructions. The rest of the logic is mixers for selecting the RAM file 
address according to the source specified by the microword RAMAOR field as given by the table at 
the lower left . The generation of the address is logically in three parts corresponding to the three rows 
of mixers. The bottom row selects the obvious source for the least significant four bits directly accord­
ing to the microword field. The middle row selects those three bits that for fast memory references 
correspond to the block deSignation. This requires an extra mixer at the left through which address 
bits 04 and 02 select other functions to make the address selection. The obvious selection is made for a 
cache. VMA or number reference. or the current block for an accumulator; however an index refer­
ence may be to either the current or previous block, and substitution of an AC reference for memory 
may also be to euher block. An address selection code less than 4 always means fast memory. so a 0 in 
the 04 microword bit disables the top row of mixers altogether. Codes 6 and 7 make the standard 
selection, but again the source for use of the RAM file for a virtual reference depends on whether it is 
an AC or cache reference: for the former the mixers put out all Os. but for the latter they combine two 
VMA bits with a I in the most significant position, as the cache OCCUpies the top halfofthe RAM file. 

5.4.4 Ten-Bit Logic 
This logic is a small scale arithmetic unit controlled by the microword number field in the same way 
that the AD and other fields control the 290ls. Of course those other fields always control the AU, 
whereas the I~bit logic is manipulated by the number field only when that field is not being used for 
something else. This smaller arithmetic unit performs computations on exponents, counts steps in 
shift and arithmetic operations, and manipulates 7-bi l-bytes with zero alignment, which can therefore 
be handled much more efficiently than other sizes. 
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The IO-bit logic comprises the two sets of mixers and adder on DPM3 and the carry skipper and SC 
and FE registers at the bottom on DPM4. The adder is made up of ALUs, but these are limited to the 
seven functions listed in the table at the upper left because selection is made by only three bits. The 
SCAD outputs are available to the two registers, which are themse lves inputs to the adder via the mix­
ers. SCAD also goes to the main data path in both byte and exponent poSitions via DPM. Both rows 
of mixers on DPM3 handle IO-bit quantities, bUI the lower onc requires eight inputs for only seven 
positions, and bits 0, 8 and 9 are handled by the 4 X 2 mixer at the left end. Most of the inputs to both 
sets are from DP, but they involve different parts of OP for different purposes. The upper set can 
receive FE, the exponent part of a word from DP always in positive form via the XOR gates at the 
left, the effective number of shifts in a shift or rotate instruction, and the size part of a byte pointer. 
The lower adder can receive se, the right ten bits of the number field, octal 44 for generating an 
initial byte pointer, and a 7·bit byte from any poSition. NOle that the inputs for 44 also receive DP 06 
at the right mixer so as not to disrupt the size field when a position field is inserted in a byte pointer. 

5.4.5 Program Flags 
DPE9 shows the program flags and the multitude of gates through which they are set and cleared. 
There are essentially two ways in which the flags are manipulated: by conditions resulting from arith· 
metic and other operations in the hardware, and direct manipulations by the microcode for saving 
and restoring or, for example, selling the First Part Done flag for later control of its own activities. 
Direct microcode control and ordinary carry.overflow testing is via a single special function with 
selection by the number field as listed at the upper left on the print. Individual special functions take 
care of ASH and exponent testing so the same microinstruction can use the number field for the I()"bit 
logic. Hardware conditions come into play on the selection of various tests by the microcode: the large 
number of such conditions is listed in detail with the discussion of the program flags in Paragraph 2.9 
of the System Reference Manual (DEC-I()..XSRMA·A-O). 

There are however a few special considerations that should be mentioned. Because AU is 40 bits, the 
net at the upper right comer detects overflow from a discrepancy between DP SIGN and DP 00, and 
determines the presence of carry I by overflow being opposite carry 0 (which is available as CARRY 
OUT); these signals are derived from DP signals and are therefore valid only if the adder is doing an 
arithmetic function and its output is on OP. Note thai the gate that detects overflow in arithmetic 
shifting (C7) checks for opposing states of DP bits I and 2 but these are actually bits 0 and I of the 
word being shifted. DeCoding of trap signals from the trap flags at the lower right requires trap 
enables from both the processor and the console. 

5.5 DATA PATH MEMORY 
This data path is actually for both memory and 1/0 operations, and most of what is discussed here is 
therefore also related to communication over the bus. All 110 operations require use of the bus. But a 
requested memory function uses the bus only when a word must actually be transferred to or from a 
storage module; that is, memory functions use the bus except when a memory access turns out to be 
an AC reference or a cache hit, an attempted access results in a page failure, or the memory function 
is simply a write test (i,e" a check whether a page failure would result were a write function to be 
given). Of the many DPM signals whose names contain MEM or MEMORY, some really are for 
memory whereas others control both memory and 1/0 operations. This same ambiguity occurs in the 
microcode definitions. In an attempt to limit confusion in the test, the term "memory" will be used 
only to refer to memory. and "DPM" will be used in general circumstances applicable to both mem· 
ory and 1/0. 

Every DPM function, whether memory or 1/ 0 and whether requiring the bus or not, is set up by a 
microinstruction with a I in bit 76 (physical bit 26). In line with the standard terminology, the bit is 
labeled MEM and the print signal from it is MEMORY FUNCfION. The setup information is sup· 
plied by the number field, where bits 0- 11 select the type of memory cycle (i.e., read, write test, write) 
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and specify other associated characteristics; that is, user or executive space, virtual or physical refer· 
ence, and so forth. Bits 12- 17 perform more general control functions, such as starting the cycle and 
loading VMA. In particular there is a bit that can substitute bilS from the data path for selecting the 
function type and characteristics; a I in this DP function bit causes the hardware to make the selee· 
tion according to DP bits 0-13 instead of number bilS 0-11. Setup for an 1/0 function must always be 
made from DP, because only DP can supply the bus command bits unique to an 1/0 function. Use of 
DP for a memory function is generaJly to remake a request following a page failure. For references in 
instructions, another of the general control bits can cause the selection of the memory cycle type to be 
made according to bits in the dispatch ROM in place of number bits. 

Handling a memory or l iD function requires two microinstructions. The first sets up and starts the 
function, and the hardware associated with the bus then goes on independently of the microcode, 
requesting the bus, wailing for the grant, doing the commandladdress cycle, and even doing the data 
cycle if the function is read. Of course the hardware stops short of all this on a memory function that 
does not need the bus, but otherwise it ends either with the word read in MB or waiting to send a 
word on write. The second microinstruction the microcode gives is simply a wait. If the independent 
functions are already complete. there is no delay and the microcode just takes the word read or gives 
the word to be written (where the latter action triggers the data cycle). If the independent hardware 
functions are not finished. the processor enters a microcode delay until they are. 

Figure 5·21 is a block diagram of the memory data path. with some necessary simplification and 
omissions. 

5.5.1 Memory and 1/0 Setup 
The hardware for setting up a memory or l iD operation is principally on DPM5 and the upper two-­
thirds of DPM4; it appears at the bottom and at the left in Figure 5·21. Across the center of DPM4 is 
the VMA register. which is loaded by the first in the pair of microinstructions that must be given to 
start and complete a DPM function (memory or l iD). Included in the leftmost chip of the VMA are 
two flags, one indicating that a sweep is being done, and the other that VMA is extended. A sweep is 
simply invalidation of the entire contents of the page table or cache directory. and it automatically sets 
the top two E214 flip-flops, which would otherwise be duplicates ofVMA 18 and 27; this mechanism 
speeds up a sweep by allowing it to handle two table or directory locations at a time. The enable for 
VMA is produced by the sweep se t as well as by the DPM function conditions (DPE5 bottom center). 
VMA EXTENDED allows VMA 14-17 to be sent over the bus either for use in a physical address or 
for a subsystem number in an 1/0 operation. 

The other flags associated with VMA are in three categories. two of which are at the top of DPM4 and 
the third at the upper left on DPM5. The four E511 Hags (EPM4 04) can be set up only from DP and 
are for specifying those characteristics unique to an l iD function. The four at the left in E508 are for 
an instruction fetch and specifying several address characteristics (logically VMA EXTENDED 
should be regarded as in this group). ote that when a memory function is se lected from DP. user 
space and previous context are selected directly by bits 0 and 9 as this is generally to redo a pre· 
viously·defined function following page failure. The original selection however is dependent on a 
number of conditions. In particular, note that when the User Flag is on, user space is always selected 
for an instruction fetch ; and it is selected for other memory functions unless executive space is being 
forced or the processor is executing an instruction supplied from the console. Selection of the previous 
context (which can also force user space in executive mode) is handled by the mixer and flip-flops at 
the far right on DPMA according to both bits 9-11 of the number field and the selection made by the 
AC field of the instruction. The remaining VMA flags at the upper left on DPM5 are for inhibiting the 
cache and selecting the type of cycle, where the three flags for the laller may be set from dispatch 
ROM bits as well as from bits of the number field or DP. Note that all flags on DPM4 are set up when 
VMA is loaded, but those for the cache and cycle type are enablecf.by MEM EN, which comes from 
the net at B3 and indicates that a DPM function is actually being started. This is so the cycle type can 
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be changed without disturbing the address. as for a write following a read or write test. The easiest 
way to understand the role the flags play in a OPM function and how the function is selected is to 
read Table 5-3, which explains the use of the number field and OP bits when a microinstruction gives 
the DPM function . 

Once a function has been set up. operations are handled by the two sets of flip-flops in the lower half 
on DPM5. Note that these flip:flops are triggered directly by the T clock rather than the processor 
cycle clock so they can be mampulated independently of the microcode. To synchronize initial setup 
with the microinstruction that calls the function, the logic makes use of sync signals that are equiva­
lent to the enable for the processor clock (refer to the clock circuit at the left on DPMA). The first 
microinstruction in the required pair performs several operations besides setting up VMA and the 
flags. If it loads VMA. it also sets VMA JUST LOADED at the lower right comer on DPM5; this Hip­
flop remains on for Just one clock tick. and it prevents the logic from taking action on conditions gen­
erated spuriously by state transitions during setup. A write test does not actually make use of a real 
DPM cycle. However MEM EN produces START CYCLE at B2 for either a read or a write but not if 
a read-pause-write cycle is already in progress. (The logic includes provision for read-pause-write but 
it is never used. as the microcode makes only separate read and write requests.) START CYCLE sets 
the appropriate delay enable in E205, makes a bus request vi a the lOp flip-flop in E306 at the left, and 
selS MEMORY CYCLE in E405 at the left on DPM6 (MEM WAIT comes from MEM EN). From 
this point the hardware works independently of the microcode. When the console arbitrator grants the 
bus. the request is dropped and the bus operations are performed as explained in Paragraph 5.5.2. Of 
course c\'cn when START CYCLE is given, there may be no actual bus opera tion: conditions such as 
an AC reference, a cache hll. a page failure, an interrupt. or a timeout of the millisecond count - any 
of these may kill the bus request (via STOP MAIN MEMORY at 02) and the delay enables. The sec­
ond mIcroinstruction may regenerate MEM EN from the number field or give a special memory wait 
function . Either produces MEM WAIT (C3) to clear MEMORY CYCLE, and produces MEMORY 
DELAY to start the read or write delay if the corresponding enable is still on. A delay for either func­
tIOn stops the processor clock at the console board until the bus operation is completed. Note that the 
sync does not enter this logic - MEMORY DELAY comes on immediately (see DPMA DI). 

The way the hardware and the microcode resynch ronize depends on the kind of function and when 
the second microinstruction is given. For a read function the hardware does the commandladdress 
c)'cle and wailS for the response. The response may be an identification for a who-are-you cycle, a 
word from memory. or a word from an 110 register. Only the first two of these are necessarily com­
pleted m one use of the bus: for a UBA 1/0 read the bus will have been freed, and the processor waits 
unlll the adapter gets the bus to do an 1/0 data cycle. [n any event when the word comes o\'er the bus 
it is loaded into MB and the delay enable is killed. If the second microinstruction has already been 
gIven. the delay ends and M B is read. Otherwise the hardware waits and the second microinstruction 
reads M B without delay. On a write the bus grant kills the ?elay enable as the . commandladdress 
cyde begins. If the second microinstruction has already been gIven. the delar te~mlnate~ and the word 
is sent Immediately. Otherwise the hardware waits. and w~en the se~nd mlcrolO~tructJon does come 
the word IS sent without delay. ote however that there IS ~o prOVISI?O for holdmg t~e bus beyond 
three cycles during an 1/0 function. Hence for an 1/0 wnte the microcode must give the second 
microinstruction Immediately. 

For a virtual reference in which the in-section part of VMA (bits 18-35) is in the range 0- 17, the net at 
the upper right corner 00 DPM4 indicates an AC reference. During the seco~d m~croinslrUction. this 
causes selection of the appropriate source for. the RAM file address as ~xplalDed In Paragraph 5.4.3; 
for a read it forces selection of the RAM file JO place of MB at DBM via the gate at OPM5 02; and 
for a write it produces the RAM file write signal at DPMA D6. 
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• Table 5-3 Selection of Memory and 1/0 Functions 

Bit Number Field DP 

0 Force user mode User mode 

Force executive mode 

2 Instruction fetch Instruction fetch 

3 Read cycle Read 

4 Write test Write test 

• 5 Write cycle Write cycle 

6 

7 Inhibit cache Inhibit cache 

8 Physical reference Physical reference 

9 Previous context mode Previous context 

• 10 Previous context mode lID function 

II Previous context mode WRU (who are you?) 
cycle 

12 AREAD - select function according to Vector cyc:le 
DROM bits 26, 27, and 30 in place of 
number field bits 3, 4, and 5; load 
VMA if DROM bit 29 is I (without 

• disabling No. 14); ignore No. 07 

13 DP function - ignore No. 00- 11 and Output byte cycle 
select function according (0 DP 
00- 13 (note: No. 12 must be 0) 

14 Load VMA and VMA flags from DP 

15 Extend VMA - put VMA 14-17 on bus 
in command/ address cycle 

16 Start cycle, or start wait (i.e., 
synchronize microcode to bus operation) 

17 Start cycle ifDROM bit 28 (COND FUNC) 
is I 

• 
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The console single step switch being on prevents the processor from holding the bus from the first to 
the second OPM microinstruction. When SS MODE is true, read and write cannot be enabled 
together (read-pause-write is split into two separate functions). START CYCLE for write sets up the 
whole operation, but instead of setting BUS REQUEST it sets DLYD WRITE REQ just below it. 
Then when MEMORY DELAY comes on, the bus request is made and the entire operation takes 
place in a single microcode step. Note thaI in case the switch goes off between the two micro­
instructions, the fact that a single step cycle is in progress is remembered by the second E405 flip-flop 
on DPM6. 

5.5.2 Bus Operation 
The bus grant from the console arrives al the processor at the upper left comer on OPMC. If FAST 
ABORT is false. indicating the processor has not determined that the function should be voided or 
the bus is nol needed (C7), the grant asserts COM / ADR EN. This signal is applied to the top flip-flop 
in the COM/ADR counter just at the right and the top transceiver at B2. and through the net at 
OPMA A2 it supplied the transmitter enable for the bus data transceivers on OPM8,9. Hence the next 
T clock counts the first bus cycle. puts the commandl address control signal on the bus. and since BUS 
REQUEST is still on at this time, it loads the command l address information into the traruimitter Hip­
flops through the mixers below the transceivers. At the same lime it also clears BUS REQUEST. If 
VMA is extended, VMA bits 14--17 are included in the address; and if the function is a virtual mem­
ory reference. address bits 16- 26 are supplied by the page table iruitead of VMA. ote that for bits 
16- 26, the parity generators get the mixer outputs directly; this is to compensate for paging lime. If 
the processor belatedly determines during the command l address cycle that the function should be 
voided or the bus is not needed, STOP MAIN MEMOR Y comes on (DPM5 02); this produces MEM 
CYCLE ABORT (OPMC C7) to shut down the storage cycle in the memory subsystem and disable 
the transmit logic (DPMA A2) to prevent any further attempt to send information over the bus. 

The next T clock clears the transmitters and sets Ihe appropriate flag at DPMC 03 to identify the 
cycle as memory or 1/ 0 . For a write function the generation of MEMORY DELAY enables the trans­
mit circuit (DPMA A2) so the processor cycle clock in the second microinstruction transmits the word 
held on OP. At the same time WRITE CYCLE indicates a bus data cycle through the control signal 
transceiver chip at the lower right on DPMC. For a read. every R clock temporarily latches the receiv­
ers via the gate at the bottom of thc clock circuitry on DPMA, but the termination of the read delay 
enable holds the latch. The strobe that ends the enable for a memory transfer or lID instruction 
(DPM5) comes from the bus signal for a data cycle or 1/ 0 data cycle via the conlfOl 8646. 

The remaining flip-flops on the COM I AOR counter are for special situations. The second T clock sets 
COM /ADR + I. which sets up the write transfer for a single step cycle. For a WRU cycle the adapter 
identification must be sent back within the allotted three cycles. and the T clock following the setting 
ofCOM / AOR + 2 terminates the read delay enable. For any bus memory cycle the same T clock sets 
the nonexistent memory error flag at DPMC 03 if the memory has not yet returned M EM BUSY. 

5.5.3 Paging 
Paging information, including address space, page use bits and physical page number (for 1024K of 
memory), is available for each virtual reference from the page table at the top on DPM6. The table is 
kept in pairs of 256 X 4 RAMs whose locations are selected by the virtual page numbers from VMA. 
So long as PAGE EN is set (OPMB A6), the net at the lower right on OPM9 indicates a paged refer­
ence whenever the microcode indicates the address for a memory function is virtual. When an 
addressed location in the table does not contain a mapping appropriate to the reference being made, 
the microcode refill procedure loads the desired mapping from DP 1,21,22,25- 35 and the User flag. 
Writing in the page table is handled as a special function via the decoder at DPMA 2A; the page write 
signal at 06 is produced via the flip-flop at DPMC B3. Each table entry includes an odd parity bit, 
where the parity for the DP bits is supplied by the same chip that generates parity for bus transmis­
sion on OPM9 (note that PAGE WRITE E cuts out DP bits 19, 20, 23 and 24). Parity checking of 
the paging information is made by the circuits at the lower right on DPM6. 
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In each pair of RAMs the len is enabled by a 0 in VMA 18, and the right is enabled by a I in that bit 
or by a sweep function. Thus to invalidate the enlire table, the microcode gives both the sweep and 
page write special functions (OPMA) with a 0 in OP 18, and invalidates two locations at a time by 
running through all configurations ofVMA 19- 26 keeping a 0 in VMA 18. 

The logic at the lower left on DPM6 detects a page failure. But note that via tbe bonom two Hip-flops 
and the E404 gate, certain interrupts and errors aTe bandied as page failures. In a virtual memory read 
- all 1/ 0 is physical - if there is either an interrupt request or an MSEC count timeout when MEM· 
ORY CYCLE is set, INT OR ERR is asserted. The various conditions - interrupt, error or real page 
failure - produce STOP MAIN MEMORY and FAST ABORT to kill the bus request or the function, 
and they are encoded into a set of four signals on which the microcode can dispatch to handle the sit· 
uation. Interrupt and errors have precedence. and the priority encoder ensures indication of at most 
one real page fail condition, and then only when paging is enabled on a virtual non·AC reference. 
Any condition produces the page fail enable, which holds up the processor clock via the top delay 
gate Oower right, DPM5) when the second DPM microinstruction is given. During the delay the con­
sole transfers control to the microcode page fail handler. The conditions indicated by the various con· 
figurations of the dispatch bits, which are available as DP 18- 21 via DBM, are as follows. 

PF DISP 10-01 Condition 

()()()() Interrupt or timeout 

0010 Bad data 

0100 Nonexistent memory 

1000 Not writable on write test 

1010 Mapping not valid 

lOll Wrong address space 

Note that the order of the real page fail conditions in terms of dispatch numbers is not the same as 
their priority order: namely the write test condition has lower priority than the other two . 

5.5.4 Cache 
The cache holds one memory word for each configuration of VMA bits 27-35, for a total complement 
of 512 words. The cache directory also contains 512 locations selected by VMA 27- 35, but here the 
information in each location identifies the virtual page and address space of the word contained in the 
corresponding cache location. The structure of the cache. which occupies the top half of the RAM 
file. and the way it is addressed are discussed with the RAM file in Paragraph 5.4.3. 

Whenever the processor actually writes a word in or reads a word from main memory. it generates 
both RAM FILE WRITE and CACHE WRITE through the gates at the top left on DPMA. The first 
of these signals writes the word in the cache. CACHE WRITE however writes in the corresponding 
location of the directory, which comprises the three pairs of 256 x 4 RAMs on DPM7. The informa­
tion written is the virtual page number part of VMA (bits 18- 27), the user Hag to indicate the address 
space, an odd parity bit, and the inverse of VMA PHYSICAL, which serves as a valid bit. Hence the 
information in the directory is valid only when the word wrillen in the cache results from a virtual ref­
erence. The cache is wriHen on a physical reference. but no later use can be made of the data. 

5-51 



With the cache enabled from the console, the contents of the directory location selected by VMA 
27-35 are regularly compared with the corresponding information currently in those elements that 
initially supply the directory entry (but note that CACHE VALID is simply compared with a I since 
the entry must be valid to be of any use). If the two quantities are identical and all of the other inputs 
to the large AND gate at the upper right are true, a cache hit is indicated. The necessary conditions 
are that the processor is making a virtual non·AC memory read reference, that paging is enabled and 
there is no failure or error, that the microcode is not inhibiting the cache, and that the page is cache· 
able and has a valid mapping. Except for the source of the RAM file address, a cache hit acts just like 
an AC read reference as described at the end of Paragraph 5.5.1. Detection of even parity in a direc· 
tory entry stops the clock via the same signal used by the page table (DPM6 B I). 

To invalidate the cache directory the microcode gives the special sweep function, which generates 
CACHE WRITE. The combinat ion of the sweep and a 0 in VMA 27 enables both RAMs in each pair, 
so by having VMA PHYSICAL set, the microcode can invalidate the entire directory two locations at 
a time by running through the VMA 28-35 configurations. There is no special function for CACHE 
WRITE, as it is expected the cache will be swept whenever the page table is swept. The microcode 
can sweep just the cache, however, and does SO whenever it invalidates even a single page table entry. 

5.5.5 Error Logic 
At the lower len on DPMC is a lQ..bit counter, which is driven by a 4.096 MHz dock and therefore 
overflows every millisecond. If enabled from the console, overflow sets the I MSEC flip·flop in E502, 
which in tum sets IMS at the len on DPM6 to cause a page failure at the next virtual memory read 
reference. 

Failure of a memory to respond to a request within three bus cydes sets NXM ERR at the upper right 
on DPMC, and the flag just below it is set if the memory returns bad data as indicated through the 
control 8646. Either of these flags being set causes a page failure through the logic at the lower left on 
DPM6 and also sets a corresponding APR flag on DPMB. Other APR flags are set by an interrupt 
from the console, an indication over the bus that AC power is failing, or that a read error has occurred 
in memory but memory control was able to send corrected data. The setting of any APR flag can 
request an APR interrupt if the program has set the corresponding enable in the APR register at the 
bottom of the print. 

Both the APR flags and their enables are controlled by the program via bits on OP. Clock signals for 
the flags and the register are provided by special functions via the bottom two E306 flip·flops at the 
lower len on OPM5. Besides the flag enables, the APR register indudes flags through which the mon· 
itor enables trapping and paging, and a flag that allows the microcode to trigger an APR interrupt 
request directly. Moreover part of the register, containing the PI assignment and a copy of TRAP EN, 
is on OPEB. The trap and page enable flags and all of the APR flags are available to the microcode 
via the right half of OBM (in the same set of inputs that indudes the page fail dispatch code and the 
APR interrupt request signal). The APR register cannot be read, but the microcode keeps a copy of it 
in the left half of the FLG location in the register file. 
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5.5.6 Priority Interrupt 
Almost all of the PI logic is on DPEB. By means of the three sets of flip-flops at the bottom, the micro­
code via OP can select which levels are active, make son (i.e., program-initiated) interrupt requests. 
tum the system on and off, and specify on which levels interrupts are currently being held. A USA or 
the processor APR logic can request an interrupt on its assigned level by placing a signal on the 
appropriate line of the seven in the PI request bus. These bus lines are input at the upper left to flip­
flops through which the cycle clock synchronizes the request to the microcode. Through the AND and 
OR gates just at the right of the request flip-flops, the logic automatically recognizes any soft request 
but recognizes only those hard requests made on active levels, Both the recognized requests and the 
signals for current interrupts are applied to priority encoders, which indicate the highest priority new 
request and current interrupt, but note that the request encoder is enabled only if the PI system is on. 

If a new request has priority over all the current interrupts, the compare circuit at 03 generates an 
interrupt enable, which in turn produces an interrupt request for the microcode through the top flip­
flop at the upper left, When the microcode responds to the request it can read the new level through 
the 0 bus mixer as bits 19- 21 of the same word that contains the IO-bit VMA and program flags, The 
state of the system is kept at all times in the PI location in the register file , From it and the new PI 
level , the microcode can make up a new current configuration, and the new level is then available as 
the output of the current priority encoder, 

The microcode then manipulates the OPM function logic to do a WRU cycle to determine the source 
of the request. When the bus is granted. the gate at OPMC 87 enables PI transmission during the 
WRU command/address cycle. PI XMIT EN places the number of the current level on bus data lines 
15-17 through the single 8646 at the upper right on OPEB. The exclusive OR gates that feed line 14 
produce even parity for this set of four lines so as not to change the parity for the left half of the bus 
on DPM8. 

The flip-flops at the lower right are part of the APR register and contain the APR PI assignment. 
When an APR flag requests an interrupt. the decoder asserts the PI request line corresponding 10 the 
assigned level. 

5.6 MEMORY 
Figure 5-22 is a block diagram of the memory subsystem, including the memory controller, the mem­
ory bus, and the array boards. The diagram shows the signal connections among the various elements 
of the logic, shows the way the bus interfaces the controller to the array boards, and indicates which 
print contains which part of the logic. The text in the following paragraphs is not geared specifically to 
the block diagram, but ralher to a flowchart of the events that implement access to memory from the 
KSIO ~us. ~efore going inlo Ih~ flow, however, there are two parts of the hardware that require sepa­
rate diSCUSSion: the configuration of the memory array. and the procedure for error detection and 
correction. 
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Each 36-bit data word from the KS 10 bus is stored in main memory as a 43-bit word including a 7-bit 
error correction code. The entire memory array is made up of two to eight MMA boards, each con­
taining 64K words organized in four word groups. A group comprises 43 RAM chips, where a single 
chip contains one bit from each of the 16K words in the group. The organization of the prints showing 
the array is as follows (the memory bus data connections are with the RAMs for words groups 0 and 
I) . 

Print Word Groups Bits 

MMA3 0,1 Right odd (23-41) 

MMA4 2,3 Right odd (23-41) 

MMA5 0,1 Left odd (1 - 21) 

MMA6 2,3 Left odd (1 - 21) 

MMA7 0, 1 Right even (22-42) 

MMA8 2,3 Right even (22-42) 

MMA9 0,1 Left even (0- 20) 

MMAA 2,3 Left even (0- 20) 

Selection of a single word in one set of 43 chips is made by the memory address (bits 14-35) in the 
word supplied to the controller over the KSIO bus during a command/ address cycle. The roles the 
different parts of the address play in making the selections are as follows. 

Bits 

14- 16 

17- 19 

20-21 

22- 28 

29- 35 

Select 

Controller (at present all bits must be zero to select the single controller) 

MMA board 

Word group (one of four sets of chips) on board 

Row in chips 

Column in chips 

The three bilS for board selection are supplied by six lines, high and low, and are decoded on the 
board; the selected board returns a signal indicating that it is present. The controller decodes the two 
bits for the word group and supplies four select lines for the individual groups. The row and column 
addresses are supplied on the same set of seven lines and are applied to the same set of chip inputs -
the two quantities are distinguished by an accompanying row or column address strobe. For writing, 
the controller places the data on the memory bus and sends the write signal to the chips; for reading, 
it just sends a read signal that places the selected board output on the data lines. The first two M MA 
prints show the logic for distributing the control signals to the different word groups. 
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Since there are fewer than 64 bilS in a memory word, including both data and error correction code, 
only six bilS are needed to correct single errors (i.e., to identify a single bit that is in error), but seven 
are used so that double errors can be detected as well. The logic that generates the code, both for writ­
ing with data and for handling errors in words read. is on MMC4. The error correcting code, on both 
write and read, is made up of the seven C bilS. Each bit is produced by a pair of parity chips, which 
receive as inputs some set of data bilS and a corresponding check bit. On write, the signal GEN 
CHECK BITS is true, so the check bilS are equivalent to the "force" bilS through the mixers at the 
lower left. The force bilS are supplied as status by the program and are always 0 in normal operation. 
The C bits generated on write are stored with the data word as MOS Data BilS 36-42, and it is these 
extra data bilS that become the check bilS for generating the correction code on read. Consider a 
single code bit such as C4. which is generated by parity chips E719 and E710. On write, check bit C4 is 
0, so if the set of data bits applied to E719 and E710 has even parity, code bit C4 is O. This code bit is 
stored as MOS data bit 40, which becomes check bit C4 on read. Hence on read the check bit is still 0, 
and C4 of the read code is therefore also still O. If the parity on write is odd, C4 is I; but this places a I 
in the check bit on read, thus changing the read parity to even and again producing a 0 for C4 in the 
read code. This means that a single data bit changing state from write to read produces Is in any read 
code bilS to whose nelS it is applied. 

To understand how the above characteristics implement error detection and correction, it is necessary 
to know the way the data bilS are arranged in relation to the code bilS. First, each data bit serves as 
input to the nets for an odd number of code bits, and each such set of code bilS is unique - no two 
data bilS are associated with the same set of code bits. Moreover, if two such selS overlap, they overlap 
in two places; in other words, the set of code bilS associated with a given pair of data bilS either haVe" 
no bilS in common or have two bilS in common. Since a change in a data bit changes the associated 
code bilS from Os to Is, this means that a single error produces Is in an odd number of code bits 
whereas a double error produces Is in an even number. The error logic is at the right on MMC5, 
where any code bit being I indicates a read error, and odd parity for the entire code indicates that the 
error is correctable. The correction logic is on MMC2, and comprehending it requires that the reader 
be aware of one more characteristic of the generating bit arrangement: namely. that although all 
seven code bilS are used in error detection, the data bits are arranged so that each possible error posi­
tion corresponds 10 a unique configuration of the six numbered code bilS, and only they are therefore 
needed for identifying the bit in error. Consequently when an error is correctable, the decoders at the 
left and bottom on MMC2 decode the six numbered bits to generate a single signal corresponding to 
the data bit in error. Without errors the exclusive OR gates pass the MOS data signals, but the asser­
tion of a single ECC code signal changes the output of the corresponding gate to a state opposite the 
applied data bit. 

Note on MMC5 that occurrence of error is always indicated, but error correction is under control of 
the program through ECC ON, which is supplied by write status. The "force" signals are so named 
because the program can force error indications by supplying Is to them as status. When a check bit is 
I on write, the corresponding code bit is still 0 or I respectively for even or odd parity, but since it 
then replaces a I when read back, that bit of the read code will also be I. 
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5.6.1 Data Access 
All of the events involved in moving data between the KSIO bus and the memory array appear in a 
single flowchart (MMCFI) in the Field Maintenance Print Set. Any data sequence begins with the 
command/address cycle and then continues to either read or write. From read, the sequence either 
terminates or goes through the special path to cross over to write. Relationships among the major sig­
nals relevant to read and write respectively appear in liming diagrams, Figures 5-23 and 5-24. Both 
include the command/address cycle. 

At most points where memory control places a word on the KS 10 bus or reads a word from the bus, 
whether in data or status operations, it checks the output of the receiver parity net. Bad parity sets the 
Hag al the upper right on MMC7, both ror a parity error status indication and to signa l the console to 
shut down the processor clock (see CSL3). 

5.6.1.1 Command/Address - To gain access to memory to read or write data, a subsystem must 
become bus master and send command/address inrormation to memory control with a 0 o n bus data 
line O. Events in memory control begin at the trailing edge or the R clock with the loading or the 
address and the read and write bits into the address register at the bottom on MMC3. Ir MMC is not 
presently holding inrormation about some previous error, the address is also loaded into the error 
address register on MMC8 so that it will already be saved should an error occur in the upcoming 
cycle. At the end orthe command/address cycle, memory control effectively enters its own independ 
ent sequence or operation by setting the CA cycle seen flag on MMCA, provided no belated abon sig­
nal has arrived rrom the master. Simultaneously the board and word select parts or the address are 
sent rrom the address register out on the memory bus by the gates on MMC8. and the row part has 
been supplied by the mixers at the top on MMC3. lrthe selected board is present, the return signal at 
the upper lert. on MMC8 produces an address match, allowing the sequence to continue. 

Operations with the selected board begin at the next R clock with the setting or RAS, which sends the 
row address strobe. MMC then sends MEM BUSY to the console to hold the KS 10 bus, switches the 
MMC3 mixers over to the column address, and sets CAS ror the column add ress strobe. The next two 
T clocks set T4 and T5, but these timing signals are relevant only to read. 

5.6.1.2 Read - Events specifically for read begin at 337.5 ns on the read path with the gene ration or 
the read signal to the array board. Following the setting of T4. memory control sets up transmission 
over the KSIO bus, and loads the data onto the bus at the same time it is being run through the error 
cheCking circuits. Unless there is error information already being held , the ECC code is saved at 862.5 
in case it is needed . If the data is correct, the strobe is enabled and the data is held on the bus for a 
second cycle, which is the official bus data cycle. If the data is bad, the enabling of the strobe is held 
off for a cycle so that data can be on the bus for two cycles rollowing the initial transmission of bad 
data. The data sent in the final two cycles may be corrected, or it may be simply the same bad data 
with an uncorrectable error indication. In any event, the final cycle in which data is on the bus is the 
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one labeled bus data cycle. A read error sets the error hold flag to lock the crror information in the 
status register; hence it continues to identify the error, even if there are further data operations, until a 
write status clears it. Also at 900/1050 MMC begins clearing the conlrollogic and drops MEM BUSY, 
so the bus arbitrator can decide who shall be master next whi le the memory data is still on the bus. 
The final cycles used for clearing out the rest of the control logic may actually overlap a new 
command/address cycle to begin another memory access. 

5.6.1 .3 Write - During the command/address part of the flow for write, MMC enables the gener· 
ation of the check bits and asserts DATA TO MEM to enable the drivers for the memory bus data 
lines on MMC6. Although memory control disables the bus arbitrator and sends the row and column 
addresses to the array to select the single location, it waits for the data from the master before per· 
forming any further operations specifically for write. When the data does arrive it is latched, and 
MMC sends signals to the array to cause it to be written into the selected location. The rest of the 
sequence clears the control logic and frees the bus arbitrator. 

5.6. 1.4 Read·Pause·Wrile - In the command/ address cycle, the combination of both READ and 
WRITE generates PAUSE. The sequence executes in the same way as read until the bus data cycle, at 
which time the existence of the write condition prevents the standard clearing operations, and flow 
continues into the pause path instead of terminating. Provided good data has been transmitted , the 
sequence follows the far right path to set up a write function , clear the bus, and then wait for the data 
from the master just as at the beginning of a normal write. However, if bad data has been transmitted, 
the initialization of the pause sequence simulates the write clear condition, which clears out the logic 
and frees the bus, using part of the normal read termination. 
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5.6.2 Status • 
The sequence of events employed in reading or writing memory status appears at the right on flow-
chart MMCF2. (Status register bit format is shown in Figure 5-25.) The master initiates the sequence 
by transmitting a command/address cycle for an 1/ 0 operation, with appropriate coding of the 
address bits, and selecting read or write by bits I and 2 as in a data operation. The command word is 
decoded for read at the upper len on MMC7. The read operation simply enables transmission, gates 
the status through the output mix.ers on MMC7 to load the bus, and indicates an l ID data cycle via 
the 8646 on MMC8. 

The command for writing status is decoded at len center on MMC3 to enable loading of the force bit 
register on the right and enabling control of the other status flags. Memory control signals 110 BUSY 
over the bus at the lower right on MMCB, loads the force register, and sets up the various flags as 
indicated. The data must arrive in the second or third cycle. but note that a 0 on line 12 clears the 
power failed flag in the second cycle no matter what the configuration of status sent in the third cycle. 

5.6.3 Rerresh 
The flow of events that occurs in refreshing the memory array appears at the left on flowchart MMC2, 
and the timing of the major signals is shown in Figure 5·26. In this sequence, the generation of a 
single row address strobe refreshes all of the words in a given row in all word groups throughout the 
entire memory array. Thus no matter how many array boards are present, the entire memory is 
refreshed by 128 strobes given 10 all possible row addresses. Since refreshing is required every 2 ms, 
the I'>gic is set up to refresh a single row about every 15 J.IS. 

Timing is governed by the T clock through the counters at the top on MMC9. where the left two pro­
vide the row address and the right two count off the time between refresh cycles. At each refresh . the 
logic subtracts I from the address and sets the refresh count to 99. After it counts down to uro. the 
hundredth T clock generates a refresh request, which causes a refresh cycle to be executed by the con· 
trol logic on MMCA and MMCB as soon as it completes the current data operation. if any. The 
request sets REF ADD EN on MMCB C3. and this signal both selects all boards and word groups 
through the logic on MMC8 (by making all select lines high) and supplies the refresh address as the 
row address through the mixers at the top o n MMC3. The next T clock sets REF SET RAS, which 
initiates a sequence of row address strobe, T4 and T5 to do the refresh . T5 indicates completion of the 
operation, and the remaining clocks clear out the logic. While the sequence is executing, including 
any wait for the completion ofa data operation, the refresh countdown continues. If the request is still 
up when the count reaches 31, a refresh error is indicated by the lower flag on MMC9. Since the most 
likely reason for the delay is a memory hangup waiting for write data. the refresh error enters the 
write sequence (flowchart M MCF I) to clear the control logic by simulating the completion of a write. 

o memory data is lost. 

5.6.4 Power Requirements 
The memory power connections are listed along with the capacitors on MMAB and MMAC. On the 
first of these drawings. the + 5 V connections with battery backup are listed at the top of the left col· 
umn; those without battery backup are in the second column. The center column lists the -5 V con· 
neclions on the left and the ground connections on the right. The + 12 V connections are at the top of 
the first column on M MAC. 

Single loading is as follows. 

Data [nput Drive Current 
High 20 ~ maximum 
Low -400~ maximum 
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Data Output Drive Current 
High 
Low 

-170 rnA typical 
170 rnA typical 

Control and Address Input Current 

High 50 pA maximum 
Low -2 rnA maximum 

Power required by one memory array board is given be low. Active means always reading or writing. 
J JLS cycles; standby means refresh only. 15 /.IS between cycles. 

Supply Power in Watts 

- 5 V 0.2 

+5V 7.4 

+12 V 

Active 20 

Standby 5 

Current in Amperes 

0.035 

1.5 

1.6 

0.42 

Tolerance on the + 12 V and -5 V supplies is ± 15% at the board inpulS. Tolerance on the +5 V is 
± 5% at the TIL chip level and is 13% at the board input. These values include peak to peak ac ripple 
superimposed on the de level. 

5.7 CONSOLE AND CLOCK 
The console control and the system clock share the CSL board. Besides these two major pieces of 
logic. the board also contains the bus arbitrator discussed in Paragraph 5.1.3. 

5.7.1 Console 
The logic through which the operator controls the system is built around two large-scale monoli thic 
integrated circuits. an Inte l 8080A microprocessor and an 8251 universa l asynchronous receiver-tra ns­
mitter. Figure 5-27 is a block diagram of the console hardware, in which the 8080 communicates with 
the other elements of the logic by means of a data bus (DBUS 0- 7) and contro ls the se lection of such 
elements via an address bus (ADR 0- 13). The 8080 with its associated clock generator and d rive cir­
cuits appears at the left o n CSL2. The 8228 has bidirectional drivers for the eight lines of the data bus. 
The 8224 clock and driver circuit supplies the two 1.638 MHz clocks for the microprocessor chip; it 
also suppl ies its oscillator output directly to a divide-by-six counter that supplies a 2.45 MHz clock to 
the baud rate generators for the UARTs for the console terminal (shown on CSL2) and a remote KUN IK 
terminal (CSL9). 

At the beginning of every microprocessor machine cycle the 8080 places status information identi­
fying the use o f the cycle on its D outputs and sends a sync signal to the 8224. This latter chip 
responds by sending a strobe to the 8228. causing it to load the status into a set of latches. thus freeing 
the data lines for transfers during the cycle. The status information indicates the kinds of events that 
will occur during the cycle. From the latched bits and the 8080 control signals WR and DBIN (write 
and data bus in), the 8228 sets up the memory and l i D bus control signals. A memory read is for the 
fetch of an instruction, an operand, or an item from the stack: writing in memory may be for an oper­
and or a stack item. (Note that the terms "memory" and " 1/0" used in relation to the 8080 have noth­
ing to do with communication over the KS 10 bus to system memory or the 1/ 0 registers in the other 
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subsystems that make up the KS 10.) The 8080 memory appears at the right on CSL2 and comprises 
2K of RAM for a slack and other general use, and 8K of PROM that contains the console microcode; 
that is, the program from which the 8080 runs. 8080 1/0 includes actual I/O registers scattered 
throughout the CSL prints as well as generation of individual control functions by I/O writing at par­
ticular addresses, often gated by data bits. Of course the console register the KS 10 processor can 
address and the register through which the console communicates with system memory or a USA 
both appear as sets of 8-bit 110 registers to the 8080. These two registers are contained in the 4 x 4 
memory chips (only half used) that appear at the left of the 8646 transceivers on CSL6-8. 

All operations performed in the console are a function of the microcode stored in the PROM. 
Detailed information about the microprogram is contained in the K NS 10 microcode listing. The com­
mands the microcode can perform are listed in Paragraph 4.6.1. Here we are concerned only with the 
way the hardware functions to carry out the console microcode. The 8080, under the direction of the 
operator, controls the entire system via 110 write functions and inspects conditions that indicate the 
state of the system via I/O read functions. Address decoding for 110 write is handled by the 138 
decoders at the right on CSL3 and the gates at A6. By loading registers located at the left on CSL3, at 
center and upper left on CSL4, and elsewhere, the 8080 determines which errors will be detected and 
the effect they will have, requests access to the KS 10 bus and transmits information over it, controls 
the processor clock, enables the cache and other features throughout the system, and requests an 
interrupt in the processor by selling APR flag 31 on DPMB. Preliminary decoding of read functions is 
handled by the 139 on CSL3 A 7 to read information from many sources through the mixers on CSLA. 

The logic at the top on CSL3 detects errors in data received by the console over the KS JO bus and also 
receives error signals from the other subsystems; under control of the 8080 these various error signals 
set the PE flag to stop the processor clock. In the lower left quarter on CSL4 are flip-flops that handle 
the console functions run, execute and continue, under control of both the 8080 and the KSJO micro­
code. Above these are flip-flops through which the KSJO microcode indicates when it is in the halt 
loop. the processor requests an interrupt in the console. and the console requests interrupt in the proc­
essor. The logic at the upper right handles normal communication over the KS JO bus: this includes 
bus requests and transmissions by the console. and decoding of a command/address given by the 
processor for the console. The registers at the upper left and logic at the lower right handle the boot­
strapping of the microcode into the control RAM directly through the special bus transceivers located 
on the CRA board. This operation also makes use of the regular bus communication logic at the 
upper right. 

5.7.2 Clock 
The overall system clock is made up of the crystal oscillator. flip-flops. and microswitch-controlled 
pulse delay circuilS in the left and lower three quarters on CSL I. The oscillator frequency of 26.66 
MHz is divided into two 6.66 MHz pulse trains, with the R train trailing the T train by one quarter 
period. At the left are three deskew circuits for the system T clock lines, which drive the T clock cir­
cuits on all boards. Only two circuits are needed (lower right) for the system R clock lines, as only 
those boards connected to the KS JO bus have R clock circuits. Note that there is no R clock line to the 
eRA board as the timing signals for bootstrapping are generated directly by the bootstrap logic on 
CSL4. 

The basic enable for the processor cycle clocks is the E501 flip-flop on CSL5 Cl. From this basic 
enable, the net in the lower right corner generates separate enables for the microcontroller and data 
path boards to allow the data path to execute a fast shift while the microcontroller is slatic. and to 
allow the microcontroJler to respond to a page failure while the data path is static. 
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The enable is turned on by an R clock whenever all inputs to anyone of the four E505 AND gates 
above the Hip-flop are true. The lOp gate provides for one processor cycle at a time enlirely under con­
trol of the console 8080 microprocessor for single stepping. The second gate holds the enable on dur­
ing a fast sh ift. The bottom two gates are both disabled when a parity error is detected or the 8080 
specifically turns off the clock. While a read delay disables the bottom gate, the second gale from the 
bottom allows two T clock periods for the console logic to set up the microcontroller to handle a page 
failure, and it then enables the cycle clock. The bottom gate is regularly used to enable the cycle at 
every second T clock but it also provides for three types of delay: a stretchout of the cycle as selected 
by the KSIO microcode T field through the E601 mixer; a write delay until the bus is granted to the 
processor; and a read delay until the processor has received the data. 

5.8 UNffiUS ADAPTER 
The Unibus Adapter (USA) is a KS 10 I/O controll er that allows Unibus peripheral devices to be con· 
nected to the KSIO system. It connects between the internal KSIO (backplane) bus and a Unibus as 
shown in Figure 5·28. More than one USA may connect to the backplane bus. thus allowing more 
than one Unibus to be interfaced to the KS 10 system. Each USA consists of a single extended hex 
module (M8619) mounted in the KS 10 cabinet. Physical locations are given in Chapter I. 

5.8.1 Basic Operation 
A USA controls and synchronizes the following major operations that take place between the con· 
necting Unibus devices and the rest of the system. 

I. NPR data transfers from Unibus devices to KSIO memory. and from KSIO memory to 
Unibus devices 

2. 1/0 register data transfers (i nitiated by the C PU or console) to/from Unibus devices 

3. Vector address transfers from Unibus devices to the CPU fallowing device interrupts 

5.8.1.1 NPR Dala Transfers - The USA allows the following NPR data transfers by a Unibus device 
to/ from KS 10 memory. 

I. DATO to memory (16- or 18·bit word) 
2. DATOS to memory (8·bit byte) 
3. DATI from memory ( 16· or 18·bil word or 8·bil byte) 

• 

• 

• 
The transfers to/from memory are direct with no intervention or control by the CPU. Unibus data 
positioning within the KSI O memory word is shown in Figure 5-29. Correspondence to the Unibus • 
address is indicated. 

Dala flow for the NPR write to memory operation (i.e .• DATO or DATOS by device) and the NPR 
read from memory operation (i.e., DATI by device) are shown in Figures 5·30 and 5·31. Note that 
word transfers may be 18 bits as well as 16 bits. (Some devices such as the RH J 1 use the 2 Unibus 
parity lines in addition to the 16 data lines to transfer NPR data.) Also note that in addition to normal 
byte and word transfers, a fast transfer mode of ope ration is implemented for word transfers only. 
This mode, which is program se lectable. is used for transfers to/ from high speed I/ O devices such as 
disks. II provides an extra 18 bits of data buffering. thus reducing the number of KSIO bus memory 
operations by a factor of 2. Fast transfer mode is set by loading a bit in the paging RAM as specified 
in Paragraph 5.8.2. 

NOTE 
Fast mode should not be set for more than one 
device on a Unibus. Simultaneous NPR data trans. 
fees on a single Unibus give unspecified results 
when h\'O or more of the active devices are transfer· 
ring dala in fast mode. 
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In addition to the fast mode of operation for both NPR wri te to memory operations and read from 
memory operations, a special mode for NPR write to memory operations is implemented in the UBA 
to accommodate device read reverse opera tions from slower devices (e.g., tape). The read reverse 
mode is provided mainly for diagnostic program use; it is not utilized by the system monitor. As fo r 
fast mode, read reverse mode is set by load ing a bit in the paging RAM as specified in Paragraph 
5.8.2. 

NOTE 
Results arc unspecified if read reverse mode and 
fast transfer mode are both set for the same NPR 
data transfcr. 

Basic operation during NPR data transfers is as follows. 

I. The Unibus device, in response to a previously issued read/write command, initiates a 
Unibus NPR operation when it has read data to transfer to KSIO memory. or when it 
requires write data from KSIO memory. 

2. For NPR write to memory operations. the USA stores the read data transferred over the 
Unibus and then does one of the following depending on the Unibus address and the trans­
fertype: 

a. Byte transfers - For the low order byte in an even word (byte 0 in Figure 5-30), which 
is the first byte loaded into a KS 10 memory location during execution of a device read 
command, the USA does a memory write ope ration on the KS 10 bus to load the byte 
directly into memory. For all other bytes (bytes 1,2, and 3 in Figure 5-30), the USA 
docs a memory read-pause-write ope ration. The read-pause-write ope ration is neces­
sary so that the data loaded in memory during the device's previous NPR data transfer 
may be first read and recirculated by the USA. The previously loaded data is then 
written back into memory along with the current byte. 

b. Word Transfers (Normal) - For normal even word transfers (as for byte 0 transfers), 
the USA does a memory write operation over the KSIO bus to load the data direct ly 
into memory. For normal odd word transfers (as for bytes I. 2. and 3), the USA does a 
read-pause-write memory operation. This reads the previously loaded even word and 
then writes both the odd and even word into memory. 

c. Word Transfers (Fast Mode) - For fast mode even word transfers, the USA initiates 
no memory operation. The wo rd is loaded from the Unibus into a holding register 
until the next NPR data transfer (an odd word). The USA then initiates a memory 
write ope ration to write both even and odd words into memory. 

d. Word Transfer (Read Reverse) - For transfers in read reverse mode. the USA receives 
data words from the Unibus in reverse order; that is, the odd word is received and 
written by the USA in to a memory location first. This, and the fact that a read-pause­
write memory operation is initiated for odd and even words. is the only difference in 
data flow between read reverse and normal operation. 

3. For a1l NPR read/rom memory operations, except for odd words in fast mode. the USA 
does a memory read operation over the KS 10 bus, temporarily stores the memory data. and 
then transfers the byte or word specified by the Unibus address over the Unibus to the 
device. In fast mode, both odd and even words are stored in the USA during the even word 
transfer. Thus, for the next (odd word) transfer, the data is transferred directly to the device 
with no memory operation being requ ired. 
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5.8.1.2 1/0 Register Data Transfers - The USA allows the CPU or console to write and read the • 
addressable I/O registers in the Unibus devices connected to the KSIO system. Transfers initiated on 
the Unibus by the USA in response to KS 10 bus commands are as follows. 

I. DATO to device (16·bit word) 
2. DATOS to device (8-bit byte) 
3. DATI from device (l6-bit word or 8-bit byte) 

In addition to writing and reading Unibus device (external) registers, the CPU or console may also 
write/read registers in the USA itself. These USA (internal) registers are discussed in Paragraph 
5.8.2. 

Data flow for both 1/0 register write and read operations is shown in Figures 5-32 and 5-33. 1/0 reg­
ister data transfers are initiated by the CPU as a result of the external instruction set (Paragraph 
4.3.2). Both word and byte instructions can be executed. 110 register data transfers are also initiated 
by the console in response to commands entered via the CTY (01 and EI commands). The console 
does on ly word transfers ; byte transfers are not implemented. • 

NOTE 
All UBA internal and external 1/ 0 regist e r 
addresses have the most significant register address 
bit (the 64K bit) equal to I. If an 1/ 0 register data 
transfer is directed to a UBA and thjs address bit is 
equal to 0, it forces a UBA NPR data transfer cycle 
causing 1/0 register data to be read from, or writ· 
ten into, KSIO memory. This maintenance feature, • 
ealled wrap.around mode, is discussed in Paragraph 
5.8.7. 

Basic sequence of operations for 1/0 register data transfers is as follows. 

I. The CPU (when an 1/0 instruction is executed) or the console (when the appropriate com· 
mand is given) initiates an 1/ 0 register write or read operation on the KSIO bus. 

2. For an /10 register write operation, and when an external (Unibus) register is addressed, 
the UBA responds by loading the register data from the KS 10 bus and then initiating a • 
Unibus OATO or DATOS operation to write the word or byte into the addressed device 
register. When an internal (UBA) register is addressed, no Unibus action is required and 
the data is loaded directly into the USA register address. 

3. For an 110 register read operation and an external address, the UBA responds by per· 
forming a Unibus DATI operation (for both word and byte operations) to read the 
addressed register. Because the lime required to retrieve the register data from the device is 
greater than the time allotted the CPU or console for the KS JO bus operation (3 bus cycles), 
the USA is disconnected from the KSIO bus during the Unibus DATI operation. As a 
result, when the register data is finally received from the device, the KSIO bus must be 
requested again, this time by the USA. (The CPU or console requested the bus originally to 
initiate the operation.) The USA then does a KS 10 bus data cycle to transfer the data to the 
CPU or console. The USA also performs a KSIO bus data cycle when an internal (USA) 
register is addressed. In this case, however, the USA is disconnected from the KS 10 bus fo r 
only a short interval if it is granted the bus immediately. This is because there is no 
delaying Unibus action; the data being readily available from the UBA register address. • 
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5.8.1.3 PI Operation - The USA monitors all interrupt requests (BR levels) on the Unibus and 
asserts PI requests (1- 7) on the KSIO bus depending on the PI channel number (PIA) loaded in the 
UBAs status register (Paragraph 5.8.2). Both a low level PIA (for BR4 and BRS) and a high leve l PIA 
(for BR6 and oR7) may be loaded, allowing one group of Unibus devices to interrupt at one PI 
request level , and a second group to interrupt al another PI request level. Following a device interrupt 
request, the USA performs a second major PI function by allowing the Unibus device interrupt vector 
to be transfe rred to the CPU. Data flow is shown in Figure 5-34. Basic operation is as follows. 

I. When the CPU detects a PI request on the KS 10 bus, it first resolves PI channel number 
priority; that is, more than one PI request may be asserted on the bus by the various 1/0 
controllers (e.g., UBAs) and the CPU selects the highest priority (lowest numbered) chan· 
nel to service. 

2. The CPU then performs a KS 10 bus operation to read the controller numbers interrupting 
on the selected channel. (More than one controller may assert the same PI request line.) In 
response, each interrupting controller asserts a data line corresponding to its con troller 
number. UBA) (controller I) asserts data line 19 and UBA3 (con troller 3) asserts data line 
21. 

3. After read ing the interrupting controller numbers for the se lected PI channel, the CPU 
resolves controller number priority (lowest number has highest priority) and initiates 
another KS 10 bus operation to read the interrupt vector from or (in the case of a UBA) via 
the se lected controller. In response, an add ressed USA ini tiates a Unibus interrupt oper· 
ation to read the vector from the highest priority Unibus device interrupting on the PI 
channel being serviced. (Devices may be asserting both of the BR levels associated with the 
PIA, and more than one device can assert the same BR level.) 

4. To initiate a Unibus in terrupt ope ration, the UBA asse rts the BO level corresponding to the 
highest priority BR level asserted (highest numbered BR level has highest priority). For 
example, if the low level PIA is bemgserved and both BR4 and BR5 are asserted, the UBA 
asserts B05. Once the BG level is asserted, the first device on the Unibus asserting the aSS<r 
dated BR level transfers the vector to the UBA. (The device electrically nearest the USA 
has highest priority.) The UBA, in turn , then transfers the vector to the CPU. As for an I/O 
register read operation, the UBA is disconnected from the KSIO bus during the Unibus 
interrupt operation. Thus, when it collects the vector from the device, it must first request 
the KSIO bus before transferring the vector to the CPU via a data cycle. 

5.8.2 UBA Status and Control Registers 
The UBA has the following internal registers. 

Address 

763000-77 
763 100 
763101 

Register 

Paging RAM 
Status Register 
Maintenance Register 

Read l Write 

R / W 
R / W 
W 

The registers may be accessed with the external 110 instruction set (WRIO, ROIO. etc.) or by the 
appropriate console commands (01 and EI). Note that the maintenance register (763101) is a write· 
only register. 

5.8.2.1 Paging RAM - The 64-location paging RAM allows a virtual address on the 18 Unibus 
address lines to be translated to a 2()"bit physical KS 10 memory address during N PR data transfers. 
Each RAM location contains 16 bits, II of which are used to specify a KS 10 memory page add ress. 
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The other 5 RAM bits are used for control purposes. Bit format and definitions for the 110 instruc­
tions accessing the RAM are given in Figure 5-35. As shown, bit format when loading the RAM is not 
the same as when reading the RAM locations. 

Unibus to memory address translation is shown in Figure 5-36. The two least significant bits of 
Unibus address specify the position of Unibus data within a memory loca tion and are not used as part 
of the memory add ress; bit 1 specifies an odd or even word; bit 0 specifies a high or low order byte. 
(Refe r to Figure 5-29.) The next 9 least significant bilS of Unibus address (bits 1O- 2) are used directly 
as the 9 least significant bits of memory address (bits 27- 35). This is similar to vinuaJ to physical 
address translation in the CPU. The 9 bilS specify one of 5 12 words; that is, a word within a 512 word 
page. To furnish the page address, 6 of the remaining 7 Unibus add ress bits (bits 16- 11) select a pag­
ing RAM location. The contents (the 11 bit add ress) then supply the KS 10 memory page address 
(memory address bits 16-26). The most significant bit of Unibus address (bi t 17) is not used. 

NOTE 
The most significant bit of Unibus address (the 64K 
bit) must be made equal to 0 for NPR data trans­
fers. If equal to I, a memory reference is not made, 
causing the Unibus device to time-out, set an error 
flag, and tenninate the device read or write 
operation. 

The five paging RAM control bits are as follows. 

I. VALID - Indicates physical page number is a valid address. Set by program when paging 
RAM is loaded. 

2. READ REVERSE (READ-PAUSE-WRITE) - Forces read-pause-write memory cycles for 
all NPR write (to memory) transfers. Allows read reverse operations by a Unibus device by 
causing odd words previously loaded in memory to be read and reci rcu lated by the UBA 
during even word transfers . (Normally, even words are the first data loaded in a memory 
location and they are loaded directly via a memory write cycle.) 

3. DISABLE - Prevents the two most significant bits of Unibus data in KS 10 memory (bits 0 
and I, or bits IS and 19) from being transferred to the Unibus data lines (17 and 16) during 
NPR read (from memory) operations. The two Unibus data lines, which are device parity 
erro r li nes during non-iS-bit transfers, are forced to 0 to prevent non-zero data in memory 
from causing fa lse parity error indications in the Unibus device. The DISABLE bit must 
not be set for IS-bit word transfers. 

4. FAST TRANSFER (36 BIT ENABLE) - Sets fast transfer mode for NPR word transfers. In 
this mode, both odd and even words of Unibus data (a total of 36 bits) are transferred dur­
ing a single KS 10 memory reference. 

5. RAM PARITY - Paging RAM odd parity bit. Generated by hardware when paging RAM 
is loaded. 

NOTE 
If a RAM parity error, or the absence of a RAM 
val id bit, is dete<"ted during an NPR transfer, it will 
cause the associated Unibus device to time-out, set 
an error flag, and tenninate the device read /write 
operation. 
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5.8.2.2 Status Register - USA status register bit format and definitions are given in Figure 5-37. As 
shown, provision is made to indicate both high and low level interrupt requests (bits 24 and 25, 
respectively), and to load and indicate high and low level PIAs (bits 30-32 and 33- 35, respectively). 
Provision is also made to initialize both the USA and the Unibus devices (bit 29 = I). In addition, 
there are five error flags and a DISABLE TRANSFER control bit as follows. 

I. TIMEOUT (bit 18) - Indicates a Unibus arbitrator time-out (10 pS) or a nonexistent mem­
ory time-out (1.2 JAS). The Unibus arbitrator time-out may be caused by: 

a. No SACK signal received from a Unibus device after the USA granted the Unibus to 
a device for an NPR or interrupt vector data transfer. Usually indicates a system 
malfunction. 

b. No SSYNC signal received from a Unibus device after the USA initiated a DATO, 
DATOS, or DATI operation. Usually indicates a nonexistent device. 
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The nonexistent memory time-out is caused by the condition that no MEM BUSY signal 
was received after the USA was granted the KS 10 bus for a memory operation during an 
NPR data transfer. It usually indicates a nonexistent memory address. 

The TIMEOUT error fiag is cleared by writing the status register with bit 18 "'" 1. 

2. BAD MEMORY DATA (bit 19) - Indicates uncorrectable data was read from memory dur­
ing an NPR data transfer. Error may be set not only during an NPR read from memory 
data transfer (memory read operation), but also during an NPR write to memory data 
transfer (memory read-pause-write operation). Except for an NPR read from memory 
operation when DISABLE TRANSFER (bit 28) is not set, this error prevents the USA 
from generating SSYNC. causing the device controller (e.g., RH II) to lime-out and termi­
nate the device read or write operation. The BAD MEMORY DATA error flag is cleared 
by writing the status register with bit 19 = I. 

3. BUS PARITY ERROR (bit 20) - Indicates that the UBA detected a KSIO (backplane) bus 
parity error when it either received or transmitted bus information. Unless disabled by a 
console command, a BUS PARITY error causes the console module to stop the CPU clock. 
The BUS PARITY ERROR flag is cleared by writing the status register with bit 20 - I. 

4. NONEXISTENT DEVICE (bit 21) - Indicates that no SSYNC signal was received from a 
Unibus device 10 p.S after the UBA initiated a DATO, DATOB, or DATI operation. Usually 
indicates a nonexistent device . This error condition also selS a TIMEOUT error (bit IS). 
The NONEXISTENT DEVICE error flag is cleared by writing the status register with bit 
21 - I. 

5. AC/ DC LOW (bit 26) - Indicates assertion of Unibus AC LOW or DC LOW (condition 
sensed by H765 P.S.), or assertion ofKSIO bus AC LOW (condition sensed by H7130 P.S.). 

5.8.2.3 Maintenance Register - The maintenance register contains a single write-only control bit as 
shown in Figure 5-3S. CHANGE REGISTER (bit 35), when set during an I/ O register read / write or 
interrupt vector read operation, modifies the addressing logic for the 4 x 4 memories interfacing to 
the Unibus SO that the data received or transmitted on the bus is stored in the 4 X 4 memory locations 
normally used for N PR data transfers. This is to facilitate operation in wraparound mode (Paragraph 
5.S.7), but it also allows a quick check of 4 x 4 memory operation when Unibus data is in error dur­
ing normal operation. For example, if it is found that after writing and reading a Unibus device regis­
ter that the register data does not match, the maintenance bit may be set and the operation repeated. 
If the register data then agrees, it indicates a bad 4 x 4 memory location. 

5.8.3 Logical Organization 
With reference to Figure 5-39, the UBA consists of the following major logic elements. 

I. Data path 
2. NPR control 
3. I/ O read / write control 
4. Unibus arbitrator 
5. Unibus control 
6. KS 10 bus control 

The data path (UBA circuit schematics UBAS, 9, A- C) consists of data mixers, KS 10 bus trans­
ceiver/latches, 4 x 4 IC memory elements, and Unibus drivers and receivers that are arranged to 
allow NPR and 110 register data to pass between the KSIO bus and the Unibus. The data path also 
transfers addressing information, and it contains an address register to store I/O register addresses 
and the 64 X 16 bit paging RAM for NPR address translations. 
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The NPR control (UBA5 and part of UBA?) contains the control flip-flops and assorted logic to 
sequence NPR data transfers. It also contains the paging RAM read l write control logic and parity 
circuits. 

Th~ 110 readlwrile control (UBA4 and part of UBA?) contains the 1/ 0 command laddress decooing 
10gJc, as well as the control logic necessary to sequence 1/ 0 register read l write operations for both 
external and internal register addresses. It also controls interrupt vector read operations. 

The Unibus arbitrator (UBA I) consists of a priority encoder, latches, a counter, several one-shots, and 
the associated logic to detect, store, initiate, and synchronize Unibus 1/0, NPR, and interrupt 
requests. Requests for the Unibus are honored on a priority basis (highest to lowest) as follows. 

I. NPR requests 
2. 1/0 requests 
3. Interrupt requests 

The arbitrator logic also detects either the successful completion of a Unibus operation or the associ­
ated error conditions (i.e., TIMEOUT and/or XO). 

The Unibus control (UBA2) contains the control logic associated with Unibus signals MSYNC, 
SSY C, BBSY, and I IT. It also controls the transmission of Unibus data and addressing 
infonnalion. 

The KS 10 bus control (UBA6) contains the circuitry to request the KS 10 bus, initiate bus data cycles, 
and initiate bus command/address cycles to read / write memory. It also contains the mixer selection 
logic that controls the data path mixers. 

5.8.4 NPR Data Transfer Operation 
The essential steps in an NPR write to memory operation and an NPR read from memory operation 
are shown in Figures 5-40 and 5-41. With reference to the USA circuit schematics, operation is as 
follows. (Note that there is a correspondence between the steps in the figures and the steps below.) 

1. A Unibus device asserts the NPR line on the Unibus to signal that it has data to transfer to 
KSIO memory. or that it requires data from KSIO memory. More than one device may 

assert NPR. 

a. Unibus arbitrator _ When received by the USA. NPR asserts an input to the Unibus 
arbitrator's priority encoder. This causes arbit~ator output flip-flop .U BAI ~PG ~o set, 
which asserts NPG on the Unibus. The arbitrator asserts PG Immediately If the 
arbitrator is enabled (UBA 1 ARB BUSY = 0); that is, if there is no Unibus priority 
arbitration. I/ O read/write operation, or an interrupt ve~tor re~d operation in prog­
ress. A previously initiated NPR data transfer ma~ stilI ~ I.n progress however 
(Unibus BBSY ... I). Once NPG is assert~d, th~ arbitrator IS disabled (UB~I. ARB 
BUSY _ I). (Appendix A contains a UOibus Signal summary and a descnptlon of 

arbitrator operation.) 
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2. When NPO is asserted on the Unibus, it is passed through devices not asse rting NPR. How­
ever, the first device that is asserting NPR blocks the signal from proceeding down the bus, 
negates NPR, and asserts the Unibus SACK line to acknowledge se lection. SACK causes 
the U SA to clear N PG. 

3. 

NOTE 
NPG is returned on the SACK line by the Unibus 
tenninator if the signal is passed to the end of the 
bus due to a system malfunction (e.g., spurious 
NPR). Because SACK clears NPG, and the nega­
tion of NPG in tum clears SACK for this case only, 
UDAl ARB Cl..R is asserted to re-enabie the arbi­
trator and prevent a TIMEOUT error from occur­
ring (or tbis type of system malfunction. 

After asserting SACK, and if both BBSY and SSYNC are not asserted on the Unibus, the 
device may become Unibus maste r by asserting BSSY. If BBSY or SSYNC is already 
asserted, indicating another device has the bus (NPR data transfer already active), it must 
wait until the Unibus is free. When the device asserting SACK becomes bus master, it 
negates SACK to re-enable the arbitrator in the USA. 

Once a device becomes Unibus master after an NPR request, it perfo rms either a Unibus 
DATO or DATOS data transfer for an NPR write to memory operation, or a Unibus DATI 
data transfer for an NPR read from memory operation. To perform the data transfer, it 
transmits an address on the Unibus address (A) lines and it asserts bus control lines CO and 
C I as follows : 

co 
o 
o 

CI 

o 

OPERATION 

DATI (NPR read) 

DATO (NPR write) 

DATOS (NPR write-byte transfer) 

The device also transmits NPR write lo.memory data on the Unibus data (D) lines if the 
data transfer is a DATO o r DATOS. With the A, C, and possibly the D lines asserted, the 
device then asserts MSYNC on the bus to cause the following to occur in the USA. 

a. Data path - Unibus address bits AI6- Al I select a paging RAM location and the page 
address (USA8 / 9 PAGED ADR 16- 26) is read out of the RAM and gated through the 
data path mixers (together with Unibus address bits A 10- A2) to assen a 20-bit mem­
ory address at the KSIO bus transceiver inputs (data lines 16- 35). The memory address 
is not yet transmitted on the KS 10 bus. 

b. KS 10 bus contra) - MSYNC sets the first of a chain, of NPR control flip-flops (U BA6 
NPR MSYNC), the last of which (UBA6 NPR REQ) generates a KS 10 bus request 
(UBA6 AOPT (N) BUS REQUEST) except for two cases in fast transfer mode . For 
these two cases, an even word address (A I'" 0) and a DATO by device or an odd 
word address (A I = I) and a DATI by device, the bus request is inhibited by UBA 7 
CLRA2 at the input. to the NPR REQ flip-flop. A bus request will also be inhibited 
(causing a time-out by the device) if the Unibus 64K add ress bit is asserted (UBAC 
UB ADD 17 - I), if the paging RAM valid bit is not set (UBAA PAGE VALID - 0), 
or if the RAM parity is incorrect (UBA5 RAM PARITY VAL = 0). 
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c. NPR control - As stated above, a memory request is not made for two cases in fast • 
mode. Instead, for the DATO operation when the address is even, the Unibus data is 
"'obed in'o a holding regiSler (UBA7 DATA 00-17) by UBA7 FST D(18-35»UB. 
The data is written into memory by the next NPR transfer initiated by the device (a 
36-bit transfer), For the DATI operation when the address is odd, UBA 7 FAST 
0(18-35) asserts UBA2 DATA-lIB to cause the data in the 4 X 4 memories to be 
transmitted on the Unibus. The data was stored in the memories by the previous NPR 
transfer by the device (again, a 36-bit transfer). UBA 7 FST (0 18-35» UB (during the 
DATO) and UBA7 FAST D(18-35) (during 'he DATI) asserl UBA2 ADPTR SSYNC 
OUT to generate SSYNC on the Unibus and end the data transfer, (Refer to step 6.) 

4. Following the KSIO bus request. the KSIO bus arbitrator on the console module grants the 
UBA the bus by asserting CSLI BUS GRANT AOPT. The UBA then initiates a memory 
operation as follows. 

a. KSIO bus control - The grant signal asserts UBA6 START CA CYCLE. which asserts 
UBA6 T ENB to open the inputs to the KSIO bus transceivers. Also. at the next 
T ClK, START CA CYCLE asserts COM/ADR CYCLE on 'he KS 10 bus. Flip-flop 
UBA6 MOS REF is also set, which generales UBA2 SSYNC WRT 10 write the data 
on the Unibus data lines into the 4 x 4 memories (location 0). This stores the Unibus 
data for subsequent transfer to KSIO memory (if DATO or DATOB by device). In 
addition. UBA6 MOS REF sets state Hip-Hop UBA6 ADPTR MOS REF to indicate 
that the USA is KS 10 bus master for an NPR operation. 

b. Data path - With UBA6 T ENB true, the 2~bil memory address at the KS 10 bus 
transceiver inputs is transmitted on the KS 10 bus data lines at the same time as 
COM/ADR CYCLE is asserted. In addition, the appropriate read / write comDland 
bits are asserted as follows. 

DATA LINES SPECIFIES 
01 02 

0 I Memory wrile 
I 0 Memory read 
I I Memory read-pause-write (RPW) 

• 

• 

• 
The command bits asserted, and thus the memory operation initiated by the UBA, 
depends upon the Unibus operation being performed, the Unibus address. and any 
special operating modes set in the UBA. (Refer to Figures 5-30 and 5-31.) For 
example, data line 02 (the write bit) is asserted by UBA6 CI(I) because this signal 
indicates a DATO or DATOS is in progress and data must be transferred to memory 
via a write or RPW memory operation, Data line 01 (the read bit) mUSt also be 
asserled if Ihe UBA is '0 do a RPW, and UBAC PAUSE (ANDed wi,h UBA6 CI(I» 
does this during all odd word transfers to memory unless in fast mode (UBA6 EN 
D(18- 35) ANDed wi,h UBA7 FST D(O-35»MOS (0», during Iransfer ofby'e I '0 
memory (UBA8 UB ADD 0 ANDed UBAC CO). and during an even word transfer to 
memory in read reverse mode (UBAB FORCE RPW). Data line 01 is also asserted by • 
UBA6 CI(O) to initiate a memory read operation when the device is performing a 
DATI. 
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c. KS 10 bus control - During assertion of the command /address inform ation on the 
KS JO bus (i .e., when U BA6 ADPTR MOS REF sets), the da ta path mi xer select levels 
are asserted as necessary to set up the N PR write to memory data pa th for the next 
(data transfer) portion of the N PR opera tion. The levels a re conditioned by Unibus 
address bi ts AO and A I, U BA 7 FST D(0- 35» MOS, and U BAB FO RCE RPW (read 
reverse mode) as shown in Table 5-4. 

Table 5-4 Data Path Mixer Selection for NPR Transfers 

Select Level FuncHon 
Inputs 

AI AO 

0 0 

0 0 

0 1 

1 0 

1 0 

1 1 

Select Levels (See Below) 

FsrD 
(0-35) FORCE USEL UBSEL LSEL LBSEL 
> MOS RPW 2 I 2 I 2 I 2 I 

0 

1 

0 

-

0 

0 

0 1 0 1 0 0 0 0 0 A 

0 1 0 1 0 0 1 0 1 B 

0 0 1 1 0 0 0 0 0 C 

0 0 1 0 1 1 0 1 0 D 

1 1 1 1 1 1 0 1 0 E 

0 0 1 0 1 0 1 1 0 F 

Unibus DXX to KSIO bus Recirculate 
Function data lines XX KS 10 bus data lines XX 

A D 17-O IoO- 17 

B D17- 0 100-17 18- 35 

C DI 7- 8 100-9 10- 17 

D D17- 0 10 18- 35 0-17 

E D 17-0 10 18- 35 
(Holdi ng Register to 0- 17) 

F D 17- 8 1018-27 0- 17, 28-35 

For example, in read reverse mode and for an even word address (the second entry in 
the table), the USA perfo rms an RPW memory opera tion d uring the nex t part of the 
N PR transfer to fi rst read an odd word previously stored in memory. and the n to wri te 
both the odd and even word back into memory. Thus. the mixers a re conditioned by 
UBA6 USEL 2. U BSEL 2. LSEL I. a nd LBSEL I to reci rcul ate the inform ation o n 
KS IO bus da ta lines 18- 35 (odd word is in righ t half of the KS IO data word) and to 
gate the even word on the Unibus da ta Ji nes to KS IO bus data lines 0- 17 (even word is 
stored in left half of KS 10 da ta word). 
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5. Once the USA initiates a memory operation by means of a KS IO bus command/address • 
cycle. a bus data cycle is generated either by the memory (memory read operation), by the 
USA (memory write operation), or by both (memory RPW operation) to transfer Unibus 
data lo/from memory. Operation is as follows. 

a. NPR control/data path - After assertion of the command/address, UBA6 ADPTR 
MOS REF sets U5A5 NPR XFER A and B 10 begin the second (data transfer) portion 
of the NPR operation. For a memory write operation (UBAC CI(t) = I AND UBAC 
PAUSE - 0), NPR 2 asserts UBA5 PR DATA>MOS, which generales UBA6 T 
ENS and causes BUS DATA CYCLE to be transmitted on the KS 10 bus at the next 
T elK. At the same time. the Unibus data stored in the 4 x 4 memories (and in the 
holding register during a fast mode transfer) is transmitted on the bus. For a memory 
read or RPW operation, BUS DATA CYCLE is generated by the memory and trans­
mitted on the bus coincident with the data read from the MOS array. The bus data is 
valid one bus cycle before (and during) the BUS DATA CYCLE signal. 

When Ihe memory operation is a read (UBA6 CI(O) - I), UBA5 WRT DATA>UB 
(which is clocked on and off continuously as long as UBAS XFER B is set) causes the 
received memory data to be written into the 4 X 4 memories that output to the Unibus. 
Because of the previously stated bus timing. the data is valid in the 4 X 4 memories prior 
to receiving BUS DATA CYCLE. If not in fast mode, either the left or right half of the 
memory data is stored (in location 0) depending on the state of select level UBA6 NPR 
at the 4 X 4 memories input data mixers. The state of UBA6 NPR is a function of the 
Unibus address; that is, wbether the address is even (A I - 0) or odd (A 1 = 1). Ifin fast 
mode, all 36 bits of memory data are stored. UBA 7 36 BIT WRT goes true when BUS 
DATA CYCLE is received 10 negale UBA6 SElECf DATA>UB and cause !he righl 
half of the memory data to be stored (in location I). As when not in fast mode, the left 
halfis stored (in location 0) prior to receiving BUS DATA CYCLE. 

When the memory operation is an RPW, the received memory data is not slored in the 
UBAs 4 x 4 memories. Instead, part of the data word is recirculated in the data path 
mixers. (The data recirculated and the mixer select levels asserted are indicated in 
Table 5-4.) BUS DATA CYCLE Ihen sets UBA5 PSE WRT GO which inhibits UBA6 
R ClK A and B. This latches the recirculating memory data in the KS 10 bus trans­
ceivers so that it may be written back into the addressed memory location together 
with the Unibus data stored in the 4 X 4 memories. To write the data, NPR Q asserts 
UBA5 NPR DATA>MOS. Similar to the memory write operation, NPR DATA> 
MOS then causes the data and BUS DATA CYCLE to be transmitted on the KSIO 
bus when the next T ClK occurs. 

6. Following the memory write, read, or RPW operation. the Unibus data transfer operation is 
tenninated as follows. 

• 

• 

• 
a. Unibus control- At the same time that UBA5 NPR DATA>MOS is assened to trans­

mit data on the KSIO bus during a memory write operation, USA5 WRT is also 
asserted 10 sel UBA5 UB NPR DONE afier a delay (Ihree T ClKS)_ UB NPR DONE 
then asserts UBA2 ADPTR SSYNC OUT to transmit SSYNC on the Unibus and end 
the device DATO or DATOB operation. During an RPW, UBA5 PSE WRT GO 
asserts UBA2 ADPTR SSYNC OUT to generate SSYNC and end tbe DATO or 
DATOB operation. In this case, the SSYNC signal will not be generated (causing a 
timeout error by the device) if bad data had been read from memory (UBA4 SO MOS 
DATA = I). To terminate a device DATI operation following a memory read, the 0 • 
OUlpUI of Hip-Hop UBA5 REC KS DATA is used 10 assert UBA2 ADPTR SSYNC 
OUT. (REC KS DATA is cleared by R ClK shortly afier being sel by BUS DATA 
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CYCLE.) Similar to the RPW operation, SSYNC is not gene rated when bad da ta has 
been read from memory. but only when the DISABLE TRANSFER control bit has 
been sel by the program. This control bit (UBA3 DIS XFER), which causes UBA4 
DIS SO NPR XFER to inhibit ADPTR SSYNC OUT when the bad data is detected, 
is normally set by the program except for special cases during error recovery routines. 
Following the memory read ope ration, UBA2 DATA > UNIBUS is asserted at the 
same time as SSYNC to transmit the memory data stored in the 4 x 4 memori es onto 
the Unibus. 

When the device receives SSYNC following the memory operation initiated by the 
UBA, it ends the Unibus data transfer by either strobing the data lines (DATI by 
device) or by negating the data lines (DATO or DATOB by device), and by negating 
the address lines, C lines, and MSYNC. The device also negates BaSY to relinquish 
Unibus mastership unless more NPR data is to be transferred immediately (i.e .• device 
operating in bus hog mode). In this case, the device continues to assert BBSY and it 
begins another Unibus data transfer, as described in step 3, by asserting the next 
address. the next data word or byte (if DATO or DATOS). the appropriate Clines, 
and MSYNC. 

5.8.5 1/0 Data Transfer Operat ion 
Figures 5·42 and 5·43 show the basic sequence of operation for 1/ 0 data transfers tOl from the USA. 
A description of UBA operation follows. Refer to the USA circuit schematics and note that the steps 
in the description correspond to the steps in the associated figures . 

I. When ready to write or read an addressable 1/ 0 register in the UBA (an internal register) 
or in a Unibus device connected to the USA (an externa l register). the CPU or console per· 
forms a command l address operation on the KS 10 bus by asserting bus control signal 
COM / ADR CYCLE. data line 00 (the 1/ 0 command bit), either data line 01 or 02 (the 
read or write command bit). the USA controller number on data lines 14- 17, and an inter· 
nal or external register address on data lines 18-35. Data line 06 (the byte transfer com· 
mand bit) is also asserted together with the write command bit if a byte transfer is to be 
made to an external register address. 

a. 1/ 0 read l write control - When the UBA is addressed ; that is, when the controller 
number on the data lines matches the UBAs hard·wired address, COM / ADR CYCLE 
asserts UBA? COM / ADR ENABLE. Flip-Hop UBA4 I/ O ADD is Ihen sel by Ihe 
next T ClK to strobe the output ofa commandl address decoder circuit and set one of 
four control flip.flops that specify the operation to be performed. For example. if an 
internal register is addressed (UBA4 AOR ADPTR REG - I) and the write com· 
mand bil is asscrled (UBAC REC KSBUS BIT = I), conlrol nip-Hop UBA4 WRT 
ADPTR REG is sel. Similarly, UBA4 RD ADPTR REG, UBA4 WRT UB REG, or 
UBA4 RD UB REG are sel depending on the command / address. UBA4 1/ 0 ADD 
also direct sets UBA5 1/ 0 BUSY, which asserts 1/ 0 BUSY on the KS 10 bus. 

b. Data path - In addition to asserting 1/ 0 BUSY and selling the control fli(rflop that 
specifies the operation, UBA4 1/ 0 ADD clocks an address register that stores the reg· 
iSler address on KS 10 bus data Jines 18- 35. The write , read, and byte transfer com· 
mand bits are also stored in fti(rftops UBA9110 REG READ, UBA91 /0 REG WRT, 
and UBAA BYTE CYCLE at the same time. 

5-95 



, 

K 
5 
1 

KS10 
0 

CPU! 
CONSOLE 

B 
U 
5 

, 

• 
, 
5 

KS10 
1 
0 CPUI 

CONSOLE 
B 
U 
5 

, 

". COM/ADR 
CYCLE 
00,02 

e Tl NO 

UBA 

ADA REG 
U 
N 

(01 4-17) 
I DEVICE 

REG ADA 
1018-35) 

I/O AfW 
I/O BUSY CONT 

B 
U 
5 

'7 
f0 CPU/CONSOLE ISSUES I/O WAITE COMMAND. USA STORES 
V REGISTER ADDRESS. 

INTERNAL/EXTERNAL REGISTER ADDRESS 

DATA 
,. CYCLE 

UBA 
ADDRE55 • 

;:,.. 
REG DATA ADR REG I DATA 
(0 LINES) .x. 

MEMS U • N 
C1 

tNT REG 
I 

·CO B 
UNIBUS 

BBSY U 
CONT 5 

I/O BUSY UNIBUS j.. MSYNC 
ARB 

'7 ·CO IF BYTE XF;' '7 

DEVICE 

0
CPU/CONSOlE SENDS REGISTER DATA. UBA WRITES ADDRESSED REGISTER IF INTERNAL REGISTER 

2 ADDRESSED. USA STORES DATA, BECOMES UNIBUS MASTER, AND INITIATES DATO/DATOB IF 
EXTERNAL REGISTER ADDRESSED . 

EXTERNAL REGISTER ADDRESS 

ADDRE55": C-
UBA - ------ ---

K DATA ------ ---
C1 U 

1----- N---
CO I --- - - --- DEV ICE 

BaSY B 

5 

KS10 1 

CPUI 0 

CONSOLE ------ U ---
MSYNC 5 ___ - -----

B 
U 
5 I /O BUSY SSYNC 

V o DEVICE WRITES ADDRESSED REGISTER AND ASSERTS SSYNC TO END TRANSFER. 

Pigure 5·42 110 Write, Bus Dialogue 
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Figure 5-43 110 Read, Bus Dialogue (Sheet 10f2) 
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Figure'5-43 110 Read, Bus Dialogue (Shee' 2 of 2) 
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2. If the I/O transfer is a register write operation. the CPU or console performs a bus data 
cycle after the command/address cycle (without requesting the bus again) to transfer the 
register data to the UBA. If the transfer is a register read operation, the UBA performs the 
bus data cycle, but not during the KS to bus cycles allotted the CPU or console. ([he regis­
ter data cannot be read in that shorl a time period.) Instead, the bus is requested by the 
UBA and the data cycle performed at a later time when the register data is available for 
transfer. 

a. 110 read/write control - For an internal register write operation (UBA4 WRT 
ADPTR REG(I) = I), BUS DATA CYCLE from the CPU or console sets UBA5 
STA/MNT WRT. This signal, ANDed with the appropriate output from register 
address decoder circuits (e.g., UBA4 STATUS, etc.) acts as a data strobe to load the 
UBA's status and maintenance registers directly from the KS 10 bus data lines. UBAS 
ADPTR WRT CLR is also set by the same enable level as UBA5 STA/MNT WRT. 
This signal generates write pulse UBA4 WRT RAM to load the RAM from the data 
lines when a paging RAM location is addressed. With UBA5 STA/MNT WRT set, 
I/ O BUSY is negated on the KS 10 bus signaling the end of the I/O transfer. 

b. KSIO bus control - For an internal register read operation (UBA4 RD ADPTR 
REG(I) = I), a KS IO bus request is generated and UBA6 START 1/0 DATA CYC is 
set when the USA is granted the bus. This asserts the appropriate dala path mixer 
select levels if the status register is addressed (UBA6 LSEL 2 and I, and UBA6 
LBSEL 2 and I). (No select levels are asserted to read the paging RAM.) UBA6 
START 1/0 DATA CYC also a'¥"rts UBA6 T ENB, which opens the KS IO bus trans­
ceiver inputs and (at the next r elK) generales 1/0 DATA CYCLE to cause the 
internal register data to be transferred to the CPU or console via a KS JO bus data 
cycle. 1/0 BUSY is also negated on the bus 10 signal the end of the 1/0 transfer. 

c. Unibus arbitrator/data path - For an external register address. a Unibus data transfer 
operation must be initiated, and UBA4 WRT UB REG(I) or UBA4 RD UB REG(I) 
sets flip-flop UBA4 ADPTR UB REG to assert an input to the Unibus arbitrator. 
(Also, if the operation is an external register write, the data received on the KS 10 bus 
must be stored in the 4 x 4 memories that output to the Unibus, and BUS DATA 
CYCLE sets UBA5 WRT DATA > UB to write the bus data into location 2.) With 
UBA4 ADPTR UB REG sel, arbitrator output Hip-flop UBA I ADPTR UB MSTR is 
set to begin a Unibus data transfer if and when the arbitrator is enabled, an NPR 
request is not asserted by a device. and the Unibus is not active. (BBSY or SSYNC = 
I). 

d. Unibus control - Once set, UBAI ADPTR UB MSTR starts a Unibus data transfer by 
clocking on UBA2 ADR > UNIBUS. This flip-Hop asserts BBSY on the Unibus (UBA 
now Unibus master) and it enables the UBAs Unibus address line transmitters so that 
the register address held in the address register is transmitted on the bus. Also, if the 
operation is a register write (UBA9 I/O REG WRT = I), Unibus comrolline CI is 
asserted and UBA2 DATA > UNIBUS goes true to enable the Unibus data line trans­
mitters and causes the data previously loaded from the KSIO bus into the 4 X 4 mem­
ories to be transmitted on the bus. Unibus oontrolline CO is also asserted if the I/O 
transfer is a byte operation (UBAA BYTE CYCLE - I). Similar to an NPR oper­
ation, the conlrollines specify the Unibus data transfer as follows . 
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OPERATION 

DATI (1/0 read) 
DATO (1/0 write) 
DATO S (1/0 write·byte transfer) 

With the register address and BBSY asserted on the Unibus (together with the register 
data and control lines if the transfer is a DATO/ DATOS), UBA2 ADR > U IBUS 
sets UBA2 MSYNC after a 175 ns delay to assert MSYNC. The MSYNC line signals 
the Unibus device to read or write the addressed register as specified by Cl and CO. 

3. After the device receives MSYNC on the Unibus, it either strobes the data lines to write the 
addressed register (DATO / DATOS operation) or it reads the addressed register and trans­
mits the contents on the data lines (DATI operation). It also asserts SSYNC on (he Unibus 
to signal thallhe Unibus data has been received or sent. In the USA, the following occurs . 

a. Unibus control - SSYNC asserts UDA2 SSYNC WRT to write the information on the 
Unibus data lines into the 4 x 4 memories (location 2). This stores the register data 
transmitted by the device if the transfer is a DATI. SSYNC also clears UBA2 MSYNC 
to negate MSYNC on the bus, and it assens UBA2 ADPTR E D. When received by 
the device, the trailing edge of MSYNC causes SSYNC (and the data lines if the trans­
fer is a DATI) to be negated on the bus. 

b. Unibus arbitrator - UBA2 ADPTR END causes the next T ClK to set USAI ADPTR 
DONE. This flip-flop ends the Unibus data transfer in the USA by re-enabling the 
Unibus arbitrator and clearing UBA2 ADR > UN IBUS. BSSY and the Unibus 
address lines are then negated, as well as the control and data lines if the operation is a 
DATO/ DATOB. The termination ofa DATO/ DATOS ends an external register write 
operation. and UBA2 ADPTR DONE negates I/ O BUSY o n the KSIO bus to indicat~ 
the I/ O transfer has completed. However, for a DATI, the da ta collected from the 
Unibus by the UBA must be transferred to the CPU or console before the I/ O LTansfer 
completes. 

c. KS 10 bus control /data path - To transfer the data read by the Unibus DATI oper­
ation , UBA2 ADPTR DONE firs t asserts a KSIO bus requesl. When the bus is 
granted, USA6 ADPTR MOS REF is set (similar to an internal register read oper­
ation) to assert the appropriate data path mixer select levels (UBA6 LSEL 2 and 
lBSEl 2 for an external register read) and UBA6 T E B. When the next T CLK 
occurs, 110 DATA CYCLE and the register data in the 4 X 4 memories is transmitted 
on the KS 10 bus. UBA6 ADPTR MOS REF also clears 110 BUSY on the KSIO bus to 
signallhe end of the I/ O transfer. 

5.8.6 PI Operation 
Figure 5-44 shows the basic steps associated with servicing a Unibus device in terrupt request and 
transfe rring the interrupt vector 10 the CPU. Wit h reference to the UBA circuit schematics, operation 
is as follows. 

I. A device makes an interrupt request by asserting its assigned DR level on the Unibus (one 
of BR4-7). More than one BR level may be asserted at one time by the various Unibus 
devices. and more than one device can assert the same DR level. 

• 

• 

• 

• 

a. Interrupt control - When received by the UDA, a BR level is synchronized to T CLK • 
and (if a vector is not already being read by the CPU) it asserts- one of seven PI 
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2. 

requests on the KSIO bus (BUS PI REQ 1-7) depending on the associated PIA (PI 
channe l 1-7) stored in the USA's status register. There is one (high level) PIA associ­
ated with BR6 and 7 (UBA3 PIH2-O) and another (low level) PIA associated with 8R 
6 and 7 (UBA3 PIL2-O). Thus, at anyone time, the UBA can assert up to two PI REQ 
levels. Also. two BR levels can assert a single PI REQ level. 

The CPU, when ready to service an interrupt, resolves PI channel number priority for the 
PI REQ signals that are asserted on the KS 10 bus, and then initiates a KS 10 bus operation 
to read the controller numbers of the 110 controllers (i.e., the UBAs) interrupting on the 
highest priority channel. (More than one 1/0 controller can assert the same PI REQ line.) 
The CPU initiates the KSIO bus operation by transmitting a command/address; that is, it 
asserts BUS COM/ADR CYCLE, data line 00 (I/O command bit), data line 04 (read 
device number command bit), and the PI channel number to be serviced on data lines 
15- 17. 

a. Interrupt control - If interrupting on either the high level PIA (USA3 SR617 INT RQ 
= I) or the low level PIA (UBA3 BR4/ 5 INT RQ = I) and if the PI channel to be 
served (on data lines 15- 17) matches the corresponding PIA, a UBA responds to the 
command/address by asserting KSIO bus transmitter USA7 PI REQ ADPT(N) for 
one bus cycle. (UBA7 SG HI is also set if a match occurs for the high level PIA.) The 
transmitter output is jumpered via the baCkplane to the KS 10 bus data line corre· 
sponding to the UBAs controller number. Jumpering is such Ihat UBA I (located in 
module slot 19) asserts data line 19, and USA3 (in slot 16) asserts data line 21. The 
CPU then strobes the data lines (during the second bus cycle following the com· 
mand / address cycle) to end the KS 10 bus operation. 

3. Aller the CPU has read the interrupting controller number, it initiates another KSIO bus 
operation to read the interrupt vector from the highest priority controller. (UBA I has 
higher priority than USA3.) Again, the CPU executes a command / address cycle, asserting 
data line 00 (I/O command bit), data line 01 (read command bit), data line 05 (read vector 
command bit) and the selected controller number on data lines 14- 17. 

a. I/O read/write control - As for an I/ O transfer, BUS COM/ADR CYCLE asserts 
USA7 COM / ADR ENB when the USA has been addressed. and this signal sets 
UBA4 I/O ADD to direct set UBA5 I/O BUSY and assert the I/O BUSY signal on 
the KS 10 bus. For the read vector command, UBA 7 START VEC CYCLE is also 
asserted coincident with USA 7 COM/ADR ENS. 

b. Unibus arbitrator - To read the vector from an interrupting device, the USA must 
allow a Unibus interrupt operation to take place. Thus, UBA 7 START VEC CYCLE 
causes Unibus arbitrator input USAI VECTOR REQ to be set by USA4 I/O ADD. 
The arbitrator input first latches the second rank of flip.flops synchronizing the SR 
levels to T eLK. (This stores the current BRs and freezes the PI REQ logic during the 
subsequent read vector operation.) Then, if the arbitrator is enabled and there is no 
request pending for a Unibus NPR or I/ O transfer, the arbitrator input asserts arbi· 
trator output flip.flop USAI SG to start the interrupt operation. USA I SG does this 
by asserting the Unibus SG level (one of BG4-7) that corresponds to the OR to be 
serviced. 
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c. Inte rrupt (,.ontrol - The SG level asserted by USAI SG depends first upon the PIA 
(high or low level) being served by the CPU; that is, it depends upon whether UBA7 
BG HI was set or cleared when the interrupting controller numbers were read pre­
viously by the CPU. For example, if BR 7 caused the PI request (Le .. UBA 7 SG HI ... 
I), the SR7 level is gated from the second rank of synchronizing Hip-flops and is 
clocked into flip-flop USA3 S SG7 to assert SG7 on the Unibus. If a low level BR is 
also asserted, it is inhibited from asserting the corresponding SG level by USA7 SG 
LOW = O. (BG LOW is the complement of SG H I.) (Note that for the special case 
when there are both high and low level interrupts. and both the high and low level 
PIAs have the same value, SG HI will be set to give the high level interrupt the high­
est priority.) The second factor determining which SG level will be asserted is that the 
highest numbered BR (for either the high or low level PIA) has the highest priority. 
For example, if SG LOW = I and both BG4 and BG5 are asserted, gating at the 
input to the SG output flip-flops is such thai only UBA3 B BG5 is set. In any case. 
there is only one BG Jeve,l asserted on the Unibus to start the interrupt operation. 

• 
• 

4. Similar to the Unibus NPG signal, the asserted SG signal is passed along the Unibus by • 
each device not asserting the associated BR level. However. the first device that is asserting 
the associated BR level blocks the SG signal, negates its SR, and asserts SACK to acknowl· 
edge selection. Thus, when more than onc device is asserting the same BR line, the device 
electrically nearest the USA has the higher priority. In the UBA, SACK asserts USA) 
SACK CLR 10 clear the ftip.ftop asserting the SG level on the Unibus. 

5. When the device detects the negation of the SO level on Lhe Unibus, and if the Unibus is 
not already active. it asserts BBSY to become Unibus master, transmits the interrupt vector • 
on the data lines. and asserts the INTERRUPT control line. It then negates SACK. The foJ· 
lowing occurs in the USA. 

a. Interrupt control - The INTERRUPT signal, when received by the UBA, clears UBAI 
VECTOR REQ to unlatch the second rank of synchronizing flip-Hops holding the BR 
levels. With the BR level being served now negated by the device. and if no other 
device is asserting the same SR signal, the associated PI REQ on the KS 10 bus will go 
false. 

b. Unibus control/data path - The INTERRUPT signal also asserts UBA2 ADPTR • 
SSYNC OUT to cause the UBA to assert SSYNC on the Unibus. In addition, UBA2 
SSY C WRT and USA2 ADPTR END are asserted as during an 110 transfer. The 
SSYNC WRT signal loads the interrupt vector on the data lines into the 4 X 4 memo-
ries (location 2). The ADPTR END signal sets USA 1 ADPTR DONE to re-enable the 
Unibus arbitrator. When the device receives SSYNC, it negates the data Jines, SSSY, 
and the INTERRUPT line. The trailing edge of INTERRUPT then causes the USA 
to drop SSYNC, thus ending the Unibus interrupt operation. 

6. Once the interrupt vector is siored in the UBA, it must be transferred to the CPU as follows. 

a. KSIO bus control - As for an 110 register read operation, UBA I ADPTR DONE gen­
erates a KSlO bus request. When the bus is granted, UBA6 START 110 DATA 
CYCLE asserts USA6 T ENS and causes I/O DATA CYCLE and the interrupt vector 
in the 4 X 4 memories to be transmitted on the KSIO bus when the next T CLK 
occur.. UBA6 START I/O DATA CYCLE also clear. 1/0 BUSY on .he KS 10 bus '0 • 
signal the end of the interrupt vector transfer. 
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5.8.7 Wraparound Oara Transfer 
For maintenance purposes, 1/0 write data transferred from the CPU or console to the USA and 
asserted on the Unibus may be looped back through the USA via the NPR data path and written in a 
KS 10 memory locat ion. Also, data may be read from memory and asserted on the Unibus via the 

PR data path, and then transferred to the CPU or console as I/O read data. Wraparound data trans· 
rers allow most of the USA's data path and control logic to be checked out independent of a Unibus 
device. 

To perform a wraparound data transfer, CHANGE NPR ADR (bit 35) in the USA's maintenance 
register (763101) must be set first. This bit conditions the 4 x 4 memory addressing logic so that only 
the locations normally used for NPR transfers are utilized. (During a wraparound data transfer. the 
same 4 x 4 memory locations must be accessed by both the 110 and N PR data transfer logic or the 
data transmilled on the Unibus will not be looped back to the KS 10 bus as required.) 

Next. to initiate the wraparound data transfer, an 1/0 register read o r write command is issued to the 
USA with the most significant address bit equal to O. The USA decodes this address as an external 
address. and it is asserted on the Unibus address lines as for a no rmal 1/0 transfer. However, with the 
most significan t address bit (A 17) equal to O. no Unibus device will respond because the address is not 
a valid register address. The address is a valid address for an NPR data transfer however, and together 
with the MSYNC signal (also asserted by the USA). it causes an NPR operation to take place in the 
USA concurrent with the 110 transfer. Operation is as follows: 

I. As stated previously, an 1/ 0 transfe r is initiated by the CPU or console to begin the oper· 
alion. The commandladdress is received and the 1/ 0 transfe r is sta rted as described in Par· 
agraph 5.8.5. and as shown in Figures 5-42 and 5·43 (step I). The 1/ 0 address is decoded as 
an internal address (i.e., USA4 AOR AOPTR REG - 0). 

2. Next, the address lines (and the data and control lines if the ope ration is an 1/ 0 write). 
BBSY. and MSYNC are asserted on the Unibus by the USA. again as described in Para· 
graph 5.8.5 and as shown in the associated figures (step 2). Because the Unibus signalS 
transmitted by the UBA are also received by the USA. and because A 17 (the 64K address 
bit) = 0, the MSYNC signal now starts an NPR operation in the USA (by setting USA6 
NPR MSYNC) while the 1/0 transfer logic is hung waiting for a Unibus SSYNC signal. 

3. The USA now perfonns the NPR operation as described in Paragraph 5.8.4, and as shown 
in Figures 5·40 and 5·41 (steps 3- 6). The Unibus address (loaded by the 1/ 0 write) is trans­
lated by the paging RAM to a 20-bit KS10 memory address and. if an 1/0 write has 
initiated the wraparound transfe r, an NPR write to memory operation is performed. That is. 
the data asserted on the Unibus (loaded by the 1/0 write into the 4 x 4 memories that out­
put to the Unibus) is loaded into the 4 x 4 memories that receive data on the Unibus. (The 
Unibus data is loaded in location 0 instead of loca tion 2 as in normal N PR operation.) The 
looped-back data is then deposited in memory via a memory write or RPW cycle. If an 1/ 0 
read has initiated the wraparound data transfe r, a memory read operation is performed and 
the data fetched from memory is stored in the 4 X 4 memories that output to the Unibus. 
Following the memory opera tions (read, write, or RPW). the UBA asserts SSYNC on the 
Unibus to signal the end of the NPR operation in the USA. 

The SSYNC signal also ends the 1/ 0 write operation (and the wraparound transfer) ifit has 
initiated the NPR transfer. As described in Paragraph 5.8.5 (step 3). the lID write is waiting 
only for a Unibus SSYNC signal to terminate. If an 110 read operation has initiated the 
NPR operation, SSYNC completes the wraparound of data by causing the fetched memory 
data stored in the 4 X 4 memories transm itting on the Unibus to be stored in the 4 X 4 
memories receiving data on the bus. As described in Paragraph 5.8.5 (step 4), the looped· 
back data is transferred to the CPU or console via a KS 10 bus data cycle to complete the 
1/0 read operation and the wraparound transfer. 
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5.9 KSIO POWER SYSTEM 
A simplified block diagram of the KS 10 power distribution system is shown in Figure 5·45. Input 
power requirements and specifications are given below. 

RMS S"'ie Surge 
Device Une Voltage Freq. Curren. Current Duration KYA 

KSIO-AA 104-126 Vac 60Hz 9.90 A 25A 6 cycles 1.14 KVA 

KSIO-AB 207-253 Vac 50Hz 4.95 A 12.5A 6 cycles 1.14 KVA 

The major power system components are as follows. 

I. 861-C (60 Hz) ar 861-B (50 Hz) power conlra!. 
2. H7130 power supply and 5413261 power distribution module. 
3. H765A (60 Hz) ar H765B (50 Hz) power supply. 
4. Blower for CPU and memory. 

The H7130 power supply is used to power the KSJOPA card cage. The H765A power supply is used to 
power the SA II-KE drawer (115 Vac version); the H7658 power supply is used to power the BAII­
KF drawer (230 Vac version). 

The location of the major power system components are given in Chapter I and on the KS 10 Unit 
Assembly drawing. 

5.9.1 861 Power Control 
The 861 controls and distributes power in the KS 10 cabinet. It performs the following functions. 

1. Comrols large amounts of power with low signal power. 
2. Provides a convenient ac power distribution point. 
3. Filters out electrical noise on the ac lines. 
4. Disconnects power for servicing and in case of overload or overtemperature. 

The 861 consists of four switched duplex outlets, two unswitched duplex outlets, a contaclor with asso­
ciated control circuitry, a circuit breaker, and a thermoswitch. All components are contained in a 19-
in . rack-mounted box. The unit is supplied with 15 feet of power input cable with a suitable 
connector. 

NOTE 
Loads external to the KS10 cabinet are NOT to be 
plugged into the 861 power control. 

Input power for the 861 is as follows. 

Power Control 

861-B 

861-C 

Voltage 

ISOV - 264V 

9OV - 132V 

Current (Maximum) Phase 

16A 

24A 

S.9.2 H7130 Power Supply and 5413261 Po",'er Distribution Module 

• 
• 

• 

• 

• 

• 

The H7130 is a multiple output power supply (+5 V, +5 VA, + 12 V, - 5 V, - 15 V) which is used to • 
power the CPU and MOS memory (KS10PA). The power supply is an off-line switching regulator 
that provides regulated ac to dc outputs under normal operating conditions. Input power is single 
phase line power. 
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Features of the power supply include overcurrenl, overvoltage. power-fail, thermal shutdown pro- • 
leetion , and power sequencing of + 12 V with respect to the -5 V output. 

Electrical specifications are as follows. 

Line Voltage 

H7130C 115 Vac ± 10% 

H71300 230 Vac ± 10% 

Freq. 

60Hz 

50 Hz 

Max. Run Cuneot 

3.75 A 

1.87 A 

Power sequencing for the H7130 is shown in Figure 5-46. The + 5 V (V2) and - 5 V sequence up first. 
When the - 5 V drops to -4 V, the other three voltages ( + 5 V (V I), + J 2 V, - 15 V) seq ueoee up. The 
- 5 V is connected through a resistor on the power distribution module to the on-off terminal of the 
power supply to sequence the other three vOltages. 

126 . VACr-______________ ~, 

CA:;:C..::L:::IN:.::Ec....1 I - \ OV 

~, _______ 103 VAC 

j OV~~----__ ~PO~W~ER~OC!FF 
,---------- +5V +5V --------~------

----+----fo V 0 V ~'--_ 
Ir_________ _ ______ -;-____ ---" 
I +5 VB +5 VB 

------!-----(O V 0 V ~'----
,--------- --------;-----_' 1. +12 V +12V 

------i----~IO V 0 v'I\I...-----
I 

------+-----~ , 0 V 0 VI r..-".,..,...,.,-k -4 V (+12 V ALLOWED TO COME UP) _______ -I-______ ~f -4 V (+12 v 
I - 5 V -5 v · I CAOWBARRED) 

------+-------I~O V 0 vyr---
'-------- -15 V - '5V-------+-----~1 

jr----- 32.5V 32.5 V-------+--~\ : 

-------!-, ------,r-~I ,,".4 V POWER FAil <;.4 V i''--!'-------
I . 1> 2' 

I, ~10MS r_ I --, ~ 
I 

I I MS[ 
1 I 

--.: 1 SEC. :- _ 
J I MS 

>'6 

Figure 5-46 H7130 Power Sequencing 

1 
14-
I 

M R1H 2 

In addition to the normal operating voltages, the H7130 supplies + 5 V REF to power a 12 V crobar 
circuit on the power distribution module. (This circuit protects MOS memory in the event -5 V is 
lost.) Absence of + 5 V REF (and - 5 V of course) will tum off all output regulators and short circuit 
the + 12 V output. 
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As shown in Figure 5-45, the H7130 output voltages connect to the 5413261 power distribution mod­
ule. This module does the following. 

1. Provides terminal blocks for interconnecting the power supply harness to the backplane 
harness. 

2. Provides connectors to interconnect the front panel with the backplane. 

3. InterconneclS the thermo-sensors to the power control. 

4. Has light-emitting diodes (LEOs) which indicate if the voltages are present. The voltages 
indicated are + 5, + 5 VA, + 12 V, - 15 V, -5 V. The LEOs do nOI indicate if the voltages are 
within specifications. 

5. Contains the 12 V crobar circuit (mentioned above) which monitors the -5 V, turns off the 
regulators , and shorts the + 12 V to ground if the -5 V rises above -4 V. 

5.9.3 H765 Power Supply (BAIl-K) 
The H765 power supply consists of five standard DIGITAL regulators (2-H744s, I-H745, I-H754 
which is not used, and 1-5411086), a power control box (7009811), a power transformer, a power distri­
bution board and two six-inch fans. 

The H744 regulators each provide +5 V at 25 A. The H745 regulator provides -15 V at 10 A. The 
5411086 regulator provides + 15 V at 4 A. This board also generates the power fail signals AC LO and 
DC LO, and the line clock signal LTCL (not used in the 2020). 

The 70098 11 power control box contains a line cord circuit breaker, power relay, and relay control cir­
cuitry. Four three pin Mate-N-Lok connectors, two on the rear of the supply and two internal to the 
supply, allow low voltage control of the power on/oH" and emergency shutdown function. Two ver­
sions of the power control box are available, the 7009811-1 for 115 Vac operation, and the 7009811-2 
for 230 Vac operation. 

The power distribution board can provide dc power and control signals (AC LO, DC LO, and LTCL) 
to a maximum of five standard DIGITAL system unilS. 

• Electrical specifications for the H765 are as follows. 

• 

• 

Line Voltage 

H765-A 90-132 Vac 

H765-B 180-264 Vac 

Freq. Max. Run Current 

47-63 Hz 3.03 A 

47-63 Hz 1.52 A 

Power sequencing for the H765 power supply is shown in Figure 5-47. 

5.9.4 Blower for CPU and Memory 
The blower used to provide cooling for both CPU and MOS memory operates at a voltage of 115 Vac 
and a current of 1.4 A . 
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5.9.5 lnlercon.nection and Control 
With reference to Figure 5-45, the H765, H7130, and blower are connected to the 861 power control 
via the switched duplex outlets. The H765 provides a minimum of 5 ms ride-through power (before 
indicating AC LO) during a power outage condition. The H7130 power fail signal is connected to the 
M8616 module and provides power sequencing of the CPU. All H765 dc outputs have a minimum 
hold-up time of 20 ms. 

The fron t panel ON/OfF switch interfaces to the 861 power control via the DIGITAL power control 
bus. This allows all power supplies and the blower to be powered up simultaneously inside the KS 10 
cabinet. 

132 
VAC I I BOVAC 

A~V I j 
'\ POWER OFF o V, 

+5V +5 V 
, 

l ov OV ~+5 V (H744) 

+3.5 v +3.5 v I 

( OV o v 11-
, 

DC La (H765) , , 
+3.5 V +3.5 V 

i }., 
, , 

( OV 
, 

10V. I AC LO (H765) , I 
, , - 15 V , }\' V I :OVy (H745) 

~ .020 ~ 
, -15 V - 15 V , , , 

I MAX I II ! +15 v +15 V I 
, , , :OV~ +15 v I I I , , , 

.025 ' , , , 
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, I ' I 

I , I , 
.....,J 1.030 I- ' ' 
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Figure 5-47 H765 Power Sequencing 
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APPENDIX A 
UNIBUS 

110 devices connect to the KSIO system via a Unibus and a Unibus Adapter (UBA) as shown in Fig. 
ure A-I. (The UBA, which interfaces th e Unibus to the KSIO bus, is described in Paragraph 5-8.) A 
system may contain more than one UBA (and Unibus), thus allowing more than one stri ng of U nibus 
devices to be connected. Unibus information flow is shown in Figure A-2. Unibus signals are summa­
rized in Table A-I. 

A " < KS10 BUS ) 

" v 

NOTE 
The Unibus used on a KSIO system has the follow­
ing restrictions: 

I. BR4-7 can be used only (or interrupts. 

2. An NPR device cannot do OATIP data 
transfers. 

3. An NPR device is not allowed to interrupt if 
control of the bus was obtained by an NPR. 

4. An NPR device cannot hog the bus for more 
than two memory cycles unless it is the only 
device connected to a UBA. (The RH1t disk 
controller in the standard 2020 configuration 
is jumpered to hog the bus for 16 memory 
cycles. however, it has a dedicated UBA.) 

UBA 
UNIBUS 

r - - - ~ • 
I UNIBUS I 
I ARBITRATOR I I/O I/O L ___ .. 

DEVICE DEVICE 
1 2 

Figure A-I KS 10 Unibus Connection 
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" 
~ 

I/O 
DEVICE . _ .. 
N 
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UNIBUS 
J.-

K A17-00 (ADDRESS) 
, 

... : V' 
~ 

017-00 (DATA) 

CO/Cl (CONTROL) • 
MSYN (MASTER SYNC) 

$$YN (SLAVE SYNC) • 
BR4-7 (BUS REQUEST) 

I/O UBA BG4 71BUS GRANT) DEVICES 

NPA (NONPROCESSQA REQUEST) 

NPG (NONPRDCESSOR GRANT) 

SACK (SELECTION ACKNOWLEDGE) 

INTR (INTERRUPTI 
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DC LO (DC LINE LOW) 

MR 16-'1 

Figure A-2 Unibus Interface • 
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• Table A-I Unibus Signal Summary 

• 

, 

• 

Signal(s) Description 

Address lines (A 17-00) Select slave device register (UBA master) or memory address (device 
master). 

Data lines (017-00) Transfer register data (UBA master) or NPR data (device master) between 
master and slave. 

Control lines (CO/Cl) Specify type of data transfer. 

CO CI 

o 

o 

o DATI 

DATO 

DATOB 

Master sync (MSYNC) Asserted by master to initiate a data transfer. 

Slave sync (SSYNC) Asserted by slave in response to MSYNC. 

• Bus requests (BR4- 7) Asserted by device to request use of bus for interrupt. 

• 

• 

Bus grants (BG4- 7) 

Nonprocessor grant 
(NPG) 

Nonprocessor grant 
(NPG) 

Asserted by USA to grant use of bus for interrupt. 

Asserted by device to request use of bus for data transfer. 

Asserted by USA to grant use of bus for data transfer. 

Selection acknowledge Asserted by device to acknowledge bus grant (BG or NPG). 
(SACK) 

Interrupt (INTR) Asserted by device to initiate an interrupt vector transfer. 

Bus Busy (BBSY) Asserted by master when it assumes control of the bus for data (or vector) 
transfer. 

Initialize (lNIT) Asserted by UBA to initialize devices at power-up and in response to UBA 
and system reset. 

AC line low Anticipatory signal that indicates loss of ac power to Unibus device power 
su pply (H765) or to KS 10 processor power supply (H7130). 

DC line low (DC LO) Indicates loss of dc power by UBA or Unibus device power supply (H765). 
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The priority arbitrator for a Unibus connected to the KS to system is located on the associated USA. • 
As shown in Figure A·3, it intercepts the fOllowing-requests or commands. 

I. NPR requests received on the Unibus 
2. 110 read/write commands (to Unibus register addresses) received on the KS IO bus 
3. Interrupt vector read commands received on the KS 10 bus 

NPR REO (UNIBUSI __ 

I/O R/W REO (KS10BUSI-.-I-

UNIBUS 
ARBITRATOR 
(IN USAI 

NPG 

L.... ADPTR 
r-- UBMSTA 

READ VECTOR (KS10 BUS) __ - - - - r---+ 8G 

Figure A-3 Arbitrator Inputs/Outputs 

{

GRANT UNIBUS TO 
DEVICE FOR DATA XFR 

{

USA MASTEA FOR 
DATA XFR 

{

GRANT UNIBUS TO 
DEVICE FOR INT OP 

M" 16<12 

In response, and when enabled, the arbitrator resolves request/command priority. It then performs (or 
allows) the Unibus priority arbitration required for the Unibus operation by asserting one of three 
outputs as follows: 

I. NPG - Asserted and transmitted on the Unibus in response to a Unibus NPR data transrer 
request. NPG signals the highest priority requesting device (the one nearest the UBA) that it 
is the next Unibus master. The device first asserts SACK to acknowledge selection. (Bus 
dialogue ror NPR priority arbitration is shown in Figure A-4). If and when the Unibus is 
inactive (BBSY 1\ SSYNC = 0), the device then becomes bus master (by asserting BBSY) 
and perrorms a data transrer. (Unibus dialogue during a data transrer is shown in Figure A-
5.) The arbitrator is disabled (ARB BUSY - I) when it asserts NPG; it becomes enabled 
again (ARB BUSY = 0) when the device negates SACK arter becoming bus master. Thus, 
the arbitrator is enabled to service any inputs while the NPR data transrer is in progress. 

2. ADPTR UB MSTR - Asserted in response to a KSIO bus 110 command if an NPR request 
is not asserted (NPR request has higher priority) and if the Unibus is not already active. 
This arbitrator output grants the Unibus to the UBA immediately (i.e., there is no Unibus 
priority arbitration dialogue), and the UBA becomes bus master (asserts BBSY) and per-

, 

, 

• 

• 

• 

forms a data transfer operation. The arbitrator is disabled when ADPTR UB MSTR is • 
asserted, and it is not enabled again until the end of the data transfer when SSYNC is gen-
erated by the responding device. 
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3. BG - Asserted in response to a KSIO bus vector read command when there is no NPR 
request asserted, and (if the bus is inactive) when no KS 10 bus I/O command has been 
received. (If the bus is active, an I/O command is ignored by the arbitrator.) BG starts the 
Unibus priority arbitration for an interrupt operation (as shown in Figure A-6) by asserting 
a BG level on the Unibus corresponding to the highest priority Unibus BR leve l asserted by 
a device. (A BR level, by asserting a PI REQ on the KS 10 bus, is what has caused the read 
vector command to be issued in the first place.) Similar to NPG, the BG level signalS the 
highest priority requesting device (the one nearest the UBA) that it is the next bus master. 
The device first acknowledges selection by asserting SACK. Ifand when the bus is inactive, 
the device then becomes bus master (by asserting BBSY) and transfers the interrupt vector 
over the Unibus. The arbitrator is disabled when it asserts BG, and it remains disabled for 
the entire vector transfer; that is, until SSYNC is generated by the UBA at the end of the 
Unibus operation. 
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INTERRUPT OPERATION 
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