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PREFACE 

The AMAR (Automatic Measurement, Analysis, and Reporting) 
software monitor looks at computer system performance and 
resource use on a continuous basis and maintains an historical 
database. It provides periodic reports which are useful for 
problem detection and analysis, load balancing, and capacity 
planning. 

Currently there are tl.':O parts to the AMAR software monitor 
System AMAR and Workload AMAR. System AMAR monitors the activity 
of the computer as a Ir.lhole and the activity of individual devices 
such as tape drives and disk packs. Workload AMAR (also called 
the Workload System) monitors the corresponding acti vity of 
individual jobs. 

The AMAR-20 Reference Manual provides an overview of ho>! AMAR 
'Jorks on the DECsystem-20. 1 t describes both System AMAR and 
Workload AMAR. 1t provides an explanation of sample reports, 
instructions for obtaining special reports, and a description of 
normal processing procedures. 

A companion volume. AMAR-20 Error Messages. documents all error 
messages produced by AMAR programs, thelr likely cause, program 
action, and recommended user action . 
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INTRODUCTION 

The AMAR (Automatic Measurement, Analysis, and Reporting ) 
soft\',!are monitor monitors computer performance and utilization on 
a continuous basis. It maintains a history of the computer's 
acti v ity in a set of databases and prov ides periodic reports on 
the status of the system. 

AMAR is intended to be used to detect bottlenecks and trends In 
computer usage. It prov ides the opportunity for you to avoid 
poor performance by directing efforts and resources to the 
appropriate problem area. It reduces the lead time required to 
diagnose problems and provides data which can be used for 
forecasting and other planning purposes. 

AMAR consists of two parts. The first part, which is referred to 
as System AMAR, collects data continuousl y on a set of system 
pe~forf!1ance and uti l ization variables. A database ex ists ~/hich 
malntalns several summar y levels of historical data. In 
addition, there i s a menu of reports which can be generated on a 
daily. weekly, or monthly basis . Reports fall into fi ve 
categories as folloVJs: 

1. System Utilizat ion Summary Reports: Reports 
characteriz i ng a da y' s, vJeek ' s or month ' s acti v ity. These 
reports are primaril y used for performance and utilization 
problem analysIs and tracking. They prov ide a graph of CPU 
uti lization and overhead: a summar y of problem periods and 
resources; and a summary of system availabi lilY. 

2. 'Typica 1 Day' Reports: Reports on system uti 1 iZat ion 
and problem identification for the "average" workday and 
"average" weekend day of a week or month, These reports aid 
load balancing by highlighting the typical busy periods. 

3. Trend Analysis Reports: Reports Vihich indicate both 
short term and long term trends in computer uti lizatian . 
They also project periods when resource consumption may 
become critical. ihese reports aid forecasting and capacity 
planning. They are available both weekly and monthly. 

4 . Disk Reports : Reports which summarize uti lization of 
the disk subsystem . All disk related information , such as 
mount time , time in use, average data transfer rate, etc., 
is presented in a single place. 

5. Tape Reports : Reports which summarize utilization of 
the tape subsystem. All tape related information, such as 
aSSigned time, time in use, average data transfer rate . 
etc., is presented in a single place. 

The second part of AMAR is referred to 
specific data , such as job number, 
working set size , CPU uti lization, page 

as Work load AMAR . Job 
user name, program name, 

fault activity , and so 
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forth, is collected at 5 minute intervals. It is then summarized 
and. dependIng on summary level, may be reported in intervals of 
5 minutes to a day, vJeek, or month . 

The data. also retained in an historical database, is used to 
locate and solve problems associated ~\' i th excessive ut i 1 izat ion. 
This data is also expected to provide information for use in a 
number of areas among \'JhiCh are forecasting; justifying 
hard~are acquisitions; and providing workload descriptions to be 
usee in benchmarKing hardiVare and softv.;are 1n order to determine 
the optimal confIgurations for use by data centers. 

Workload characterization reports are generated 
v,'hlCh allows user definition of report contents. 
items around which the report 1s to be summarized 
program name, user name, account namel and 
example, largest users of CPU first). 

by a program 
You may specify 
Ifor example, 

sort order (for 

Reports for both parts of AMAR are designed to be as 
self-explanatory as is technically feasible. Most reports can be 
obtained automatically . Moderately flexible data inquiry and 
report generating capabilities are also provided to address 
special needs. 

This manual describes ho>. to use AMAR on the DECsystem-20. It is 

• 

divided into two main chapters plus several appendices. Chapter • 
1 describes how System AMAR ~:orks, it's standard reports, 
instructions for obtaining special reports. and normal processing 
procedures. Chapter 2 provides comoarable information on 
Workload AMAR . The appendices contain deta; led information on 
several topics presented in Chapters 1 and 2. They are intended 
primarily for reference. 

• 
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GLOSSARY 

CLASS WIDTH The length of the intervals into which the 
frequency distribution for a variable is divided and into 
which the individual sam;::>le values are grouped, For 
example , % IDLE TIME (IDLE) has a class width default of 5 
v;hich means individual sample values are grouped into the 
following intervals; 0%; 0.01-5.00%; 5.01-10 . 00%; 
10.01-15%; etc. A separate class is al"ays set up for 0 
values regardless of the class ~"'idth specified . 

DATA COLLECTION - The process of sampling and recording on disk 
the selected System AMAR items and workload information. 

DATA INPUT - The process of incorporat ing the raVi records from 
the man; tored system into the database. 

GRANULARITY - Refers to various .summary levels of 
level, or finest granularity, is 2: ra~'.! 
level, or coarsest granular i ty, is a summary 
longest rolled-up period , v.fhich is a usually 

HIGH THRESHOLD 
considered 
expected or 

The limit above 
to be unacceptable 
customary values. 

v/hich an 
or beyond 

data; lowest 
record, highest 
record for the 
a fiscal month. 

; tern 
the 

value 
range 

is 
of 

ITEM - A specific variable, vJhich can be measured. related to the 
uti lization or performance of a system. For example, idle 
time, overhead, swapping rate, etc. are items. 

KEY lTEM - Any item appearing in a System AMAR report subsection 
"hich has been labeled as "key" in the RFD fi Ie . 

Lo~r THRESHOLD - The limit below which an item value is considered 
to be unacceptable or lm'Jer than the range of expected or 
customary values, 

METERED - Refers to the type of measurement of an item in which 
the exact change, since the last measurement, is known or 
can be computed, The measurement is accurate and is 
unaffected by the length of the sample interval or number of 
samples taken . 

MONITORED SYSTEM - A computer system on which an AMAR data 
collection program collects raw performance da t a , 

RAW DATA - Refers generally to the values stored 
records, whether in core or on the diSk, Raw 
refer to the finest level of granularity of 
system which is being monitored , 

in 
data 
data 

the 
may 

on 

raw 
also 

the 

RESOURCE - An item, regardless of whether or not it represents a 
physical "resour ce". 

ROLLUP - The AMAR process of consolidating deta i l da ta into the 
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appropriate summary level according 10 the fiscal calendar. 

St.MPLED - Refers genera Ily to the measurement of an item (ei ther 
metered or snappedi. 

SAMPLE GROUP INTERVAL The frequency at which the data 
collection program !t.'rites raw records onto the disk. 

SAMPLING INTERVAL Frequency at \'Jhich the data collect ion 
program takes samples or measures raw data. 

SNAPPED - Refers to the type of measurement of an item in which 
the value of the item is a 'snapshot' of conditions existing 
at that moment in time and does not reflect other values for 
that item vJhich may have occurred since the last sample. 
The accuracy of this form of measurement is dependent on the 
number of samples taken during a given period of time. 

UNDEFINED STATE - If the system crashes or the input or rollup 
programs fai I .:hi Ie the System AMAR dalabase is being 
updated, errors could be introduced Into the database 
records. FUrtner use of the database may result in 

• 

erroneous information being obtained. The Jobstream will 
first attempt to recover by using the backup copy on disk. 
If thIs fai Is, restore the database from a tape bacKup copy 
and resume process i ng. e 

WORKLOAD - The collection of user programs running on the system 
which is being monitored. 

• 
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CHAPTER 1 

SYSTEM AMAR 

1. 1 MAJOR FEATURES 

Features of System AMAR include: 

1, low overhead, cont inuous data COllect ion. 

2. An historical database with: 

a. Da ta 
mOnthly . 

summarized 
and "tYPical 

at the hourly, 
day" levels. 

da i Iy, weekly, 

b. Data values stored in frequency distributions. 

c. Flexible retention periOdS for data with monthly 
values tYPically kept at least a year . 

d. Automat ic delet ion of old data. 

3. A menu of standard reports which: 

a. Track uti lization and performance over the period 
of a day, week, month or year. 

b. Automatically check for and flag problem items and time periods . 

c. Analyze and report on short term (up to 13 weeks) 
and long term (up to 12 months) trends. 

d. Consolidate all disk and tape informalion onto separate reports. 

4 . Spec i a I repor ling progr ams wh i Ch : 

a. Are user runnable at a terminal or via a batch 
stream . 
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b. Provide ;or aa-hoc report generation. 

c. Enable you to directly access any piece of 
Information contained In tne database. 

d . Prov i de da t a inhuman readab 1 e form or, 
alternately, in a form useable by other programs. 

5. A single dai Iy batch stream which wi II: 

a. Automa t ically produce daily. ~eekly, and monthly 
reports according to a fiscal calendar. 

b. ~~aintain the System AM~R database. 

c . Prevent bui Idup of data files on disk. 

• 

• 

• 
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1. 2 OVERVIEW OF SYSTEM AMAR 

The three functions of System AMAR are data collection, database 
management, and report ing. These funct ions are performed by 
seven programs which are described brlefly below. Refer to 
Figure 1-1 for an overview of program and data flow. The bold 
portions of Figure 1-1 refer to functions that are normally 
performed autamatica] ly. 

1 . 2 . 1 Da t a Co I I ec t ion 

The data collection program, named 
4-character system code. collects 
uti lization and performance of a 
subsystems - memory, disk and tape. 

xxxxDC \-.'here 
data related to 
CPU and its 

xxxx is a 
the general 
associated 

xxxxDC interfaces ~. ith the monitor, and does the actual sampling 
and measuring of the various System AMAR items which may be 
specified by the user. The sample data are collected in core. 
At the end of a sample group interva 1 (1 hour) ra\·.' records are 
created from the sample data and are \'Jritten to disk. Ra\-! 
records contain a frequency distribution of the sample data 
va lues for a given i tern . Each record represents a separate 
predefined range of values. contains the average for the range. 
and the number of samples \'Jhose va lues fa 11 into that range. 
xxxxDC runs 24 hours a day , preferably as a SYSuOB subjob. 

1.2.2 Data Input 

The data input program, AMARIP, performs the first half of the 
database management funct ion. AMARIP inserts the raw records 
into the database . I t keeps tracK of vJhen data vJas last input 
and uses a grace period to determine ho\-,' many days \-Iorth of data 
should be input into the database at one time. AMARIP requests a 
separate raw data fi 1e for each day since the last raw fi 1e was 
input up to the current day or last day of the grace period, 
whichever comes first. The grace period is equal to the number 
of days that hourly data is kept in the database. It prevents 
unnecessary processing in the case where the operator may have 
incorrectly set the machine date too far in advance, 
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1.2.3 Rollup 

The rollup program, AMARUP, performs the second half of the 
database management function. It rolls hourly data up into 
dai II', weeKly, monthly, and "typical day" records. AMARUP also 
deletes any data records which have expired their retention 
periods. 

1.2.4 Report Generation 

Automatic report generation is performed by AMREPT. AMREPT 
produces a menu of standard reports , described in the Section 
called "Annotated Sample Reports". These reports provide 
information on system uti lizatian and performance, problem 
resources and periods, system ava; lability. and usage trends. 
You may elect to generate only a subset of these reports or the 
en tire menu. Reper t 5 may be produced on a da 1 ly. \'.'eek 1 y or 
monthly basis according to a fiscal calendar. WeeKly and monthly 
reports are triggered by the passing of the end of the fiscal 
period to be reported upon. Reports are automatically generated 
only once per fiscal period by AMREPT. AMREPT . hm:ever, may be 
run interactively to recreate reports for past time periods. 

In addition to automatic report generation, System AMAR provides 
you v;ith the capability to generate special reports. There are 
three programs in th i s ca tegory, AI~ARSD, AMARON, and AMAREX. 

AMARSD is a var i a t i on of the i npu t program AMAR 1 P. AMARSD maKes 
a separate mini database from the ra\>J dai ly fi le , by -passing the 
System AMAR database. The mini database is then for\.\'arded to 
AMREPT for output to a Daily System Utilization Report or DisK or 
Tape Report . AMARSD enables you to generate a report from any 
raw file including the one currently being created, thus 
obtaining up-to-the-hour information on system uti lization. 

AMARON is an online inquiry program vJhiCh can be used to report 
on any individual item contained within the System AMAR database 
or the mini-database output by AMARSD. AIo1ARON may output the 
data as either tables or histograms. Reports may be sent to the 
terminal or stored on disk for later printing or further program 
use. Headings may also be stripped from the reports to enable 
easy access by s tat i s t i ca 1 packages or by your m·m program. 

AMAREX is an online inquiry program \'Jhich can be used to extract 
records from the database. The records can be displayed at the 
terminal or sent to a file. AMAREX records are primarily 
intended for further processing by user programs. 
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1,2.5 Operation 

The data collection program (xxxxDCI ahould be run contInuously. 
This program should be set up as a SYSJOB subjob startable by the 
SYSJOB.RUN file. Except for data collection, System AMAR 
operation is accom~l ished througn the use of a single job stream, 
called AM'R.ClL, "hich '.ill usually be run after midnight. The 
stream v.il1 perform housekeeping on old files, run the input, 
rollup, and automatic report program, and produce a tape backup 
of the database if desired. A sample jobstream is provided in 
the Appendix called "System AMAR Batch Stream - AMAR.ClL". This 
stream is usually modified slightly to conform to a site's 
individual requirements. 

1.3 ANNOTATED SAWDLE REPORTS 

System AMAR is currently designed to generate the follov;ing five 
standard types of reports: 

1. System Utilization Reports - Can be generated daily, 
"eekly, or monthly. They provIde a picture of the past day, 
week, or month's activity, primarily to aid in problem 
ioentification and solution. 

2. Trend t..nalysis Reports - Can be generated .... leekly or 
monthly. They highlight both short and long' term lrends in 
utilization and performance to aid in forecasting and 
capacity analysis. 

3. 'Typical Day' Reports Can be generated weekly or 
monlhly. They aid the load balancing process by providing 
an Indication of "typical" busy/non-busy periods. 

4. Disk Reports Can be generated dai ly, ~eekly, or 
monthly. T~ey combine all disk related information, such as 
pack ut i 1 izat ion, 110 rate, and free space, in one place. 

5. Tape Reports Can be generated dai Iy, weekly , or 
monthly. They combine all tape related information, such as 
drive utilization and 110 rate. in one place. 

A 11 of the above reports can be produced automat ica 11\' by the 
AMREPT program which is run as part of the nightly batch stream, 
AMAR.CTL . .4lternateiy. the same reports may be produced on 
demand by running AMREPT at the terminal. Two programs, I.MARON 
and AMAREX are also provided which enable you to generate special 

• 

• 

reports. AMARON allm',s you to obtain averages or histogram da ta • 
for any item contained in the AMAR database . Results can be 
printed at the terminal or v.1ritten to a file for later processing 
by your own program or by statistical packages. AMAREX allows 
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you to extract any record from the 
\oJritten to a sequential fi 1e for later 
program. 

database . The records 
processing by your 
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are 
Qvm 

The follo"ing seclions describe the System AMAR reports and show 
annotated examples of each. 

1.3.1 System Utilization Reports 

Utilization Summary Rej)orts can be generated for a day, \oJeek, or 
month, They are designed to be used together. The report 
formats are simi 1ar. Problems sholt.'ing up on a monthly report can 
be easily traced back to specific hours vJithin a day. 
Utilization Summary Reports ShOhl activity on the system as a 
"hole. They should be used in conjunction "ith those WorKload 
AMAR reports v,'hich shm-! corresponding activity by user programs. 
See the Work load AMAR chap ter in th i s manua 1. Repor t 
Similarities and dlfferences are described in the follm;ing 
subsec t i ens. 

• 1.3.1.1 Dai Iy System Ut i I izat ion Report 

• 

The Daily System Utilizalion Report provides the follo",ing 
features: 

A graph of CPU uti lization and 
denotes busy periods, Overhead 
Report on the ne"xt page. 

overhead by hour which 
is defined under Summary 

A prime/non-prime time summary of Key uti lization items such 
as idle time, used time . background time. swapping rates, 
disK I/O rates, and so forth, for quicK scanning by data 
center management. 

Disk free space by pack comoaring yesterday with today and 
giving an indication of trend. 

A summary of problem periods. 

A summary of problem resources (also called "items"). 

A summary of system availabi I ity for prime/non-prime time, 

A list of periods of downtime. 

Hour-by-hour averages for key items as vie 1 1 as problem 
items. This feature allmvs most problem periods and problem 
resources to be pinpointed and analyzed without the need to 
generate any other special reports. In addition, it is 
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oesigned to allov. easy comparison with the v.'orkload reports 
\I,Ihich produce hour - by-hour summaries of user programs . 

The Daily Syster,l Utilization Report is separated into three 
sections a Summary Report . a Problem Report, and a Detai 1 
Report. Refer to Figure 1-2. The format of the report header is 
as follows: 

lines 1 and 2 - Specify the date for I,oJhich the report is 
generated, the name of the report , and the page number. The 
report period begins at approximately 00:01 A~ and ends at 
approximately 23 : 59 PM. 

Line 3 - Specifles the Data Center Name. 

Line' - Specifies the 4 character system code and the 
the day lI:hich is considered prime period of time during 

: 1me, 

Summarv Reoort'Paoes ~-2) 
to give management a 
peak processing perlods 

_The purpose of this report section is 
QuicK overvie\', of system utllization and 

during the previous day. 

The graph a t the top of page 1 I A) 
sho\'JS CPU utilization (>I.) ano overhead (P) for each hour of the 

• 

day. The difference between 100% and the CPU utilization (6) • 
Ilne represents idle time plus file \';ait time . See % IDLE TIME 
and % IDLE 10 TJr,'E In the Aopendix called 'System AMAR Item 
Definitions." The difference bell'Jeen the CPU utilization (8) and 
overhead (C) lines represents CPU time consumed by user processes 
plus time spent in paging and s,.apping on behalf of a user Isee % 
USED TIME. % PAGING TIME, % MGMT MEM TIME, and % IDLE SWP TIME.) 
The overhead I C) line represen t s schedu I er and background time 
Isee % SCHED TIME and % 6ACKGND TIME.) 

8e10\\' the graph are prime and non-prime averages .for tl,o.Ienty "key" 
items (01, These averages give a quick picture of the usage 
during the day. You have the opt ion of select ing any number of 
key items from the entire list of items that AMAR collects. A 
default set of key items is supplied with AMAR. You can change 
this set by editlng the xxxxDR.RFD File. See the Section called 
" Ho .. i to Tailor the Report Contents·. The items and their 
definitions are listed in the Appendix called "System AMAR Item 
Deflnitions". The last column in the rm-J of key items gives the 
total number of hours IE) each key item exceeded or equaled the 
thresho lds . Hours \lJhere the average.: exceeded the thresho lds are 
denoted by asterisks I» on pages 4- 6 of the sample report. 

The section on page 2 contains disk f~ee space by pack . 
PERCENT FREE SPACE LEFT ON DISK PACKS is an average of samples 
taken throug,out the day rather than just the reading at the end 
of the day. The current day's average IF), the previous day's • 
average IG) and the difference IHI between the two are given. If 
the pack has filled up significantly since yesterday I large 
negative difference), some housekeeping may be in orde r . 
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Problem ReDort (Page 11 - The purpose of this report section is 
to give management an overvie\·.' of potential problem periods and 
problem items. Problem periods (I) are indicated graphically in 
the lefthand section of thi5 report, For each hour, the number 
of items \'Jhose averages exceeded the ~;atchdog limits is indicated 
by a row of asterisks (for key items) and plus signs (for other 
than key items) (J) . Periods of the day "hich are followed by 
several asterisks or plus signs should be investigated more 
thoroughly - generally by first looking at the Detail Report 
(page 4). 

Problem resources (K! are listed in the righthand section of the 
report. The number of hours the resource values exceeded 
,;atchdog limits is indicated graphically by a rm" of P's (for 
prime-time hours) and N's (for non-prime-tlme hours) (L). A 
brIef comment suggests a possible cause or an approach to solving 
the problem 0.'''. The comments are intended only as a pointer to 
a possible problem area or to some further course of action. 
There may be more than one possible cause for a given problem 
(for example, such as too much background time) and there is 
often more than one solution which can be applied. The 
2lternatives must 2h.ays be evaluated carefully. The comments, 
in and of themselves, are not intended to recommend a solution to 
a given problem. Comments are defined in the xxxxDR.RFD fi Ie. 
You may modify or delete them. 

The SYSTEM AVAILABILITY SUMM4RY (N) at the bottom of the page 
expresses system uptime (p) for prime and non-prime time as a 
percentage of \'.'al1 clock time. AMAR me2sures uptime from time of 
system reload to l·:i thin one minute before a system crash. 

The percent of time measured by AMAR (0) may be someVlhat less 
than system upt ime, because AMAR measurements (other than upt ime! 
taken in the partial hour before a system crash are not recorded 
on disk. 

A reload (R) Vii I I be counted If the system stays up long enough 
for AMAR to write its reload record. 

Periods of downtime are listed (5). The beginning of a period of 
downtime should be accurate to .... ithin a minute. The end of the 
period of downtime coinCides l'Jith a system reload. 

Detai I Report (Pages 4-6) - The main purpose of this report 
section is to give the user investigating a problem period or 
problem item an hour by hour report of item uti lization. 
Problems are flagged Yiith asterisks to make them stand out. This 
repor t a Iso provides summar ies of i tern use for pr ime and 
non-prime time, with indications of ho..,' often the problem items 
exceed .... 'atchdog limits. The detail report consists of a table 
(T) 'lith a rml for each hour of the day and a column for each of 
ten key items. Under each item name is listed the average value 
for each hour (U) . To see corresponding usage by individual 
programs, refer to the Workload AMAR "Hourly Report by Program 
and User". Note tha t usua Ily averages and percentages are 
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expressed as .."hole numbers - except in the case of items v.'hose 
values are usually less than 1 such as for SAL SET ADJS/SEC. 

t..ny element of this table \·;hich exceeds the v,atchdog 1 imi IS is 
flagged v:ith an asterisk (V), A row \·:ith several asterisks 15 
likely to represent a problem period . t.. column \dth several 
asterisks usually indicates an overused item. If less than 45% 
(27 minutes) of the hour 1,,,a5 measured, the data values are shov.'n 
as "---", usually indicating system dovmtime lor, in the case of 
disK packs, that the pacK "as not mounted). 

After the rO'v.'-per-hour table, there are summaries for prime and 
non-prime time vJhich give average value (WI, watchdog limit (Xl, 
percent of time over limit fYi , and number of hours (Zl \\Ihen the 
average \'/as over or equa 1 to the ~Jatchdog 1 im; t. 

A maximum of ten key items are contained on the first page of 
this report. Key items are meant to be always printed. Items 
other than key items may also be alv,'ays printed or be printed 
only if at least one hourly average exceeds or eauals the 
threshold that has been defined for the item or the threshold is 
exceeded or equaled 10% of the time. If Items other than Key 
i terns are over 1 im; ts, or more than ten ke~f items are se lected 
for daily reporting, these items will be included in additional 
pages of detai 1 renort. 

For purposes of the Dail~: Report, \r.atchdog limits may be set 
different ly for each item. including indivi dual disk packs. For 
example, this \'Jill allo\·. different treatment for a pack which IS 
95% full , but stable and a pack which should average 30X free 
space to accommodate peak usage. 

To indicate when it may be useful to check the other pages of the 
detail report, the column labeled ALL PAGES IAA) indicates the 
total number of problem items during the period if it IS 
different from the next to last column labeled THIS PAGE ISS), 
the total difference is the number of items on other pages which 
yJere over limits during the period. 

• 

• 

• 
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1.3.1.2 Weekly Utilization Report -

The Weekly Utilization Report provides the follov,;ing features: 

A graph v:hich shO\':s the average CPU ut i 1 izat ion and 
for each 2 hour period for each day in the \Veek. 
is def i ned under Summary Reper t be 10-.. .. 

A pr ime/non~pr ime time summary for the .... ·eek and each 
the \','eek of ut i 1 izat ion and performance i terns such 
time, background time, sv..'apping rate, disk liD rate. 
uptime, etc. 

overhead 
Overhead 

day in 
as used 

system 

A prime/non-prime time summary of key items and problem 
items dur i ng the \.,:eek. 

A summary of problem days in the week. 

The ~:eekJy Ut i 1 i2ation Report is separated into three sections 
a Summary Report. a Detai 1 Report, and a Problem Report. Refer 
to Figure 1-3. The format of the report header is the same as 
for the Daily Syslem Utilization Report. 

Summary Report {Paces 11 - ihis report section gives management a 
quicK overvie\,. o~ system utilization and peak processing periods 
during the previous \-Jeek. It IS often used In conjunction \-.'ith 
the Workload M,IAR "\;eeKly Report by Program" or the "'eekly 
Report by User." 

The graph at the top of page 1 (A) is 
a bar chart which shows CPU ut i 1 iZat ion (*1 and overhead (hi for 
each 2 hour period in the day starting at midnight. The 
difference bell'leen 100% and the CPU utilization (BI line 
represents idle time plus file "alt time. See % IDLE TIME and % 
IDLE 10 TIME in the Appendix called "System AMAR Item 
Definitions." The overhead ICI 1 ine represents scheduler and 
background time ( see % SCHED T I ME and % BACKGND T I ME. I 

Be 1m') the graph are prime and non-prime time averages for 
bJenty-one key i terns (D). These averages are intended to give a 
quick picture of the usage during the week. You have the option 
of selecting Key items from the entire list of items that AMAR 
collects. The items and their definitions are listed in the 
Appendix called "System AMAR Item Definitions". In addition to 
key Items , the percent of system uptime IE), the percent of time 
that AMAR measured the system (FI, and the total number of system 
reloads IGI during the week is presented. 

Detai 1 Report (Paces 2-31 - This report section lets you compare 
the tota 1 resource usage for the week 1-"'; th the resource usage of 
each of the days in the week. This report section, in 
conjunction with the Problem Report, allm'ls you to track back 
through the "eek to determine on "hich days the most resource 
consumption and/or problems occurred. You can then refer to the 
Daily Utilization Summary Report for more detail. Averages for 
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key utilization items are presented first. fol1o\-:edby 
a.erages for other utili::ation items. Other utilization items 
are tnose ~:hose avei'ages have exceeded the long term 1 im; t as 
listed on the PrOblem Report and as defined in the xxxxDR.RFD 
Report File Descrlption . Ea:::h average exceeding the limit is 
f~agged by an aster'sk- (HI. The '·,eekly average is given 
first (;1 follo"ed by the daily averages (JI . Prime time data 
for both key and other i terns is given before non·prime time data. 

PrOblem Report (Page ~ This repo:'! section gives you an 
overVle,',' of p~oblem items and problem perlods. Only those items 
.... .:hose averages (KJ have exceeded the long term 1 imi t or ItJhose 
values have exceeded the long term 1 imi! more than iO% of the 
time (ll. are reported upon. The average values for both prime 
and non-prime time (~: I. the long term limit (NI and the percent 
of time over the limit (P) are all given follm'Jed by a comment 
1 ine (0), intended to point you to an area for further 
investigation. As in the Daily System Utilization PrOblem 
Report, tne comments are intenaed only as a pointer to a possible 
oroolem area or to recommend some further course of action. 
There rr,ay be more than one possiblt3 cause for a given problem 
liar example. such as too muCh background timel and there is 
ofter. more than one solut ion I,mfch can be appl ied. The 
alternatives must ah:ays be evaluated carefully . The comments, 
in and of themselves, ar-e not intended to recom.llend a solut ion to 
a given problem. Comments are defined in the xxxxOR.RFD file. 
You may mooify or delete them. 

1(1 adcn t ion to report ing \·:hich i terns had problems over the past 
\o!eek, this section also reports which days experienced the most 
time in a problem state. t..gain the item is given along \dth the 
percent of time that the i tern's values v.ere over the long term 
limit during each day fR) in the week. The prime time summary IS 
given before the non-prime time summary. 

• 

• 
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1.3.'.3 Monthly Utilization Report -

The Monthly Utilization Report provides the follo"ing features: 

A graph which shows the average CPU uti I ization and overhead 
for each day in the month spl it out by prime and non-prime 
time. Overhead is defined under Summarv Report belm!. 

A prime/non-prime time summary for the month and each week 
in the month of uti lization and performance items such as 
idle time . background time, scheduler time, swapping rates, 
disK liD rates. system uptime. etc. 

A primel non-prime time summary of key items and problem 
items dur i ng the mont·h. 

The Monthly Ut i 1 izat ion Report is separated into three sect ions -
a Summary Report, a Detai I Report. and a Problem Report . Refer 
to Figure 1-4. The format of the report header is the same as 
for the Daily System Uti lization Report. 

Summary Report (Page 11 - This report section gives management a 
quick overviel,o,I of system utilization and peak processing periods 
during the previous month. It is often used in conjunction with 
the WorKload AMAR "Monthly Report by User" . or the "Monthly 
Repor t by Progcam" . The graph a t the top of page 1 I A) 
represen t s processor o. It is a bar char t wh ; ch shmvs CPU 
utilization 1*) and overhead 1#) for prime and non-prime time 
periods for each day in the month. The first day typically 
printed on the prime time graph will be a Monday IB). the second 
day in the report period 14-0CT-82 in this example). To help 
you locate other days in the month. a fiscal weeK ending date is 
printed followed by the symbol":" IC) which points to that date 
on the graph. 

The difference bet"een tOO% and the CPU utilization CO) line 
represents idle time plus file wait time . See % IDLE TIME and % 
IDLE 10 TIME in the Appendix ca lied "System AMAR Item 
De fin i t ions . " The overhead IE J line represen t s schedu ler and 
bacKground time Isee % SCHED TIME and % BACKGND TIME.) Bars 
approaching 100% indicate days when the CPU was heavily loaded . 
These days should be examined more closely by looKing at the 
Daily System Utilization Report. 

Below the graph are prime and non-prime time averages for 
twenty - one key items IF). These averages are intended to give a 
quicK picture of the previous month's usage. You have the option 
of selecting Key items from the entire list of items that AMAR 
collects. The items and their definitions are listed in the 
Appendix called "System AMAR Item Definitions" . In addition to 
Key items . the percent of system uptime IG), the percent of time 
that AMAR measured the system IH), and the tota I number of system 
reloads II) during the past month is presented . 

Detai I Report IPages 2- 3) - This report section enables you to 
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compare the total resource usage for the month with the resource 
usage during each of the weeKs in the month. This report 
section, In conjunction wltn the Problem Report, al10v.'s you to 
trace back through the month to determine during which weeks the 
most resource consumption and/or problems occurred, You can then 
reler to the WeeKly and Daily System Utilization Reports to trace 
bacK and lind the problem days and hours. 

Averages for key ut i 1 izat ion i terns are presented firs!, followed 
by averages for other utilization items, Other utilization items 
are those \I:hose averages have exceeded the long term 1 im; t as 
listed on the Problem Report and as delined in the xxxxDR.RFD 
Report File Oeser ipt ion, Each average exceeding the 1 imi t is 
Ilagged by an asterisK 101 IJI. The monthly average is given 
lirst IKI 10110Yied by the YleeKly averages ILl . Prime time data 
lor both Key and other items is given belore non-prime time data. 

Problem ReDort IPaoe 41 - This section, liKe that 01 the Daily 
System and WeeKly Utilization Problem Reports, gives you an 
overvie ...... of problem resources and problem periods. Only those 

• 

items whose averages 1M) have exceeded the long term limit, or 
"hose sample values INI have exceeded the long term limit more 
that 10% 01 the time, are reported upon. The average values lor 
both prime and non-prime time IPI, the long term limit (QI, and 
the percent 01 time over limit IRI are all given 101 lowed by a 
comment line 151. The comment 1 ine is Intended to point you to • 
an area for further investigation. As in the Dal ly System and 
Weekly Utilization Problem Reports, the comments are intended 
only as a pointer to a possible problem area or to recommend some 
further course of act ion. The comments are not intended to 
suggest a solution to a problem . Since there may be more than 
one reason for an item exceeding limits and more than one 
solution to a given problem, careful analysis and weighing of 
alternatives is reconvnended. Comments are defined in the 
xxxxDR.RFD Ii Ie. You may modi II' or delete them. 

In addition to reporting which items had problems over the past 
month, this section also reports during which weeks the items 
spent the most time in a problem state. Again the item is given 
along with the percent of time that the item's values were over 
the long term limit during each weeK ITI in the past month. The 
prime time summary is given before the non-prime time summary. 

• 
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1.3.2 Trend Analysis Reports 

1.3.2.1 WeeKly Trend Analysis Report -

The WeeKly Trend Analysis Report provides the following features: 

Graphs of CPU uti llzatlon and overhead for up to the past 13 
YleeKs split out by prime and non -prime time . 

A table of prime and non-prime time averages for key items 
for up to the past 13 YleeKs. The table allows for quicK 
comparison of item values. The default list of Key items in 
th i s repor tis usua lly longer than the defau It 1 is t of Key 
itmes in the Daily Utilization Sunvnary Report. The list may 
be changed by editing the xxxxDR . RFD f i le. 

A trend analysis section which 
weeK plus the growth/ month 
indication of ~-.rhether or not 
exi sts. 

ShowS relati ve usage for each 
during the period and an 

a shar t term 1 i near trend 

The forma t of the repor t header (refer to Figure 1-5) is as 
follows : 

Lines 1 and 2 - Specify the beginning and ending dates of 
the repor t, the name of the repor t. and the page number. 
The report period begins at approx imately 00:01 AM of the 
first date and ends at approxi matel y 23:59 PM of the second 
date. 

Line 3 - Specifies the Data Center Name . 

Line 4 - Specifies the 4 
period of time during 
time. 

character system code and the 
the day which is considered prime 

The graphs at the top of page 1 represent processor O. They show 
the CPU utilization (0) and overhead (N) averages for the past 13 
weeks. Definitions for CPU utilization and overhead are given in 
the Section describing the Dally System Utilization Report . 
Pr ime time averages are on the left (A) and non-prime on the 
right (B). At most 13 data points will be plotted for each item. 
Fewer may be plotted if the database retention period for the 
weeKly granularity records is less than 13. The graphs and the 
tables which follow are always read from left to right with the 
most recent weeK appearing on the right (C). The symbols 0, N, 
and ~ represent the actual data po int. The dots In between the 
data points are for vi sual effect only and do not represent any 
item values. 

By observing the shape and slope of the two graphs, one may 
obtain an impression of relati ve uti l;zation of the processor 
during prime and non -prime time. This will be helpful in 
determining whether some load balancing of the machine is 
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required. Processing cycles, such as for monthly financial 
closings, may also begin to show up. It may also be possible to 
observe some sher t term 1 i near trend in usage. However lit is 
difficult to be sure that a trend exists just from observing the 
data points. For verification purposes, a trend line Is computed 
by the reporting program and the percent of fit of the data 
points (TREND LINE FIT I is given starting on page 4 of the sample 
repor t. 

Below the graph is a table of prime time averages for the past 13 
>Jeeks for key utilization 1Iems. Key utilization items are 
defined by you in the xxxxDR.RFD fi Ie . You have the option of 
selecting "key" items from the entire list of items that AMAR 
measures. The items and their definitions are listed in the 
Appendix called ·System AMAR Item Definitions·. The set of key 
Items selected for the Trend Analysis Reports may differ from 
those selected for any of the other types of reports. 

The format for the table header Is as follows: 

Line I (01 - Specifies the fiscal quarter, month and week 
for which the averages were computed. The earliest week in 
the period is given first and the most recent week (HI is 
given last. 

• 

Line 2 (EI Specifies the actual calendar date of the last • 
day In the week (week ending dayl. 

Line 3 (FI - Indicates the distance in time from the most 
recent week. For example, the week ending SEP 4 (GI was 8 
weeks prior to the most recent week listed on the report, 
OCT 30 (HI. 

On the left most side of the report are listed the item 
descriptions. On the right most side (II, are listed the long 
term limits for each item. The long term limits are specified In 
the xxxxDR.RFD file and are also user set table. The long term 
limits apply to daily, weekly and monthly data summary levels. 
Any average which equals or exceeds the long term limi t will be 
flagged with an asterisk (·1 (J). __ This enables you to 
j.-;-ediately spot l»"obl~ ltens and periods. 

Following the table of prime time averages is the table of 
non-prime time averages (page 21. Note that there is no table of 
other items as In the System Utilization Reports. A separate table 
of other items should Dot ~e used for the Trend Analysis Reports. 

The actual trend analysis information begins on page 4 of the 
sample report. Prime time data comes first, followed by 
non-prime time data. Again, the Item description Is given on the 
left followed by the averages for the first week (KI in the 
reporting period (AUG 7 in this example. I Next comes the TABLE OF • 
RELATIVE USAGE PER WEEK (LI. There Is one column for each week 
in the reporting period. The order of the columns corresponds to 
the order Of the weeks in the preceeding tables. The table is 
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scaled so that B represents the average value for the item. The 
TABLE OF RELATI VE USAGE PER WEE K enables you to get a quicK 
picture of the amount of variance among the weeKly averages. For 
example , one can see that there was very 1 itt1 e variation in SAL 
SET SWPS / SEC (M) from week to weeK while the values for # SHARED 
PAGES (N) var ied widel y . The numbers in the TABLE OF RELATIVE 
USAGE PER WEE K have meaning only in relat ion to one another. The 
numbers from one i tem cannot be compared with the numbers from 
another item . For example , an B for BAL SET SItIPS / SEC has no 
re lationship to an B for # SHARED PAGES and , in fact, t heir 
actual averages wi 11 typically be very d i fferent. 

Fo l lowing t he TABLE OF RELATI VE USAGE PER WEEK is the column of 
averages for the most recent weeK (P) , OCT 3D in this example. 
Next comes the growth per month (Q) ca lculated over the reporting 
per iod fo l lowed by the percent of trend line fit (R) . The growth 
per month is expressed in the same units as the l tem / s values. 
The reporting per iod is typ icall y 13 weeKs although it may be 
shorter if there are fewer than 13 weeks worth of data conta ined 
In the da t abase . A negat ive numbe r in the GROWTH / MONTH column 
means that the average va lues are decreasing; a pos i t ive number 
means an inc rease in growth. The TREND LINE FIT column indicates 
how much scat ter there i s around the trend 1 i ne . For example, a 
90% trend 1 ine fit means that most of the data points lie very 
close to the trend l ine. The TREND LINE FIT will be g iven onl y 
i f It is grea ter than or equa I to 70%. There are two commen t s 
that may appear in p lace of the percentages. ERRATIC VALUES 
means that data was widel y scattered around the trend line and no 
strong li near pattern could be found In the data . The TREND LINE 
FIT would be less than 70%. UNCHANGING values refer s to values 
that were relati ve ly constant from weeK to weeK. The 
GROWTH / MONTH would be 0 and the TREND LINE FIT would be at least 
70%. 

There are no predictions gi ven based on weeKly data . Predictions 
are found only on the Monthl y Trend Anal ys is Report. 
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CONTEXT SWTS/SEC .,. .,. '0· J< " . 38 J< 2' '0· ... <g • .,. ". ><0 
OSk RDS PGS/SEC t7 .. , . '5 t7 23 

" t3 t7 23 30 23 ,. 
"0 OSk WRS paS /SEC , 6 5 , • • • , 6 " " " • ><0 SWAP ROS PGS /SEC , , 5 2 3 , , , , 3 3 , 3 ><0 SWAP WRS paS/SEC • • • 2 3 2 , , 2 2 3 , , ><0 % BS WO RO WAIT " 57 55 5. 60 8' .3 s. ., 71 79 71 68 % 85 WO WR WA IT " t3 .. 20 t3 ,. 

'8 " " t3 , 
" t3 

" IDLE 10 tiME '0 " " '2 " '0 ., 
" 

, 5 • , 5 
• FREE MEM pas 293 '.8 38' ." 232 lOS. 773 71' 71 5 596 890 1010 50' < 25 " GEN FREE paS/SEC • 6 • 3 • 3 2 2 3 • • 3 • >20 '" % IDLE TIME '5 2' 2' " " 20 ,. n .. 9· 3· 5' " <,ox '" 81AS CONTROL " " " " " .. " " " " " " " <t> 

FRk FREE PGS/SEC .0 .0 .0 .0 .0 . 0 .0 .0 .0 .0 . 0 . 0 .0 "s.o 
EXCEEDS LONG TERM liMIT > • GREAtER THAN OR EDUAL TO < • LESS tHAN OR EQUAL to . --. ------ CONtINUED NEXT PAGE -_. __ .. _.- w • • • '" 



• • • • • "MAA • 
fAOM : 25 - JUl - 82 (SUNDAY) ~EEKlY TREND ANALYSIS REPORT PAGE : 2 In 
THRU : 3D - OCT - S2 (SATURDAY) -< 

TOPS20 SAMPLE SYSTEM In 
SYSTEM : TTSS PRIME liME : 0800 - "00 

.... 
'" s: 

PR IME TIME AVERAGES OF KEY UTILIZATION ITEMS 
J> 

F I seAL WEEK ENOING OlM2WI 0 11421012 01"'21013 o IM2W4 01143\111 01M3'112 01/1113\113 01",3",,, 0110131015 02MI..,1 02I0Il1\112 0:1MIW3 0:2M1W4 LONG '" J> 
'UG , AUG 14 AUG 21 AUG 28 SEP • SEP II SEP 18 SEP 25 OCT 2 OCT • OCT '6 ocr 23 OCT 30 T[RM 

'" ------- ITEM ---- --- '11 - 12 101 - 11 W- tO 101 - 09 101 - 08 V - 07 W-06 W- 05 W- 04 101 - 03 W- 0 2 W-OI w-oo liMn 

II LOCKED PAGE S 6 6 6 6 6 6 6 • 6 6 6 • 6 >500 
_III MUS ASSIGNED • 0 • 0 0 0 0 0 • 2 • • 

• BALNCE SET rQKS , , 2 2 , • 2 • S , .. 8 5 >20 
MU4 MGMT eve S/ SEC •• . 0 •• . 0 . 0 . 0 . 0 . 0 . 0 .0 . 0 . 0 .0 >10 . 0 
WORK SET LOS/SE C ., ., . 2 •• . 2 • • • • • • •• . 2 2 •• .2 :> 1 . 0 
BAL SET SWPS/ SE C . 0 . 0 . 0 .0 . 0 . 0 . 0 . 0 . 0 .0 . 0 .0 . 0 > 1. 0 
II ACTIVE fORKS , , 2 2 , • 2 • 5 , .. 8 5 >'0 
PG FAULT lRPS/S EC " " " " " 

,. 2. 2. ,. •• ". 50' '8 >50 

~ 
II MEMORY '!riRI( SETS •• 85 00' '" •• ". OS. .. 8 ". ". ". "5 .52 

If PHS IN USE • 9 • • • 9 • 8 • • 00 .. .. >.0 

'" RO SAVES PGS / SEC 10 . 9 '-' t 1 . 8 13.3 11 . 5 13 . 0 12 . 4 11.0 13 . 8 17 . 0 13 . 8 19 . I 12.5 
C /I SHARED PAGES 1535 1886 124 I '86 1536 0 0 0 0 0 0 0 250 ., 

% SCHEO TIME 9 8 8 , • , 6 6 ". 9 00' 9 • .. ", 
(1) 

% SWAP SPC rREE " .. 60 " 60 '0 ,. '0 68 " " " " <.'" 
% BS WO SWP WA IT " " 22 8 .. 6 , 9 9 00 9 8 .. 

• % IDLE SWP TIME , • , • 2 • • • • • • 0 • 
'" % MGMT MEN TIME . 2 . 2 . 2 .2 . 2 . 2 . 2 . 2 . 2 . 2 ., . 2 . 2 > 1. 0% 

% PAGING TIME 5 • • • • 5 , 3 • • , 6 5 .. '" 
0 TTY INTR CHRS/ SEC 0 0 0 0 0 0 0 0 0 0 0 0 0 "0 
0 TTY IN CHRS/ SEC , 8 8 , 

" 
, , , 8 8 , 8 , > '00 

::> TTY OUT CHRS/SEC '80 535- ." ". '" .. ' '" .. 0 53 " 589' 556- 520 ' 663' >500 
~ 

II LINES IN USE .. .. " " '0 '0 .0 " " 50 .. " 50 >60 

::> PGS USER "'EMORY '00' 26 56 3301 4056 ' 006 454 2 4542 A542 A542 A542 4542 4542 4292 <768 
C /I WORK SE1 PGS 3426' 3016 ' 3730' AA72- 3388- dA24 • 4980' 5 110' 4997' 5059' d837' 4476- 4922- >1500 
(1) ',( USED TIME " 55 " 52 60 •• 52 " 65 ,. 80 ,g '0 >.'" 
"- /I FORK WilKS/SEC • '0 • 9 '0 8 9 • '0' '0 • • '0 >20 

% SYSTEM UPTU4E 100. 0 100 . 0 99 . 2 99.2 94 . 2 100 . 0 100.0 100 . 0 100.0 94 . 8 94.5 73 . 9 99.8 
% A"'AR ClK T1 "'E 100. 0 80 . 5 99 . 0 93 . 9 92 . 1 100. 0 100 . 0 100 . 0 100 . 0 90. ' 86 . 4 65 . d 98.2 
/I SYSTEM RElOADS 0 • • , 2 0 0 0 0 5 • • 2 

NON- PRIME TIME AVERAGES OF KEY UllllZATION ITEMS 

FISCAL WEEK ENDING OlM2WI O''''2W2 011012'113 011112W4 011013'111 0lM3w2 011013'113 011013'114 011013'115 021011 .. , 02101 1'112 02MIW3 0 2M1W4 lONG 
'UG , AUG 14 AUG 21 AUG 28 SEP • SEP II SEP 18 SEP 25 OCT 2 OCT 9 OCT •• OCT 23 OCI 30 TERM 

- - - ---- ITEM --- - --- '11 - 12 .. -It '11 - 10 W-09 '11 -08 W-07 w-06 W-05 W-04 '11 -03 '11 -02 '11 -01 w-oo LIMIT 

• CPU UTI l .. ,. " 30 ,. 50 .. '0 .. " 6' 50 50 >,'" 
SAL SET AO,JS / SEC . s •• •• •• •• . 6 . 5 .' . 6 . 5 . , •• .6 > 1. 0 
PGS REAS MEMORV 3338 2335 3019 4213 352a 4548 4548 4522 4548 4548 4548 .t265 4522 

',( BACK GND liME , • • • • • , • • • 2 2 , >5% ~ 

'" /I FORKS BS WAIT 0 0 0 0 0 0 0 0 0 0 • 0 0 >2 '" CONTEXT SWIS /SEC " '8 .. " .. 90' .,. " " 20 " 20 " ><0 ID 
OSK ROS PGS/ SEC " '8 .. .. •• " os .. 22 " 22 " os ><0 
OSK WRS PGS/ SEC • 8 6 

" • • , • .. 8 9 9 , ><0 , 
SWAP ROS PGS/SEC 0 0 0 0 0 0 0 0 0 0 0 0 0 ><0 w 
SWAP WRS PGS/ SEC 0 0 0 0 0 0 0 0 0 0 0 ><0 W 

•• EXCEEDS lONG TERM liMIT > • GREATER THAN OR EQUAL to < • lESS THAN OR EOUAl TO -- -------- CONTINUED NEXT PAGE ------ ----



- AMAR 
FROM : 25 - .JIJl - 82 (SI.iNOA'i') WEEKLY TRE ND ANALYS I S REPORT PAGE : 3 V> THRU : 30-0Cl - 82 (SATURDAY) 

~ 
TOPS20 SAMPLE SYSTEM V> 

SYSTE M' TTSS PRIME TIME 0800 - "00 -< 

'" /lION - PRIME TIME AVERAGES OF KEY UTILIZATION IT EMS '" » FISCAL WEEK ENOING OUI2WI OlM2W2 01M2W3 0'IoI2W. OU.3W l 0 lM3W2 0l M3W3 OUIl3w, 0 1101 3w5 02101IWI 02101 'W2 02101,V3 02MIW. LONG '" » 'UG 7 AUG ,. AUG 21 AUG 28 SEP • SEP 11 SEP 18 SEP 25 0<' , OCT • OCl ,. OCl 23 OCT 30 TERM '" --- ---- IT EM --- ---- w- 1:I V- II V- l0 W- 09 ' -06 W- 07 ' -06 W- 05 ' -04 '1 -03 W- 02 '1 - 0 1 ' -00 LIMIT 

" BS WO RO WA If " .. 3. ,. ,. .. .. 34 •• " •• 50 " " BS WO VR WA IT " 
,. •• •• .. .. 3. •• 33 ' 0 " 3 ' 3. ~ IDLE 10 TIME 03 " • • • • " ' 0 03 • 03 " ' 0 /I FREE MEM pGS 2 129 1165 1889 3007 2362 3337 3447 3.67 3"25 3389 3271 2939 3320 <2. GEN FREE PGS / SEC , , , , , , , , , , , , >'0 " IDLE TUIE ., 50 5. .0 57 .. .. .0 3. .. " 3D '0 """ BIAS CONTROL " " " " " " " " " " " " " ~ 

FRK FREE PGS / SEC . 0 . 0 . 0 .0 . 0 . 0 . 0 . 0 . 0 .0 . 0 . 0 . 0 >5 . 0 /I LOCKED PAGES • • • • • • • • • • G • • >500 

'" II MlA S ASS I (".N(O , , , , , 0 , , , , c: /I BALNCE SET ~RKS , , , , , , , , , , , , , >'0 -, Mflo. MGMT CYCS/ SEC . 0 . 0 .0 .0 . 0 . 0 0 0 . 0 .0 . 0 . 0 . 0 > 10 . 0 CO WORK SET lOS/ SEC 0 . 0 .0 .0 . 0 .0 . 0 . 0 . 0 . 0 . 0 . 0 . 0 > 1.0 BAl SET SWPS / SEC . 0 . 0 . 0 .0 . 0 . 0 . 0 0 .0 .0 .0 . 0 . 0 > 1. 0 , /I ACTIVE fORKS , , , , , , , , , , , , >30 '" PG FAULT TRPS/ SEC 32 30 25 " ,. 25 27 " " 3. 53' '0 32 >50 /I MEMORY 'IRK SETS .. .. 3. " " " 3. ,. 3. ., •• • • '0 
0 /I PTVS IN USE • • • • • • 7 7 • • • '0 " >'0 0 RO SAVES PGS/SEC 15 . • D. D 10 . 0 . . 5 00. IS . I " 3 ' . 0 17 . 2 19 . 1 37 . 8 19 . • 16 . 3 

" /I SHARED PAGES 1210 2213 1529 335 1022 0 0 " 0 0 0 '.3 ,. - " SCHEO liME 3 3 , 3 , 03' 6 , • • • • • >10" 

" " SWAP SPC fREE •• •• •• . 7 .6 .. •• ., • 3 •• .5 " 7' < l OX c: " BS WO SWP WAil , • 3 , , , , , , , , , , 
CO " IDLE SWP TIME 0 0 0 0 0 0 0 0 0 0 0 0 0 n X MGMT MOl TIME . , . , . , , . , . , . , . , . , . , . , , . , > I .OX 

" PAGING TIME , • 3 3 3 3 3 , • • • 5 , > ' '''' TTY INTR CHRS/ SEC 0 0 0 0 0 0 0 0 0 0 0 0 0 > ' 0 TTY IN CHR S/ SEC , , , , , , , , , , , , , >' 00 TTY OUT CHRS/ SEC 7. 6. '0 ,. 33 J7 33 ,. " 7. ., 
7J 03' >500 /I LINE S IN USE , , , , , , , , , , , , , >60 PGS USER MEMORY 3332 2329 30 13 . 20T 3520 .5.2 ' 5'2 '5 16 '5'2 ' 5 . 2 '5'2 "2'9 '5Hi <768 /I WORK SET PGS 1"60 1379 1327 ,." 1377 " .. 1276 1239 129 1 1362 14 97 1566· 141 5 > ' 500 

" USED TIME J7 34 " " " " ,. 
" " J7 5. " " >D"" /I fORK WAKS/SEC , , , , , ". '0' , 5 • , , , >'0 " S'fS TeM UPTIME 95 . 7 77 . 8 93 . 3 95 . 0 95 . 2 95 . 7 95 . 0 '" 72 . 0 92.0 93 . 8 63 . 1 97 . 0 X AMAR elK TIM E 9' . ' 68 . 9 92 . 0 92 . 8 93 . 6 95 . ' 9' . • 97 . 3 70 . 8 89 . 7 86 . 0 60 . 01 96 . 9 

/I SYSTEM RELOADS , , • 7 • , , , • • ,. .. 
-0 

'" to 
CO 

w .., 
EXCEEDS LONG TERM l iMIT > • GREATER THAN OR EQUAL TO < • lESS TIIAN OR EQUAL 10 ------._-- CONT INUED NEXT PAGE ----------• • • 



•• • • - MUR -
'-ROM; 25 - ~UL - 82 (SUNDAY) WEEKLY TREND ANALYSIS REPORT PAGE : , V> THRU : 30- 0CT-82 (SATUROAV) -< 

TOPS20 SAMPLE SYSTEM V> 
SYSTEM: TT55 PRIME TIME : 0800 - "00 -< 

m 

'" PRINE TIME TRENO OF KEY UTILIZATION ITEMS ". 

,~ ® '" - OUAIHERLY- ". 

@ '" LAST -- TREND --
WEEKl Y WEEKLY GROWTH LINE --- ---- ITEM ------- .vG TABLE OF RELATIVE USAGE PER WEEK "G/~H ~ • CPU UTIL 75 I 8 7 7 • 7 7 • • 0 9 10 10 • 83 E Go Ie UE5 

BAL SET AO.JS/SEC . 8 ( 8 7 7 7 7 0 6 5 0 
• 00 • • .8 ERRATIC VALUES 

PGS !lEAS MEMORY 3013 ( 6 5 6 • 6 • • • • • • • 0 4298 ERRATIC VALUES 
" BACI< ONO TIME 2 (11 6 6 7 • 5 6 5 6 6 10 13 15 3 ERRATIC VALUES 

" FOllK5 BS w" IT 1 I 0 7 6 5 7 • 5 J 7 · " • • :I ERRATIC VALUES 
CONTEXT SWTS/SEC 42 ( 8 0 7 6 7 7 6 5 IJ 0 • 0 7 41 [ARAlIC VALUES 

." OSK ROS POS/ SEC 17 ( 7 7 7 6 7 • 6 5 7 · " • 7 18 [RRATIC VALUES 
aSK WRS POS/S EC 7 I 7 6 6 7 6 6 5 0 6 12 t 1 " • 8 ERRATIC VALUES to SWAP RDS peS/S EC 7(171313 5 • 5 , • 5 7 0 5 7 3 ERRATIC VALUES c: SWAP WAS POS/ SEC 5 (15 12 " 6 • 5 , , 6 7 0 6 7 :I ERRATJt V"'LUES , 

11) " BS WO RO WAIT 54 I 1 7 7 7 7 0 0 7 0 
• 10 

0 0 68 ERRATIC VALUES 
" BS WO WR WAIT 12 I 6 7 o 10 7 9 10 12 7 7 J 6 7 13 ERR ... TIC V"'LUES 

" IDLE 10 TIME 10 I 8 10 · " • 0 " 10 6 , J , 5 5 ERRATIC VALUES , , FREE MEM PGS 293 ( 4 , • 0 3 14 10 • • 0 
• IJ 

71 507 ERR"'TIC V"'LUES '" GEN FREE PGS/S EC 8 1\5 \2 " 6 0 5 5 5 6 7 0 6 7 I 4 ERRATIC VALUES 
% IDLE liME 15 I 1 • · " 0 · " " 6 , 1 , 51 II ERR ... TIC VALUES 

0 BIAS CONTROL " I 0 0 0 0 0 • 0 0 0 0 0 0 01 II [RRATIC VALues 
0 FRI( rREE PGS/ SEC . 0 I 8 0 0 0 • 0 0 0 0 0 0 0 01 . 0 ERRATIC V"'LUES :> " LOCKED PAGES 6 I 0 0 0 0 0 0 0 0 0 0 0 0 01 6 ERRATIC V"'LUES - " MTAS ASSICNEO I (10 • 0 5 • 7 J J 6 8 22 15 7 I 1 ERRATIC VALUES 
:> , BALNCE SET FRKS J I 5 5 • • 5 7 J J 8 13 25 \5 01 5 ERRATIC V"'LUES c: MEM MGMr CYCS/ SEC . 1 I • 6 • 6 6 • 6 6 6 6 6 • 61 . 0 ERR",TIC VALUES 11) WORK SET LOS/ SEC ® . 3 112 II " 6 0 5 5 5 6 7 7 5 71 . 2 ERRATIC V"'LUES C. e"'L SET SWPS/ SEC t1 . 0 I 8 0 0 0 0 0 0 0 0 0 0 0 81 . 0 [RRA'IC VALUES 

" ACTIVE FORKS J I 5 5 • • 5 7 J J 813251' " 5 ERRA'IC VALUES 
PG FIlULT TAPS/SEC 38 ( 8 7 7 7 7 0 • 6 7 10 II 10 01 38 ERRATIC VALUES 
" MEMORY WRK SETS 99 ( 6 5 6 0 • 0 0 • • • • 0 

• I 
\52 ERRATIC VALUES 

, PTVS IN USE • I 0 7 7 7 0 0 7 7 7 7 0 • 01 11 ERRATIC VALUES 
RO S"'VES PGS/SEC~10 . 9 {7 5 7 0 7 0 7 7 0 10 o " 01 12 . 5 ERRATIC VALUES 
, SHARED PAGES ~ 1535 122 27 18 

7 " 
0 0 0 0 0 0 0 

• I 
250 ERRATIC VALUES 

" SCHEO TI104E 9(817 6 7 7 6 5 " o 10 • '1 9 ERRATIC VALUES 
" S'lfAP SPC fREE 58 ( 7 7 7 0 7 0 • 0 0 0 0 • 71 61 ERRATIC VALUES 

" 8S WO SWP ", ... IT 23{151314 5 • , , 5 6 6 6 5 71 1\ ERRA'IC VALUES 
" IDLE SWP '1104E 3 (11 18 18 5 10 • 5 5 • • • , 

'I I ERR ... TIC VALUES 
" MGMT MEM T'ME , I • 7 0 7 7 0 0 0 0 

• 10 • 01 . 2 ERRATIC VALUES 
" PAGING TIME 5 I 0 7 7 6 7 0 6 0 7 \0 II 10 81 5 ERRATIC VALUES 
TTY INrR CHRS/ SEC o I 0 o 10 o 10 5 5 5 0 10 10 10 101 o ERRATIC VALUES 

TTV IN CHRS/SE C 7 I 7 0 • 7 " 
7 7 7 • • 7 0 01 7 ERR ... TIC VALUES 

TTY OUT CHRS/ SEC "80 ( 7 0 7 6 7 7 7 7 0 • 0 8 10J 663 ERRATIC VALUES 
~ 

/I l.INES IN USE 45 ( 8 0 0 7 7 7 7 7 0 • • 7 '1 50 {RRATIC VALUES 

'" PGS USER MEMORY 3001 ( 6 5 6 0 0 • 0 • • • • • 81 4292 ERRATIC VALUES to 
11) 

PREDICTIONS ARE ONLY MADE USING MONTHLV D ... T ... . -GIVEN THE CURRENT TRENO. THERE IS A 90',11: CHANCE TllIIT TIlE ACTUAL VAlUES Will FALL WITHIN THE PREDICTED RANGES . , 
UNCI/ANGING VALUES ' REfeRS TO RELATIVELY CONSTANT VALUES . ERRATIC V"'LUES : RErERS TO THE LACK OF A StRONG LINEAR PATTERN IN THE DATA . W 
•• E~CEEDS LONG TERM LIMIT > • GREATER THAN OR EDUAL TO < • LESS T""'N OR EDUAL TO --- --- ---- CONTINUED NEXT PAGE ---------- '" 



• ""AR • 
FRO"' : 2S · ,JUl · 82 (SUNOn) WEEKLY TREND ANAl VSIS REPORT P AGE : • V> 
THRU : 30·0CT - 82 (SATUROAV) -< 

rop S20 SAMPLE SYS TEM V> 
SYSTEM : TTSS PR IME TIME : 0800 • "00 -< 

on 

'" PRIME TIME TREND or KEY UTiliZATION ITEMS .. 
'" ·QUARTERLY · .. 
'" FIRST lAST . . TREND -. 

WEEKl Y WEEKLY GROWT H lINE . _ . .... ITE'" •••••• • .vO TABLE or RELATIVE USAGE PER WEEK AVO / NONHt '" 
/I WORK SET I'GS 3426 , 5 7 0 , 0 9 • • • 0 0 0 ) 4922 ERRATIC VALUES 
" USED T IIAE " 0 7 7 • 7 0 , , 0 9 10 10 .) 70 ERRAT I C VALUES 
/I rORK WAKS/ SEC • , , , 0 , , , '26 7 , 6 7) to ERRATIC VALUES 

" SYSTE'" UPTIME 100 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0) 99 8 ERRA(IC VALUES 
-n " AMAR ClK TI ME 100 . 0 0 7 0 0 0 0 • 0 0 0 7 5 0) 98 . 2 ERRATIC VALUES 

/I SYSTEM RELOADS 0 
<0 

0 • • " 0 0 0 0 o t 9 15 3 1 0) 2 ERRATI C VALUES 

C , 
CD NON· PRI"'E TIME TRENO or KEY utiliZATION 11EMS 

· QUART ERl y . , 
FIRST lAST -. TRENO - . m 

WEEKl v WEEKLY GROWTH tiNE ..... _. ITEM .--- • •• .VO TABLE OF RELAtiVE USAGE PER WEEK AVG /MONTH 'IT 
0 
0 • CPU UTil 44 ( 8 7 , 0 6 • 7 6 • o " • . ) 50 ERRATIC VALUES 
::J SAL SET AO,JS/ SEC . 5 ( 8 7 6 , 0 9 0 6 9 7 " • . ) . 6 ERRATIC VALUES - PGS REAS "'EMORY 3338 ( 6 , 0 0 7 • • 9 • • • 0 .) 4522 ERRATIC VALUES 
::J " BACK GND TIME 3 { 20 • • 5 • , • , • • 10 13 18 J 3 ERRATIC VALUES 
C /I fORKS 8S WA IT o ( 0 7 6 0 7 7 6 5 • 0 " 00 0) o ERRATIC VALUES 
CD CONTEXT SW TS/ SEC 17 [ S 5 , • • 27 " • • 0 7 0 5 ) 17 ERRAtiC VALUES Cl CSK ROS paS/SEC 18 [ 8 0 7 7 7 • 7 

7 " 
o 10 0 7 ) 15 ERRATIC VA LUES 

CSK WAS PGS/ SEC o ( 0 0 • 7 0 6 7 7 " • • • 7 ) 7 ERRATI C VALU ES 
SWAP ROS PGS/SEC o r II " • 0 0 6 6 6 • 7 0 0 7) 0 - 0 . 04 7,4% 
SWAP WRS PGS/SEC o ( 0 • 7 7 7 • 7 , • 7 10 10 0) o ERRATIC VALUES 
" 8S WO RO WA IT 4 7 ( 8 7 0 • 6 0 0 6 0 

7 " • ') ,48 ERRATIC VALUES 
" 8S WO WR WAIT 35 [ 7 0 • • • 0 o 10 6 • • 7 7) 36 ERRATIC VALUES 

" IDLE 10 TIME 13 ( 9 0 7 7 7 6 0 7 10 7 • 0 7) 10 ERRATIC VALUES 
/I FREE "'EM PGS 2129 [ 6 , 5 0 , 9 9 9 • 9 • 0 .) 3320 ERRATIC VALUES 

GEN FREE paS/ SEC 1 ( 0 0 7 7 7 7 7 , 9 0 10 to 0) 1 ERRAT I C VALUES 
" IDLE II ME 43 ( 7 8 to 10 9 7 o 10 , 0 • , 7 ) 40 ERRATI C VALUES 

81AS CON IROl 11 ( 8 0 0 0 0 9 0 0 0 0 0 0 0) 11 ERRATIC VALUES 
FRK FREE PGS/ SEC . 0 ( 8 0 0 0 0 0 0 0 0 0 0 0 0) .0 ERRATIC VALUES 
/I lOCKED PAGES , ( 0 0 0 0 0 0 0 0 0 0 0 0 0) 6 ERRATIC VALUES 

/I MlA S ASS IGNEO 1 ( 9 0 0 0 7 0 , , 0 0 " 7 9 ) I ERRATIC VALUES 
/I BAlNCE SE T rRKS o ( 0 7 5 5 , 0 7 5 9 0 .. 00 0 ) I ERRATIC VALUES 
"'EM MGMT CYCS/SEC .0 [ 8 0 0 0 0 0 0 0 0 0 0 0 0) .0 ERRATIC VALUES 
WORK SET lOS / SEC . 0 [ 8 0 0 0 0 , 0 0 0 0 0 0 81 .0 ERRAtiC VALUES 
BAl SET SWPS/SEC .0 ( 8 0 0 0 0 0 0 0 0 0 0 0 0) .0 ER RAti C VALUES 

." /I ACTIV E rORKS 0 ( 0 7 5 5 0 9 7 5 9 o " 00 9 ) 1 ERRATIC VALUES 

'" PG FAULT TRPS / SEC 32 I 8 7 , 6 7 6 7 6 00 9 13 10 0) 32 ERRATIC VALUE S '" CD 
PREDICTIONS ARE ONLY MADE USING MONTHlV OATA . 
GIVEN THE CURRENT TRENO . THERE Is A ~ CHANCE THAT THE ACTUAL VALUES WILL FALL WIlHIN litE PR EOI ClEO RANGES . , 
UNCHANGING VAlues : REFERS TO RELATI VELY CONSTANT VALUES. ERRATIC VALUES : REFERS TO THE lACK OF A ST RONG liNEAR PAITERN IN THE DATA . W 
•• EXCE EDS lONG TERM liMIT > • GRE AtER THAN OR EOUAl TO < • lESS THAN OR EOUAl TO ._ . ....... CONTINUEO NEXT PAGE ._ ...... . . m • • • 
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- AMAR -FROM; 25-~l ' 82 (SUNDAY) 

V££KlY TRENO ANALYSIS REPORT THRU : 30-DCT - 82 (SATURDAY) 

TOP520 SAMPLE SYSTEM 
SYSTEM ; TT5S PRIME TIME : 0800 _ 1700 

NON-PRIME TIME TREND OF KEY UTILIZATION ITEMS 

r lAST - OUARTERlY -
LAST -- TRENO __ WEEkLY 

WEEklY GROWTH LINE ------- ITEM --- ___ • OVG TABLE OF RELATIVE USAGE PER W[[K live / MONIH '" II MEMORy Will( Sets 45 r 8 7 7 9 9 9 7 • 7 , , 9 7 I ·0 ERRATIC VALUES II PTYS IN USE 8 I , , 7 7 7 7 7 7 8 8 8 9 t OJ 't ERRATIC VALUES RO SAVES PGS/SEC 15.4 [ 8 5 5 , 5 8 • 5 9 10 19 to 81 16 . 3 ERRATIC VALues II SHARED PAGES 1210 ('93524 5 ,. 0 0 0 0 0 0 , 01 26 ERRATIC VALUES ,; SCHED TIME , I • • , , 5 22 II , 7 • 8 8 71 .4 ERRATIC VALUES % SWAP SPC FREE 84 I 8 8 8 8 8 , 8 B B B , B 7 1 79 ERRATIC VALUES " 85 "0 SWP 10'.0, IT 3 (11 " 9 • • • • • B • 7 B BI 2 ERRATIC VALUES " IDLE Slitp TIME o [I I " 11 5 B 5 • G 9 • 7 • 5 1 0 ' 0.04 99% " MGMT MEM 11"'[ . t [ 8 7 7 8 B 9 9 9 9 9 9 10 91 . I ERRATIC VALUES " PAGING TIME , I B 8 • • 7 • 7 
• 11 9 " 9 7 I .4 ERRATIC VALUES TTY INTR CHRS/SEC o I B B B B , , , B B B B B BI o ERRATIC VALUES TTY IN CHRS/sEC 2 r 7 t4 , 7 • , 11 " 7 • • 9 ' 1 I ERRATIC VALUES TTY OUT CHRS/SEC 78 (10 9 5 • • • , 5 

• 10 8 10 181 133 ERRATIC VALUES " LINES IN USE 2 ( 8 10 B • • 7 • 7 7 B 8 10 101 3 [RRATIC VALUES PGS USER MEMORY 3332 ( 6 , • B 7 9 9 9 9 9 9 B 91 ~516 ERRATIC VALUES " WORK SET PGS 1460 ( 8 B 7 8 B B 7 7 7 B 8 9 81 1415 ERRATIC VALUES ~ USED T1'4E 37 r 8 7 • • • 8 7 • 9 
B " 9 91 43 ERRATIC VALUES " FORK WAKS /S EC 2 I 1 2 2 2 2 52 20 1 , , 2 , 11 2 ERRATI C VALUES ~ SYSTEM UPIIME 95 .7 ( 8 7 B B B B 8 B • B B 5 81 97 .0 ERRATIC VALUES ~ AMAR CLK TlIotE 9' . ~ ( 8 • 8 , B B B 9 • B B • 91 96 . 9 ERRATIC VALUES ' SYSTEM RELOADS , I • 7 7 10 5 1 , , 

5 II 22 19 1) I ERRATIc VALUES 

• 
PAGE : • 

-0 .. 
'fil 

PREDICTIONS ARE ONLY IotADE USING MONTHLY DATA. ~ 
GIVEN THE CURRENT TREND. THERE I S A 90X CHANCE TIIAT THE ACTUAL VALUES WILL FALL IoIITHIN TIlE PREDICTED RANGES. ....., 
UNCHANGING VALUES : RHERS TO RELATIVELy CONSTANT VALUES . ERRAliC VALUES REFERS TO TliE LACK OF A STRONG LINEAR PATTERN IN TlfE DAtA • 
• • EJ(CEEDS LONG TERIot LIIotIT ,.. GREATER THAN OR EOUAL TO <. LESS THAN OR EOUAL TO 
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1.3.2.2 Monthly Trend Analysis Report -

The Monthly Trend Analysis Report is almost 
Weekly Trend Anal ysis Repoct ( refer to the 
Major differences are: 

All averages are monthly averages. 

ident ica 1 to the 
previ ous sect ion). 

All dates on the report refer to the fiscal month ending 
date. 

At most 12 months of data are reported . 

The format of the first header line (A) for the PRIME TIME 
AVERAGES OF KEY UTILIZATION ITEMS table indicates the number 
of fiscal weeks In each particular month . For example, the 
month ending OCT 2 (8 ) contained fi ve weeks and was the 
th i rd month in the first quarter (Q1 M3W5 ) . 

The trend analysis section of the report, beginning on page 
4 of this sample (refer to Figure 1-6 ), wi 11 contain 
predictions if at least 6 months worth of monthly data is 
present in the database . 

Predict ions follow the TREND LINE FIT column. Pred ict ions wi 11 

• 

NOT occur if a tend is not present. If no trends exi st, as in e 
this example , ERRATIC VALUES wi 11 be printed under the 
GROWTH/MONTH and TREND LINE FIT columns. If a trend Is present , 
a range of values where the itemls average i s expected to fall 
within 6 months (C) and then with in 12 months (D) would be 
listed. An underl y ing assumption in these predictions Is that 
the current li near trend would continue. If that were to occur, 
there would be a 90% chance that the I tem's actual averages would 
fall within the predicted ranges. Only the past usage history of 
the machine is taken into account, not the future plans of the 
computer center or its users . For example, assume % CPU UTIL was 
expected to grow to between 90-100% by the end of si x months. If 
the computer center were to move users to another machine, this 
percentage might decrease . If severa l new applications were 
added, the percentage might increase more rapidl y . Note that 
some items, such as WORK SET LOS/ SEC, show widely varying index 
numbers (F) while the actual averages are almost always close to 
or equa 1 to O. This occurs because the index numbers are 
computed using higher precision values In the database records . 
The report values are usually rounded to a lower precision thus 
masking some of the variation. 

The next column, PREDICTED PERIOD WHEN LONG TERM LIMIT REACH ED 
(G), gi ves the month or range of months when the confidence 
Interval around the trend line exceeds (i f it Is a high l imit ) or 
falls below (i f it is a low l imit ) the long term limit, not when 
an indi vidual average exceeds or falls below the limit. The • 
confidence Interval denotes the edges of a band around the trend 
line where 90% of the averages fall . Again, since no items in 
this example show a trend, the column is blank . Had there been a 



• 

• 
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trend, dates in this column (HI would have been given in the 
format yymmm where yy is the actual calendar not fiscal year and 
mmm is the month . The comment, ALREADY BY, would mean that the 
long term limit had already been exceeded . NONE LIK ELY would 
mean that the trend line was below a high long term limit or 
above a low long term limit and diverging away from it. 
Predictions are not made further than 2 years out . If the trend 
line is expected to exceed the long term limit sometime after 2 
years have elapsed , the comment AFTER 24 MO will be printed. The 
final column on this page specifies the long term limits. 
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1. 3.3 'Typical Day ' Report 

The ' Typical Day' Report can be generated weekly or monthly. The 
format of the report is identical for both the weekly and monthly 
versions , only the summary level of the data varies Iweekly 
averages on the weekly report; monthly averages on the monthly 
report . I A monthly report is used as a sample here . 'Typical 
day' Reports are produced in pairs. The first report in the pair 
Ishown In Figure '-7 1 represents an average workday by combining 
data for Monday thru Fr iday, excluding holidays, of the 
week/month. The other report Inot shown I combines data for 
Saturday, Sunday, and any holidays In the week/month. The method 
of reporting data in the ' Typical Day' Report corresponds most 
closely with the method of retaining and reporting on data in 
Workload AMAR. That is, all 24 hours in the day are represented 
and the breakdo\'Jn is not by prime vs. non-prime t i me but by 
weekday vs. weekend and holiday . 

The 'Typical Day' Reports are intended primari Iy to aid in load 
leveling machine usage. These reports show "typical" slack 
periods Iwhere users could get more work done I and "typical" busy 
per iods (where resources are at a prem ium and performance may be 
poor. I By using the 'Typical Day' Reports In conjunction with the 

• 

corresponding workload reports, data center management can select • 
the appropriate work to shift to less busy periods and thus make 
better use of system resources wh i Ie improving overall thruput of 
the machine . 

You should be aware, however, that the 'Typical Day' Reports 
intentionally smooth out the random day- to-day variat ions. They 
may also mask certain systematic var iations such as a heavy 
processing day once a week Ifor example,the day before the 
payro II I s due I or a heavy process I ng Vleek once a mon th I for 
example, a monthly financial closing. I To identify patterns such 
as these, you should check the Weekly or Monthly Utilization 
Reports or the Weekly Trend Analysis Report. 

The contents of the 'Typical Day' Report d i ffers from that of the 
Da ily System Utilization Report In the following areas Irefer to 
the section on the Daily System Utilization Report for a 
description of the major report features and the formatl: 

The 'Typical Day' Report contains a header IAI surrounded by 
dashes which identifies the report and denotes whether it 
represents data for weekdays IBI or weekends and holidays. 

On the 'Typical Day' Report, there is no 
showing free space today, yesterday, 
there is no list of periods of downtime; 
reloads is not gi ven. 

list of disk packs 
and the difference; 
and the number of 

Hourly values on the 'Typical Day' Report are computed by 
averaging the values of the corresponding time period from 
each of the days In the reporting interval. For example, on 

• 



• 

• 

• 
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page 4 of the sample report, the value for # ACTlVE FORKS 
(C) for 10:00 AM is computed by averaging the 10 :00 AM 
values for each Monday through Friday (minus holidays ) in the month . 

NO. OF HOURS KEY lTEMS OVER LlMlTS (0 1 on page 1, 
OVER LlMlTS (E) on page 4. and #HOURS OVER LlMlTS 
on page 4 refer to the tota 1 for the" typica 1" day 
total during the period measured. 

# lTEMS 
(FI a l so 
not the 

Long term iGI rather than short term thresholds are used . 
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"tAU : 30-0C T 82 (SATUAO"Y) 

TOPS20 SAM.PLE SYSTEM 
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®I THI S REPORT REPAESENTS AN AVERAGE DAY 
OBTAINED BY COMBINING DATA FOR 
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FROM : D3 "OCT - 82 (SUNDAY, 
THRU: 30-0CT - 82 (SATURDAy) 

-------AVERAGf- - ___ X PAGING 
TIME 

----PRIME TIM£ --- __ • ---NON - PRIME TI~E- - • 

• AMAR 
NONTHLY 'TYPICAL OAY' SUMMARY REPORT 

TOPS20 SAMPLE SYSTEM 
SYSTEM ; TTSS PRINE TU"E : 0800 _ 1700 

- -- - ----- -- --- -- - - - SUMMARY OF KEY UTILIZATION ITEMS __ ___ _____ __ ____ _ 

Pc FAUlt CONTEx.r SWAP RDS SWAP WRS 051< RDS 051< WRS # NUS TRPS/ SEC SWTs/sEC PGS/ SEC PGS/ SEC peS/SEC PGS/ SEC ASSIGNED ., .. , , 
" 00 55 2S 0 

" " 

• 

• FREE pes USER 
MEM pas MEMORY 

." 4470 
3218 4529 

• 
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FROM . 03 ' ocr - 82 (SUNDAY) 
lHRU : 30 ' OCT - 82 CSATUROAY) 

EACH. 
EACH t 

PR08lEM PERIODS 

kEV ITEM OVER WATCHOOG liMIT 
OHlER ITEM OVER LIMIT 

(SEE THE FIRST PA GE or DETAIL REPORT) 
(FOR HOURLY AVERAGES or KEY ITEMS) 

AMAR 
MONTHLY 'TYPICAL DAY ' PR08lEM REPORT 

TOPS20 SAMPLE SYSTEM 
SYSTEM : TtSS PRIME TIME : 0800 • 1700 

EACH P 
EACH N 

PROBLEM RESOURCES 

PRIME HOUR WHEN THE ITEM WAS OVER THE WATCliDOG LIMIT 
1 NON - PRIME HOUR WHEN THE ITEM WAS OVER liMIT 

PAGE : 3 

---- - HOUR -· ·· - -·-- NO . OF ITEMS' · ---- - -- I TEM -- -· --·_ ·---NO . OF HOURS---- - --- • _____ __ _____ _ COMMEN1S _ __ ___ ______ • _ __ • __ _ 

00 : 00 
0 1 : 00 
02 : 00 
03 :00 
04 : 00 
05:00 
06 :00 
07 :00 
08 : 00 
09 : 00 
10:00 
11 :00 
12 :00 
13 :00 
14 : 00 
15 :00 
16 :00 
17:00 
18 : 00 
19 :00 
20 :00 
21 :00 
22 : 00 
23 :00 

0 1 : 00 
02 : 00 
03 : 00 
04 :00 
05 : 00 
06 : 00 
07 :00 
08 :00 ..... 
09 : 00 ·tt 

10 :00 ..... f 
1 1:00 ·····f. 
12 ' 00 •••• • •• t 
13 ' 00 •••• 
14 : 00 . ..... 
15 00 ...... 
16 :00 ••••••• 
17 :00 
18 : 00 ••••••• 
19 : 00 •• 
20 :00 •• 
21 :00 
22 : 00 
23 :00 
24 ' 00 •• 
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UPTIME 

PRI ME TIME 
NO N- PRI ME TI ME : 
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" TIME 
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• • • • • - ANAR -FADM : DJ - OCT - 82 (SUNDA Y) 
MONTHLY 'TYPI CAL DAY' DETAIL REPORT 

PAGE : • V> 
THRU : 30 - 0CT - 82 ( SATURDA Y) 

® 
-< TOPS2Q SAMPLE SYSTEM 
V> SYSTEM : 1155 PRINE TIN£ : 0800 - , 7()() -< 

'" " ITEMS 3: --------------------------- --- KEY UTILIZATION ITENS 
--- - --- - ------- -- --- - -------- - ---- - ---- - OVER LIMITS 

» " ACTI VE /I MEMORY II FOAKS SAL SET " LINES " FORI( X IDLE X USED X BA Ck X SCHED THIS ALL 3: 
» 

PERIOD fORK S WAK SETS BS WA IT AO,JS / SE C IN USE WAKS /SEC TINE TIME GNO TINE TIME PAGE PAGES 

'" 00 : 00 01 : 00 " 0 . 7 2 2 27 5. 2 5 01 : 00 0 2:00 " 0 . 7 2 2 " 50 2 • 02 :00 03 :00 ., 0 . 6 , 2 34 52 2 A 03 : 00 0 4 :00 ., 0 •• 2 2 32 56 2 A 04 :00 05 : 00 ., 0 •• , 2 3 • A. 2 A 05 : 00 06 : 00 .. 0 . 7 , , 2. 55 2 5 06:00 0 7: 00 A. 0 . 7 2 2 27 5. 3 A 07 : 00 08 : 00 '7 0 •• • 2. 30 53 3 7 3 08 :00 09 : 00 • 035 , •• 37 • 7 7. 3 • , 3 
~ 09:00 10 ; 00 " @ OS. 2 • •• 55 " A 7' 3 " 3 G <0 10:00 II : 00 " C '.5 2 • '-0 5. " , .3 3 " A 7 C 11:00 12 : 00 " ". 2 '-0 .. '0 2 .2 2 " A 8 
., 12 :00 13 ; 00 7 '35 2 . 8 ., • ' 0 ,. 2 8 2 A '" 13:00 14 :00 • OS. 2 .8 A8 " " •• 2 • A '4:00 15:00 • ' . 5 2 •• 52 ' 0 " •• 2 • , • , 15 : 00 16 :00 7 ... 2 •• 50 • 7 76 2 00 3 7 
..., 16 : 00 17 :00 5 035 , •• 3. • " 72 2 • , 17 :00 18 :00 3 6. 2 •• " G 7 73 2 00 3 7 0 18 : 00 19 : 00 2 SO , •• 7 • " .. 2 8 2 0 19 : 00 20 :00 ., 0 . 6 • • 33 50 2 • 2 :J 20 :00 21 : 00 '0 0 . 6 3 3 32 " 2 • ~ 21 : 00 22 :00 , 36 , •• 3 3 " 6 , 2 7 , :J 22 : 00 23 : 00 2 37 •• 2 3 " GO 2 5 , C 23 : 00 24 :00 2 '0 •• 2 2 • 73 3 6 2 '" Q. 

- -- -PRIME TINE --- __ 

AVERAGE VALUE : 8 "2 2 •• .. '0 7 76 3 00 
LONG TERN LIMn : >30 NONE >2 >1 . 0 >60 >20 " 0< >9Ol< >5% " 0< 

% TIME OVER LIMIT : "8 . 6% 82 . 7~ 30 . 1% 8" . 0% 22 . 4% 52 . 2% 
N HOURS OVER LIMIT : 7 2 6 , .. .. ® 
--NON - PR IME TIME ---

AVERAGE VALUE : A6 . 7 A , 25 " 2 6 

"'"'@ ~ 
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1.3.4 Disk Reports 

Disk Reports can be generated dai ly, ,;eekly, or monthly. The 
formats are identical, only the length of report period varies. 
A Monthly Disk Report is used as a sample here. Refer to Figure 
1-8. The Disk Report provides the following features: 

All disk related information is presented in one place for 
ease of analysis. 

System ~I ;de informat ion such 
rate, etc . , is broken out 
information such as mount time, 
writes, etc. 

as system uptime, swapping 
from individual disk pack 

free space, read, seeks, 

Data is organized by logical pack name for ease of 
reference. 

Mount time and in use 
both in hours and 
measured time. 

time are provided and are expressed 
minutes and as percentages of AMAR 

The Disk Report is separated into three sections a General 
Usage Summary and Prime/Non-prime Time Pack Summaries. The 

• 

format for the report header is the same as that of the Trend • 
Analysis Report. Please refer to that section for a description. 
The General Usage Summary follows the report header and is 
located in the upper left hand corner of the first page. The 
con tents of the Genera 1 Usage Summary are fixed. Tha tis, it 
always contains the following information: 

The number of hours (A) 
reporting period (prime 
assuming the system was up 

theoretically available in the 
time followed by non -prime time) 
24 hours a day. 

The number of hours and minutes the system was detected by 
AMAR as being up (8). This time may not be 100% accurate If 
the system came up and then went down again before AMAR was 
restarted. This time wi 11 a lways represent the minimum 
uptime possible, i.e., the actual uptime may be greater than 
that shown here. 

The number of hours and minutes AMAR measured the system 
(e). This time should always be accurate. 

The total number of disk pages read per second system-wide 
(D) . 

The total number of disk pages 
system-wide IE). 

wri 1 ten per second 

The total number of swap reads per second (F) during the 
reporting period. • 



• 
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The tota 1 number of swap vJri tes per second IGI during the 
reporting period. 

The average percent of swap space lef t IHI during the 
reporting period . 

The Prime Time Pack Summa ry follows the General Usage Summary. 
The first column III gives the logical pack name. Packs are 
listed in alphabetical order, one line per pack. 

Follo"ing the pack name is a pair of columns, TOTAL TIME IHH:MMI 
MOUNTED-IN USE, which sho" the total time, in hours and minutes, 
that the pack was mounted lui and "in use" IKI . A pack is 
considered "in use" during a minute if at least one page is read 
from it or written to it during that minute. The disk report 
will also include physical unit information if it is collected 
and specified in the RFD fi le. The next pair of columns, % OF 
TIME MOUNTED-IN USE, expresses mounted time ILl and "in use" time 
IMI as a percentage of the time AMAR measured the system not the 
system uptime . The values in these two pairs of columns may be 
anywhere frem 1% to 3% low because they are based on an assumed 
sample count of 60 samples per hour. In actua l practice, 
slightly fewer samples may occasionally be taken, especially if 
the machine is very heavily used. 

The single column, % MOUNTED TIME IN USE INI, gives the percent 
of mounted time that the pack was actually being used. It is 
derived by dividing the first "in use" time IKI by the mount time 
lui. This is a better indication of how heavi ly a pack is being 
used than the "in use" percentage IMI which is based on the whole 
period of measured time regardless of the mount status of the 
pack . If a pack is mounted a large percentage of the time and in 
use a relatively small percentage, it is important to know 
whether that usage occurred in one chunk or was scattered 
throughout the reporting interval before attempting to free up 
the spindle. This can be determined by examining the hourly 
averages for the period In question with the AMARON Online 
Inquiry Program . 

The remaining columns (PI in t he Prime Time Pack Summary are 
items directly measured by AMAR and selected for display on this 
report via the xxxxDR.RFD fi le. For a definition of these items 
please refer to the Appendix called "System AMAR Item 
Def in; t ions". 

The Non -prime Time Pack Summary follows the Prime Time Pack 
Summary and is identical in format to it. 

1 - 51 
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V> f ROM: 03 - OC T- 82 ( SUNDAy) MQNTlIl Y 0 1 SK REPORT 

PAGE : • -< THIW : 30-0C T - 82 (SATUROAY) 
V> 

TDPS20 SAMPLE SYSTE M ~ 

SYSTEM, TTSS PRIM ( liME : 0 800 - " 00 '" '" G( N(RA l USAGE SUMMA RY 
l> 

PR IME NON -P RIME '" l> 
TIME liME " 

~IOUR S THEORE TI CAllY AVAI LABLE 180'00 ..,oo--0!(aj 
~~ : MM SYSTE M WA S UP 163 22 42523_ B 
HU : NM AM AR MEASURED TUE SYSTEM 153 · 22 409 ' 29 C 

DSK ROS PGS/SEC " ;~ DSK WRS PGS/ SEC ' 0 • '"r SWAP ROS PGS/ SEC , o ~t-SWA P WR S PGs/sec @ , 
o ~ % SWAP SPC fREE - 1/ 

PRIME TIME PACK SUMMAR Y ® 
PA@NAME 

TOTA L TIME( HH; MM) % Of TIME • MOUNTED PACK PACK PACK PACK 
MO~O -

IN@O MOUtTI ~ I<3JE JIME0USE fRE E SPC ADS/SEC SEKS/SEC WRS/SEC 

~ ACC T 0 6 . 00 - ". 0 0 0 -. ,"0 0 Hit ' SI - 14S' 13 99% - .5' ••• lO' • 5 • '" C ARD2 0 9 : 30 - 0 , 05 .. - 0% .. ... 0 0 0 , AROBAKO 128 ' 58 - 2 1 , 47 8 4% - '" ", , .. 0 0 • m AROBAKI 178 ' 58 - 19 ' 00 84% - ". .,. 0 0 • cu' 0 12 ' 45 - I. 13 ., - •• ' 0% ". • 0 0 - OSKR 0 15 1 ' 5 I 98 ; 35 '9% - ••• ... .0% • 0 • , -
CO OSKT 0 l SI " 8 - ." 13 99" - .,. .,. , .. , • 0 OSKT • l S I ' 48 - 143 ; I S 99% - . ,. ••• , . • , 

OSKW 0 15 1 : 5 1 - 123 : 20 99% - . 0% .. , ". , • • '" 0 15 I : 48 - 60: 47 99'.' - ' 0% ' 0% , .. • 0 0 KlAO 0 0 : 20 : 0 : I S 0% - 0% ,,. 52' • 0 0 ." 0 15 ' : ~ 1 - 123 : 07 99" - .0% .. , .,. • • • PS 0 15 1 : 06 - 149 : 59 99~ - ••• .. , ". " , .. 
PS • I S I • 5 1 - 150 : 4 3 99" - ••• ••• , , • TE ST I 0 12 : 29 - 8 . 32 .. - •• • •• s,. 0 0 • TE ST I • 12 : 29 - 1 : 2 I .. - .. ... 0 0 , 
TESTl 0 12 : 14 - . " .. - .. ". ,,. 0 0 , 
TE ST3 0 78 . 45 - 18 : 22 5 1% - ". ,,. 

'0% 0 0 , 
USAT 0 " I 48 - 69 ; 4 6 ... - ". • •• , .. 0 0 0 USRT • l S I : 48 - 67 : 5 1 99% - ... .,. 0 0 0 

NON - PRIME TIM E PACK SUMMARY 

TO TAL TIM E(HH : MM) % OF TIME • MOUNT ED PACK PACK PACK PACK ~ 
PACK NAME MOUNTED - IN USE MOUNTED - IN USE TIM E IN USE FRE E SPC RDS/SEC S(KS/S(C WR S/SEC '" '" •• m ACC T 0 173 : 3 1 - 0 : 53 42% - 0% .,. 

0 0 0 '.0 0 406 : 20 - 'D. " ... - ••• SO, '0% 5 • • -AR0 2 0 .. I ' 5 1 - 0 ' 12 ' 0% - 0% 0% ••• 0 0 0 • ARDOAKO 33 I : 5 1 - 9 : 29 8 1% - " 
,. 

'0% 0 0 0 
(]I 

'" AROBAK I 33 1 : 5 1 - 10 : 27 8 1" - ,. ,. 0 0 0 
----- ---- - CONTl NU( D NEXT PAGE --- --- ----• . . . • . . • 
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FROM : 03·0CT·82 ( SUNDAY) MONTHLY DISK AEPORT 
THRU ; 30-0CT · 82 (SATUROAY) 

TOPS20 SAMPLE SYSTE M 
SYSfE N: Trs s PRIIoIE TINE : 0800 - 1700 

NON·PRINE TINE PACK SUMMARY 

TOTAL TlNE"lt : IoIM) ~ OF TIME • MOUNTED PACK PACK PACK NAME MOUNTED IN USE MOUNfED IN USE TIME IN USE FREE SPC ROS/SEC 
CHECKOO 0 : 58 0 : 26 "" "" ... .,. 0 CHECKOI 0 : 36 0 : 13 0' "" , .. 0 CU' 0 "6 . "0 1: "6 ". "" <, OS, 0 DSKR 0 406 : 20 149 : 53 ... '" '" ." , aSKT 0 405 : 53 105 : 02 ••• 2.' 2.' ". , a SKT , 405 : 29 123 : 24 ... ''''' ''''' I ~ aSK'll 0 405:58 168 . 42 ... ". ". '" , 

<0 JRA 0 406 : 20 20 : 24 ... " 5' ,,, , 
C MAP 0 406: 20 41 : 00 ... 10< '0< ". , ., P, 0 406 : 20 245 ' .. 6 9.' .0' .0< , .. I <1> P, I 406:20 240 : 08 ... '" 5.' I feST I 0 18 : 16 6 ' 36 •• " , .. ... 0 , feST I , 18: 16 2:09 •• '. ". , co fEST2 0 18 : 52 0 ; 52 5' "" .. ". 0 fEST3 0 198:06 8 : 04 ••• " ., 

'" 0 0 
USRT 0 406;20 33 : 09 ••• •• •• , .. 0 0 USR T I 406 : 20 33 : 29 9.' •• •• 0 ::J -

::J 
C 
<1> 
"-

PACk 
SEKS/SEC 

0 
0 
0 , 
0 
0 , 
0 
0 , 
0 
0 
0 
0 
0 
0 
0 

PACk 
WRS/SEC 

" 0 
0 , , 
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0 
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0 
0 
0 
0 
0 
0 
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1.3.5 Tape Reports 

Tape Reports can be generated dai ly. weekly. or monthly. The 
formats are identical. only the length of the repert period 
varies. A Monthly Tape Report is used as a sample here. Refer 
to Figure 1-9 . The Tape Report provides the following features: 

All tape related information is presented in one place for 
ease of analysis. 

Data is organized sequentially by tape drive number for ease 
of reference. 

Mount time and in use time for individual drives are 
provided and expressed both in hours and minutes and as 
percentages of AMAR measured time. 

• 

The Tape Repert is similar to the Disk Report. The Tape Report 
is separated into three sections - a General Usage Summary and 
Prime/Non-prime Time Tape Summaries. The format of the report 
header Is identical to that of the Trend Analysis Repert. Please 
refer to that section for its description. The General Usage 
Summary follows the repert header and is located in the upper 
left hand corner of the first page. The General Usage Summary • 
always contains the following information: 

The number of hours (A) theoretically avai lable in the 
report period (prime time followed by non-prime time). 
assuming the system was up 24 hours a day . 

The number of hours and minutes AMAR detected the system as 
being up (6). This time may not be 100% accurate if the 
system came up and then went dO'1n aga in before AMAR was 
restarted . This time wi 11 always represent the minimum 
uptime possible. i.e .• the actual uptime may be greater than 
that shown here. 

The number of hours and minutes AMAR measured the system 
(e). This time should a lIvays be accurate. 

The average number of tape drives assigned (D) during the 
reperting period. 

After the General Usage Summary comes the Prime Time Tape 
Summary. The first column (E) gives the drive number. Orives 
are listed sequentially. one line per drive . Following the drive 
number is a pair of columns. TOTAL TIME (HH:MM) ASSIGNED - IN USE. 
y)hlCh shows, in hours and minutes, the total time that tapes were 
assigned to the drive (F) and actually were "in use" (G) on the 
drive. A tape drive is considered "in use" during a minute if at 
least one frame of data is read from it or written to it during • 
that minute. The next pair of columns. % OF TIME ASSIGNED - IN 
USE. expresses assigned time (H) and "in use" time ( I ) as a 
percentage of the time AMAR measured the system not the system 
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uptime. The values in these two pairs of columns may be anywhere 
from 1% to 3% 10\·! because, as in the Disk Report, they are based 
on an assumed sample count of 60 samples per hour . In actual 
pract ice, sl ightl y fewer samp les may occas ionall y be taken, 
especiall y if the system is very heav i ly used . 

The column, % ASSIGNED TIME IN USE (ul , g ives the percent of 
assigned time that a tape was actuall y being used. It is der ived 
by di v iding the first " in use" time (GI by the assigned time (Fl . 
This percentage can quickl y indicate how much of the time dri ves 
may ha ve been left ass igned unnecessar i ly. 

The final column, TAPE PGS / SEC (KI , g ives the transfer rate on 
each dr ive expressed In equ iva lent disk pages (512 words per 
page l per second. This page s ize i s Independent of any actua l 
physical block s ize on the tape. 

The set of three columns wh ich are underneath those Just 
described provi de informat ion on simu l taneous tape usage. The 
data can be used to determine whether or not more dr ives are 
needed or if any excess dri ves can be elim inated. The f i rst 
column (LI gi ves the poss ible number Of dri ves which cou ld be 
ass i gned at one t i me. This number wi ll vary from 0 to the 
ma xi mum mumber on the system. The next co lumn (M I g ives the 
percentage when exactly 0 , 1, 2, etc . dr ives were ass igned. The 
last column (N I gi ves the cumulat ive percentage of ass igned 
dri ves , i.e. , the percent of t i me when at most 0, 1,2, etc . 
dri ves were assigned. In th is sample, it can be seen that during 
prime time there were no dr ives in use more than half (55%1 of 
the time (PI . 

In computer centers where tape dri ves are shared between systems 
vi a dual porting, you should check both sets of Tape Reports in 
order to correctly anal yze dri ve usage . 
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FROM : 03 - 0CT - S2 (SUt-«)AY) 
THRU : 30- QCT- 82 (SATURDAY) 

"MAR 
MONH1L't TAPE REPORT 

TOPS20 SAMPLE SYS TEM 
SYSTEM: " 55 PR IME 1 H4E : 0800 - 1700 

HOURS THEORE TICA LL Y AVA ILABLE 
tH ' '''''' SYSTEM WA S UP 
~H : MM AMAR MEASURED THE SYSTE M 

• M1A S ASSIGNEO 

GENERAL USAGE SUMMARY 

PRIME 
TlIoIE 

180 : 00 
163 ' 22 
153 ' 22 

NON - PR IME 

.. :::~ 425 ' 23 S 
409 : 29 C 

, D 

PRIME TIM[ TAPE SUMMAR Y 

® TOTAL TIME(HH ' MM) % OF TIME '.4 ASS IGNED 
TAPE DRIVE ASSI~ 

MTAO ~ 3 
IN~ ASS I C"GJ ~ 'tZr TIM~ USE 

MTAI 33 . 22 5'33 '" ." ,,. 
MTA2 3 1 26 18 36 2l" "" 5." 
M1A3 20 ' 49 14 ' 19 "" ... GOX 
MrA" • O. 3 : 241 ,. .- .,. 
M1AS 0 : 09 0 ' 03 "" "" "'" 
NUMOER OF CRIVES '.to Of TIME WilEN '.4 OF TI IoIe WHEN 
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Figure 1-9 (continued ) 
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1.3.6 Online Inquiry Reports 

The hMARON online inquiry program produces t"o types of 
Tables of Average Values and Histograms - which can 
displayed at the terminal or stored in a file for later 
or for processing by user programs. 

1.3.6.1 Table Of Average Values -

reports -
ei ther be 
pr i nt i ng 

Refer to the 
explanat ion 
the Appendi x 

report sample in Figure 1-10. For a detai led 
of the report dialogue shown in the sample, refer to 
called "Online Inquiry Program (AfMRON) Dialogue". 

The format of the Table of Average Values is as follows: 

Line 1 - The first line 
character system code 
(C) dates of the report 

in the report header contains 
(AI and the starting (S) and 

period specified by you. 

the 4 
ending 

• 

Line 2 - The second line of the report header identifies the 
date /ti me column and then gives the 4 character item (D) 
code or 7 character subi tem -code pos i t ioned over its It 
associated data column. Refer to the Appendix called 
"System AMAR Item Definitions" for a list of valid items and 
their codes. Items and subttems are listed in the order 
specified by you . From 1 to 10 items may be specified on a 
single report. 

Lines 3 - on - Contain: 

The ending date (E) 
the format yymmdd 
year; mm = month ; 

of the fiscal period reported in 
(yy = normal calendar not fiscal 

dd = day): 

For hourly level data, the hour (F) in the format hhss 
(hh = hours: ss = minutes); and 

The average value (G) for each item/subitem specified. 
Note that a value of - 1 indicates that no data was 
gathered during that interval. For example, in the 
case of disk packs, the pack may not have been mounted. 

Lines I and 2 (the report header) may be automatically deleted 
from the report if it is stored in a file rather than printed at 
the terminal. If the headers are deleted, you must be careful to 
retain a description of the report contents since there wi 11 be 
no internal identification. • 



• 

• 

• 

SYST EM AMAR 

.RU AM : A"'AIiION 
DATABASE NAME : AMAR 
H; stogr am FunCtion (Y I N) ; N 
OUtPUt at ( T ) ."'m;nal or I n ( F)11. : T 
Start Oete : 821026 
End Oat. : 821026 
Grenu l erity L.e ... e l: H 
Start i ng Hour : 07 
End i ng HOUl" , 17 

(P),.. ; ,.. (N)on Prlllle ( SlOth or (lO •• kend : 8 
It." 1; ePIO 
J te", 2 : SGlI() 
Jail 3 : USED 
It8111 4 : LURD? 

LURD LUROACCT 0 LURD"IiID 
LURD"ROBAK; LUROCHECkOO 
LUADDSKT 1 LUROOSkW 0 
lURCKLAO 0 LURDNAP 0 

o LUAOARO 

lUROOlO l 1 lUROPS 0 
LUIiIDT£STl 0 LUIIOT£5T1 
Ita .. 4 : LUROPS 0 
Item 5 : LUWRPS 0 
Ita,. 6 : 

LUROCHECKO, LUROCUF 
lUROOSkW 1 LUROFOO 
lUROMAP 1 LURONEWRO 
lUROPS 
lUIiIOT£5T2 

, lUROSPEC 
o LUROTESTJ 

o 
SYSTE M TTSS 
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1 lUROlR02 0 lUAOAIiIDBAKO 
0 lURDOSKR 0 LUROOSKT 0 
0 LUROFOO lUADIIU 0 
0 LURONEWRO 1 lUwOOI.Dl 0 
0 lUROSUp 0 lUROSUPP 0 
0 lUROUSIH 0 lUAOUSIiIT 

8~6 : ltl BGNO FRO .... 8~6 TO 82®. 
USEOLUROPS OlUWRPS 0 

821026 : 0800 
821026 : 0900 
821026 : 1000 
821026 : 1100 
821026 : 1200 
821026 : 1300 
821026 : 1400 
821 0 26 : 1500 
821026 ; 1600 
821026 : 1700 
Nor". R.qy •• ts 
EXIT 

2 . &1 
34 . 83 
75 . 89 
82 . 88 
82 . 32 
82 . 65 
68 . 02 
47 . 74 
54 . 06 
85 . 38 
78.65 

92 . 640 4 . 10 
58 . 02 4 . 16 
10.84 4 . 47 

. 7S 4 . 99 
1 . 8 4 4 . 91 
1. 28 4 . 87 

20 . 66 4 . 51 
38 . 8 2 4 . 51 
31 . 19 4 . 52 

1.30 4 . 78 
10 . 44 4 . 58 

(Y I N ): N 

F i gur .e 1-1 0 

. 01 . 09 

. 20 . 37 
1. 6.e 1. 47 
6 . 65 16 . 06 
2 67 1.95 

45 . 49 55 . 38 
1 . 23 1.00 
1.02 1 . 12 
2 . 15 1.80 
1. 28 1 . 54 

. 67 1. 07 
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1.3.6.2 Histograms 

Refer to the 
explanat lon 
the Appendix 

report 
of the 
ca lIed 

sample in Figure 1-11. For a detailed 
report dialogue shown in the sample, refer to 
"Online Inquiry Program IAMARONI Dialogue". 

The format of the histogram report is as follows: 

Line 1 - The first 1 ine in the report header contains the 4 
character system code IAI and the 4 character item or 7 
character subitem code 181. Refer to tne Appendix called 
"System AMAR Item Definitions" for a list of valid items and 
their codes . From 1 to 10 items/subitems may be selected in 
a single report . The histograms for each item/subitem are 
given in the same order as that specified in the dialogue. 
Histograms are listed chronologically according to fiscal 
period specified. That is, if 2 days worth of data for 4 
items is requested, all of day l's data wi 11 be given first 
followed by day 2's data . 

Line 2 - Contains the end date Ici of the 
represented by the data and the starting 101 
dates of the report period specified by you. 
displayed in the format mm/dd/yy Imm = month; 
= normal calendar QQl fiscal year) . 

fiscal period 
and ending I E I 
A 11 dates are 
dd = day; yy 

Line 3 - Denotes whether 
non-prime time IFI and, 
represented. 

the data represents prime or 
for hourly data, the hour IGI 

Lines 4 - 5 - The last lines of the report header contain 
the titles for each column. 

The first column IHI gives the possible range of values for the 
item or subitem . The width of the value ranges Inormally called 
classesl are defined in the system AMAR database at installation 
time. The class width for each item and subitem can be obtained 
by running the AMRGEN program using the LIST CLASS command. Zero 
101 values are always treated as a separate class . This is 
different from ranges where no sample values fall. Such ranges 
are called blanK ranges III. Printing of blanK ranges may be 
suppressed by you. 

The range of values in the sample report represents % USED TIME. 
Again refer to Appendix 8 for a definition of each item and its 
data type, i.e., percentage, pages per second, etc. 

The second column IJI lists the number of samples whose values 
fell within the range. 

• 

• 

The third column IKI, FREQUENCY % OF TOTAL, gives the percent of 
samples whose values fell within the range. Since a sample is • 
typically a minute in length, this can be thought of as the 
percent of time that the values fell within the range. 



• 

• 

• 

SYSTEM AMAR 

.RU AM ; ANARON 
DATABASE NAME : AMAR 
Hi stogram Funct i on (Y I N): Y 

Ou tPUt at ( T )."1lI 1n8 1 or i n ( F) 11 . : T 
Start Oat. : 821026 
End Date : 821026 
Granu lar i t y La v. l: H 
Starting Hour : 15 
End i ng Hour : 15 
( P )ri m. ( H)On Prime ( B l oth o r ( 101 ) •• "'end : P 
It.1II 1: USED 
I tam 2 : 
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Supo,.. •• • Bl ank Range$ (Y/N)~ @ 
SYSTEM : ~~ JTEN : USr.D ([;\ 0 

® DAY 10 /26/ 8 l! I~NCE 10/~2 TO 1 0/~2 
F PRlloIETINE TI NE ' 500 \V 

NUNBEA OF FREOUENCY • % 0 " CUMUL.Ln VE 
AANC~ VAL~ (1)L:S C;;; TOTAL © TOTAL 

1. 6% 20. 01 • 25 . 00 
1. 6% 

25 . 0 1 30.00 • 8 . 3% 9 . 9% 
30. 01 35 . 00 • 8 . 3% 18 . 3" 35 .0 1 AO.OO , 

1 0.~ 28 . 3% 40 . 01 45 . 00 , 5 .0% 33 . 3" 45 . 01 50.00 • 8 . 3% <1 1. 6 % 
50 . 01 55 .00 , 10.0% 51 . 6% 55 .0 1 60 .00 1 11 . 6 )ro 63 . 3% 60 . 01 65 . 00 , 10.0% 73 . 3" 65 . 01 70 . 00 , 1. 6% 74 . 9% --® 70 . 01 75 . 00 • 8 . 3% 83 . 3% 11 75 .0 1 80 . 00 , ' .0% 88 . 3% 80. 01 85 .00 • 8 . 3% 96 6% 85 .0 1 90. 00 , 3, 3% 951 . 9% 

AVUIAGE VAlUE FOR ' 0 S AJo!P L[ S !S 5<: . 06 

® ® 
140"'. Requests (YI N ) : N 
[ XIT 

Figure 1- 11 
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The final column IL) , % OF CUMULATIVE TOTAL, gives the percent of 
all samples whose values fell into the prev ious ranges plus the 
percent of those samples whose va lues fell into the current 
range. For example, on the sample report, values for % cSED TIME 
were less than or equal to 75%, 83.3% 1M) of the time. 
Conversely, the values for % USED TIME were greater than 75%, 
16.7% of the time 1100%-83.3%). 

A t the bottom 
the average 
average value 
had elected 
Histogram for 

of the report, the total number of samples IN) and 
value IP) for the report period are given. The 
is the same value that would be displayed if you 
to use a Table of Average Values instead of a 
this i tern and time period. 

• 

• 

• 
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• blank page 

• 

• 
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1.3.7 Data Extraction Records 

The Data Extraction Program, AMAREX, is used to extract four 
types of records from either th~ System AMAR database (AMAR.DB ) 
or the output file produced by AMARSD (TODAY.DB). The record 
types are: 

Performance Summary 
Performance Detai 1 
Granularity 
System Calendar 

The AMAREX program extracts data for display at the terminal or 
for input to your own programs. AMAREX eliminates the need for 
you to have to deal with System AMAR's internal database format. 

1.3.7.1 Performance Summary (PS) Record -

• 

The PS records contain mean (or average) values for specific time 
periods such as hours, days, weeks, etc. The number of samples 
taken during the period and their mean value are given . This 
particular type of record will be produced when AMAREX is run 
\\11 th the parameters shown in the example on the next page. 
Record type Is the only critical parameter that must be typed as • 
shown. The others can be varied . Refer to the Appendix called 
"Data Ext raction Program (A MAREX ) Dialogue" for further 
information. 

Field Description 

A. Record format 
B. Record type (e.g., PSI 
C. Record length (blank) 
D. Blank 
E. Four-character system code 
F. Normal calendar year 
G. Normal calendar month 
H. Normal calendar day 
I. Hour (military time) 
J. Minutes 
K. F i sca I year 
L. Fiscal quarter 
M. Fiscal month-
N. Fiscal week­
D. F i sca I day-
P. Granularity (summary level) 
Q. System AMAR item (e.g. BGND, CPJO) 
R. System AMAR subitem (i. e., item specified for 

a parlicular peripheral device) 
S. Prime Indicator (P,N or blank) 
T. Count of samples 
U. Mean value (integer part) 
V. Mean value (decimal part) 

Width 

2 
2 
4 
5 
4 
2 
2 
2 
2 
2 
2 
1 
1 
1 
1 
1 
4 
9 

1 
10 
8 
2 

• 



• 

• 

• 

SYSTEM AMAR 

.~u A~ : A~.AAEX 

DATABASE NAME:AMAA 
OUTPUT ; EXTAC 1 . TXT 
RECORD T'I'PE :PS 
O.ItTE : 821026 : 1501 -82 1026 : 1600 
[821026 : 1501-821026 : 1600 • 8321431501-8321431600] 
GRANULARITY lEVEL : S 
RESTRICTING ANY FISCAL PEAJ007NO 
ITEM :CPIO ,BGNO.CTX5.LUWAPS O,LUWAUSAT 0 
PAIM£TIME :All 
[ EXTRACTING ] 

SPECIFY NEXT EXTRACTION CRITERIA ) 

OUTPUT :C 

• 
.T'I'P EXTAC1 . TXT 
AAPS TTSS8210261600B3214l1BGNO 
AAPS TTSS82102616008J21431CPIO 
AAPS TTSS821Q2616008321431CTXS 

Figure 1-12 

1'000000006000000004 78 
'''00000000600000000130 
POOOOOOOOEiOOOOOOO398( 
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·If a higher granularity level is selected for reporting, these fields 
wi 11 contain the number representing the last day, week, or month las 
appropr iate ) in the fiscal period specified. 
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1.3.7 . 2 Performance Detai I (PO) Record -

The PO records contain frequency distribution data which can be 
used to produce histograms showing the percent of samples whose 
values fell into specific ranges. The number of samples and the 
mean (average) values for the range are given. The boundaries of 
the range must be derived from the class widths defined In the 
System AMAR database. The PO record will be produced when AMAREX 
is run with the parameters shown In the example on the next page . 
Record type Is the only critical parameter that must be typed as 
shown. The others can be varied. Refer to the Appendix called 
"Data Extraction Program (AMAREX) Dialogue" for further 
information . 

Field Description 

A. Record format 
B. Record type (e .g .. PO) 
C. Record length (blank) 
D. Blank 
E. Four-character system code 
F. Normal Calendar year 
G. Normal Calendar month 
H. Normal Calendar day 
I. Hour (military time) 
J . Minutes 
K. F I sca I year 
L. Fiscal quarter 
M. Fiscal month. 
N. Fiscal week­
D. F I sca I day-
P. Granularity (summary level) 
Q. System AMAR Item (e.g .. ePIO) 
R. System AMAR subitem (I.e., item specified for 

a particular peripheral device) 
S. Prime Indicator (P,N or blank) 
T. count of samples 
U. Mean value (Integer part) for the 

frequency class 
V. Mean value (decimal part) 

Width 

2 
2 
4 
5 
4 
2 
2 
2 
2 
2 
2 
1 
1 
1 
1 
1 
4 
9 

1 
10 
B 

2 

• 

• 

-If a higher granularity level Is selected for reporting, 
wi II contain the number representing the last day, week, 
appropriate) in the fiscal period specified. 

these fields . 
or month (as 



• 

• 

• 

SYSTEM AMAR 

.~u AM : AMA~EX 

DATABASE NAME : AMA~ 
OUTPUT ; EXT~C2 . TXT 

~ECO~O TYPE : PO 
OATE :821026 ; 1401 -82 1026 : Hloo 
[821026 : 1401-821026; 1500 • 8321431401-8321431500) 
G~ANULA~IT Y lEVEl : S 
~fST~ICTING ANY FISCAL PE~IOO?NO 
ITEM:CPIO.lUW~PS 0 
P~JMETIME ; "'ll 

C E XT ~AC TI NG J 

[ SPEC I FY NEXT EXT~ACTJON C~ITE~I'" 1 

OUTPUT :C 

• 
tlTYP EXT~C2 .TXT 
...... PO 
"'APO 
...... PO 
...... PO 
...... PO 
...... PO 
UPO 
...... PO 
"'APO 
AAPO 
A"'PO 
A ... PO 
AAPO 

TTSS8210261S008321431CPIO 
TTSS82 10261 S008321431CPJO 
TTSS82 10261S008321431CPJO 
TTSS82102615008321431CPJO 
TTSS8210261S008321431CPIO 
TTSS82102615008321431CPJO 
TTSS82102615008321431CPIO 
TTSS8210261S008321431CPIO 
TTSS8210261S008321431CPJO 
TTSS82 10261S008321431CPIO 
TTSS82102615008321431CPIO 
TTSS8210261S008321431CPIO 
TTSS82102615008321431CPIO 

Figure 1-13 

POOOOOOOOO70000000277 
POOOOOOOOO200000008s3 
POOOOOOOOO6000000 I 230 
POOOOOOOOO30000001692 
POOOOOOOOO70000002343 
POOOOOOOOO40000002736 
POOOOOOOOO60000003248 
POOC>OOOOoo400000037 3 9 
POOOOOOOOO40000004253 
POOOOOOOOO30000004 7 22 
POOOOOOOOO7000000S098 
POOOOOOOOO300000056 7 7 
POOOOOOOOO3000000621 I 
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1.3.7.3 Granularity IGR) Record -

The GR records contain a timestamp indicating the fiscal period 
for which data has been cOllected. This particular type of 
record will be produced when AMAREX is run with the parameters 
shown in the example on the next page. Record type is the only 
critical parameter that must be typed as shown. The others can 
be varied. Refer to the Appendix called "Data Extraction Program 
IAMAREX) Dialogue" for further information. 

Field Description Width 

A. Record format 2 
B. Record type le .g., GR) 2 
C. Record length IblanK) 4 
D. Fami ly I type of processor IblanK)) 5 
E . Four-character system code 4 
F. Normal calendar year 2 
G. Normal calendar month 2 
H. Normal calendar day 2 
I. Hour Imi 1 i tary time) 2 
J. Minutes 2 
K. Fiscal year 2 
L. Fiscal quarter 1 
M. Fiscal month", 1 
N. Fiscal week- 1 
O. Fiscal day" 1 
P. Granularity I summary leve 1) 1 

• 

• 

"If a higher granularity level is selected for reporting, 
wi 11 contain the number representing the last day, weeK, 
appropriate) In the fiscal period specified. 

these fields. 
or month las 



• 

• 

'. 

SYSTEM AMAR 

..RU AM : AMAREX 
DATABASE NAME:AMAR 
OUTPUT : EXTRC3 . TXT 
RECORD TYPE:GR 
OA1£ : 821026-821026 

(821026:0001-821026:2400 • 83214 30001-8321 4 32400] 
GRANULARITY LEVEl:S 
RESTRICTING ANY FISCAL PERIOD7NO 
[ EXTRACTI NG 1 

SPECIFY NEXT EXTRACTION CRITERIA 1 

OUTPUT : C 

• 
.TVP EXTRC3. TXT 
AAGR 115582 102601008321431 
AAGR 115582102602008321431 
AlGA 115582102603008321431 
AAGR 115582 102604008321431 
AAGR 115582 102605008321431 
IoAGR 115582102606008321431 
UGR 115582102607008321431 
AAGR 115582102608008321431 
AAGR 115562 102609008321431 
AAGR 115582 102610008321431 
AAGR 115582102611008321431 
AAGR 115582102612008321431 
AAGR 115582102613008321431 
AAGR 115582 1026 14008321431 
AAGR T15582 102615OO8321431 
AlGOl 115582102616008321431 
AAGR TT5582102617oo8321431 
AAGR TT5582102618oo8321431 
AAGR TT5582 102619OO8321431 
.4AGR TT5582102620008321431 
AAGR TT5582102621008321431 
AAGR TT5582102622oo8321431 

Figure 1- 14 
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1.3.7.4 System Calendar (SC) Record -

The SC records contain the date and time of a system reload and 
the system upt ime. This part icular type of record wi 11 be 
produced when AMAREX is run with the parameters shown in the 
example on the next page. Record type is the only critical 
parameter that must be typed as shown . The others can be varied. 
Refer to the Appendix called "Data Extraction Program (AMAREX) 
Dialogue" for further information. 

Field Descript ion Width 
A. Record format 2 B. Record type 2 C. Blank 13 D. Date system reloaded 6 (year, month, day) 
E. Time system reloaded 4 (hours, minutes) 
F. Blank 46 G. Zeros 10 H. Blank 34 J. Date/time of system reload- 12 J. System up-time (seconds) 12 

• 

• 

-The date/time is expressed as the number of 
(midnight) on November 17,1858. If this 
number of seconds in a day, the Quotient will 
National Bureau of Standards date/timestamp. 

seconds since 00:00:~ 
number is divided by the 
be the left ha I f of a 



• 

• 

• 

SYS TE M AMAR 

.RU A" : AIoIAREX 
DATABASE NAME:AMAR 
DUTPUT : EXTRC4 . TXT 
RECORD TYPE : 5C 
OAT£ : 821026 - 821029 

[821026 :0001-821029:2400 • 8321430001-8321462400 ) r EXTRACTING ) 

SPECIFY NEXT EXTRACTION CRITERIA 1 

OUTPUT : C 

• 
• TYP EXTRC4 . TXT 
usc 
OOOOOOOOoo 
AASC 
OOOOOOOOoo 
AASC 

A A "S e. 

8210220545 

82 10280927 

F 

F i gure 1- 15 

OOJil0B30309000000531448 

003911362026000000001983 

00391 140995 18 8077 

! 
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1.4 HOW TO RUN THE PROGRAMS 

1.4.1 Data Col lect ion 

The Data Co l lection Program, xxxxDC (where xxxx 
character system code ) , should be run under SYSJOB . 
be a correspond ing subjob to collect data for WorKload 

is the 4 
There wi 11 
AMAR. 

The following commands should be inserted into the SYSJOB . RUN 
file to ensure automat ic startup and cont inuous data col lection. 

JOB N \ LOG amar-dir 
ENABLE 
CONNECT struc :amar-d i r 
RUN xxxxDC 
\ 

These commands may be entered directl y to SYSJOB or PTYCON to get 
xxxxDC s t arted the f i rst t ime. The th i rd command line may be 
used to restart xxxxDC i f it has stopped because of d isK parity 
errors or the l iKe. 

Each da y xxxxDC creates an output f i le named xxxxdd.mmm where 
xxxx is the 4 character system code ; dd is the day ; and mmm is 

• 

the a lpha abbreviation for the month . For examp le, on the ' PATH ' 
system, the raw file created on January 9th would be called • 
PATH09.JAN. Since xxxxDC will wr i te to the raw f i le throughout 
the day, the pacK used for the raw f i le must be permanent ly 
mounted . Otherwise, data will be irretrievably lost . 

1.4.2 Generating Automat ic Reports 

The AMREPT program, the xxxxDR.RFD file and the System AMAR 
database are used to generate automatic reports. AMREPT i s 
normall y run as part of a n ightly batch stream, AMAR.CTL, which 
is self -submitt ing. xxxxDR . RFD contains all the commands used to 
def ine each report ' s contents. The System AMAR database Keeps 
t r acK of the records on which AMREPT has already reported. 
AMREPT checKs the database to see when data for a fiscal day, 
weeK or month is ready for reporting. It then produces the 
appropr iate daily, weeKly and monthly reports. Several report 
requests are included in the AMAR.CTL stream as defaults. You 
can specify your own set of automat ic reports by commenting in or 
commenting out the appropriate report codes and assoc iated 
dialogue. 

AMREPT i s explained in detail in the Appendi x called 'Report 
Program (AMREPT ) Dialogue' . The appendi x also describes how to 
use AMREPT to generate reports on demand. For quicK reference , • 
the dialogue to generate automat ic reports is shown in Figu re 
1- 16 . 



• 

• 

• 

SYSTEM AMAR 

.IW AM;AMREPT 

R.po~t Code> OU ----------------Un lque 2 character cOde 
Input File> AMAR -------------1 denoting type ot report 
Oates> AUTO ---------------_1 I to b. printed . 
Print File> TTSSOU.RPT __ I I I 
Report Code> EXIT I I I-AMAR or AMAR.DB speclfle. 

I I I th. SYStelll AMAR database 
EXIT I I I as the Input fl1 • . 

I I I T.r/llinate. 
the progralll Report / ---AUTO Indlcat •• that II Check will 

F fl .n.~ ~ 111110. to a.t."'~lne the Ollta of 
tne 'lilt f l cal period (Oil Y. week 
or ~Onth) for whiCh an autolllatic 
report of the s.~ type MaS a l ­
r.aoy b •• n generated . Tne next 
appropriate ffscal ~"'fod wi ll be 
u.ed for tnis r.port prOVidIng the 
nec •• sary datil fs In tne OlltaOIl •• . 

Figure 1- 16 
* * * * * * * * * 

1.4.3 Generating SpeCial Reports - ~hat Program Do I Use? 
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There are four programs for generating speCial reports _ AMARSO, AMREPT, AMARDN, and AMAREX. 

Use AMREPT alone to produce standard reports from the database. 
See Figure 1-17 and the Appendix called "Report Program (AMREPT) o i a logue' . 

Use AMARSD and AMREPT together if you want to look at today's 
data which wi 11 not be in the database until after midnight . 
Also use AMARSO and AMREPT to look at any other daily raw file. 

See Figure 1-18 
Program (AMARSO) 

and the Appendix 
o i a logue" . ca lied "Raw File Preprocessor 
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Use AMARON if you want to look at selected items from the • 
database in either histogram or tabu lar format. Data can be 
examined directly at the terminal or put into files for later 
process ing by your own programs or statistical packages. See 
Figures 1-10 and 1-11 in the Section called "Online Inquiry 
Reports" and the Appendi x called "Online Inquiry Program (AMARON) 
D i a logue" . 

Use AMAREX as an alternati ve to AMARON for extracting data into 
sequential format for later processing by your o,m programs. See 
Figures 1-12 through 1-15 in the Section called "Data Extraction 
Records" and the Appendi x called "Data Extr action Program 
(AMAREX) Dialogue". 

* * * • • * • * • 

.1IU A~ : "'~~EPT 

R.po~t COde> DO --------------Oa l1y Dls~ R.po~t 
Input F il e> ANAR --- ________ 1 
Oates> 821026 ------------ 1 I-System ANAR dataoase 
P~ l nt F il e > TTSSDO . RPX I 
Repo~t Code> EXIT 1 ---OCtObe~ 26, 1982 

EXIT 

Dialogue to Produce a Standard Report 
Figure 1-17 

* • • • * * • • * 

• 

• 
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.QU AIol : "MARSO 
Systelll 10>TT55 
VYMMOO Date of 

• • * • * • • * * 

#1 ' .>821027 -----------Raw #11. tro~ Oct . 27,1982 
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• 

Pr i me oerloos>0800-1700 The 
821027) 

raw f tl ename 15 TT5527 . 0CT . • [AMlHOS Ho~rly cat. stored for 
[A~IDUO Dataoase up to data] 
[U •• TODA Y. DB as input ftl. to the AMR[Pl raport program) 

1 
EXIT 1-----------

Raport Code> OU 
Input FI1.> TODAY 
Oates)o 821027 

1 
1 

1 
-- 1----101 1"1 -0&'80 ••• er •• tad oy 'MARSO eDove and 

us.d a. the Input f,1. har • . 
Print F il .> TTSSXX . RPX 

Dialogue to LooK at Today's Data 
Figure 1-18 

• 
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tt 1.4 . 4 Examining/Changing Database Parameters IAMRGEN) 

The AMRGEN program allows you to examine certain parameters 
within the System AMAR database, notably data retention times, 
the prime time schedule, and the list of valid items and class 
widths . It may also be used to change data retention times. 
AMRGEN should be run before the end of each fiscal year to define 
the holiday list for the next year. Otherwise, holidays will be 
treated as normal workdays . 

AMRGEN is command driven. It is procedural 
depend on prior commands hav ing been issued. 

certain commands 

AMRGEN prompts with an asterisk 1-). 

Valid commands are: 

SET RETENTION HOURLY <number of retained periods> 
DAILY 
WEEKLY 
MONTHLY 
COWEEKLY 
COMONTHLY 
LOG 

Function: To specify retention times for each granularity 
Isummary ) level. Note that retention time directly affects 
the space required for the database. See the Appendix 
called "Installation and Resource Requirements" for space 
est imates. 

<number of retained periods> = 1-3 digit retention count for 
a granularity level. 

HOURLY = number of days hourly data is to be kept 
Idefault =7) 

DAILY = number of days da i ly data is to be kept Idefault=3S) 

WEEKLY = number of weeks weekly data is to be kept 
Idefault=13) 

MONTHLY = number of months monthly data is to be kept 
Idefault =12) 

COWEEKLY = number of weeks weekly composite data is to be 
kept Idefault =S) 

COMONTHLY = number of months monthly composite data is to be 
kept Idefaul t=3) 

LOG = number of days uptime log records are to be kept 
Idefault =91l 
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LI ST NAME 

Funct ion: To I ist the contents of the System Header Record 
Vlhich includes rollup date, retention times, last time 
automatic reports Vlere generated, and date of last input. 

SET WEEKDAY(hhmm - 1> - <hhmm-2>, ... ,<hhmm-7>-<hhmm-8> 

Function: To change the prime time schedule 
weekdays. Changes can only be made to dates for 
data has been entered. Up to 4 prime time pairs 
specified. 

hh = hours; mm = minutes. 

SET HOLIDAY <yymmdd> 

for all 
which no 

may be 

Function: To define a given date <yymmdd> as a holiday. In 
addition to setting holidays for System AMAR, holidays must 
also be set for Workload AMAR. See the Section called 
"Examining/Changing the Workload Holidays (WCFIX)". 

yy = normal calendar year; mm = month; dd = day. 

LIST HOLIDAY 

Function: To list the holidays. 

DROP HOLIDAY <yymmdd> 

Function: To remove a holiday from the holiday list. 

yy = normal calendar year; mm = month; dd = day. 

LIST PRIMETIMES <yymmdd-yymmdd> 

Function: To list the prime times of the days Vlithin the 
date range. 

yy = normal calendar year; mm = month; dd = day. 

LIST CLASS <Item><Subitem> 
<Item> 
ALL 

Function: To list one or more items and subitems and their 
class widths. 

<Item> - 4 character item code 

<Subitem> - 7 character subitem code 

ALL - All items and subitems in the database . 

ADO ITEM <Item><Subitem> 

• 

• 

• 



• 
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(I tem> 
ALL 

Function: To enable an item 
storage. Only items already 
program should be named here . 
sub item names! 
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and/or subitem for database 
enabled in the data collection 

Don't make up random item or 

ALL - The rest of the valid items not yet enabled. 

DROP ITEM (Item><Subitem> 
<Item) 

Function: To delete an item and/or subitem and all its data 
from the database. 

EX IT DA TA8ASE 

Function : To gracefully terminate the program. 

1.5 HOW TO TAILOR THE REPORT CONTENTS 

• 1.5.1 Editing The Report File Description 

• 

The file called xxxxDR.RFD (where xxxx is the 4 character system 
code) contains information used to control the content, and, to 
some extent, the format of the System AMAR reports . Refer to 
Figure 1-19. The RFD file controls which items and subitems get 
printed on the reports, the titles used to describe these items 
and subitems , the short and long term thresholds used to test for 
potential problems, the contents of comment fields, and the 
paging of subreports. Through editing this fi Ie, you can tailor 
the reports to fit your site's special requirements. 

Each field within the RFD file is described beloV}o All fields 
are separated by tabs. For further information, you can also 
refer to the RFD.HLP file in your System AMAR area. Following 
the field descriptions are examples of some common changes to the 
RFD fi Ie. Changes wi 11 remain in effect until they are changed 
again by you there is no automatic resetting or reverting 
feature . Changes will only apply to the way the reports look. 
You will not be altering any data in the database or data 
co llec t ion programs. 

System Descriotion Section : This section cDntains system and 
site identification data and test criteria for printing severity 
cDdes in the cDmment field of the Daily System Utilization 
RepDr t . 

A. CDmmand CDde. The first 4 characters Df each line 
indicate the purpose Df the line. Only these cDmmand cDdes 
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are valid: 

. C 

. SD 

.SS 

. I D 

.IDC 

.RD 

.RI 

Comment 
System Description 
System Specification 
Item Descr iption 
CPU Dependent Item Description 
Report Description 
Repor tIt ems 

B. System Name . 
to Identify this 
files, etc. 

The 4 character system code which Is used 
file, the data collect ion program, raw data 

C. System !D. The 20 character system description which 
appears In all standard report headings. This field must be 
delim i ted by underscores I ) and must be exactly 20 
characters In length Iblank ITll I f necessary). 

D. Plot Graphics. Symbols printed for data po ints on all 
graphs produced by AMAR. 

Fi rst symbol I' ) 
Second symbol 1# ) 
Th i rd symbol I~) 

Denotes CPU ut ili zation. 
Denotes overhead. 
Denotes where CPU utilization 
and overhead values are the 
same. CPU utilization Includes 
overhead. 

E. Sample Level Limits. These fields are used for testing 
the percent of samples over the watchdog limits and for 
specifying an appropriate code to denote the severity of the 
situat ion. The severity code Is printed In the comments 
section on the "Problem Report" page of the Dally 
Utilization Summary Report.. Each field Is parsed as 
follows: 

<Percentage for prime time testlng>,<Percentage for 
non-pr ime time testing> Severity Code 

F. Hourly Leve l Lim it s. These f ields are used for testing 
the percent of hourly averages over the watchdog limits and 
for specifying an appropriate cOde for the severity of the 
s I tua t Ion . See" Samp le Leve 1 L 1m I ts" above. 

Item Descr iption Section: This section defines the t i tle to be 
used for Identifyi ng an Item on a report, the short and longterm 
watchdog limits, and the comment to be pr inted Vlhen an Item or 
subltem exceeds Its limits. 

• 

• 

G. Item Code. This code uniquely Identifies the Item • 
measured by System AMAR. You should never change It. Refer 
to the Appendix called "System AMAR Item Definitions" for 
the meaning of each code. 



• 

• 
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H. Subitem Code . This code uniquely identifies the subitem 
measured by System AMAR . Only devices whose codes appear in 
your database should be listed here. Use the AMRGEN program 
to find out the valid subitem codes. A string of question 
marks ("?? .. "1 represents "all" devices or "all other" 
devices (if at least one device of the same type has been 
explicitly listedl. Question marks, if used, should always 
preceed the explicit device names. The device names should 
be in numerical or alphabetical order. 

I. Item/Subitem Title. This field contains a 20 character 
short title for the item or subitem. The title must have 
exactly 20 characters, including blanks. It is split into 
two groups of 10 characters each - preceeded, separated, and 
followed by an underscore (" "I. 

J. Picture Specification. This field contains the print 
format for the item/subitem values. "R" in this field 
denotes the position at which rounding will occur. The 
values of all items/subitems are stored in the database with 
2 decimal positions regardless of the format shown here. 

K. Data Type. This field contains a single character to be 
printed following the value of the item/subitem. It tells 
in "hat units the values have been expressed. Normally the 
only character used is "% " indicating percentage. 

L. Short Term Threshold. This field defines the value for 
the watchdog limit when testing for the percent of samples 
(or whether or not the average is l over (">" greater thanl 
or under (" (" less than I the wa tchdog 1 im it. It is used for 
testing time periods of an hour or day. If no value is 
specified, testing will not occur. 

M. Long Term Threshold. This field defines the value used 
for the watchdog limit when testing the percent of samples 
(or whether or not the average isl over (">" greater thanl 
or under ("<" less thanl the watchdog limit. It is used for 
testing periods of a week or month. If no value is 
specified, the short term threshold, if one exists, will be 
used. 

N. Comment. This field defines a comment to be displayed 
on the Utilization Reports whenever the applicable watchdog 
limit has been exceeded. The comment may contain up to 35 
characters. The comment usually describes the probable 
cause for the limit havi ng been exceeded or a procedure to 
follow to investigate or correct a problem. 

Report Description Section: This section defines which items get 
printed on the reports and whether or not they are al ways printed 
or printed only when Vlatchdog limits are exceeded. 

P. Subsection Title. Each System AMAR report contains one 
or more subsections where items are grouped and printed. 
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This field defines the 
subsection. Examples of 
UTILIZATION ITEMS", "OTHER 
SUMMARY" . This field 
including blanks. 

title which will preceed the 
such default titles are "KEY 

UTILIZATION ITEMS", and "G ENE RAL 
must be exactly 30 characters 

Q. Before Command. This field controls paging prior to 
printing the subsection defined here . If the field contains 
the words "PAGING BEFORE", the printer will eject to a new 
page before printing the subsection. If the field is blank, 
there will be no paging prior to printing the subsection. 

R. After Command. This field controls paging after 
printing the subsection defined here . If it contains the 
words "PAGING AFTER", the printer will eject to a new page 
after printing the subsection. If the field is blank, there 
will be no paging after printing the subsection unless the 
next subsection description for the same report specifies 
"PAGING BEFORE". 

S. Report Code . This field lists the 2 character report 
codes which define the reports for which the subsection 
should be printed. The field may contain up to 14 report 
codes separated by a blank. To recei ve the trend analysis 
sections (typically pages 3 - on) of the Weekly or Monthly 

• 

Trend Analysis Reports, you must follow the applicable • 
report code with the number 03 preceeded by a blank . 

T. Item Code. This field contains the 4 character item 
code for each item to be printed in this subsection. Items 
'may be 1 isted in any order here and wi 11 be pr inted in that 
order. To delete an item from a report subsection, just 
delete the appropriate " .R I" line from that subsection . 
Conversly, to cause an item to be printed in a report 
subsection, add the appropriate ".RI" line with the item 
code to that subsection. 

NOTE: Do not list an item more than once in any subsection. 
This will cause the report program to loop and exhaust your 
disk quota. Also, in order to get the disk report, at least 
one item must be specified and this item must have data in 
the System AMAR database . 

U. Subitem Code. This field contains the subitem code (up 
to 6 characters) for each subitem to be printed in this 
subsection . Individual device names may be listed here even 
if they have not been explicitly defined in the "Item 
Description Section". Subitems, except for disk subitems, 
may be listed in any order here and will be printed in that 
order. Disk subitems will always be printed· in alphabetical 
order regardless of their order in the RFD fi Ie. Question • 
marks in this field indicate that "all" or "all other " 
devices should be printed. Question marks, if used, should 
follow the list of explicitly named devices. On disk 
reports, all subitems should be explicitly listed or only 
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question marKS should be used. Ususally disK subitems will 
be explicitly listed only if you want to prevent some disKS 
from printing. 

NOTE: Do not 1 ist a subi tem more than "nce per subsect ion. 
Th i s vi ill cause the repor t program to loop and exhaus t your 
disK quota . Also do not mix item and subitem groups. For 
example, list all LUFS specifications together, then all 
LUIO specifications, etc. The order of the item groups 
controls the print order. In the example just given, LUFS 
would print before LUIO, etc. 

Fai lure to observe the conventions In this RFD file may have 
unexpected results. 

V. Treatment Code. This field determines whether or not 
values for the item or subitem will always be printed. 
"FORCED" means always print the values for the item or 
subitem. "TESTED" means print the values for the item or 
subitem only if the appropriate watchdog limit has been 
exceeded. Watchdog limits are considered to be exceeded If 
in the case of a high 1 imi t, the average va lue or at least 
10% of the samples equal or exceed the limit, or, in the 
case of a low 1 imi t, the average va lue or at least 10% of 
the samples equal or fall below the limit. 

NOTE : TESTED has meaning only when using the DU, WU, and MU 
report codes. Any item listed for other reports will always 
be FORCED even if TESTED is specified. 

W. The last line Of the xxxxDR.RFD file should always be: 

.RD <tab>_END REPORTS 

This tells AMREPT that no further report descriptions have 
been specified . 
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rEr\ •... SYSTEM DE SCRIPTION S~ON •••••••• 

~ TOPS20 SAMPLE SVST EM\!!::) 
~ Jo. la_ WARNING 25 .50:SERI0~@ 50.80 CRITI CA., 

•••••••• ITEM DESCRIPTION SE~N" • • ~ ~ 

A,JBL BlL SET \';&S /SEC ~. R 
AMEM PGS REAS - MENaRY - NNNNNNR . ."'" @ % BACK GNO T U4E ~R." 
BSWT \r • FORKS 8 5 WAIT NNNNNNR . 
CPAD %AMAR TI CPU 0 UP NNNNNNR .% 
CPAA " AMAR TI CPU AVAL- NNNNNNR .% 
CPAI " AMAR TI CPU IDLE NNNNNNR .% 
CPAL " AMAR TI CPU LOST NNNNNNR. % 
CPAD %AMA" TI CPU OVH) NNNNNNR ." 
CPAU " AMAR TI CPU UTI L NNNNM~R ." 
ePIc CPU IDLE TIME NNNNNNR .% 
epOQ CPU OVUD TIME NNNNNNR ." 
elKS CONTE XT SWls / sEC NNNNNNR . 
OKRO CSK RDS PGS/ SEC NNNNNNR . 
DKWR DSK WRS PGS/SEC NNNNNNR . 
OMRO SWAP RDS PGS / SEC NNNNNNR . 
OMWR SWAP WRS PGS / SEC NNNNNNR . 
DSKR % BS WO RD WAIT NNNNNNR .% 
OSKW " BS wO WR WA I T NNNNNNR . '4 
F 1 lW % IDLE 10 TIME NNNNNNR ." 
FPGS II FREE MEM PGS NNNNNNR . 
GCCW GEN FREE PGS / SEC NNNNNNR . 
IDLE % IDLE TIME NNNNNNR .% 
KNOB B lA S CONTROL NNNNNNR . 
lCCW @ FRK FREE PGS/S EC NNNNNN . R 
lKPG II LOCKED PAGES NNNNNNR . 
LUFS 1 117 %7777771 FREE SPC NNNNNNR . % 
LURO 7777777 7777777 ROS / SEC NNNNNNR . 
lUSK 7771777 1 111111 SEKS/ SEC NNNNNNR . 
LUWO 1111111 7111111 WAIT a NNNNNN . R 
LUWR 1111111 1111117 WRS/S EC NNNNNNR . 
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• 1.5.2 Examples Of Some Common Changes To The RFD File 

• 

• 

Changes Ylhich are commonly made to the RFD file include adjusting 
threshold limits (especially for testing for disK free space), 
rev ising the comments that get printed "hen thresholds get 
exceeded, and forcing certain items or subitems to be always 
printed. 

Example 1 ~ Changing the Free Space Watchdog Limit: 

By default, any pacK that has less than ten percent free 
space will appear on the Utilization Reports as being under 
the acceptable watchdog limit. Typically, page two Of these 
reports will contain the pacK name, the number of hours when 
the free space was less than 10% (using P' s and N's) and the 
message "DELETE UNNECESSARY FILES". For most pacKs this 10% 
free space I imi t is acceptable. However, if a part icular 
pacK, perhaps DSKX, consistent ly has 5% free space, it is 
not necessary or useful to see DSKX show up every day with 
every hour flagged with asterisKs. AsterisKs generally mean 
that this is something important to looK at or a potential 
problem to sol ve. You can maKe a couple of quicK edits to 
the RFD file to change the free space threshold to perhaps 
3%. To do this the "ITEM DESCRIPTION SECTION" is changed to 
specifically add DSKX 0 with the new limits. The pacK name 
must be EXACTLY 7 characters (DSKX 0 here ) . Include blanKs 
if necessary between the pacK name and its sequence number 
in the logical structure. The sequence number appears 
always as the 7th character. The item code for logical unit 
free space is LUFS. In the RFD fi Ie, insert another 1 ine 
immediately after the .ID LUFS line. This new line should 
have the same format as the LUFS I ine wi th the "wi Id card" 
question marKs in the subltem code field changed to DSKX O. 
The easiest way to do 'this is to copy the LUFS 1 ine under 
itself. You wi 11 end up wi th two LUFS I ines. Then change 
the question marKs on the second line to the pacK name . 
Next. change the limits. The short term/long term limit 
fields respectively are "<0000010. ,<0000010." on the LUFS 
line. On the new LUFS DSKX 0 line change the fields to 
"<0000003. ,<0000003 . " This will maKe the short term/ long 
term limits both 3%. Values for this pacK wi 11 be flagged 
now only if it has less than 3% free space. Any number of 
pacKs can be added to the RFD in this way. There are only 
two cautions : if a list of pacKs is added, they must be in 
alphabetical order; the question marKs on the LUFS line 
serve as a "wild card" that will allow the line to apply to 
all pacKs not specified by name. Do not accidentally delete 
the "wild carded" line while editing . 

Example £ ~ Changing the Comment Field : 

Another change that can be made is to revise the comment 
1 ine that appears when an item exceeds its 1 imi ts. This can 
be useful, for example, when DSKX is owned by a particular 
user group that wants to Know when their pack has less than 
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3% free space. After DSKX 0 has been specified in the LUFS • 
list, the "DELETE UNNECESSAR Y FILES" text on the LUFS 
DSKX 0 1 ine can be change to "NOTIFY USER GROUP". Wi th 
that edit, whenever the hourly average for DSK X is 3% or 
less, the notify message will appear. For the other packs, 
the old delete message will still be printed . 

Example d ~ Forcing Specific Items/Subitems to Print: 

The REPORT DESCRIPTION SECTION of the RFD controls which 
items are designated as "KEY" in the reports ( i .e., always 
appear ) and which are designated as "OTHER" (i.e . , appear 
on ly if they are flagged as over or under their limits). A 
simple change, as an example, would be to remove MTAU 
(number of MTA's assigned) from the key item l ist of the 
Daily System Utilization Report and replace it with 
something more interesting such as SWPW, % IDLE SWP TIME. 
In Figure 1-19, the second section for key utilization Items 
immed iatel y under the ".C ********REPORT DESCRIPTION 
SECTION" controls the key items for the Weekly / Monthly 
Utilization Reports. Simply change the code MTAU to SWPW. 
% IDLE SWP TIME will a lways appear now as a key item. 

1.6 PROCEDURE FOR RUNNING AMAR.CTL 

1. 6.1 Overv iew Of AMAR.CTL 

Th is stream runs daily . It takes the data which has been 
collected by xxxxDC, inputs it into the system AMAR database, 
creates summary records, deletes expired records from the 
database , performs housekeeping on the AMAR area, and creates the 
automatic reports. Reference the Appendix called "System AMAR 
Batch Stream AMAR.CTL" for a sample of the stream and step 
desCr ipt ions. 

1.6.2 Resource Requirements 

To run System AMAR on a continuous basis, you will need a SYSJOB 
subjob and a permanentl y mounted d isk area with approx imately 950 
pages for program and raw file storage. The size of your system 
AMAR database will probably vary from 1500 - 2500 pages depending 

• 

on the type and amount of data reta ined. You wi 11 need to • 
reserve space for the original database plus a backup copy, 
preferably on permanent storage. See also the Appendix called 
"Installation and Resource Requirements" . 
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1.6.3 Submission 

The stream normally resubmits itself after running each night. 
If both the System AMAR database and its bacKup are corrupt 
(parity errors, etc. I, the stream stops and the operator must 
restart it after restoring the database from a good copy. The 
stream should always be restarted from the beginning. There 
should always be an AMAR.CTL in the batch queue, set to run 
/A FTER:TODAY+l:00. 

1.6. 4 Restart Procedure 

If a system crash occurs while the stream is running, the stream 
should automatically restart at the proper checKpoint. If the 
crash occurs while AMARIP or AMARUP is running, the database will 
become corrupted. The stream will test for a corrupted database 
and automaticall y restore from the disK bacKup, if necessary. 
The only time the stream should need manual restarting is if the 
batch queue were destroyed or if both the primary and bacKup 
System AMAR databases are corrupted . 
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2.1 MAJOR FEATURES 

CHAPTER 2 

WORKLOAD AMAR 

Features of Workload AMAR include: 

1. Low overhead continuous data collection. 

2. An historical workload database featuring: 

a. Separate fi les for different time periods to 
minimize I/O. 

b. Detail data retained in compressed form. 

c. Automatic deletion of old data. 

3. Flexible reporting programs featuring: 

a. Grouping of resource usage by one or more items 
such as user name, account name, program name, batch 
vs . timesharing category, and individual session. 

b. Sorting of detail lines by above items or more 
likely by resource usage to highlight heavy users. 

c. Optional suppression of insignificant detail lines. 

d . Selection of time period to 
to describe it in a single 
interval reports. 

be reported and whether 
report or a series of 

4. Single daily batch stream which will: 

a. Provide useful reports 
weekly, monthly) . 

automatically Ida i ly, 

b. Prevent buildup of data files on disk. 
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2.2 OVERVIEW OF WORKLOAD AMAR 

The three functions of Workload AMAR (also referred to as the 
workload system) are data collection, database management and 
reporting. The three functions are performed by four separate 
programs which are described briefly below. Refer to Figure 2-' 
for an overview of program and data flow . 

2.2.' Data Collect ion 

WCDC20 collects resource utilization, identification, and 
response time data about each job on the system at "checkpoint 
intervals" which occur typically every 5 minutes. It creates two 
output files : one which contains incremental usage by job and 
one which summarizes incremental usage by checkpoint interval . 
WCDC20 collects data about individual jobs and forks not normally 
collected by the operating system. To accomplish this, WCDC20 
dynamically patches into the operating system a small amount of 
executable code and a moderate amount of data tables. Currently 

• 

this code and data must fit in the SNOOP pages. Systems which 
support large numbers of jobs and forks ususally do not have 
enough default SNOOP pages to accomodate the workload data • 
collection program. Hence it is usually necessary to rebuild the 
operating system with more SNOOP pages. It is also highly 
recommended tha t if the job program name tab Ie (JOBPNM) is 
non-resident, that the operating system be rebuilt to make it 
resident. This is necessary to allow WCDC20 to collect the job 
program name which is more useful than the subsystem name. It 
will allow more meaningful reports to be produced. Instructions 
for rebuilding the monitor are included in the AMAR-20 
Installation Guide. WCDC20 runs 24 hours a day, preferably as a 
SYSJOB subjob. 

2.2.2 Database Management 

W2UPD performs database management including input, rollup, and 
deletion. Data for each day is included in the database as a 
separa te file wi th a sect ion for each hour of the day. Da i ly 
data for each weekday is rolled up into a weekly weekday file 
which has a section for each "typical hour". Dai ly data for each 
Saturday, Sunday or holiday in a week is rolled into a simi lar 
weekly weekend file. Weekly files are rolled into monthly files. 
When there are more than the desired number of daily, weekly, or 
monthly files, the oldest files are automatically deleted. • 
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2.2.3 Reporting 

The main reporting program, W2RPTB, uses the workload database to 
report on resource utilization during user-specified reporting 
intervals, which are normally an integral number of hours or 
"typical hours". Resource usage may be summarized by 
user-specified identification data . It is also sorted by those 
keys and/ or by amount of resources. Weekly and monthly reports 
are generated automatically by the single daily batch stream. 
W2RPT is a variation of W2RPTB which is used to report from the 
incremental files rather than the database. 

2.3 ANNOTATED SAMPLE REPORTS 

• 

This section contains four samples of the workload reports 
produced by the standard daily stream W2RPTB.CTL. The first 
report is heavily annotated to help you understand the format 
which is common to all daily workload reports. The minor 
difference in format for other workload reports (weekly and 
monthly) is in the first line of the subreport header, which is 
annotated in the second sample report. Workload AMAR reports are • 
often used in conjunction with the System AMAR Utilization and 
Trend Analysis Reports. These latter reports show activity on 
the system as a whole. 

2.3.1 Hourly Report By Program And User 

Figure 2-2 shows the beginning of WCDYO.RP1, the standard daily 
report with hourly subreports. 

This report is the first place to look for workload reasons for 
problems reported in the System AMAR Daily Utilization Report. 

Each detail line shows resource usage by a particular job running 
a particular program . Major CPU users are at the top of the 
lis t. 

The first page in Figure 2-2 shows the report header box and the 
first subreport. The subreport starts at approximately midnight 
and runs to 1:00 AM (00:04:18 to 01:04:21) . 

The second page of Figure 2-2 shows portions of two subreports • 
from a busy period. The subreports start at approximately 16:00 
and run to 18:00. Intervening and trai ling subreports have been 
omitted from this example. 
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The following notes refer to the circled numbers on the sample 
repor t: 

REPORT HEADER BOX: 

1. This box surrounded by asterisks appears at the top 
of the first page of each workload report . Look for 
this box when searching for a particular report in a 
series of workload reports printed without separator 
pages . 

2. "AMAR WORKLOAD REPORT" always appears in the report 
header box . 

3. Site description (up to 90 characters ) comes from 
the file WCDBS.CON. This description is set up at 
insta llat ion time. 

4 . System code (4 characters) is used to identify 
workload data as belonging to a particular system . It 
comes from WCDBS.CON and Is included in all workload 
database files. The system code should be the same as 
the code used in the System AMAR database. 

5. Report description (up to 90 characters ) is entered 
during W2RPTB dialogue ( in the batch stream or 
on-l ine). 

6 . Input fi lename indicates the fiscal period covered. 

7 . Parentheses enclose the explanat ion of the input 
1 i lename . 

SUBREPORT HEADINGS: 

B. The first line of this subreport heading is typical 
for daily reports. The first line 01 a weekly or 
monthly subreport heading is different . (See the next 
sample report for an example . ) 

9. Start of report interval (time, day of the week, 
da te) . 

10 . End of report interval. 

11. Length of report interval IHH:MM:SS). 

12. Percent 01 interva I measured for Vlork load 
character·lzation. Only measured time is used to 
compute resource usage rates. 

13. List of items whose values are held constant to 
determine what goes into each I ine of detail data. In 
this case, USR1, USR2 , and USR3 (User Name) identify a 
user and PNAH (Job Program Name ) identifies a oarticular 
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proqram that the user was runninQ. 
to the Appendix called ·Valid 
I tems· to get a 1 ist of the item 
used for grouping. 

Refer 
Grouping and/or Sort 

names v.,fh i ch can be 

14. Sort key. In this case, the detai 1 1 ines have 
been sorted in descending order by percentage of 
processor use {CPU%I, to draw attention to major CPU 
users at the top of the lisl. Refer to the Appendix 
called ·Valid Grouping and/or Sort Items· to get a list 
of the item names which can be used for sorting. 

15. Cutoff criteria. In this case, each detail line 
represent ing less than 1.0% of the CPU \;as suppressed. 

INTERVAL TOTALS LINE {See page 2 of the example. I: 

16. The INTERVAL TOTALS line is the summary of 
resource usage during the reporting interval. 

17 . The tot a 1 at the top of this column indicates 
average number of 

18. The average 

19. The average 

20. The average 
the CPU or disk. 

21. The average 
INTERVAL TOTALS 
set sizes during 

jobs in use. 

number of forks in use. 

number of forks in memory. 

number of forks act ively compet ing for 

working set size 
line is a weighted 

the period. 

in pages 
average of 

in the 
working 

22. Except for seconds per response {SEC/RSPI and 
stretch rat io {SRI, other numbers in the INTERVAL 
TOTALS line are ordinary totals. SEC/RSP and SR are 
averages for the reporting interval. 

DETAIL LINES: 

Refer to the Appendix called ·Workload AMAR Item 
Definitions· for a description of all items which can appear 
in the detail lines of the workload reports. In addition to 
the items shown in the detail lines of Figure 2-2, there are 
addition items which can be obtained from the W2RPT8 
program. These extra items would appear on an extra line of 
detail. To get the additional items, respond ·Y· to the 
EXTRA DETAILS? {Y OR NI: query when running W2RPT8. 

• 

• 

23. Job number {as would be reported by SYSTAT, • 
SYSDPY, WATCH, etc.l. 

24. Fork number. This number is not usually reported 
since one fork at a time is rarely looked at. 



• 
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25. Fraction of the reporting interval that the 
specified program appeared to be in use. Since this 
example is broken out by program within session, this 
value wi 11 be 1.0 if the session spanned the entire 
interval and the same program ran throughout the 
interval. A value of 0.4 would indicate that the 
program was running during 40% of the interval . 

26. The average number of forks running under the 
specific job program name (not fork program namel 
during the interval . If AVG JOBS is .4 and there were 
2 forks always running, AVG FRKS would equal .B . 27. 
Day on which the job logged In, relative to the end of 
the report interval. For example , 0 means the job 
logged in during the day in which the interval ended, 
-1 means the previous day. 

28. Time of day when the job logged in. 

SUBTOTAL LINES: 

29. Whensomebutnotallof the detail lines have 
been suppressed because of cutoff criteria, this line 
is included to summarize the detail lines printed. 

30. This line is included to summarize any suppressed 
deta ill ines. 



................. " ......................... 0 ................... " ...................................................... . • 
• 
• 
• 
• 
• 
• 
• 
• 

SITE : rQPS · 2Q SAMPLE SYSTEM ~ 
REPORT OESCAIPTI~ HOURLY AEPORT 

INPUT FilE : 832~DBO (FISCAL 

"NAR WORKLOAD REPORT ® 
BY PROGRAM AND USER ~ 
YEAR : 83 QUARTEA : 2 MONTH : I "'£0< : .. 

• 

SYSTEM : T~ 
• 
• 

DAY : 3 TUESOAV0 ........... ................................................................................................................ 

® 'RO" ' 0: 4 : 18 
® 

ON TUESDAY 26-0CT-82 TO : 
t/oI 

ON ~SDAY 2G - OCT - 82 I : 4 : 21 '~3 r;z::.. 
MEASURED : ~ 

~ 

10 
<:: .., 
m 

'" , 
'" 

GROUPED BY : USRI 

SORTED 8Y : ~PU% 
USR2 USR3 

CUTOFF : 

INTERVAL : 

@ 
.JOB FRI< 

• • 
AVG 
..JOBS 

AVG 
FRKS 

IN 

"'" 
DEMO 

PNAM @ 
1. 00% OF CPU 

USER 
NAME 

ACCOUNT 
NAME 

PRGAM 
NAME 

PAGes 
("'5 ) 

CPU% SWAP fILE 
PF/S 

IFA RS' 
/ MJN 

14 . J 

46 0 . ' 

46 0.2 

'6 0.0 

46 0 . 0 

23 o. , 

46 o. , 

2J 0.0 

23 o . , 

'6 o. , 

"0 

70.5 

0 . 8 

0 . ' 

0 . 2 

o. , 

0.2 

0 . 2 

o. , 

o. , 

o , 

2 . 2 

33.5 1 . 20 · · ··· · ·····INTERVAl TOTAlS • • •••••••••• 55.0 BO . 85 

0 . 8 0.34 AT . PROOUCTION 

0.5 0 .2 1 AT . PRODUCTION 

0 . 2 0.14 AT . PROOUCTION 

0 . 1 0 . 11 Al . PROOUCTION 

0 . 2 0.08 ET"',..AR.08S 

0.2 0 .07 AT . PRODUCTION 

0 . 1 0.09 ETA,..AR . OBS 

0 . 1 0.07 ETAMAR . DBS 

O. I 0.02 AT . PRODUCT ION 

670 . ... 0000002 

610 . A0000002 

610 . A0000002 

6 70. ''0000002 

669 . ''0000000 

610 . A0000002 

669 . ''0000000 

669 . ''0000000 

670 . A0000002 

1214BS 86 . 8 25 . 71 

ISAM 32 . 0 17 . 84 

RUN 42 . 4 8 . 07 

EXEC "" . 9 7 . S1 

W2UPO 54. 8 6 . 86 

EXPUNQ ~7 . ~ 8 . IS 

RUN 37 . 8 3 . 44 

"MARUP 41.6 1 . 54 

1039BS 16 . 0 1.22 

2.2 1.14 ········SUBTOTAlS THRU CUTOFF ••••••••• 55 . 5 18 . 43 

13.3 88 . 3 3 1. 3 0 .06 · ·······SUBTOTAlS AFTER CUTorF •••••••• 46 . 3 2 . 42 

FROM : 1 : 4 : 2 1 ON TUESDAY 26 · 0CT · 82 

GROUPED BY : 

SORTED BY : 

,JOB FRK , , .S 
USRI USR2 USR3 PNAM 

CPUX CUTOFf : 1 . 00% OF CPU 

AVG 
FAKS 

IN 

"'" 
DEMO USER 

NAME 

TO : 2 : 4 : 23 ON TUESDAY 

ACCOUNT 
NAME 

• 
• 

~. 

26·0CT· S2 

PAGE S 
(WS) 

C,"" 

PF/S 

0.2 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 .0 

0 . 0 

0 . 0 

0 . 2 

0 . 0 

1.2 "9 

2 . , 133 

1. 3 148 

0 . 3 256 

1 . 4 55 

0 . 4 199 

0 . 2 239 

0 . 6 66 

0. ' 43 

o . , 80 

6.9 121 

0.3 19 

84 . 6 

0 . 6 

, . 4 

0 . 5 

0 . 3 

0 . 0 

0 . 9 

1.1 .. , 
.. , 
1.6 

76 . 9 

INTERVAL : I : 0 : 

SWAP 
PUS 

FILE 
PF/S 

IFA RS' 
/ MIN 

SEC 
/RSP 

0 . 0 

0 . 2 

o. , 

o. , 

0 .0 

0 . 0 

0 . 3 

o. , 

0 . 2 

o 3 

0 . 2 

0.0 

SR B TTY LOGIN AT 
DAY TI ME 

B 220 - I 2 1 : 15 

B 220 · 121 : 15 

2 B 220 ·1 21 : 15 

B 220·121 : 15 

o B 221 0 0 : 00 

B 220 · 121 : 15 

2 8 o 

2 B 217 0 1:00 

8220·121:15 

MEA SURED: I~ 

SEC 
/RSP 

SR B TTY . IN AT 
TIME 

'" o 
'" '" ~ o 
J> 

'" 
J> 
3: 
J> 

'" 

" 0> 

'" m 

'" , 
0:> 



.,., 
<0 
C -, 

'" 
'" , 
'" 
o 
o 
::> -
::> 
c 

'" u 

@ 

• • 
• • • 46.0 169.0 125 .1 2.04 ···········INTE~VAL TOTAlS • •• ••• • ••••• 39 . 576 . 71 

50 

50 

50 

35 

52 

o 

32 

0.7 '.3 1.3 0.66 BARBARA 

" 6 ••• 5.4 0.32 AT . INQUIRY 

o. , 0.2 0 . 2 0 . 08 BARBARA 

o. , 0.2 0.2 0.09 BARBARA 

0.5 "0 1.0 0.11 IR"IN 

6.2 23.9 23.8 0.06 AT. INQUIR Y 

' .3 2 . 5 

4 .0 10 . 1 

2.0 a.8 

o. , o. , 

2.5 0.06 f S.USER 

9.9 0.04 AT . INQUIRV 

8.5 0.03 AT . INQUIR V 

0.1 0.05 AT .USER 

1.0 20 . 0 12.0 0.05 OPERATOR 

0.3 0.8 0.8 0.06 IP .BROOKS 

076885 39 . 1 27 . 68 

6 10 . .11.0000001 REPORT 29 . 0 11 . 46 

EXPUNG 36 . 4 4 . 92 

EXEC 41 . 7 4 . 49 

639 . 830809 . 2000 I RSML 1 22 . 1 3 . 86 

670. ''0000001 

672 . • 0000000 

670 . .11.000000 I 

670 . .11. 000000 1 

670·.11.0000005 

OPERATOR 

647.820343 

AT 33 . 4 2 . oil 

COMPJ 7 1 . 1 2 . 27 

ATINO 34 . 9 1 . 45 

AD~UST 35 . 0 1. 39 

CSHUPD 59 . 9 1. 33 

SYSJOB 44 . 3 1 . 29 

EXEC 84 . 0 1. 02 

~ 
17 .8 74.3 65.6 

1. 61 ········SUBTOTALS THRU c u rOFf •••••••• • 
39 . 0 63 . 58 28.2 94 . 7 

FROM : 17: 0 : 49 ON 

GROUPED BY : USRI 

SORTE D By : cp"" 
JOB FIU( 

• • ./I, VG AVG 

59 . 5 
0 . 43 ········SUBTOT ALS AFTER CUTOFf •• • ••••• 

4 I. I 13 . 12 

TUESDAY 26 - 0CT-82 TO : 18 : 0 ; 51 ON TUESDAY 
USR2 USR3 PNAN 

26 - 0CT - 82 

CUTOFF : 1 . 00% OF CPU 

IN DEMO 

0 . 6 

0 . 0 

0 . 0 

0.0 

0 . 0 

0 . 0 

0.0 

0 . 0 

o . , 

0.0 

0 .0 

0 . 0 

0 . 0 

0.3 

0 . 3 

5 . 4 143 534 . 2 

0 . 5 549 0 . 0 

1. 2 96 22 . 4 

0 . 1 463 0 . 3 

0 . 4 126 0.6 

0 . 04224 152 . 6 

0 . 2 11 3 27 . 4 

0 . 0 2183 2 . 0 

o . , 96 22 . <1 

0.2 96 25 . 6 

0 . 1 134 0 . 5 

0 . 1 150 64 . 5 

0 . 3 36 2 . 5 

3. , ,., 32 1 . 9 

,. , 65 212 . 3 

INTERVAL : 1 : 0 : 1 

o . , 

0 . 0 

o. , 

o . , 

0 . 3 

0 . 0 

o. , 

0 . 5 

o. , 

o. , 

0 . 2 

0 . 0 

0 . 2 

o . , 

o. , 

• 2 

o B 217 a 14 : 31 

2 T 0 

B 217 a 14 : 3 1 

2 B 217 0 14 : 31 

1 T 47 0 10: 42 

2 T o 
T o 

2 T o 
2 T o 
, T 4 0 16 : 3 1 

2 T OET - 4 5 : 45 

3 T 165 0 15 : 22 

2 

2 

MEA SURED : 100% 

~,lm U!j® 
USER 
NAME 

ACCOUNT 
NAME 

PRGR", 
NAME 

PAGES 

~ 
CPU% SWAP 

PF / S 
FILE 
PF / S 

IFA RSP 
/ MIN 

SEC SR 
/RS~ 

B TTV LOGIN AT 
DAY TIME 

@I.S 2. ' 2 . 8 0.78 OPERATOR 

· ·········.INTERVAL TOTALS •••••••••••• 
62 . 35 0.7 10 . 5 66 1536 . 6 0 . &:::/1 

"9 :® 0.' 
L7 6 . 5 

670. AOOOOOo I 
6 . ' 0.21 AT . I NOUII?V 

0.' 0 . 16 OPERATOR 
REPORT 

DUMPER 22 . 1 37 . 47 

8 . 15 

LOGOUT 
6. ' 

24 . 8 

70 . 3 4 . 59 

o . , 

0 .0 

o. , 

5 . 9 74 11 67 . 2 

, .. 50 

L3 '0 

67 . 0 

50 . 2 

0 . 0 

o . , 

o. , 

B o 
, T o 

@"@ 
670 . AOOOOOoI 

o. , 0.2 
AT 

EJiliPUNG 

0.07 AT . INQUIRY 

0. ' 0 . 08 OPERATOR 
27 . 8 3 . 04 0 . 0 0 . 2 ". 
53 . 3 2 . 20 

22 . 2 0 . 2 

, . 
2 T 

o 

o 
o 0.0 20 . 0 12.0 

6.3 36 . 6 28 . 6 

OPERATOR 0 . 04 OPER ATOR 
SVSJOB 

1. 35 · · ······SUBTOTALS THRU CUTOFF •••••• •• • 

42 . 7 1 . 09 

31 . 256 . 53 

• • 

0 . 0 0 . 5 51 4 . 0 o . , 3 B 217 o 17 :04 
o. , 

0 .• 

o . , 86 6 4 . 5 

9 . 7 661375. 1 

0 . 0 

0 . 0 

2 T OET 

-~'® 

"" o 
'" '" r 
o 
l> 

'" .. 
'" l> 

'" 

" '" <0 

'" 
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2.3.2 Program Name Report 

Figure 2-3 is a sample of the default report WCWKO.RP2 and shows 
weekly resource usage by job program name (PNAM) on the basis of 
typical 8-hour shifts. This report highlights programs YJhich may 
be candidates for optimization or rescheduling. The detail lines 
are sorted by percent Of CPU used with the heaviest consumers at 
the top of the list. For example, dur ing pr ime time, operator 
jobs running under PTYCON (J) used 17.64% of the CPU. The second 
heaviest user of the CPU was 10388S. It used 5.32:: of the 
processor over the five day period. 

A CPU cutoff 
(K) of 1.5% is used to suppress printing of any lines containing 
programs which used less than 1.5% of the CPU. 

• 

Note the first line of the subreport header (A). It is different 
from the corresponding lineonadailyreport. It first tells 
the start time (S) and end time (C) of the "typical period" 
described. Then it tells what type of day (D) is included . This 
should be read "WEEKDAYS MINUS HOLIDAYS" . The other possibility 
is "WEEKENDS ( + HOLIDAYS)". Next it tells the first day (E), 
last day (F), and number of days (G) Included. A glance at a 
fiscal calendar will tell you if all the days have been included. • 
Finally, it tells ho" much of the time was measured: first as a 
percentage (H) of the typical period, then as a total number of 
hours (I). This number of hours can be used to compute resource 
totals from the reported rates. 

Note: Question marks in the USER NAME and ACCOUNT NAME indicate 
that the values of these items varied; i.e., more than one user 
ran the program under more than one ACCOUNT NAME. 

As another example, the ISAM program was the third heaviest user 
during prime shift, even though it was being run only 10% ILl of 
the time. 

• 



• • • .•........... , ........•...•....•...........•...........•.•.............................•.•..•.........•...•....•...•.....•. 
• 

AMAR WORKLOAD REPORT 
• 

• 
• 
• 
• 
• 

SITE : TOPS - 20 SAMPLE SYSTEM 

REPORT DESCRIPTION : WEEKLY REPORT BY (TYPICAL 8 -HOUR SHIFTS) 

INPUT FILE: 83214 . 080 (FISCAL YEAR ; 83 QUARTER ; :2 MONTH : 

• 
• 

SYSTEM : TTSS 

• 
WEEK : 4 WEEKDA YS) 

is 
" >< .­
o 
l> 
o ...••.•.•......•...•.•....... .•.•...•.... ......•... .. ..• . ...... ....... .... ................................................. 

o 0Ci). 7~ G) 
WEEKDAYS (-HOLIDAYS) 

FRO"' : NON 25~-82 TO : FRI ~CT-82 ( 5~S) 
J> 

"" J> 

" 

~ 

'" c: --, 
m 

'" , 
W 

GROUPED BY: 

SORTED BY; 

JOB , FRK , AVG 
.JOBS 

15.7 

1.0 

0 . 1 

O. I 

0.0 

0 . 1 

2.7 

0 . 0 

0 . 0 

0.4 

0.1 

PNIIM 

CPU" 

AVG 
FRI(S 

14.B 

2 . 0 

0 . 3 

0.1 

0 . 1 

0 . 1 

6.7 

0 . 1 

0 . 1 

1 . 2 

0 . 2 

4.5 10.7 

CUTOFF: 

IN 

"'" 
DEMO 

I~ 
USER 
NAME 

OF CPU 

ACCOUNT 
NAME 

PRGRM 
NAME 

PAGES 
(Ws) 

cp"" 
43 . 6 0 . 98 ••••••••••• INTERVAL TOTALS···· ••••• • •• 36 . 4 48 . 14 

1 . 2 0 . 33 OPERATOR 

0 . 3 0 . 12 AT . PRODUCTION 

0 . 1 0 . 05 1111111111111 

O. I 0 . 03 AT . PRODUCTION 

0 . 1 0 . 05 AT . PROOUCTION 

4.5 0 . 04 1111117111111 

0.1 0 . 03 AT . PROOUCTION 

0 . 1 0 . 031171111111111 

1.2 0 . 03 AT . INQUIRY 

0 . 2 0 . 04 7111111771111 

@PTYCON 12 . 8 11 . 6" 

610 . A0000002 

111 . 10011111111 

610.A0000002 

670 . A0000002 

10388S 66 . 5 

ISA029 . 3 

91360E <118 . 3 2 . 41 

5 . 32 

2 .53 

12748S 8 5. 7 2 . 13 

711177771111117 EXEC 43 . 4 2 . 08 

670.A0000002 07688S 38 . 6 1 . 72 

671 . 11111111 COPY 49 . 5 1 . 68 

670.AOOOOOOI PBARPT 33.8 1. 57 

111117777111117 DUMPER 22 . 8 1. 50 

7 . 7 0.16 · ·· ····· SUBTOTAlS THRU CUTOFF ••••••••• 34 . 538 . 59 

1'.2 64 . 1 35 . 9 0 . 22 ········SUBTOTAlS AFTER CUTOFF •••••••• 43 . 0 9 . 55 

SWAP 
Pf/s 

0 . 1 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

0 . 0 

o . I 

O. I 

GROUPED BY : 

7 : 59 - 15 : 59 WEEKD£YS ( - HOLIDAYS) 
FROM : NON 25 -0CT - 82 TO : rRI 29 -0CT - 82 (5 D£YS) 

PNA'" 

SORTED BY : cp"" CUTOFF : 1. 50',( OF CPU 

MEASURED :~ • 

FILE 
PF{S 

IFA 

3 . 6 143 

0 . 0 6805 

0 . 5 114 

0 . 2 124 

0.2 109 

0 . 2 121 

0 . 3 75 

0. ' 143 

0 . 2 78 

0 . 2 69 

0 . 2 72 

2 . 3 181 

RSP 
{MIN 

204.2 

4 . 3 

0 . 3 

0 . 4 

0 . 0 

0 . 1 

12 . 4 

0 . 0 

6 . 3 

9 . 3 

so . I 
83.2 

1.3 79 120 . 9 

S'C 
/RSP 

0.0 

0 . 0 

1.0 

0.5 

0 . 4 

1.1 

0 . 0 

0 . 0 

0.0 

0 . 1 

0 . 0 

0 . 0 

0 . 0 

40.0 1 HOURS 

(9 

SR B TTY 

T 206 

,2 B 

2 B 

B 

2 B 

o B 217 

B 

T 

B 

LOGIN AT 
DAY TIME 

MEA SURED : 99% . 39 . 86 HOURS "" '" 'l5 
'" 



-n ., 
C -, 
ro 

'" , 
'"' 
o 
o 
:> 
~ 

:J 
C 
CD 
a. 

VOB FRK 
• • 

AVO 
,JOBS 

AVO 
FRI(S 

IN DEMO 

"E" 
USER 
NIINE 

"'CCOUNT 
NA"'E 

PRGR'" PIIGES CPU% SWAP FILE 
NA"'E (WS) PF /S PF /S 

IFA RSP SEC 
/ "'IN /RSP 

65 . 5236 . 8 155 . 1 5 . 13 ···········INTERV.L TOT ... LS •••••••••••• 38.069.74 2 . I 11 . 6 57 661.4 o. , 

4 . 1 13 . 5 11 . I 1. 38 "'T . 1117777 777177777777 REPORT 24.5 II 91 0 . 1 4 . 0 32 46 . 7 0 . ' 

4 . 9 14 . 5 12 . 2 0 . 77 "'T . INQUIRY 670 . ''0000001 PBIIRPT 27 .0 8 . 72 o. , 2.0 .. 58 . 7 0 . 2 

1 . 5 3 . 1 1.7 0.2671"7177077 7777777777 PTYCON 13 . 8 7.0 1 0 . 0 0.0 2769 31.5 0.0 

7.8 29 . 8 25 . 1 0 . 15 AT . INQUIRY 771777777777 AT 29 . 3 4 . 71 0 . 1 0 . 5 '8 -49 .0 0.' 

7.2 21 . 5 15 . 9 0 . 23 AT . INQUIRY 777777771777 C.SHAP 55 . 1 4 . 65 0 . ' 0.' 50 92 . 4 O . I 

SR B TTV LOGIN AT 
DAV TI"'E 

4 

, T 

• T 

3 T 

2 T 

3 T 

'" o 
" " r 
o » 
o 
» 

'" » 
" 

0 . 3 0.5 0 . 5 0 . 25 MAGNU'" FSTCPV 99 . 6 2.78 0 . 0 0 . 0 394 O. I 2.7 16 B 

4 . 7 11.9 9.8 0.13 AT .INOUIRY 777777777777 "TlNO 31 . 9 2 . 70 0 .2 0 . ' 56 27 . 2 0 . ' 3 T 

5 . 7 13 .0 7 . I 0 . 33 77777777777777 777777777777777 EXEC 33 . 2 I 75 o. , 0 . 3 56 20 . 4 0 . ' 3 

0.6 I.' 1.5 0 . 19 AT . INQUIRV 670 . AOOOOOOI PBAMN 58 . 2 1. 73 o . , O. I 110 6 . 5 0 . ' 4 T 

0.2 0 . 3 0 . 3 0 . 07 IRWIN 639.830809 . 2000 lRSNll 25 . -4 1.S1 0 . 0 0.0 1783 33 . 7 0 . 1 3 T 

37. I "0 . 1 85 . I 3 . 77 •••• .. ···SUBTOTALS THRU CUTOFF......... 34.0 -47 . 47 ' . 0 8 .3 57 366 . 1 0.' 4 

28.5126 . 7 69 . 9 1.38 •••••••• SUBTOT ... LS AFTER CUTOFF •••• •• • • 49 . 122 . 27 I . I 3 . 3 58 295 . 3 o . , 3 

15 : 59 - 23 : 59 WEEKO.YS ( -HOL ID"'YS) FROM : ...aN 25 - 0CT - 82 TO : FRI 29 - DCT - 82 (5 DAYS) "'EASURED : 89~. 35 . 93 HOURS 

GROUPED BY : PN",", 

SORTED BV : cp,", CUTOFF : 1. 50% OF CPU 

,JOB FRK "'VG ",VG 
# # ,JOBS FRKS 

IN OEMO 

"E" 
USER 
N ... ME 

ACCOUNT 
NAIIIE 

PRGR'" PAGES CPU% SW ... P FILE IFA RSP SEC SR B TTY LOGIN AT 
/"" N /RSP DAY TIME N""'E (WS) PF/S PF/S 

22.1 9-4.8 5-4 . 2 1..3 ········.··INTERV.L TOTALS ............ 37 8 58 . 80 

0.5 

I., 

o. , 

4.2 

0 . 9 

o. , 

o. , 

.' 

1 . 0 

2 . , 

0.3 

9 . 9 

3 . , 

0.1 

o . , 

16 .6 

1 . 0 0 . 29 7777777777777 777777777777777 DU,",PER 26.1 10 .48 

1.2 0 . 19 7P7777077 7777771777 PTVCON 13 . 0 8 . 65 

0 . 3 0 . 13 7777777777777 777777777777 07688S 41 . -4 8 . 22 

6.3 0 . 09 77777777777777 777777777777777 EXEC 51.9 3 . 57 

3 . I D. IO"'T . 7777777 777 . 110000007 REPORT 27 . I 3 . 18 

0 . 1 0 . 05 AT . PRODUCTION 670 . 110000002 094485 52 . 3 2 . 99 

O. I 0.05 77.7777777777 677 . 77777777 COPY 59. I 2 . 48 

12 .0 0.89 •••••••• SUBTOTALS THRU CUTOFF • ••• ~. 31. 5 39.57 

0 . 4 ' . 4 86 555 . 2 

0 . 0 I.' 71 297 . 2 

0.0 0.016284 24 . 3 

0 . 0 0.4 196 1.1 

o. , 0 . 5 69 29 . 1 

0.0 0 . 6 51 14 . 8 

0.0 0 . 4 73 0 . 1 

0 . 0 0 . 1 208 0 . 5 
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Figure 2- 3 (continued ) 



WOR KLOAD AMAR Page 2-14 

2.3.3 Batch Vs. Timesharing Report 

Figure 2-4 is a sample of the defau l t report WCDYO . RP3 and shows 
da i ly resource usage by all batch jobs (A) combined vs. all 
timeshar ing jobs combined on an 8-hour (B) shift basis. 

Note that the average batch job (C) used 12% of the CPU during 
the prime time per iod (8 : 00-16 : 00 ) . The average timesharing job 
(D) used .8%. Average batch job usage during th i rd shift 
(0:00-8:00 ) was much higher , 31.6% . To find the average percent 
used by a job, di v ide the CPU% f ield by the AVG JOBS f ield . 
Wh il e batch jobs can be heavy CPU users, the amount of CPU time 
that batch and timesharing jobs ar e allowed to consume over a 
g iven period can be regulated, to some extent, by the system 
scheduler . By using the scheduler, it is possible to fa vor 
timesharing jobs over batch work during the day and v ice versa at 
n ight . By reviewing batch vs . timesharing usage over a . longer 
per iod , such as a month, i t is poss ible to get an approximate 
idea of how much additional load to expect when adding users to 
your system. 

• 

From running a special report grouped by USR1, USR2, and USR3 
(User Name ) , we could see that a l though an average Of 14.8 
timeshar ing jobs were runn ing during the evening shift, almost • 
two thirds were OPERATOR jobs. For an example of such a report 
see (Figure 2-5 ) . 

• 
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"MAR WORKLOAO REPORT 

SITE : tOPS - 20 SAMPLE SYSTEM 

REPORT OESCRIPTlON : SHIfT REPORT BY BATCU VS. TIMESHARING 

INPUT FILE : 832143 . 080 (F I seAL YEAR : 83 OUAIlTER : 2 MONTH : t 

SYSTEM : TlSS • 

WEEI( : .. DAY : 3 TUESDAY) 

• ......•................................................................ ............. ....... .. ......................... ..... 

FROM : 0 : 4 : 18 ON TUeSDAY 26 - 0CT - 82 TO : 8 : 4 : 25 ON tUESDAY 

GROUPED BY : BATCH ® 
SORTED BY: CPU" 

.JOB FAI( AVG AVO I N OEMO USER ACCOUNT PRGRN , , .JOBS FRKS "'" NAME NAME N ... ME 

15.9 74.0 37.9 0.65 •••••••• •• • INTERVAL TOT ... LS •••••••••• • • 

1.1 2 . 2 2.2 O.SO 7T77711177777 617.A0000077777 777777 

14 . 8 71.8 35 . 6 0 . 14 171777171171 717171777771 117117 

FROM : 8 : 4 : 25 ON TUESO"'Y 28 - 0CT - 82 TO : 16 : 0 : 48 ON TUE SDAY 

GROUPED BY : 

SORTED BY: 

J08 , FR. , AVO 
,JOBS 

BATCH 

C,"" 
AVO 
FRKS 

69.8 240 . 8 

68 . 6 238 . 4 

1.2 2.' 

IN 

"'" 
163 . 6 

15'5 . 1 

2.' 

DEMO USER 
NAME 

ACCOUNT 
NAIoIE 

rRGRM 
NAME 

6.18 ···········INTERVAL TOTALS ••••••• ••••• 

4.82 7777177777777 771777777777777 777777 

1 .17 1717777777 777771177777 777777 

26 - 0CT - 82 

PAGES C,"" 
(WS) 

48 . 041.44 

51.934 . 81 

33 . 9 6.63 

26 - 0CT - 82 

r"'GES 
('liS) 

C,"" 

42 . 8 70 . 52 

INTEAVAL : 

SWAP FILE 
PF / S PF/S 

0 . 2 5 . I 

0 . 1 3 . 9 

0 . 1 1.2 

INTERVAL : 

S'II'AP 
PF/ S 

2 . 3 

FILE 
PF/S 

10 . 8 

33.' 53 . @2 . 0 9.5 

82 . 3~) 39 O . , 0.9 

FROM: 16 : 0 : 48 ON TUESDAY 26 - 0CT-82 TO : 0 : 0 : 56 ON WEDNESDAY 27 - 0CT - 82 INTERVAL : 

GROUPED BY : BATCH 

SORTED BY : C,"" 

8 .~7 

IFA RS' 
/ IoIIN 

87 241 . 3 

9. 102 . 9 

.9 138 . 4 

7 : 56:22 

IFA 

.2 

54 

.. 9 

RS' 
/MIN 

660 . 8 

626 . 1 

1.0 

8 : 0 : 8 

MEASURED: ''''''' 

S'C SA B TTY LOGIN AT 
/RSP DAY TIME 

0.0 

0 . 0 • @ 
0 . 0 I 

MEASUREO : 100'% 

SEC 
/ RSP 

0 . 2 

0 . 2 

2 . • 

SR B TTY 

, 
, T 

" . 
MEASURED : 100'% 

LOGIN AT 
DAY TIME 

0 

"" o 
'" '" .-
o .. 
o .. 
"" .. 
'" 

-0 

'" 'lil 
'" ,JOB FRK AVG A VO IN 0'040 USER ACCOUNT PRGRM PAGES CPU% 5'11'AP FILE IF ... RS' SEC SR B TTY LOGIN AT ~ 
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2.3.4 User Name Report 

Figure 2-5 i s a sample of the default report WCMNO.RP4 and shows 
monthl y resource usage by User Name on an 8-hour sh i ft basis . I t 
can be used to determine which users consume the most resources 
on the system . 

The second de t a i I l i ne I A) 0 f the fir s t subrepor t shows t ha t 
there were an average of 8.4 OPERATOR Jobs logged on during this 
per iod. These jobs used a total of 10.52% of the CPU. Question 
marks in the account name and program name fields indicate that 
values of these items varied, i.e. there were several programs 
run by OPER ATOR Jobs under several accounts. 

It i s also possible to get a similar report grouped only by 
Account Name or by both Account Name and User Name. 

• 

• 

• 
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ANAR WORKLOAD REPORT 

SITE : TOPS · 20 SAMPLE SYSTEM 

" REPORT DESCRIPTION: ,",ONTHlY REPORT BY USER (TYPICAL a - HOUR SIlIFTS) 
• 

INPUT f i LE: 832 1 . OBO (FISCAL YEAR : 83 QUARTER : 2 MONTH : 1 
• , 

• 
• 

5 YSTEIo4 : TTSS • 
• 

WEEKDAYS) 

.... " • " " • " . " .o " • " " " •• • • ,," ." • • "". " "" .... " .. " .... ,, " . . ... " . " •• " " .,," .. " " .......... " •• ,," ••• ,," • •• " ..... " •• •••• " .o"",, .................... " .................. . 

0: 0 - 7 : 59 WEEKDAYS (-HOLIDAYS) FROM : MaN 4 - 0CT-82 10 : FRI 29-0C1 - 82 (20 DAYS) 

GROUPED BY : 

SORTED BY : 

v08 , FRK , AVO 
JOBS 

USRI USR2 USR3 

C,"" 
AVG 
FRKS 

IN 

"E" 
OEMO USER 

NAME 
ACCOUNT 
NAME 

PRaRM 
NAME 

PAGES 
(W5) 

C,"" 

14.3 65 . 2 48 . 3 1.16 • • ••••• •• •• INTER .... AL TOTALS····· •• • • •• • • 6 . 853 . 50 

SWAP 
PF/S 

0 . 2 

1. 0 2 . 0 2.0 0 . 69 AT.PROOUCTION 

8.. 45.1 33.3 0 . 24 OPERATOR 

7711A1177777111 111 777 54 . 4 36 . 58 0 . 1 

771117111171111117117 26.1 10 . 5~. 0 
1.0 

0 . 1 

0.0 

o. I 

0 . 0 

0 . 0 

0.2 

2.0 

0 . 0 

0.0 

0.1 

0 . 0 

0 . 0 

0.0 

0 . 0 

' . 2 

0 . 2 

0. 1 

0 . 1 

0 .0 

0 .0 

0 . 5 

' . 0 

0.1 

0. 1 

0 . 2 

0 . 0 

0.0 

0.0 

0 . 1 

3.0 0.08 AT . INQUIRY 117111111111 117777 36.9 2 . 22 

0.2 0.08 PZ . PROOUCTION 7777177777 177777 56 . 1 1.95 

0. 1 0.02 ETA~AR . OBS 669. AOOOOOOO 177771 43.5 0 . 74 

O . I 0.0 1 BARBARA 717777 31 . 3 0 . 34 

0.0 0 . 01 HANSON 777171 40 . 3 0 . 32 

0.0 0.01 SHARED 177 . 100111 . 7000 111717 27 . 1 0 . 20 

0 .• 0.00 PZ . RECEIVING 

3 . 0 0.00 ETAMAR . OCOL 

0. 1 0 . 00 IP.USER 

0.1 0.00 AT . USER 

0.2 0.00 PI . PURCHASING 

674 . 831325 

669. AOOOOOOO 

611.820375 

670. A0000005 

674 . 831325 

0.0 0.00 BFS . MACINNES 676 . AOOOOOOO 

0 . 0 0.00 IP . PROO 665 . 820305 

0 . 0 0.00 AOMINISTRATION 669.AOOOOOOO 

0.1 0 . 00 AN . USER 
• 
• 

777117 61 . 3 0 . 10 

711711 21 . 9 0 . 10 

117717 61 . 8 0 . 09 

177117 37 .• 0 . 07 

711117 67 . 3 0 . 07 

717177 63 . 1 0 . 03 

111777 .6 . 2 0 . 02 

1177 26 . 9 0 . 02 

ooo lBO 58.6 0 . 02 

0 .0 

0 . 0 

0 .0 

0 .0 

0 .0 

0 . 0 

0 .0 

0 . 0 

0 .0 

0 .0 

0 . 0 

0 . 0 

0 . 0 

0 .0 

0 . 0 

MEASUREO : 78~· 125 . 97 HOURS 

FILE 
. PF / S 

IFA .S. 
/ MIN 

6 . S 88 435 . 0 

4 . 6 84 48 . 4 

0 . 5 216 348 . 0 

0 . ' 

0 . 7 

0 . 1 

67 

" 
55 

0 . 1 6 1 

0 . 0 351 

0 . 0 63 

0 . 0 28 

0 . 0 91 

0 . 0 72 

0.0 161 

0.0 32 

0 . 0 129 

0 . 0 149 

0 . 0 78 

0 . 0 40 

15 . 2 

6 . 2 

0.7 

O. I 

0 . 0 

0 . 6 

0 . 8 

S.o 

0.' 
7. I 

0 . 6 

0 . 1 

0 .0 

0 . 0 

0 . 4 

SEC 
/ RSP 

0 .0 

0 .0 

0.0 

0 . 1 

0.1 

0 . 1 

0.2 

0 . 1 

0 . 1 

0 . ' 

0 . 1 

0 . 1 

0.0 

0 . ' 

0 . 1 

0 . ' 

0 . 2 

o. I 

SR B TTY 

2 

2 

2 T 

8 

2 8 

2 

, 8 

2 8 

, T 

, T 

2 

T 

, T 

2 B 215 

2 8 

2 T 

€ 
o 
;0 

'" r-
o 
". 

'" 
". 

'" ". 
;0 

LOG I N AT 
OAY TIME 

." 

'" '" '" 
'" -..., 
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2.4 HOW TO RUN THE PROGRAMS 

2.4.1 Data Collection 

The Data Collection program, WCDC20, should be run as a SYSJOB 
subJob. There will be a corresponding subJob to collect data for 
System AMAR . 

The following commands should be inserted into the SYSJOB.RUN 
file to ensure automatic startup and continuous data collection: 

JOB n \ LOG amar-dir 
ENABLE 
SYSDPY E 
CONNECT struc:(amar-dir) 
RUN WCDC20 
\ 

These commands may be entered directly to SYSJOB 
started the first time. SYSDPY must be run 
order to insert some JSYS code into the monitor. 
may be used to restart WCDC20 if it has stopped 
parity errors or the like. 

to get WCDC20 
before WCDC20 in 

The last 1 ine 
because of disk 

WCDC20 creates two output files named WC.INO and WC.IN1. 
output fi les are updated after each checkpoint interval. 

These 

2.4.2 Generating Automatic Reports 

There are two programs used in the automatic reporting process 
W2UPD and W2RPTB. W2UPD massages the incremental files output by 
the data collection program and creates the database files. 
W2RPTB Is the report generating program which operates on the 
database files. These programs are normally run as part of a 
nightly batch stream, W2RPTB.CTL, which is self - submitting. By 
using special wild carded filenames (described under the INPUT 
FILE.EXT = command In the Appendix called, "Report Program (W2RPT 
and W2RPTB) Dialogue"), it is possible to generate daily, weekly, 
and monthly reports through this one stream without operator 
intervention. The reporting program W2RPTB 

• 

• 

recognizes when a fiscal day, week or month has ended and then 
produces the appropriate daily, weekly and monthly reports . An 
exception occurs if the stream is not run every day. Processing 
wi 11 get several days behind. Then only the first fiscal report • 
type for the first fiscal period encountered will be produced . 
There are six types of fiscal period In Workload AMAR. These 
periods correspond to the six types of files listed under the 
"DORPT:" step of W2RPTB.CTl. See the Appendix called "Workload 
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• AMAR Batch Stream - W2RPTB.CTL" . 

• 

Four default reports are supplied with the package. These 
reports are described in the previous section and may be produced 
at your option on a daily, weekly, or monthly schedule or not at 
all . You can define special reports through the W2RPTB program 
dialogue. The dialogue responses can be added to the dail y batch 
stream . The special reports will then be produced automatically. 

2 . 4.3 Generating Special Reports 

2.4.3.1 What Program Do I Use? -

There are two programs for generating special 
and W2RPT. For detailed explanations 
dialogues, see the Appendix called "Report 
W2RPTB) Dialogues· . 

reports W2RPTB 
of report program 

Program (W2RPT and 

Use W2RPTB to report from the workload database. See Figure 2-6 
for an example of W2RPTB dialogue and the resultant report. 

, 
Use W2RPT to report from yesterday's or today's data for one of 
two reasons: 

1. You want to look at today's data which will not be in 
the database until after midnight. 

2. You want to look 
than one hour or 
boundaries . 

at yesterday's 
not start ing 

data for intervals 
and/or ending on 

less 
hour 
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.RU AM : W2RPTB 

REPORT DESCRIPTION. REPORT SHOWING 

INPUT fILE . EXT· 832143.DB0<3[) 

OUTPUT FILE . EXT • WORKDT . RPTt:f\ 

EXTRA DETAIL S~ 

GROUPING FILE . EXT • \::I 

ENTER DESIRED START AS ... , 101M : 8 ~s 
ENT ER DESIRED END AS HH MM : 16 
ENTER DES IRED INT ERVAL SIZE AS HH /14M ; 

ENTER MAXIMUM DETAIL LINES~INTERVAL : 
ENTER CPU% CUTOFF : 1 .0 7 
EXTRA DETAIL S? (v OR N) : V g 
ANY SPECIAL MASKS OR SO~OROERS? (Y OR N) : N 

10 ITEM 0 - 0: ACCI 0: 
® 

to 1 TEN 0 - ' : ACr:z 0) 
10 ITEN 0 - 2 : ACT3 @ 
10 ITEM 0 - 3 : 

SORT ITEN 1- 0 : CPU% @ 
SORT ITEM 1- 1 : 

SORT ITEM 2 - 0 : 

MORE REPORTS? (Y OR N) : N 

• 

t . Free 'or~ report descrIption. This report 
show. t~ extra detaIl lIne . Refer to the 
Appendix called -Workload AMAR It em Definitions" 
for a description of the Items on thts lIne . 

2 . Dally fi l e for Octobe,. 26, 1982 (FY83, seCOnd 
quartor, 'trat month, fourth week , third day . ) 

3 . Report filename . 

4 . Start the report e t 8 :00 AM . MInutes, 
seconds , end day default to 0 I ' on l y the I,our Is 
spec If ied . If carriage return on l y had been 
entered, the report would have startod at the 
beginning of the file . 

, . The report will stop at 16 :00 (4 :00 PN) . If 
carriage return only had been entered. the repor t 
would have stopped at the end o( the (lIe . 

e. SInce carriage return was entered. the report 
will cover the entire period between 8 :00 AM and 
4 :00 PM . 

7 . Only those detaIl lines wi th CPU usage of t% 
or ~re will be shown . 

8 . Extra detail lines will be printed . 

9 . No other spec i al features will be used . 

10 .. II . and 12 . The data will be grouped by 
account nll,. • . 

13 . Th. ~aJor sort Is by CPU% . 

• 
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AMAR WORKLOAD REPORT 

SITE: TOPS-20 SA"PLE SYSTEM 

REPORT DESCRIPTION : REPORT SHOWING EXTRA DETAILS 

INPUT FilE ; 832143.080 (FISCAL YEAR : 83 OI.MRTER : 2 MONTH : t 

• 
• 

SYSTEM : TTSS 

• 

WEEK : 4 DAY: 3 TUESDA Y) • 
••••••••••••••••••••••••• •• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

FROM : 8 : 4 : 25 ON TUESDAY 26 - 0C1 - 82 TO : 16 : 0 : 48 ON TUE SOAY 26-0CT-82 INTERVAL : 7 : 56 : 22 MEASURED : 100% 
GROUPED BY : ACTI AeT2 AeT3 

SORTED BY : CP"" CUTOFF : l . ooX OF CPU 

UJ ~OB Fill< AVG AVG IN DEMO USER ACCOUNT PRGRN PAGES CPUX SWAP FILE 
C 1/ 1/ ,JOBS FRKS MEM NAME NAME NAME (""5) PF / S PF/ S ., IF. RSP SEC SR B TTV lOGIN AT 

ro 398167 1340 4644 284207 546032 12237 63 322793 542210 183119 0 41840 573 

'" , 
/ MIN 

2712 

/ RSP 

2661 

a> 

o 
o 
:J 
~ 

:J 
C 
ro 
0. 

® 

69.8 240 . 8 163 . 6 
S61l1 39110 2969FC 

6 . 18 ··· · ····· · .INTERVAl TOTAlS •••••••••••• 
2 180 FT O. LD 0 . 81U 0 . 000 4 . 538 

37 . I 121. 9 99 . 2 3 . 70 AT . INQUIRV 670 . .40000001 777711 44911 30810 2322FC 1663FT O . lO 0 . 44U 0 . 000 2 . 698 

15 . 4 59 . 8 18 . 7 I . 10 17777177717 777771 3211 1910 146FC 10 2FT O. lO O. I7U 0 . 000 0 . 878 

5 . ' 19 . 8 17 . 2 0 . 15 PI . ??71?7 ? 11? 674 . 831325 7?7777 3511 2810 212FC 162FT O. lO O.O""U 0 .000 0 .068 

0 . 7 1.3 1.3 0.1"" IR\IIIN 639 . 830809 . 2000 711777 2L1 ILO I04FC 11FT O. LO 0 . 03U 0 . 000 O . 118 
81 0 . 3 0 . 5 0 . ' 0 . 204 OHARA 155 .. 0000000000 7771 77 III ILO 3FC 3FT O . LD O.OIU 0.000 0 . 228 

0 1.0 20 . 0 8 . 7 0 . 10 OPERATOR OPERATOR SYS,J08 OLi OLO 18FC 18FT O . LD 0.02U 0.000 0 . 068 

0.' 1.8 1. 1 0.20 AT . LEUNG 670 . AOOOOOOOO 77?771 2L1 ILO 14FC 10FT O . LD O.OIU 0 . 000 0 . 168 

62 . 2225 . 1 1048 . 7 5 . 63 •••• •••• SUBTOTALS THRU CUTOFF ••••••••• 52 III 358LO OFC OFT O . LO O . 72U 0 . 000 "" . 178 

7 . • 15 . 7 16 . 8 0 . 56 ··· · ····SUBTOTALS AFTER CUTOFF •••••••• 
040LI 33LO 2969FC 2180FT C . LO O. 09U O. OOG 0. 36B 

Th" I, .,e o"-lk .shows wh",,- En1l.A !lET A I /.5 
o.>e ,"ellue ~r" - ct s hould be 

42.8 70 . 52 2 . 3 10 . 8 
0 . 12"" O . IOS 0 . 62R 

31 . 1 38 . 07 1.0 7 . 7 
0 .05S 0 . 47R 0 . 05 .... 

83 . 7 15 . 72 0 . 3 0 . 5 
O. OIS O. OlR 0 . 01\11 

54 . 8 2.98 0 . 2 0 . 7 
O. OIS 0 . 03R 0 . 02\11 

28 . 7 2 . 29 0 . 0 0 . 0 
0 .005 0 . 00II 0 .00\11 

22 . 9 1. 32 0 . 0 0 . 0 
0 . 005 O . OOR 0 .00\11 

3 2. 4 1. 30 0 . 2 0 . 1 
O.OIS O . ooR 0 . 01'" 

15 . 1 1 . 13 0 . 0 0 . ' 
O. oos O . OlR 0 . 001< 

-'1.1 62 . 80 1. 8 ••• 0 . 08 S 0 . 57R 0 . 09'" 

60 . 2 7 . 72 0 . ' 1.2 
0 . 02S O. 06R 0 . 02"" 

62 660 . 8 0.2 
0 . 000 0.001< 

50 344 . 7 0 . 2 
0 . 000 O. OOM 

18' 53 . 6 0 . 1 
0 . 000 O. OOM .. 23.2 0 . ' 
0 . 000 0 . 001< 

'87 H . I O. I 
0.000 O.OOM 

238 0 . ' 0 . 2 
0.000 0 . 001< ,. 58 . 1 O. I 
0 . 000 0.001< 

02 2.' 0 .• 
0 . 000 0 . 00104 

.3 556 . 9 0 . 2 
0 . 000 0 . 0014 .. 103 . 9 0 . 2 
0 . 000 0 . 001< 

OAV TIME 

5o, 3@ , 

5 
0 

, 
3 T 0 

0 

, T 0 
0 

5 T 12 0 8 : 19 
0 

4TOET - 4 5 : 45 

12 T 0 
0 

, 
, 

15 
'" "" r 
o 
l> 
o 
l> 
~ 
l> 

'" 

" '" 10 
ro 

'" , 
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2.4.3.2 Special Report On Yesterday' s Data -

To obtain a special report on yesterday' s data do.,n to the 5 
minute level, run 'tI2RPT accord ing to the general d i rections in 
the Appendi x called "Report Program ('tI2RPT and W2RPTB ) Dia logue " , 
spec i fy ing an output fi lename of the form WCX.ext where 'tICX 
represents yesterday' s incremental f il es and ex t is not .IND, 
. IN1, .RP? , .E XE, or .RAW. Before you run W2RPT, make sure that 
there are two files for yesterday named WCX.IND and WCX.IN1, as 
these are the input files required by W2RPT. If an hourly or 
higher level report i s needed , the 'tI2RPTB program and the 
database f i le for yesterday may be used. 

2.4.3.3 Special Report On Today' s Data -

To obta in a spec ial report on today' s data run W2RPT according to 
general directions in the Appendi x ca l led "Report Program (W2RPT 
and W2RPTB ) Dia logue " , spec i fy ing an output f il ename of the form 
WC.ext , where .ext is not .IND, . IN1 , . RP?, or .EXE. 

2 . 4.4 Exam in ing / Changing The Workload Holidays (WCFI X) 

In addition to spec i fy ing ho li days for Work load AMAR, holidays 
must a l so be spec i fied for System AMAR. Al though the ho l idays 
should be the same throughout AMAR, the processes to set them are 
separate. The WCFIX program is used to specify holidays for 
Workload AMAR. For System AMAR, see the Section entitled 
"Examining/ Changing Database Parameters (AMRGEN)". The holiday 
list in Workload AMAR is currently limited to a max imum of 18 
entries . Once the list is full, adding a new entry will cause 
the earliest date to be deleted from the list. Thus it should 
never be necessary to ' explicitly delete holidays unless they have 
been set by mistake. On the other hand, you should not try to 
set more than 18 future holidays because the earliest would be 
deleted from the list before it could do its Job of making the 
correspcnding data enter the database as holiday data. WCFIX can 
also be used to temporar i ly reset the grace period. The grace 
period has a three fo ld purpose: 

1. It allows automat ic processing to be resumed after as 
many as 7 days ( the standard default ) with no special 
action. 

• 

• 

2. It prevents processing of more than 7 days of data at • 
one time .,hich could cause disk problems. 

3. It avoids database update .,hen the operator has set the 
system date more than 7 days into the future. If database 



• 

• 

• 
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update "ere allowed in that case, dummy data would be 
entered into the database which could not be replaced by the 
real data and old data would be deleted prematurely . In an 
extreme case, if the operator set the date a year ahead and 
the longest retention in the database was a year, the whole 
database could be filled with dummy data and it would be 
impossible to enter any real data for the next year. 

Before using WCFI X to temporar i ly extend the grace period, you 
should maKe sure there is enough disK space to process the extra 
days , maKe sure the system date i s ccrrectl y set, and maKe sure 
the worKload data collection program is co l lecting data. If the 
normal batch stream i s going to be used, be sure to request 
enough time and avoid multiple subm issions. The next time W2UPO 
runs successfully, it will set the grace period bacK to the 
de fault of 7 days. 

I/ICFIX is command dri ven. Both lower and upper case are va 1 i d. 
II'CFIX prompts wi th an asterisK ( . ) . 
Va 1 id Commands: 

HELP 

S H 

Funct ion: To prov ide a brief sysnopsis of the va 1 id 
commands. 

yymmdd 

Function: To set a holiday ( yy = the normal calendar year; 
mm = the month; and dd = the day ) . A holiday must be set 
before the corresponding data is entered into the da tabase. 
Otherwise, setting the day as a holiday will have no useful 
effect. 

o H yymmdd 

L H 

Funct ion: To delete a holiday ( yy = the normal calendar 
year; mm = the month; and dd = the day ) . Once the 
correspond ing data has been entered into the database as a 
holiday, deleting the hol iday will have no useful effect 
other than to free up a slot in the holiday list . 

Function: To list the holidays. Holidays will be 
the following format: fiscal date followed by a 3 
day abbrev iat ion (MON-FRI ) followed by the norma 1 
date. 

listed in 
character 
calendar 

S G nnn 

Function: To temporarily set the grace period to nnn days. 
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EXIT 4t 
E D 

Function: To ex it the program and return to monitor level. 

2.5 PROCEDURE FOR RUNNING W2RPTB.CTL 

2.5.1 Overvi ew Of W2RPTB.CTL 

Th is stream runs dail y. It takes the workload data which has 
been collected by WCDC20 s ince the last t ime W2RPTB.CTL ran, 
updates the da t abase, and produces dai ly reports (and weekly and 
month ly reports if appropria te ) . See the Append ix called 
"Work load AMAR Batch Stream - W2RPTB.CTL " for a sample of the 
stream and step descriptions. 

2.5 .2 Resource Requirements 

To run t he workload system on a continuous basis, you wi ll need a 
SYSJOB subjob to run the WCDC20 program and a permanentl y mounted 
d isk area wi th at least 3200 pages ava i lable for raw data and 
programs . The average number of simultaneous users is the key 
factor determ ining da i ly f i le s ize. The size of your workload 
database will probab ly range between 3500 and 20000 pages. Size 
depends partly on the complex ity of your workload and partly on 
the retention periods you specify. This space may be on a pack 
separate from the raw data, but should also be permanently 
mounted, If possible. See the Appendi x called "Installation and 
Resource Requirements" for a more complete discussion of resource 
requ i rements. 

2. 5.3 Subm ission 

The stream resubmits 
successful or not. 
raw data bu i ld up on 
in the submit queue, 

i tse 11 
This 

disk . 
set to 

in most cases, whether completion Is 
is because it i s important not to let 
There should always be a W2RPTB . CTL 
run / AFTER:TODAY . 
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2.5.4 Restart Procedure 

If a system crash OCCurs while the stream is running , the stream 
automatically restarts at the appropriate checkpoint. The user 
should never have to resubmit W2RPTB.CTL unless the submit queue 
entry is destroyed. Each major step is checkpointed . 
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APPENDIX A 

SYSTEM AMAR ITEM DEFINITIONS 

This appendix contains a definition for each item which can be 
monitored by System AMAR. Items are listed in alphabetical order 
by the title which appears on the System AMAR reports. The title 
is the first line in each definition below . Preceeding logical 
and physical names as well as special characters such as # or % 
are ignored. Following the title line is a line which contains a 
4 character code which uniquely identifies the item and its 
corresponding records in the System AMAR database. 

Beneath each item code i s a letter, in parentheses. which 
indicates whether the item is metered 1M) or snapped IS) . 
Metered implies that the value of the item is accurate. 
regardless of the size of the sample interval. Snapped means 
that the sample taken is a "snapshot" of the item at sample time. 
Subsequent or prior to the snapshot, the values could have been 
very different. Thus, the accuracy of the values ' correspondence 
to what is actually happening on the system depends on the number 
of samples taken during the reporting period . 

Item values reported as a "per second" count were obtained by 
di v iding the value observed at sample time by the number of 
seconds in the sample interval. 

DECSYSTEM-20 ITEMS 

# ACT! VE FORKS 
NRUN - Number of Acti ve Forks 
IS) 

This is the average number of acti ve processes, e .g., those 
competing for use of the CPU or disk. 

% AMAR ClK TIME 
XAMT - Percent of real time measured by AMAR 
1M) 

The percentage of time that the data collection program was 
running and measuring system performance. 
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% BACK GND TIME 
BGND Background Tasks Percent of Real Time 
( M ) 

The percent of rea I time used by the mon i tor to do 
background tasks. One background task i s mov ing terminal 
input characters from a system-wide buffer to the individual 
term inal input buffers and echo ing them. 

BAl SET ADuS/SEC 
AuBl - Balance Set Adjustments per Second 
( M) 

The average number of times per second that the system 
adjusted the balance set. 

BAlNCE SET FRKS 
NBAl - Number of Forks in the Balance Set 
( S ) 

Average number of processes in the balance set. 

BAl SET SWPS / SEC 
NREM - Balance Set Forks Removed per Second 
( M) 

The average number Of working sets removed from the balance 
set and swapped out of memor y per second. 

BIAS CONTROL 
KNOB - Bias Control Setting 
( S ) 

The value (1-20) of the bias control setting. 

% BS WQ RD WAIT 
DSKR - Percent of Balance Set Wait Queue Forks Blocked for Disk 
( M) Read 

% BS 
SWPR 
( M) 

The percent of 
(BSWT ) which 
read. 

processes In the balance set wait queue 
are waiting for the completion of a d isk file 

WQ SWP WAIT 
- Percent of Balance Set Walt Queue Forks Blocked for 

Swapping 

Percent of processes 
which are awaiting 
memory. 

in the balance set wait queue (BSWT) 
the completion of a page swap into 

• 

• 

• 
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% BS WQ WR WAIT 
DSKW - Percent of Balance Set Wa i t Queue Forks Blocked for Disk 1M) Write 

Percent of processes in the balance set wait queue IBSWT ) 
which are awaiting the completion of a d isk file write. 

CONTE XT SWTS / SEC 
CTXS - Context swi tches per second 1M) 

The average number of context switches per second performed by t he scheduler. 

CPU IDLE TIME 
CPIO - Graphed CPU Idle Time 
1M) 

The percent of real time the system was idle without any 
demand on the CPU or idle with at least one process blocked 
for disk fi Ie read or write. This metr ic i s reported only in the CPU uti lization graph . 

CPU OVHD TIME 
CPOO - Graphed CPU Overhead Time 1M) 

The percent of real time the system was perform ing 
background tasks or scheduling processes. This metric is 
reported onl y in the CPU utilization graph. 

% CPU UTIL 
CPU - Graphed Percent of CPU Ut i lization TM )' 

The percent 
related to 
processes. 
graph. 

of real time used to perform work directly 
user processes, such as paging and execut ing 

This is only reported in the CPU utilizat ion 

DSK RDS PGS / SEC 
DKRD - Disk File Page Reads per Second 1M ) 

The average number of disk f i le pages read per second from the file system. 

DSK WRS PGS/ SEC 
DKWR - Disk File Page Writes per Second 1M) 

The average number of disk file pages written per second to the file system . 
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# FORKS BS WA IT 
BSWT - Number of Forks in the Balance Set Wait Queue 
( S ) 

The average number of processes in the balance set that are 
in a wait state. 

# FORK WAKS / SEC 
WAKE - Fork Wakeups per Second 
(M) 

The average number of process \;akeups per second. Some 
events and processes that awaken processes are: term ina l 
input and output, process termination, TIMER, DISMS , ENQ , 
IPCF, and IIC . 

FREE MEM PGS 
FPGS - Number of Free Pages of Memor y 
( S ) 

The average number of f ree pages in physical memor y . Within 
the free pages the monitor maintains a page cache, the use 
of which s ign i f icantl y affects system performance. 

%??????? FREE SPC 
LUFS - Disk Pack (Log ica l Name ) Percent of Free Space 
( S ) 

Percent of free space on the logical structure. 

FR K FREE PGS / SEC 
LCCW - Local Pages of Memor y Freed per Second 
(M) 

The average number of pages freed per second from a specific 
process by the local memor y management serv ice. 

GEN FREE PGS / SEC 
GCCW - Global Pages of Memor y Freed per Second 
( M) 

The average number of pages freed per second by the global 
memor y management serv ice. 

% IDLE 10 TIME 
FILW - CPU Idle and a Fork Blocked for Disk Fi le Read or Write 
( M) 

The percent of real time during which the CPU was idle, no 
process was awa i ting memory management serv ice, and at least 

• 

• 

one acti ve process was awaiting completion of a d isk file • 
read or wr i te. 
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% IDLE SWP TIME 
SWPW CPU Idle and a Fork Blocked for Swapping 
( M) 

Page A-5 

The percent of real time during which the CPU was idle and 
at least one acti ve process was awaitng the completion of a page swap. 

% IDLE TIME 
IDLE - CPU Idle Percent of Real Time 
1M) 

The percent of real time during which the CPU was idle 
because there were no active processes. 

# LINES IN USE 
TTYU - Number of Terminals Concurrently in Use 
IS) 

The average number Of terminals concurrently assigned and in use . 

LOCKED PAGES 
LKPG - Number of Locked Memory Pages 
IS) 

The average number of locked memory pages . These include 
pages reserved by the monitor as terminal and magnetic tape buffers, etc. 

MEM MGMT CYCS/SEC 
NCOR - Memory Management Cycles per Second 
(M ) 

The average numbe r of global memory management cycles per second. 

# MEMORY WRK SETS 
NWSM - Number of WOrking Sets in Memory 
IS) 

The average number of working sets In memory. 

% MGMT MEM TIME 
TCOR - Page Request Memory Management Percent of Real Time (M) 

The percent of real time used by the monitor to search for 
pages in memory that are not in any process's working set. 
This service is part of the global memory management cycle . 

# MTAS ASSIGNED 
MTAU - Numbe r of Magnetic Tape Drives Concurrently in Use 
( S) 
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The average number of magnet ic tape dri ves concurrentl y • 
assigned and in use. 

MT ????? PGS / SEC 
MTIO - Magnetic Tape Dri ve Pages Transferred per Second 
( M) 

The average number of pages t r ansferred per second to or 
from the physical magnetic tape dr ive. 

% PAGING TIME 
TRAP - Percent of Real Time to Resol ve Page Faults 
( M) 

The percent of real time used by the mon i tor to resol ve page 
faults, both from memory and d isk . Note that here TRAP is 
always included in USED even though wit hin the mon i tor i t 
can be opt iona lly excluded from time charged to users. 

PG FAULT TRPS/ SEC 
NTRP - Page Fault Traps per Second 
( M ) 

The average number of page fault traps per second. A page 
faul t occurs when a process references a page in its v irtua l 
address space outside of its work ing set. A page faul t i s • 
resol ved e i ther by locat ing that page already in memor y , 
from the rep laceable queue or from shareable pages , or by 
read ing that page from d isk. 

PGS REAS MEMOR Y 
AM EM - Pages of Reass ignable Physical Memor y 
( S ) 

The average number of pages of phys ical memory ava i lable for 
allocation as mon i tor work space and to user processes. 

PGS USER MEMOR Y 
UMEM - Number of Memory Pages Available to User Forks 
( S ) 

The average number of physical pages of memory ava i lable for 
allocat ion to user processes. This excludes the size of the 
mon i tor and all locked pages. 

# PTYS IN USE 
PT YU - Number of Psuedo-Terminals Concurrentl y in Use 
( S ) 

The average number of psuedo-term inals concurrentl y in use. • 



• 
SYSTEM AMAR ITEM DEFINITIONS 

??????? RDS / SEC 
LURD - Disk Pack (Logical Name ) Page Reads per Second ( M ) 

Page A-7 

The average number of page reads per second from the logical pack. 

RQ SAVES PGS / SEC 
RPQS - Replacement Queue Page Saves per Second ( M) 

The average number of pages retrieved from the rep lacement 
queue per second to resol ve page faults. The rep lacement 
queue Is maintained in memor y and as such can resol ve a page 
fault without a disk read. 

% SCHED TIME 
SKED - Scheduler Percent of Real Time 
( M) 

The percent of real time used by the monitor to schedule ' 
processes for memor y or CPU usage. 

??????? SEKS / SEC 
LUSK - Disk Pack (Logical Name ) Seeks per Second 

• ( M) 

• 

The average number Of seeks per second on th is log ical disk pack. 

# SHARED PAGES 
SHPG - Number of Shared Memor y Pages 
(S) 

The average . number of shared memory pages. The monitor can 
resol ve a page fault for a shared page without a disk read 
If i tis I n memory. 

SWAP RDS PGS/ SEC 
DMRD - Swapper Page Read per Second 
(M) 

The average number of disk pages read per second from the swapp ing area. 

% SWAP SPC FREE 
SWFS - Percent of Swapping Space Free 
( S ) 

Percent of available swapping space . 
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SWP lAIRS PGS / SEC 
DMWR - Swapper Page Writes Per Second 
1M) 

The average number of disk pages written per second to the 
swapping area. 

# SYSTEM RELOADS 
XRlD - Number of System Reloads 
IS) 

Number of system reloads. 

% SYSTEM UPTIME 
XUPT - Percent of Time System Was Up 
1M) 

Percent of rea 1 t.ime that the system was running . This may 
be longer than % AMAR ClK TIME. 

TTY IN CHRS / SEC 
TTIN - Terminal Input Characters per Second 
1M) 

The average number of characters input per second from all 
terminals on the system, including psuedo-terminals. 

TTY INTR CHRS / SEC 
TTCC - Terminal Interrupt Characters per Second 
1M) 

The average number of 
transmitted per second. 

TTY OUT CHRS / SEC 

terminal interrupt 

TTOU - Terminal Output Characters per Second 
1M) 

characters 

The average number of characters output per second to all 
terminals on the system, including psuedo-terminals and 
echoed i npu t. 

%UN ???? FREE SPC 
PUFS - Disk Drive IPhysical Unit) Percent of Free Space 
IS) 

The percent of free space left on the physical drive . 

UN ???? RDS/SEC 
PURD - Disk Dri ve IPhysical Unit) Read per Second 
1M) 

The average number of pages read per second on this physical 
drive . 

• 

• 

• 
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UN ???? SEKS / SEC 
PUSK - DisK Dri ve (Physical Unit ) SeeKs per Second 
( M) 

Page A-9 

The average number of seeKs per second on th is physical 
dri ve. 

UN ???? WAIT Q 
PUWQ - DisK Dri ve (Physical Unit ) Pos i tion Wait Queue length 
( S ) 

The length of the disK position wait queue on this dri ve. 

UN ???? WRS / SEC 
PUWR - DisK Dri ve (Physical Unit ) Page Writes per Second 
( M) 

The average number of pages wr it ten per 'second on th i s 
physical dri ve. 

% USED TIME 
USED - Used Percent of Real Time 
( M) 

The percent of real t ime used by user processes. Note that 
here TRAP is always Included· in USED although it can be 
optiona l ly excluded f rom the mon i tor ' s accounting of user 
time. 

??????? WAIT Q 
LUWQ - DisK PacK (Logical Name ) Position Wait Queue Length 
( S ) 

The length of the pos i tion wait queue on th is logical pacK . 

WORK SET LOS / SEC 
NLDD - Balance Set ForKs Loaded per Second 
( M) 

The average number of worKing sets swapped into memory and 
loaded into the balance set per second . 

# WORK SET PGS 
UPGS - Number of Memory Pages Allocated to All WorKing Sets 
(S) 

The average number of pages of memory wh ich comprise all 
worKing sets. 

??????? WRS / SEC 
LUWR - Disk Pack (Logical Name ) Page Writes per Second 
(M) 

The average number of pages written per second to this 
logical pack. 
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APPENDIX B 

WORKLOAD AMAR ITEM DEFINITIONS 

This appendi x contains a definition for each item which appears 
in the Workload AMAR reports. Items are listed according to the 
order in which they appear on the detail lines. Each description 
contains: the item ID as it appears in the header or extra 
detail line of the report; the code used to select the 1Iem for 
GROUPING and/ or SORTING when running the report dialogue; and 
the definition of the item . Items which are derived and cannot 
be used for grouping or sorting are flagged as such. 

DECSYSTEM-20 ITEMS 

JOB # 
JOB - Job Number 

As listed by SYSTAT, SYSDPY, WATCH, etc. 

FRK # 
FORK - Fork Number 

System wide fork (process) number rather than relative fork 
within job. This number is not usually reported because one 
fork at a time is rarely looked at. 

AVG JOBS 
JELA - Average Number of Simultaneous Jobs 

A job is counted in the detail line where its top fork fits . 
If this number is less than one, it may be Interpreted as 
the fraction of the interval represented by the detail line. 

AVG FRKS 
FELA - Average Number of Simultaneous Forks 

There are at usua 11 y at 1 eas t two forks per job, the EXEC 
and a user process, but there may be more . Jobs which use a 
large number of forks unnecessarily are wasting an important 
resource (table space in memory). 
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IN MEM 
MEMT Average Number of ForKs Simultanously in Memory 

DEMD 

For best response, this number should be at least as large 
as the number of acti ve forKs (DEMD). 

derived - Demand Number of ForKs 

The number of forKs actively competing for the CPU or disK. 
If this number is less than one, it may be interpreted as 
the fraction of the interval that the job was competing for 
CPU or disK. 

USER NAME 
USR1, USR2, USR3 - User Name 

This is the first 15 characters of the logged in directory 
name. User name is 3 words long. It must be specified by 
using the three mnemonics above whenever it is used for 
grouping or sorting. 

ACCOUNT NAME 
ACT1, ACT2, ACT3 - Account Name 

This is the first 15 characters of the account 
Account name is 3 words long. It must be specified 
the three mnemonics above whenever it Is used for 
or sorting. 

string. 
by using 
grouping 

PRGRM NAME 
PNAM - Program Name 

Th is is the "job program name". "ForK program name" is not 
available. 

PAGES (WS) 
derived - Average Number of Pages In the WorKing Set 

CPU% 

This Is the average forK worKing set size, not the job 
worKing set size as computed by WATCH. 

CPU% - CPU Percentage 

This is the number of CPU seconds charged to this forK or 
set of forKs during the interval divided by the length of 
the interval in seconds times 100 to maKe it a percentage. 

SWAP PFIS 
NSRW - Swap page Faults per Second 

This 
l iD. 
from 

is the rate of swap page 
I t does not include 

the replaceable queue. 

faults that actually 
pre loaded pages or pages 

cause 
saved 

• 

• 

• 
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FILE PF/S 
NFRW - File Page Faults per Second 

IFA 

This 
I / O. 
from 

is the rate of file page 
It does not include 

the replaceable queue. 

faults that actua lly 
pre loaded pages or pages 

cause 
saved 

derived - Inter-fault Average 

This is the average number of milleseconds of CPU used 
between page faults that actuall y cause I/O. 

RSP/MIN 
ICNT - Responses per Minute 

This is the rate of responses which require no more than two 
seconds of CPU time. 

SEC / RSP 
derived - Seconds per Response 

SR 

This is the average real time required to provide the 
responses which require no more than two seconds of CPU 
time. 

derived - Stretch Ratio 

B 

The total real time required to provide the responses 
divided by the total CPU time required. 

BATCH - Batch Indicator 

Batch jobs are indicated "i th a "8", A II other jobs are indicated with a HT" for t Imeshar Ing. 

TTY 
TTY- Line number 

These are octal numbers and i f greater than the CTY line number, they represent PTY's . 

LOGIN AT DAY TIME 
JUT - Job Login Time 

Day and time the job logged In . The day is relative to the 
end of the report interval. For example, 0 means the job 
logged in durng the day in which the interval ended; -1 
means the previous day . 

JLIT is the job login date/time. 
JLDY is the job login date ( lef t hal f of JLIT) . 
JLTM is the job login time (right half of JLIT). 
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EXTRA DETAILS 

Normally, only one physical line is printed per logical detail 
1 ine, I f "extra deta i Is" are requested, a second physica 1 1 ine 
is printed for each logical detai 1 1 ine, Rather than adding an 
extra header line, the extra detail values are immed iat el y 
followed by one or two-character mnemonic tags as follows: 

L! 
NJL! - Log i ns 

LO 

Count not rate of logins during the interval. You must use 
the lef t ha 1 f of the masK for NJL I 17777770000001, See the 
Appendix called "Special Masks and Sort Orders", 

NJL! - Logouts 

FC 

Count not rate of logouts during the interval. You must use 
the right half of the mask for NJLI 17777771, See the 
Appendix called "Special Masks and Sort Orders", 

NFLI - ForK Creates 

• 

Count not rate of fork creates during the interval. You • 
must use the left half of the mask for NFL! 1777777000000 1, 
See the Appendix called "Special Masks and Sort Orders", 

FT 
NFLI - Fork Terminates 

LO 

Count not rate of fork terminates during the interval. You 
must use the right half of the mask for NFL! (7777771, See 
the Appendix called "Special Masks and Sort Orders", 

NWSL - Working Set Loads 

Count not rate of working set loads during the interval. 

The next eight items are fractions of real time which add up to 
demand time: 

U 
USED - Used time 

G 

The fraction of real time that the 
Because of the way it is measured, 
by priority interrupt time, 

forklsl used the CPU, 
used time may be inflated 

GRDY - Golist Ready Time 

The fraction of real time that the fork(sl were acti ve but 

• 
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could not fit into the balance set. 

B 
BRDY - Balance Set Ready Time 

S 

The fraction of real time that the forklsi were in the 
balance set waiting to use the CPU. 

SWPR - Swap Wait Time 

R 

The fraction of real time that the forklsi were waiting for 
pages to be swapped in. 

FILR - Read Wait Time 

W 

The fraction of real time that the forklsi were waiting for 
pages to be read from disk files. 

FILW - Write Wait Time 

Q 

The fraction of real time that the fork ls i were waiting for 
pages to be written to disk files. 

RPQW - Replaceable Queue Wait 

M 

The fraction of real time that the forklsi were waiting for 
a free page I the replaceable queue was emptyi. 

OTHR - Miscellaneous Other Wait States 

The fraction of real time that the forklsi were in other 
wait states. 

Next comes a three-character field where: 

The first character is "Y", "N" or blank. 
FCREA - Fork Creates 

The first character is "Y" if all samples represented 
inc 1 uded fork crea tes, "N" if no samp 1 es represen ted 
included fork creates, and blank otherwise . 

The second character is "yo, "N", or blank. 
FTERM - Fork Terminates 

The second character is "yo if all samples 
included fork terminates, "N" if none of 
represented included fork terminates, and blank 

represen ted 
the samples 
otherwise. 
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The third character is "Y", "N" or blank. 
TOP - Top Forks 

The third character is "Y" if all samples represented were 
for top forks, "N" if none of the samples represented were 
for top forks, and blank otherwise. 

The last item vlhich may appear on the extr a deta ill ine is: 

FLIT - Fork Create Date / Time 

Fork create date/ti me will be lined up 
date /t ime. 

FLIT is fork create date/ time. 
FLDY i s fork create date (left half of FLIT). 
FLTM is fork create time (right half of FLIT). 

under login 

• 

• 

• 
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RAW FILE PREPROCESSOR PROGRAM (AMARSD) DIALOGUE 

To obtain special reports on the current System AMAR raw file 
( today' s da ta), the AMARSD program mus t firs t be run. AMARSD 
always names its output file TODAY.DB. This file may then be 
input to the AMREPT program to obtain a Daily System Utilization, 
Disk, or Tape Report. It may also be examined v ia the AMARON or 
AMAREX programs. Any System AMAR raw fi Ie, inclUding the current 
day's file, may be run through AMARSD . 

. RUN AMARSD 

. • System 10: 

• 

Requests the 10 of the system whose raw fi Ie is to be examined . 

Va lid Response: 

xxxx - 4 character system code 

YYMMDD Date of File: 

Requests the date of the raw file to be examined: 

Va I id Response: 

yymmdd 

Where yy = the normal calendar UQ! fiscal calendar year; ' mm 
= the month; and dd = the day. 

Prime Periods for yymmdd: 

Requests the time period to be considered prime time. The 
user may enter any prime time period regardless of the 
specification in the database . 

Va I id Response: 

Start time-End time 
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Up to four 
separated by 
hh : the hour 

start time-end time pairs may be entered 
commas. All time is of the format hhss where 

and ss : the minutes. 

Once processing of AMARSo is completed, the following messages 
will appear: 

[AMIHDS Hourly Data Stored for yymmdd] 

[Use ToDAY.DB as Input ' File to the AMREPT Program] 

You may then run AMREPT, AMARoN, or AMAREX to obtain the 
appropriate report. 

• 

• 

• 
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APPENDIX D 

REPORT PROGRAM IAMREPT ) DIALOGUE 

AMREPT may be used to generate automatic reports or reports on 
demand . In either case, a standard set of preformatted reports 
is obtained. The contents of the reports may be modified vi a 
changes to the xxxxDR.RFD File. Generating automatic reports is 
described in a prev ious section by that name. 

Control-C lAC) may be used to ex it at any time . To generate 
special reports, AMREPT may be run at the terminal as follows: 

. RUN AMREPT 

Report Code) 

Requests the 2 character code of the standard report to be 
generated. 

Valid Response: 

DU Daily System Utilization Report 
WU Weekly Utilization Report 
MU Monthly Utilization Report 

WA Weekly Trend Analysis Report 
MA Monthly Trend Analysis Report 

WC Weekly ' Typical Day' Report 
MC Monthly 'Typical Day ' Report 

00 Da i ly Disk Report 
WD Weekly Disk Report 
MD Monthly Disk Report 

DT Daily Tape Report 
WT Weekly Tape Report 
MT Monthly Tape Report 

EXIT 

EXIT may be used with this query only to terminate the 
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program. • 

Default: On subsequent passes through the dialogue, 
carriage return <CR> will cause the last valid response to 
this query to be re-used. 

Input Fi Ie> 

Requests the name of the AMAR database or the output fi Ie 
produced by the AMARSD program. 

Va 1 id Response: 

AMAR 
AMAR.DB 
TODAY 
TODAY.DB 

AMAR or AMAR.DB spec i fies the system AMAR 
input file. TODAY or TODAY.OB specifies 
created by the AMARSD program as the input 

database as the 
the mini -database 
file. 

Default: On subsequent passes through the dialogue, 
carriage return <CR > will cause the last valid response to 
th is query to be re-used. 

Dates> 

Requests the dates of the report period to be used. 

Valid Response: 

start date-end date 
AUTO 
AUTO:start date-end date 
AUTO: end date 
AUTO: ? 

All dates are of the format yymmdd (where yy : the normal 
ca lendar (not f isca I) year; nun : the month; and dd : the 
day). If no data exist s for the time period specified, the 
query is repeated . 

The "start date-end date" response should be the only one 
used when generating special reports. It denotes the range 
of dates for generating one or more reports. A report will 
be generated for each fiscal period (implied by the Report 
code used in the "Report Code>" query) which ends within the 
date range. The exception is the Weekly / Monthly Trend 
Analysis Reports which will contain up to 13 weeks or 12 
months of data on one report . 

If a single daily report is desired, only one date need be 
entered . 

• 

• 



• 

• 

• 

REPORT PROGRAM (AMREPT ) DIALOGUE Page D-3 

The AUTO response should only be used in the AMAR.CTL 
jobstream. It will modify the section of the database that 
controls the automatic reporting capability. AUTO indicates 
that a check will be made to determine the date of the last 
fiscal period (day, week, or month) for which an automatic 
repor t of the same type has a 1 ready been genera ted. The 
next appropriate fiscal period will be used for this report 
prov iding the necessary data is in the database. If AUTO 
reporting is behind several periods, the AUTO switch will 
bring you up-to-date. You will get reports for all 
intervening fiscal periods. 

AUTO :start date-end date specifies a range of dates for 
which one or more reports are to be generated. In addition, 
the date of the last fiscal period reported is entered into 
the database as the date of the most recent report of this 
type. Further use of the AUTO response to generate similar 
reports wi l l be based on this new date. 

AUTO =end date modifies the database, resetting the date of 
the last automatic report of the type requested to this new 
date. No reports are produced . 

AUTO=? requests a display of the date of the last automatic 
report of this type and the range of dates to be reported on 
next. 

Default: On subsequent passes through the dialogue , 
carriage return <CR > will cause the last valid response to 
be re-used. 

Print Fi Ie> 

Requests the filename of the report to be generated . Each 
report should have a un ique name. 

Valid Response: Any unique filename of the format 
filename.ext. File names reserved for AMAR use (see the 
Appendi x called "Summary of Programs and Filenames") should 
not be specified. 

Default: Carriage return <CR> will cause the query to be 
repeated. 



REPORT PROGRAM (AMREPT) DIALOGUE Page 0-4 

Blank Page • 

• 

• 



• 
APPENDIX E 

ONLINE INQUIRY PRDGRAM (AMARON) DIALOGUE 

AMARON is the recommended program for exam,n,ng either a single 
item/subitem or groups of items/subitems. AMARON is normally run 
at a terminal. The output, however, can either be displayed at 
the terminal or stored in a file for later processing. When 
output is stored in a fi Ie. the user has the option of retaining 
the report headers or automatically stripping them off. AMARON 
displays data in either of two formats - Tables of Average Values 
or Histograms. Refer to the section on Annotated Sample Reports 
for examples of these formats. 

• Control-C (AC) may be used at any point to terminate the program. 

• 

The program will accept responses in either upper or lower case . 

. RUN AMARON 

DATABASE NAME: 

Requests the filename of the database from which item and 
subitem values are to be examined . 

Valid Response: 

AMAR 
AMAR.DB 
TODAY 
TODAY.DB 

AMAR and AMAR.DB refer to the system AMAR database. TODAY 
and TODAY . DB refer to the output file produced by the AMARSD 
program . 

Default: Carriage return will cause the query to be 
repeated . 

Histogram Function: 

Requests whether histogram data or average values should be 
reported. 
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Va 1 i d Response: 

Y - Produce histogram report. 
N - Produce tabular report of average values. 

Default: Carriage return will cause the query to be 
repeated. 

Output at (Tlerminal or in (F)ile: 

Requests whether the output should be displayed at the 
terminal or stored in a file. 

Va lid Response: 

T - terminal 
F - file 

Default: Carriage return will cause the query to be 
repeated. 

File !D: 

This query is displayed only if °Fo is specified in response 

• 

to the Output at (T) erminal or in (F) i Ie query. It requests • 
the filename of the output file. 

Valid Response: 

Filename 
Filename.ext 

Default: Carriage return will cause the quer y to be 
repeated. 

Start Date: 

End 

Requests the start date of the report period. 

Va 1 id Response: 

yymmdd 

Where yy is the normal calendar not fiscal calendar year; 
mm is the month; and dd is the day. 

Default: Carriage return will cause the query to be 
repeated. 

Date : 

Requests the end date of the report period. 
• 



• 

• 

• 
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Va 1 id Response : 

yymmdd 

Where yy is the normal calendar not fiscal calendar year; 
mm is the month; and dd Is the day. If data for only one 
da y is required, make the end date the same as the start 
date. 

Default : Carriage return 101 i 11 cause the 
repeated . 

Granularity Level: 

Requests the summary ( fiscal ) level of the 
reported . 

Va 1 id Response: 

H Hour 
S Sample Group Inter val (same as hour) 
o Day 
W - Week 
M Month 

quer y to 

data to 

HOURS -WEEK [ HRS-WEEK or H-W ) Compos i te Week Hours 
HOURS - MONTH [ HRS-MONTH or H-M - Composite Month 

Hours 

be 

be 

Composite refers to the type of data normally displayed in 
the Weekly / Monthly 'Typical Day' Reports. If TODAY.DB is 
being used, only the H or S responses are valid here. 

Default: Carriage return will cause the query to be 
repeated. 

Starting Hour: 

This query requests the beginning hour of the report period . 
It will be displayed only if "S O, "H", "HOURS-WEEK", etc. 
has been specified in response to the "Granularity Level:" 
query. 

Va 1 id Response: 

nn Where nn = 01 through 24. 

Default: Carriage return will cause the query to be 
repeated. 

Ending Hour : 

This query requests the ending hour of the report period. 
It will be displayed only if "SO, "W, "HOURS -WEEK", etc. 
has been specified in response to the "Granularity Level : " 
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quer y. 

Valid Response: 

nn Where nn = 01 through 24. 

If data for only one hour is requ i red, make the ending hour 
the same as the starting hour. 

Default: Carriage return will cause the quer y to be 
repea ted. 

IPl rime INion Pr ime ISlo th or IWleekend: 

This quer y is used to further restr ict the 
the data to be d isplayed beyond that 
"Granularity Level:", "S tarting Hour:", and 
quer ies . 

Va I id Response: 

time per iod of 
imp I ied by the 
"End ing Hour: " 

P Display onl y data marked as prime time. 
N Display only data marked as non-prime time. 
S Display both prime and non-prime data. 
W - Display data onl y for compOS i te weekend and holiday 

hours. 

The "W" response will be accepted onl y if the composite 
weekend and holiday summary level has been selected under 
the "Granularit y Leve l : " query. 

"S" is allowed onl y if "H" or "S" has been specified in 
response to the "Granularit y Level:" query. 

The "S" response is not allowed if "Y" has been specif ied in 
response to the "Hi stogram Function:" quer y . 

Default: Carriage return will cause the query to be 
repeated. 

Item n: 

This query is 
10 items or 
report . 

repeated up to 10 t imes In = 1 to 101. Up to 
subitems may be requested for display in one 

Va I id Response: 

aaaa 
aaaasssssss 
? 
aaaa? 

Where aaaa is a 4 character item 
character subitem code. See 

code and sssssss is a 7 
the Appendi x called "System 

• 

• 

• 
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AMAR Item Definitions' for a list of item codes. The AMRGEN 
program can . also be used to obtain the list of items and 
sub i tems for your own database. See the Section called 
"Examining / Changing Database Parameters (AMRGEN )" . 

? causes the entire list of item and subitem names to be 
displayed in alphabetical order. 

aaaa ? causes the sub i tem names to be listed for the i tem 
denoted by aaaa . 

If? or aaaa? is specified, the quer y is repeated. 

Default: Carriage return immediately term inates the list of 
items and subitems even if none has been specified. 

Suppress Blank Ranges (Y/ N)? 

Th is quer y requests whether or not you wish to print ranges 
of values with a sample count of O. It is displayed onl y i f 
"Y " has been specified in response to the "Histogram 
Funct ion :" quer y . 

Va 1 id Response: 

Y - Yes , suppress ranges wi th a sample coun t of O. 
N - No, pr int ranges >li th a sample count of O. 

Warn ing : It is recommended that the "Y" response normall y 
be used, espec iall y for items which could occasionall y have 
one or two very large values. Otherwise, a large amount of 
unnecessary data (all O' s l may be printed. 

Defaul t : Carr iage return wi 11 cause the query to be 
repeated. 

Headings on Report (Y / NI? 

This query requests whether or not report headings should be 
produced. It is displayed only if "F" has been specified in 
response to the "Output at (Tlerminal or in (F) i leo " query. 

Va 1 i d Response : 

Y - Yes, produce headings. 
N - No, suppress production of headings. 

If report headings are not produced, the user must develop 
another method of identifying to which items and subitems 
the reported values belong. No internal identification wi l l 
be kept in the report. 

Default: Carriage return will cause the query to be 
repeated . 
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More Requests (YIN) : • Requests whether or not the user wishes to extract more 
data . 

Valid Response: 

Y - Yes, repeat dialogue. 
N - No, terminate program. 

Defau 11: Carriage return w j 1 1 
repeated. 

cause the query to be 

• 

• 

• 
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APPENDIX F 

DATA EXTRACTION PROGRAM (AMAREX) DIALOGUE 

AMAREX Is normally run at the terminal. It can be used to access 
either the system AMAR database, AMAR.DB, or the output of the 
AMARSD program, TODAY.DB. See the Section called "Data 
Ext ract Ion Records" for a sample of the output and a descr Ipt Ion 
of the record formats. 

I nail quer I es 
return may be 
the dialogue. 
r.esponse gi ven 

except "DATABASE NAME:" 
entered as a response on 
Carriage return means to 
to that quer y. 

and "OUTPUT:", carriage 
subsequent passes through 

re-use the last valid 

Invalid responses to a query wi 11 cause the query to be repeated . 

. RUN AMAREX 

DATABASE NAME: 

Requests the name of the database from which records are to 
be extracted. 

Va lid Response: 

AMAR 
AMAR . DB 
TODAY 
TODAY . DB 

AMAR or AMAR.DB specifies the system AMAR 
Input file. TODAY or TODAY.DB specifies 
created by the AMARSD program as the Input 

Default: None . 

OUTPUT: 

database as the 
the mini-database 
f I Ie. 

Requests the name of the output file which will contain the 
extracted records. 
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Va 1 i d Response: 

filename 
filename .ext 

Care should be taken not to use any of the reserved names 
listed in the Appendix called ·Summary of Programs and 
Filenames· . 

Default: None. 

RECORD TYPE: 

DATE: 

Requests the 2 character code which deSignates the type of 
records to be extracted. 

Val id Response: 

PO - Performance Detail Records 
PS - Performance Summary Records 
GR - Granularity Records 
SC - System Uptime Log Records 

Two or more record codes may also be strung together by 
commas. 

Requests the timeframe(s) for which you wish to extract 
records. 

Va 1 i d Response: 

yymmdd 
yymmdd:hhss 
yymmdd-yymmdd 
yymmdd:hhss-yymmdd:hhss 

Where: 

yy is the actual calendar not fiscal year 
mm Is the month 
dd is the day 
hh is the hour 
ss are the minutes 

Two or more of the above date and time specifications may be 
strung together by commas. 

All dates and times should be entered In chronological 
order. 

Only data 
speci f ied 
beginning 

for a fiscal period which terminates within 
timeframes will be extracted, regardless of 

date and time of the fiscal period. (See 

the 
the 
the 

• 

• 

• 
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"GRANULARITY LEVEL:" query). 

Hourly data is the lowest level of data which may be 
extracted. To select a specific hour, specify that hour as 
the start time and/or end time of the interval. For 
example, to extract data for the hour ending at 2 AM on 
February 4, 1983, specify 830204 :0200. 

All time periods, except for 
midnight . You on ly need 
fiscal period for which data 

hours, are assumed to end at 
to specify the end date of the 
is to be extracted. 

Whenever time is not specified, the start time is assumed to 
be 0001 of the first day and the end time is assumed to be 
2400 of the last day . 

GRANULARITY LEVEL: 

This query requests the level of fiscal period to be 
extracted . It is displayed only if "PO", "PS" or "GR" has 
been specified in response to the "RECORD TYPE:" query . 

Valid Response: 

SGI I or S J - Sample Group Interval (hours) 
DAY I or 0 J 
WEEK I WK or W J 
MONTH I MO or M J 
HOURS -WEEK I HRS-WEEK or H-W J - Composite Week Hours 
HOURS -MONTH I HRS-MONTH or H-M - Composite Month 

Hours 

Two or more of the above responses may also be strung 
together by commas. 

Composite refers to those records which are displayed In the 
Weekly/Monthly 'Typical Day' Reports. 

RESTRICT ING ANY FISCAL PERIOD? 

This query asks whether or not you wish to include or 
exc lude any fiscal periods f rom the timeframe specified in 
the "DAT E: " query . It is displayed only if "PO", "PS" or 
"GR" has been specified in response to the "RECORD TYPE:" 
query . 

Va lid Response : 

Y Triggers further queries used to specify the fiscal 
periods to be selected . 

N - No restrictions on fiscal periods. 

The fiscal calendar is defined with in the system AMAR 
database as follows: 
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Each hour of the day is defined as a Sample Group • 
Interval (SGI) numbered 1 through 24. 

Each day of the weeK is assigned a number from 1 to 7, 
Sunday through Saturday. 

Each weeK in a fiscal month is assigned a number from 1 
to 4 for the first 2 months in a fiscal quarter and 
from 1 to 5 for the third month in the quarter. In a 
fiscal leap year, the last month wi 11 have from 1 to 6 
fiscal weeKs. 

Each month in a fiscal quarter is assigned a number 
from 1 to 3. 

Each fiscal quarter is assigned a number from 1 to 4. 

Refer to 
example 
calendar 

SGI PERIOD: 

the Appendi x called 
of how to relate the 
and to AMAR filenames. 

"Fiscal Calendar" for an 
fiscal calendar to a normal 

This query requests the range of hours you want included or 
excluded from the timeframes specified in the "DATE:" query. 
It is displayed only if "Y" has been specified in response • 
to the "RESTRICTING ANY FISCAL PERIOD?" query. 

Va 1 id Response: 

hhss-hhss Where hh = hours; ss = minutes. 
hhss-hhss, ... ,hhss-hhss 
VOID Void any previously specified SGI 

restr jet ions. 

Default: Carriage return <CR) on the first pass through the 
dialogue causes the next query to be displayed. 

DAY PERIOD: 

This query requests the range of fiscal days you want 
included or excluded from the timeframes specified in the 
"DAT E: " query. It is displayed only if "Y" has been 
specified in response to the "RESTRICTING ANY FISCAL 
PERIOD?" query. 

Valid Response: 

n 
1 , ...• 7 
1 -7 
VOID 

Where n = 1,2, . . . or 7. 

Void any previously specified day 
restr iet ions. 

Default: Carriage return <CR) on the first pass through the 

• 
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dialogue causes the next query to be displayed . 

WK PERIOD: 

This query requests the 
included or excluded 
"DATE:" query. It is 
specified in response 
PERIOD?" query. 

range of fiscal weeks you want 
from the timeframes specified in the 
displayed only if "Y" has been 

to the "RESTRICTING ANY FISCAL 

Va I id Response : 

n 
1, " . ,5 
1- 5 
VOID 

Where n = 1,2, ... or 5. 

Void any previously specified week 
restrict ions. 

Default: Carriage return <CR) on the first pass through the 
dialogue causes the next query to be displayed . 

MO PERIOD: 

This query requests the range of fiscal months you want 
included or excluded from the timeframes specified in the 
"DATE:" query. It is displayed only if "Y" has been 
specified in response to the "RESTRICTING ANY FISCAL 
PER IOD?" query . 

Va lid Response: 

n 
1,2,3 
1-3 
VOID 

Where n = 1, 2 , or 3. 

Void any previ~usly specified month 
restrictions. 

Default: Carriage return <CR) on the first pass through the 
dialogue causes the next query to be displayed. 

OTR PERIOD: 

This query requests the range of fiscal quarters you want 
included or excl uded f r om the timeframes specified in the 
"DATE:" query. It is displayed only if "Y" has been 
specified in response to the "RESTRICTING ANY FISCAL 
PERIOD?" query. 

Va I id Response: 

n 
1 .... ,4 
1- 4 
VOID 

Where n = 1, 2, ... or 4. 

Void any previously specified quarter 
restr ict ion. 
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Default: Carriage return <CR) on the first pass through the • 
dialogue causes the next query to be displayed. 

YR PERIOD: 

ITEM : 

This query requests the date(s} of the fiscal year(s} you 
want included or excluded from the timeframes specified in 
the "DATE:" query. Note that fiscal year granularity 
records are not normally kept in the database. Thus. you 
may not get any output when using this query. This query is 
displayed only if "Y" has been specified in response to the 
"RESTRICTING ANY FISCAL PERIOD?" query. 

Va lid Response: 

nn 
78 ..... 99 
78-99 
VOID 

Where nn : 78. 79 •...• 99. 

Void any previously specified year 
restriction. 

Default: 
dialogue 

Carriage return <CR) on the first pass 
causes the next query to be displayed. 

through the 

This query requests the 4 character item code and the 7 
character subitem code (see the Appendix called "System AMAR 
Item Definitions") of any items or subitems you wish to 
extract. Use the AMRGEN program to get a I ist of all the 
items and subitems contained in your database. This query 
is displayed only if "PO" or "PS" has been specified in 
response to the "RECORD TYPE:" query. 

Va I id Response: 

aaaa 
aaaasssssss 
aaaa, .... ,aaaasssssss 
ALL 

Where aaaa is a 4 character item code and sssssss is a 7 
character subitem code. If the item has subitems and you 
specify only the 4 characters of the item code. al l subitems 
will be extracted. Items and subitems will be extracted in 
alphabetical order. 

• 

PRIMETlME: 

This query requests the code which ident ifies the type of 
data (prime. non-prime. weekend. or compOSite ('Typical • 
Day')} that you want extracted. I t is displayed only if 
"PO" or "PS" has been specified in response to the "RECORD 
TYPE:" query. 
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Va 1 id Response: 

P Prime Time Data 
N - Non-prime Time Data 
N-P Both Non-prime and Prime Data 
W Weekend and Holiday Hours for Composite Data 
ALL - Prime, Non-prime, and Weekend and Holiday Data 

The "N-P" and "W" responses wi 11 be accepted only if 
"HOURS-WEEK" or "HOURS-MONTH" were specified in response to 
the "GRANULARITY LEVEL:" query. 

The "N-P" response wi 11 cause data to be included for 
weekdays and excluded for weekends and holidays. 

The "W" response will cause data to be excluded for weekdays 
and included for weekends and holidays. 

The recommended way of extracting weekday and weekend and 
holiday composite data is to run through the AMAREX dialogue 
twice, once wi th a response of "N-P " to extract weekday 
composite data and once with a response of "W" to extract 
weekend and holiday composite data. 

Following the 
be displayed. 
has begun. 

"PRIMETlME:" query, the message (EXTRACTING) will 
This message indicates that the extracti.on process 

Once processing is complete, and the output file closed, the 
message (SPECIFY NEXT EXTRACTION CRITERIA) will be displayed. 
The dialogue will be repeated starting with the "OUTPUT :" query. 
Further extraction requests may be entered. 

Except for input and output file specifications, all selection 
criteria will remain in effect. To retain the selection criteria 
for a specific query, hit carriage return in response to that 
query . To override any previously supplied selection criteria, 
enter new explicit values. To cancel selection criteria for the 
"SGI PERIOD:" through "MO PERIOD:" queries, respond "VOID" . 

To enter exclusions, preceed the value by the phrase 'NOT'. For 
example, the response "A LL, 'NOT'LUFS, 'NOT'LUWQDSKR 0" to the 
"ITEM:" quer y causes data to be extracted for all items and 
subitems except LUFS (logical unit free space) and LUWQ (logical 
un it wa i t queue ) for DSKR . As a gu ide 1 i ne, spec i fy the mos t 
inclusive response first, then exclusions. If ALL is used as a 
response, it mus t be the firs tin the s t ring of responses to the 
query. Exclusion only works if a specific reply has aready been 
made to the query. For examp le, "' NOT' 1" is a va 1 i d response to 
the "DAY PERIOD:" query only if "1, .. . ,7" or "·1-7" had already 
been specified in response to that query. 
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APPENDIX G 

REPORT PROGRAM (W2RPT AND W2RPTB) DIALOGUE 

This appendi x explains, for each reporting program each possible 
prompt, its val id response, and any defaults. 

Error messages which may occur whi Ie running W2RPTB or W2RPT are 
l i sted In AMAR-20 Error Messages. Some prompts and/ or valid 
responses d iffer between W2RPTB and W2RPT. In these cases, 
W2RPTB will be discussed f i rst and "W2RPTB only", or "W2RPT only" 
wi l l be indicated in parentheses after the text of the prompt. 
The rest of this section is the description of each type of 
prompt in the W2RPTB and 1I'2RPT dialogues. Prompts are l isted in 
approx imately the same order that they appear in the dialogue . 

. RUN W2RPTB (or .RUN W2RPT) 

REPORT DESCRIPTON = 

Requests a free-form English description to be printed in 
the report header box. 

Valid Response: 

Arbitrary string of up to 90 characters, including blanks 
and punctuation. 

Default: Carriage return says leave description blank. 

INPUT FILE.EXT = (W2RPTB only). 

Requests the name and extension of a workload database file 
which contains data for the period to be reported. 

Va lid Responses: 

yyqmwd.DBO 

yyqmwd.DBl 

yyqmw.DBO 

for a weekday daily file 

for a weekend daily file 

for a weekday weekly file 
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yyqmw. DB 1 

yyqm.DBD 

yyqm .DBl 

for a weeKend weeKly file 

for a weeKday monthly file 

for a IVeeKend monthly file 

Where yy = fiscal year, q = fiscal quar ter, m = fiscal month 
within the quarter, w = fiscal weeK within the month, d = 
day of the weeK (Sunday = 1). 

Note: For purposes of automatic reporting, the filename 
(not the extension) may be implied by an appropriate number 
of question marKs. Six question marKs means a daily file, 
five questions marKs means a weeKly file, and four question 
marKs means a monthly fi Ie. However, Sunday is normally the 
only day when weeKly and monthly files are ready for 
automat ic report ing. Therefore, ?????? is the only "wi ld 
name " useful for interactive dialogue with W2RPTB . Six 
question marKs normally means yesterday, but could refer to 
a prior day if multiple days were input. 

Note: Dialogue accepts filename and extension, not a 
complete file specification. 

Defau 11 : None. 

OUTPUT FILE.EXT = (W2RPTB only. See 1112RPT below). 

Requests the name and extension of the desired report file. 

Va 1 i d Responses: 

filename.ext 

The filename (exclusive of extension) is arbitrary, but 
certain conventions are followed in the daily stream. (See 
the Section called "Procedure for Running W2RPTB.CTL".) 

Any question marK in the name is replaced by the 
corresponding character of the input name. 

Certain extensions such as .DBD, .DB1, .IND, .IN1, .RAD, 
,RA1, and .CON are not accepted by the program. 

Extensions such as .RP1, .RP2, .RP3, and .RP4 are not 
recommended except in the daily stream. 

Note: The dialogue accepts only filename and extension, not 
a complete file specification. 

Defau 1 t: None. 

OUTPUT FILE.EXT = (W2RPT only. See W2RPTB above). 

Requests the name and extension of the desired report file. 

• 

• 

• 
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Va 1 i d Responses: 

f i lename.ex t 

Page G-3 

Before you run W2RPT, you should make sure you have a pair 
of dail y files with the extensions of .INO and . IN! . These 
are expected as the input f i les for II'2RPT. W2RPT wi 11 not 
prompt for an input filename; it will assume the ex istence 
of .INO and .IN1 files. 

The output filename must be ident ica 1 to the f i lename o f 
your input f iles which have extensions .INO and . IN1. A 
fi lename of WC ind icates the current \;orkl oad fi les; WCX 
indicates yesterday' s files . The extens ion shou ld be other 
than . INO, .IN!, .RAW, or .E XE. 

No te: The d ialogue accepts onl y filename and ex tens ion, not 
a complete file spec if ication. 

Default: None. 

GROUPING FILE.E XT = 

Group ing f i les are not implemented in AMAR-20 . 

Va 1 i d Responses: 

Carriage return only. 

Default: Carr iage re t urn means go to next quer y . 

ENTER DESIRED START AS HH MM : (W2RPTB only . See W2RPT below ) . 

Requests the t ime of the beginning of the first subreport 
interva 1. 

Va 1 i d Responses : 

Carriage return or 1 or 2 integers of the form : 

hh mm 

Where hh represents the hour, mm represents the minute. 

If only one number is specified, it will be taken as the 
hou r . 

Since hourl y data is the finest granularit y in the database, 
only hours 0 through 23 are valid start times. The minutes, 
if specified, must be O. 

Default: Carriage return (or 0 ) says start at midnight. 

ENTER DESIRED START AS HH MM SS DD : 
above) . 

(W2RPT only. See 1oI2RPTB 
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Requests the t ime (and relat ive da y) of the beginn ing of the tt 
first reporting interval . 

Va I id Responses: 

Carriage return or 1 to 4 integers of the form: 

hh mm ss dd 

Where hh represen t s the hour, mm represents the minutes, ss 
represen t s the seconds, and dd represents the number of the 
day at wh ich you " ish to begin the report. 

Da ys are numbered 0, 1,2 , etc . start ing with the f i rst day 
of the fi Ie as da y O. 

I f onl y one number 
hour ; two numbers 
hour and minutes ; 

i s speci fi ed , i t will be taken as the 
separated by a blank wi l l be taken as the 
and so forth. 

For example , if there are three da ys worth of data in the 
fil e for September 8 th , 9th, and 10th: 9 30 0 1 means start 
at 9: 30 on the second day o f the fi le (September 9th ) . 

Any date and time before the end t ime of the input file may 
be specified . For purposes of synchron izat ion, i t i s tt 
poss ib le to spec i fy a start t ime before the start time o f 
the input f il e. 

Note: 

If you want to start at the beginn ing of the f i rst day in 
the input f i Ie, respond 0 0 1 which implies 1 second after 
midnight and is distinct from D, 0 0, 0 0 0, and 0 0 0 0 
wh ich are all equi valent to carriage return and impl y start 
at start time of the file. 

Default : Carriage return means start at the start time of 
the input file. 

ENTER DESIRED END AS HH MM: (W2RPTB onl y. See W2RPT below ) . 

Requests the end time of the last reporting interva1.' 

Va I id Responses: 

Carr iage return or 1 or 2 integers of the form: 

hh mm 

Where hh represents the hour, mm represents the minutes. tt 
If only one number is specified, it will be t aken as the 
hour . 
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Since hourly data is the finest granularity in the database, 
only hours , through 24 are valid end times. Another 
constraint is that end time must be greater than start time. 
The minutes, if specified, must be O. 

Default: Carriage return (or 0) says end at midnight. 

ENTER DESIRED END AS HH MM SS DO: 
above) . 

(W2RPT only. See W2RPTB 

Requests the time (and relative day) Of the end of the last 
reporting interval. 

Va I id Responses: 

Same format as the start time for W2RPT. 

Any time after the start time of the file and after the 
specified start time. 

Default: Carriage return means stop the last 
interval at the end time of the Input file. 

report 

ENTER DESIRED INTERVAL SIZE AS HH MM: (W2RPTB only. 
below) . 

See W2RPT 

Requests the size of the subreport interval . 

Va I id Responses: 

Carriage return or , or 2 integers of the form: 

hh mm 

Where hh represents hours, and mm represents minutes. 

If only one number Is specified, It will be taken as hours. 

Since hourly data Is the finest granularity In the database, 
only an integral number of hours between , and 24 Is 
acceptable. Minutes, if specified, must be O. 

Note: If 
into the 
subreport 

the requested Interval 
time between start 

w I I I be shor t . 

size does not divide evenly 
time and end time, the last 

Default: Carriage return (or 0) requests that the entire 
interval from start time to end time should be reported in a 
single subreport. 

ENTER DESIRED INT ERVAL SIZE AS HH MM SS 00: 
W2RPTB above). 

(W2RPT only. See 

Requests the size of the reporting Interval. 
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Va 1 I d Responses: 

A time and date specification like If12RPT ' s start time. dd 
Is the number of whole days In the Interval. 

The Interval specified may be any positive Interval not 
significantly less than the average checkpoint Interval. 

NOTE: When there Is a gap In the data which Is longer than 
the report Interval (because of a system crash, for 
example), reports covering single checkpoint Intervals will 
be generated while "catching up" . This applies only to 
W2RPT, not to W2RPTB. 

Default: Carriage return means report everything between 
the specified start time and the specified end time as a 
Single report Interval. 

ENTER MAXIMUM DETAIL LINES PER INTERVAL: 

Requests the maximum number of detail lines you wish printed 
for any report Interval. 

Va 1 i d Responses: 

Carriage return or any Integer 
( Inclusive). 

between and 512 

Default: Carriage return (or D) means print all detai 1 
1 i nes. 

Note: You should sort your data by at least one significant 
resource If you use this type of cutoff; otherwise, you may 
suppress signlf.lcant detail lines. 

ENTER CPU% CUTOFF: 

Requests the minimum percentage of CPU time which qualifies 
a detail line to be printed. 

Va lid Responses: 

Carriage return or a number between .01 and 100.00. 

Default: Carriage return (or D) means print all detail 
1 I nes. 

• 

• 

Note: This form of cutoff exists only for CPU% . It Is 
independent of sort order. It may even be used 
simultaneously with a "MAXIMUM DETAIL LINES" cutoff, 
although the results should be Interpreted carefully. • 

EXTRA DETAILS? (Y OR N): 

Allows you to specify whether or not you want a second line 
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of additional workload items printed on your report. Refer 
to the Appendix called "Workload AMAR Item Definitions· for 
a description of the items that would appear on this extra 
detail line. 

Valid Responses: 

Carriage return or "Y' or 'N". 

Default: Carriage return means do not print extra detail 
1 i nes. 

ANY SPECIAL MASKS OR SDRT ORDERS? (Y or N): 

Allows you to indicate whether or not you wish to use the 
special masking and/ or sorting features described in the 
Appendix called 'Special Masks and Sort Drders". 

Va lid Responses: 

Carriage return or Ny" or "N", 

Default: Carriage return (or anything that does not begin 
with ·Y·) means no special masks or sort orders. 

ID ITEM 0-0: 

Requests the first item to be held constant while building 
detail lines. These items form the 'group" for which 
resource usage will be summarized. A very long list of 
grouping or sorting items will be truncated after 100 
characters in the headings. The truncated portion could 
include "CUTOFF" criteria. 

Valid Responses: Any of the grouping item codes listed in 
the Appendix called ·Valid Grouping and/or Sort Items· 
(excluding items to be used only for sorting). 

Default: None. ID ITEM 0-0: must be specified. 

ID ITEM 0-1: ( through ID ITEM 0-8:) 

Requests the second (through ninth) item to be held constant 
whi le bui lding detai 1 1 ines . 

Valid Responses: Carriage return or as above for ID ITEM 
0-0: . 

Default: Carriage return means no more items are to be held 
constant. 

• ID ITEM 0-9: 

This query is used to terminate building of the list of 
group i ng items. 
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Valid Responses: Carriage return only. 

Default: No more items are to be held constant. 

SORT ITEM 1-0: 

Requests the major sort item for the first (usually only) 
subreport for a given interval. 

Valid Response: Carriage return or any of 
codes described in the Appendix called 
and/ or Sort Items" . 

the sort item 
"Va I id Grouping 

Default: Carriage return means produce only one 
for a given interval, with items sorted as 
grouped. 

subreport 
they were 

SORT ITEM t-l: (through SORT ITEM l-B:) 

Requests a sub-sort item for the first (usually only) 
subreport for a given interval. 

Valid Response: Carriage return or any of the sort item 
codes described in the Appendix called "Valid Grouping 
and/or Sort Items". 

Default: Carriage return means no additional sub-sort items 
are to be specified. 

SORT ITEM 1-9: 

This query is used to terminate building the list of sort 
items for the first (usually only) subreport for a given 
interval . 

Valid Response: Carriage return only. 

Default: No more sort items are to be specified. 

SORT ITEM 2-0: (through SORT ITEM 8-0:) 

Requests the major sort item for the second (through eighth) 
subreport for a given interval). 

Valid Response: Carriage return or any of 
codes described in the Appendix called 
and/or Sort Items". 

the sor t item 
·Val id Grouping 

Default: Carriage return means 
subreports for a given interval are 

that no additional 
to be produced. 

SORT ITEM 2- 1: (through SORT ITEM 2-8:) 

Analagous to SORT ITEM 1-1: (through SORT IT EM 1-8 : ) . 

• 

• 

• 
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SORT 

SORT 

SORT 

SORT 

ITEM 2-9 : 

Analagous to SORT ITEM 1-9 : , 

ITEM 3- x: (through SORT ITEM 8- x : ) (where x = 1 to 8) 

Analagous to SORT ITEM 1-1: (through SORT ITEM 1-8:), 

ITEM 3-9: (through SORT ITEM 8-9: ) 

Analagous to SORT ITEM 1-9: . 

ITEM 9-0: 

This query is used to terminate the building of subreports 
for each interval, 

Valid Responses: Carriage return only , 

Default : Carriage return means no additional subreports for 
a gi ven inter val are to be produced, 

SORT ITEM 9-1: (through SORT ITEM 9-9:) 

Th i s query shou ld not be reached; iii tis encoun tered, you 
have speci f ied too many 1 ists 01 sort I tems and you wi 11 
ha ve to terminate the run and start over. 

Valid Response : Control-C. 

Default: If you enter a carriage return you will get a 
fatal error message and the run will terminate, 

ID MASK O-y: (where y = 0 to 8) 

Allows you to specily a special mask for grouping as 
described in the Appendix call ed "Special Masks and Sort 
Orders" . 

Valid responses: Carriage return or a string of 1 to 12 
octa 1 digi ts, 

Default: Carriage return (or an a ll zero octal mask) will 
cause the default mask to be used, 

ID ORDER O-y: (where y = 0 to 8) 

Allows you to specify a special sort order as described in 
the Appendix called "Special Masks and Sort Orders" , 

Va l id Response: Carriage return (lor the default sort 
order) , Any response star t i ng with "A" (for ascend i ng 
order). Any response star t i ng with "D" ( for descend i ng 
order) , 
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Default: Carriage return means the default order should be • 
used, 

SORT MASK x-y: (where x = 1 to 8, y = 0 to 8 1 

SORT 

Allows you to specify a special mask as described in the 
Append ix called "Special Masks and Sort Orders " , 

Va 1 i d responses: Carr iage return or a string of 1 to 12 
octa l dig i ts, 

Default: Carriage return (or an all zero octal mask l 101 ill 
cause the default mask to be used , 

ORDER x-y: (where x = 1 to 8, y = 0 to 8 1 

Al lows you to specify a special sort order as described in 
the Appendi x called "Special Masks and Sort Orders " , 

Val id Responses: Carriage return (for the default sort 
order 1 , Any response starting with "A" ( for ascend ing 
order 1 , Any response starting with "D" ( for descend ing 
order I , 

Default: Carriage return means the default order should be 
us~, • 

MORE REPORTS? (Y DR NI : 

This query perm i ts you to specify additional reports in the 
same run. 

Val id Responses: Carriage return or "Y" or "N", 

Default: Carriage return causes the program to terminate, 

• 
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VALID GROUPING AND/OR SORT ITEMS 

and sorting 
these items 
Item codes 

The following items (1) may be used for both grouping 
when using the W2RPT and W2RPTB programs. Any of 
used for sorting should also be used for grouping. 
must be spelled exactly as shown here; no other 
are allowed. 

abbreviat ions 

MNE­
MONIC 

JOB 
FORK 
USR1(2) 
USR2(2) 
USR3(2) 
ACT1(2) 

ACT2(2) 

ACT3(2 ) 

PNAM 
BATCH 
TTY 
JLIT. 
JLDY 
JLTM 
FCREA 
FTERM 
TOP 
FLIT 
FLDY 
FLTM 

DEFLT. 
ORDER 

A 
A 
A 
A 
A 
A 

A 

A 

A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 

DEFLT . 
MASK 

000037700000 
000000077700 
777777777777 
777777777777 
777777777777 
777777777777 

777777777777 

777777777777 

777777777777 
000040000000 
077700000000 
777777777777 
777777000000 
000000777777 
400000000000 
200000000000 
100000000000 
777777777777 
777777000000 
000000777777 

DESCRIPTION 

Job number 
Fork Number (system wide) 
User Name (first 5 chars.) 
User Name (second 5 chars.) 
User Name (third 5 chars.) 
Account Name (first 5 
chars. ) 
Account Name (second 5 
chars.) 
Account Name (third 5 
chars.) 
Job program name (SIXBIT) 
Batch Indicator 
Line Number 
Job login date/time 
Job login date 
Job login time 
Fork created 
Fork terminated 
Top fork 
Fork creation date/time 
Fork creation date 
Fork creation time 

The following items should be used only for sorting: 

JELA 
FELA 
MEMT 
WSXT(3) 

D 
D 
D 
D 

777777777777 
777777777777 
777777777777 
777777777777 

Job elapsed (average jobs) 
Fork elapsed (average forks) 
Fork memory time 
Working set demand time 
integra 1 
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CPU% 
NSRIII 
NFRW 
ICNT 

o 
o 
o 
o 

777777777777 
777777777777 
777777777777 
777777777777 

CPU percentage 
Swap page faults per second 
File page faults per second 
Interactive responses per 
minute 

IRSP(4 ) 
ICPU(S) 
NJLI (6) 
NFLI(7 ) 
NWSL 
USED 
GROY 
BROY 
SWPR 
FILR 
FILW 
RPQIII 
OTHR 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 
777777777777 

Interacti ve response time 
Interactive CPU time 
Logins/Logouts 
Fork creates / terminates 
Working set loads 
Used time 
Golist ready time 
Balance set ready time 
Swap \"Ia itt ime 
Read wait time 
IIIr i te wa Itt I me 
Replaceable queue wait time 
Other misc. \.a itt ime 

Notes: 

1. Items (except for IIISXT, UPXT, IRSP, and ICPU) are listed 
as they appear from left to right across the report. 

2. These items are stored in ASCII. 

WSXT, UPXT, IRSP, and ICPU, defined below, can be used for 
sorting although they cannot be displayed themselves on any 
Workload AMAR reports. 

3. Working set demand time integral (wsxTl is not an item 
which can be printed on the reports. It can, however, be 
used for sorting. Working set size (PAG ES (1115) on the 
reports) is derived from IIISXT by dividing WSXT by the 
product of demand fraction (D EMO on the reports) and the 
measured interval time. 

4. Interactive response time (IRSP) is the product of 
response rate (RSP / MIN on the reports), seconds per response 
(SEC/RSP), and the measured interval time. It is the total 
real time required to provide the responses. It is the 
numerator of the stretch ratio (SR) . See the Appendix 
called ·Workload AMAR Item Definitions· for a description of 
the components of IRSP. 

5. Interactive CPU time is the total CPU time required to 
provi de the responses. It is the denominator of the stretch 
ratio (SR). 

• 

• 

6. The left half of NJLI represents logins; the right half • 
represents logouts . 

7. The left half of NFLI represents fork creates; the 
right half represents fork terminates. 
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APPENDIX I 

SPECIAL MASKS AND SORT ORDERS 

In certain cases, it may be desirable to group items by a part of 
one of the standard items, for example, the first four digits of 
the account name or the last two characters of the program name. 
This is possible when using the W2RPT or W2RPTB programs if you 
answer "yo to the prompt 

ANY SPECIAL MASKS OR SORT ORDERS? (y OR N) : 

and answer the special prompts appropriately . 

Selection of a part of a standard item is done by means of a 
mask, which is a computer word with "I" bits corresponding to the 
bi ts of the item you "ant to use and "0 " bi ts corresponding to 
the bi ts you want to ignore. We represent a mask as 12 octa 1 
digits, each representing a group of 3 bits. 

For PNAM (job program name) which is stored in SIXBIT, each 
character you want to use is represented by a pair of 7's in the 
mask and each character you want to ignore is represented by a 
pair of O's . Hence, the mask for the first three characters of 
PNAM is 777777000000. The mask for the last 2 characters of the 
PNAM is 000000007777, which may be abbreviated as 7777, since 
leading zeroes are implied. 

For items stored in ASCI I (USR 1, USR2, USR3, ACT 1, ACT2, and 
ACT3) the mask for the first character is 774000000000; for the 
second character 003760000000; for the first two characters 
777760000000, etc. Each word is composed of 7-bit bytes. 

Seven of the items (JOB, FORK, BATCH, TTY, FCREA, FTERM, and TOP) 
are all packed together in a single word. You can see how they 
fit together if you examine their default masks in the Appendix 
called "Valid Grouping and/or Sort Items". If you want to use a 
part of one of these, the mask you use should have a subset of 
the "1" bits impl ied in the default mask. In other words, the 
mask you enter is used for the whole word, not just the item you 
named. 

Figure 1-1 shows a d ialogue using a special mask and the 
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beginning of the report it generated. 

The Appendi x called "Valid Grouping and/ or Sort Items " shows that 
each item has a default sort order associated with it IA = 
ascend i ng, 0 = descend i rIg I . If you .J i sh to spec i fy the oppos i te 
order for some item, answer "Y" to: "ANY SPECIAL MASKS DR SORT 
ORDERS? IY OR NI :" . 

• 

• 

• 
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REPORT DESCRIpTION • RepORT~KING FIRST 3 CHARACTERS 

INPUT FILE . EXT. 832143 .080 ~ 
OUTPUT FILE.EXT • ACC .RPT~ 
GROUPING F IL E . EXT • 

ENTER DESIRED STAAT AS H-I 101M : 8~ 
ENTER DESIRED ENO AS .... 104M : 16 ..s 
ENTER DESIREO INTERVAL SIZE AS HH MM : b 

ENTER MAXIMUM OETAIL LINES PEA INTER VAl:r.:7\ 
ENTER CPU% CUTOFF: ~ 

EXTRA OETAILS? (V OR N) :V 
ANY SPEC IAL MA SKS OR SORT ORDERS7 

ID ITEM 0-0: ACTI @ 
10 MASK 0-0: 777717700000 
10 OROER 0-0: 

10 ITF'" 0-1: 

SORT IT EM 1-0: ~ 

~AE REPORTS? (V OR N) : N 

® 

(y OR N) : VG) 

1 Fr •• ror. report description. 
wIll su~er'%. usage by account naqe. 
nft~ by It5 'Irst 3 characters . 

This report 
grouping the 

2 . Cally" ,. f or October 26. 1982 (FYBl . second 
qua,.te,.. 'I,..t -onth. fourth week. third day . ) 

3 . Report "Ien.~ . 

4 . Start the repert et 8 :00 A,.. . ,..Ioutes 
defaults to 0 If only the hour Is 

speCified . If ce rrlege return on ly hed loeen 
entered, the report would heve sterted fit the 
beginning o f the file (m idni ght). 

• 

5 . The report will stop et 16 :00 (4:00 P~). If 
Cflrrlege return only hed been entered, the report 
would heve stopped et the end of the (ti e (midniaht). 

6 . Since carr lege return wes entered, the repor t 
will cover the entire period between 8 :00 A,.. end 
4 : 00 PM . 

7 No cutOffs loll II be used 

8 . No e.tre detail ltnes ... 111 be printed 

9 The special ~esk (eeture will be used . 

to. The ~te ... 111 be grouped by the flr.t ... ord in 
eccount na~ (ACTt, Since ... e ere Interested only 
In the flr.t J cherec ters of the 1"1&_. 

It . To group by the first J cherectars ... e ~st 

lIIellik OUt el l other unwentad chllracters . For 
PNAM (I pe I I' o( 0' S lIIeans Ignore the 
correspendlng charecter. e pelr of 7's means us. 
the chllracter for grouping. However, ( or ASCII 
t te~s SUCh e& eccount nallle, you must compute your 
own _sk es follows . Write ou t the ASCII word (5 
7-blt Oytes) u sing (I I for cherecters you went and 
e 0 for thOse 10 b. Ignored . Then conver t to 
octal end u se thOse numbers for your mask . For 
• • arapl., the 3 Character ,.ask (or ACT 1 Is compu ted 
a s follo ... s: 

111,111.111,111.11 
7 T 7 7 7 

I , 111 , tIl 
7 7 

000,000,0 00.000,00 
o 0 0 0 0 

12 . The detail lines will be sorted by account 
0. ... since no other sort order Is speCified . 
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APPENDIX J 

SYSTEM AMAR BATCH STREAM - AMAR.CTL 

Reference Figure J-l for a listing of an unedited AMAR.CTL stream. 

5TOOO: Attempts to have the pack mounted which contains the AMAR 
programs and database . The request is kept pending unti I 
the operator responds. If the pack cannot be mounted, 
control is transferred to 5T180. 

5T008: Checks to see if the operator had, at some point, set an 
incorrect -date and time on the machine and jf AMAR data 
files were created with a time stamp in the future. If 
the current machine date is correct, you should delete such files. 

5T009: Checks to see if the operator had set an Incorrect date 
and time on the machine and the AMAR database had been 
updated with the incorrect date/time. If the current 
machine date is correct, yOU' should delete the database 
and restore from a good disk or tape backup. Control is transferred to 5T180 . 

5T010: Deletes obsolete files from the primary production pack. 

5T020: On some systems, the AMAR dally raw files are kept on a 
separate pack from the database (prOduction) pack . This 
step copies the AMAR raw files to the production pack. 
If there is no separate pack, this step Is bypassed and control is passed to 5T040. 

5T030: Deletes obsolete AMAR dai Iy raw fi les from the data 
co I lect ion pack . 

5T040: Checks to see if the AMAR database is nonexistent or 
corrupted. If it is, control Is passed to 5T050 . If 
not, control is passed to 5T080 . Corruption can Occur if 
the system crashes whi Ie either the AMARIP or AMARUP program is rUnning. 
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ST050: Checks to see if a backup AMAR database exists on disk. 
If not, control is transferred to BD070. Otherwise, it 
deletes the fi Ie which controls tape backup frequency. 
It then deletes the corrupted database and copies the 
backup to the produc t i on pack. I f the backup a !tempt 
fails, control is transferred to ST060. Otherwise 
control is transferred to ST070. 

ST060: Attempts to have the backup pack mounted on a different 
drive and the AMAR database restored to the production 
pack. If ST060 falls, control is passed to BD070. 

ST070: Checks to see if the restored database is corrupted. If 
it is, control is passed to B0070. Otherwise, control is 
passed to ST100. 

B0070: Asks the operator to restore the AMAR database from tape. 
This ste~ 15 reached only if no good copies of the 
database ex ist on disk. Transfers control to ST190 which 
stops the stream. The operator should restore AMAR.OB 
from tape before restarting. 

• 

ST080: If the original database is good, this step creates a 
backup of it and protects it to prevent I t from being 
accidentally deleted. If there is no space available for • 
the backup, control is passed to ST180 . If parity errors 
have occurred, control goes to ST090. Otherwise control 
is passed to ST100. 

ST090: In the event of parity errors during database backup, the 
operator is requested to mount the pack on a different 
drive and try the backup again. If that fails, it is 
assumed the database is bad. The operator Is requested 
to restore a good copy from tape before resubmitting the 
stream. Control is passed to ST190 which stops the 
stream. Otherwise control is passed to ST100. 

ST100: Inputs raw data files into the system AMAR database. 

STll0: Updates the system AMAR database, creating the proper 
summary records and deleting obsolete data. 

ST120: Generates the automatic AMAR reports. 

ST130: Prints the 
use tape 
to ST170. 

AMAR reports. If the site has decided not to 
backup in this stream, control passes directly 
Other,i\se control passes to ST140. 

ST140: Checks the tape backup frequency control ii Ie to see if 
tape backup should occur. If not, control is passed to 
ST 180. 

ST150: Creates a tape backup of the system AMAR database. If 
the mount fails control is passed to ST180. If there is 
an error during backup, control is passed to B0150 which 

• 



SYST EM AMAR BATCH STR EAM - AMAR. cn Page J - 3 • requests clean tape and drive. The oper a tor is a 
requested to cancel the mount after three tries . 

ST160: Creates a new tape frequency control file. 
ST170: Deletes obsolete raw files from the production pack. 
ST180 : Resubml ts the stream for processing after 1: 00 AM the next night . 

ST190: Stops the stream. .Crea tes a record Of any "bad" logs AMAR.LG - for later examination. 

• 

• 
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:AMAR , CTL CAN ' RESTART ONLY AT RESUBMIT STEP STtBO 

STOOO: , •••••••• MOUNT TIlE PROOUCTION PACK •••••••• , 

.NOUNT STRUCTURE ~OB -STRUC>' 

.IF (ERROR) .COTO STIBO 
-CONNECT ~08-STRUC>:~~AMAR-DJR» 
.IF (ERROR) .GOTO STI80 

ST008': I········ CIIECK FOR INVALID fUTURE RAV FILES •••••••• I 

.ERROR " 

.RU EOf 
• - 1 ,a 
·~OC·STRUC> :~~AMAR-OIR»~SYS - ID >O%, ·. ~OC_ STRUC>'~~AMAR _ DIR»~SYS- IO> ''' ' ', ~OC·STRUC > ~~AMAR - DJR»~SYS- 10>2"",~OC .S 1RUC >:~<AMAR _ 0IR» 
~SYS-JO>J", • 
.IF (NOERROR) .GOTO S'OO9 

60008 :: 111111111 rOUND FUTURE RAW FILE(S) """" 
'OELETE ABOVE RAV fILE(S) THAT VERE CREATED fOR FUTURE OATE(S)I 

ST009 :: , •••••••• CflECK fOR INVALID f urURE OATA8ASE •••••••• , 

"'E RROR " 
.RU EOF 
• - 1, a 
' ~OB -S TRUC> :<~AMAR -OIR» AMAR , DB 

.IF (NOERROR) .G010 STO'O 

80009 :: 111111111 FOUND FU1URE OATABAS[ 11111"" 
'IF TOOAY'S DATE IS INCORRECtLY SET TO A PASt DATE 00 NOTHINGI 
IIF TODAY'S DATE I S CURRECt ANO LAST STREAM VA S RUN ON FUTURE OAtEI 
I THEN RESTORE AMAR OA1ABASE ANO RAV fiLES fROM DISK OR TAPE BACkUP, 
.GOTO ST lBO 

STOIa :' t··.·· ... OELETE OBSOLETE rilES FROM PROOUCTION PACI( •••••••• , 

.INfO 0151( 

.NOERROR 

.aEL AMAR"",RPT,AMAAUP . IF" 

ST020:: , •••••••• COPY AAW FILES TO PRODUCTION PACI( •••••••• , 

.ERROR " 
fOOPERATOR , 
.COPY ~oc-srRUC>'~~AMAR ·O IR»<SYS - IO>"", ' ~DB -STAUC >:~<AMAR -DIR»' , • 
• NOOPERA TOR .'1' (ERROR) .GOTI) S'040 

STOJO:: r·······. DELETE RAW FILES FROM DATA COLLECTION PACt( •••••••• , 

.NOERIWR 

.RU EOF 
'~OC-RTEN>,O 

· ~OC-STRUC>:~<AMAR - OIR» < SYS - IO>OX, ·, ~OC _STRUC>:« AMAR _ DIR»<SYS - 10 > 1% , ', <OC -S 1RUC >:« AMAR - DIR» <SYS- IO>2", • , <OC -ST RUC>:« AMAR -OIR » 
<SYS-IO>J%,' 

ST040 :: r··.· .... CIIECI( IF AMAR DATABASE IS CORRUPTED ......... 1 

.INfO DISk 

.ERROA . • • 

V> 
-< 
V> 
--< 
m 

'" X> 

'" X> 

'" 
'" X> 
--< 
(") 
:c 
V> 
--< 

'" m 
X> 

'" 
X> 

'" X> 

'" 
(") 

--< .-

" .. 
'lil 
C­, ... 
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.eEL <8Kup·srRUC>·«AMAR·OIR»A~AR_08K 

.EXPUNGE 

.ERROR ~ 

..oPERATOA , 

.COPY <OB-STAue> «A"AA -QIA»AMAR . OB <8KUP-STRUC>:«AMAR-DIR»ANAA.06K;P117700 
pNOOPE!UTOR 
.IF (ERROR) PGOTO ST090 
• ERROR " 
.aIR <BKUP-STRUC>:« A~AR - OIA»AMAA OBI< 
.IF (ERROR) .-GorD 80080 
.GOTD ST 100 

80080 :- 1II1I111I INSUFFICIENT DISK SPACE TO CREATE BACkUP AN"R . DB DATABASE II1III111 
IDELtTt UNNECESSARY r i lES ON <8KUP-S TAUC> I 
.GOTD 51 180 

ST090 :: t···· ··· · J F PROBLEM CREATE BACKUP ON DIFfERENT DRIVE •••••••• , 

.. NOEAROR 

.CONNEcT 
PO I S,",OUNT STRUCTURE <08 - STRUC> :/REMOVE 
,"PLEASE MOUNT <OB-SIRue > ON A OI FFERENT DRIIIE S I NCE READ ERRORS ON CURRE NT DRIV( " ( 
. "'OUNT STRUCTURE <DB-STRue>: 
. NOtAROR 
.CONNECT <OB-5TRUC>:«A MAR - OtR» 
.REN <BKUP -S TRUC>:«AMAR OIR»AMAR OBK <BKUP - STRUC> :« AMAR-OIR» AMAR .OBK:P7 777oo 
.DEL <BKUP - STRUC>:«AMAR-O IR » AMAR . OBK 
.EXPUNGE 
.ERROR % 
.OP[RATOR , 
.COPY <OB-S TRUC>.«AMAR - OIR » AMAR . OB <BKUP-S TRUC >:« AMAR - DIR» AMAR.OBK;P7777oo 
.NOOPERATOR 
.IF (ERROR) ~TO ST090 
.ERROR % 
.aIR <BKUP-STRUC >:« AMAA - OIR»AMAR . OBK 
.IF (ERROR) "GOTD B~09O 
.GOTO ST 100 

B0090 :: I1 II I I I 11 ERROR CREAT I NG BACKUP AMAR . DB DATABASE I I II I III I 
IRESTORE AMAR.DB DATABASE FROM BACKUP TAPE IF 110 ERROR nlEN SUBMIT STREAIIII 
.GOTO ST 190 

S TI OO :: I········ STORE RAW FILE DATA IN THE AMAR DATABASE ..... ... , 

~ERROR 

" MOUNT STRUCTURE <OB - STRUC> ' 
" INFO PROGRA M-STATUS 
"ERROR 
.OPERATOR , 
.RU A""ARIP 
'ANYOAY 
"NOOPERATOR 
. IF ( ERROR) "GOTD Bo loo 
.GOTD ST I 10 

BO loo :: 1 I I I" II I ERROR DUR ING AMARIP PROGR AM I I'll I II I 
ICORRECT PROBLEM THEN SUBM IT STR EAMI 
.colO Sll90 

ST 11 0 :: , •••••••• ROLLUP D"TA IN THE ""MR DATABASE ••••••• • , • • • • 

V> 
-< 
V> .... 
on 
3: 

l> 

'" l> 

'" 
'" l> .... 
("") 
:I: 

V> -. 
'" m 
l> 
3: 

l> 

'" ". 

'" 
("") .... 
r 

" DO 

'l6 
Co. , 
m 



-n 

co 
c -, 
f1) 

"-

0 
0 
~ -
~ 
C 
f1) 
0. 

• • INFO PROGRAM.SfATUS 
.. OPERATOR S 
P AU A/04ARUP 
.NQOPERATOR 

.IF (ERROR) toGOro 80110 

.coro 51120 

BOlIO:: 111111"1 ERROR DURING AMARUP PROGRA", III1III1I 
rCORRECT PROBLEM THEN SUBMIT STREAM' 
~TO Sll90 

STI20:: r·· •••••• GENERATE AUTOMATIC ......... /l REPORTS •••••••• , 

.INFO PROGRAM· STATUS 
PEAROR 
.,OPERATOR $ 
.RU AMREPT 

;DAILY UtILIZATION REPORT 
-DU 
' AMAR 
' ''UTO 
·AMARDR. RPT 

:WEfKlY UTILIZATION REPORT 
-WU 
',I,MAR 
o AUTO 

*"'M"RWU.RPT 
;MONTHlY UTILIZATION REPORT -.U 
'AMAR 
oAUto 
'''MARMU ,RPT 
;WfEKlY TRENO REPORT -.. 
'AMAR 
'AUTO 
'AN"IUtA . RPT 
;MONTHLY TRENO REPORT -., 
'AMAR 
'AUTO 
''''NARMA . RPT 

;WEEKLY COMPOSITE UTILIZATION REPORT : owe 
: 'AMAR 
: 'AUTO 
: • AMARwC . APT 

:MONTHLY COMPOSITE UTILIZATION REPORT 
: 'Me 
; ''''MAR 
; '''U10 
;·AMARMC.RPT 
:OAILV DISK REPORT 
: '00 
: ·AMAR 
;-AUTO 
: · "NAROO . RPT 
:WEEKLV OISK REPORT 
-w 
• "/oIAR 
'AUTO 

• • 
'" -< 

'" ~ 
"' "" l> 
3: 
l> 

" 
'" l> 
~ 

<> :r 

'" ~ 
" "' l> 
3: 

l> 
3: 
l> 

" 
<> 
~ 

r-

" .. 
CO 
f1) 

"­• .... 
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00 
c .., 
'" c.. 

o 
o 
:J -
:J 
C 

~ 

O"MARWO . RPT 
:MONTHLY DISK REPORT 
'MO 
'MoMll 
'AUTO 
• "''''''RMO . ItI'T 
:OAIL Y TAPE REPORT 
: 'OT 

: ·""'AA 
: • ... UTO 
: ''''''AROT . APT 
:~EEKLV TAPE REPORT 
'W ' 
-"MAR 
' AUTO 
• "MAR"'T • IlPT 
:MONTHlY TAPE REPORT 
'M' 
, .. MAR 
'AUTO 
'AMARMT .RPT 
'EXIT 
• NOOPERATOR 
.IF (ERROR) "GOTO 80120 
"GO TO ST130 

80120 :: r Itt I I I t r ERROR DURING AMR EP' PROGRAM I t It I tIl I 
IENSURE ADEQUATE DISK SPACE FOR REPORT FILESt 

STI30 :: , •••••••• PRINr/ ItEROX AUTOMATJC "MAR REPORTS •• • ••••• , 

.INFO PROGRA"' ~ STArUS 

."PPEND AMARXX . RPT AMAR . RPT 
• NOERROR 
.PRINT AMAR . RPT/OELETE/NOTE : '<NOfE>" 
;.XEROX "''''''fl . RPT 
..corD Sf 170 

Sf 140 :: I····· ••• CHECK IF DAY TO CREATE BACkUP TAPE OF "Jot .. R DATABA SE •••••••• r 
.NOERROR 
"RU EOF 
o <TAPE·PRD> , O 
' AMAR . TAP 
.ERROR % 
"O I R ""'"R . TAP 
_IF (ERROR) .GOTO ST150 
.GOTO ST180 

ST150:: t·· ••••• • CREATE A BACKUP TAPE OF AMAR OATABASE •••••••• t 

.ERROR % 

.PlEASE SHOW TAPE NUMBER IN lOG BV RESPONOJNGA( 

.MOUNT TAPE MTAA /SCRA TCII/REMARK : ~<TAPE - IO> ' . 'F (ERROR) .COTO B0 15t 

.ERROR % 

.OPERATOR , 

.R OUMPER 
'TAPE MTAA: 
-FilES 

OSSNAME, IIR e 
• 

V> 
-< 

'" .... 
~ 

3! 

l> 
3: 
l> 

'" 
'" l> .... 
o 
:r 

'" .... 
'" ~ 
l> 
3: 

l> 
3: 
l> 

'" o .... 
r 

'" '" 00 

'" c.. 
• 

• 00 



~ 

U) 
c: , 
"' c.. 

o 
o 
" ~ 
" c: 

"' U 

• • -SAVE <Oa.STRUC> "C<ANAR.OIR» AMAA . 08, c OB _STRUC> :« AMAA _OIA » <Svs- ro>* . * ·exlT 
.NOQPEAATOR 

_IF (ERQOR) .Goro 80150 
-NOEAAOA 
~ISMOUNT TAPE MTA", : 
_GOle 51160 

BOI50: : 1IIIII1II ERROR CREATING BACKUP TAPE 11111111' 
IPROVIDE CLEAN EAQDP FREE DRIVE ANO NEW SCRATCH TAPES I _NO£AAOR 

.oISMOUNT TAPE NTA ... : 

.PLEASE SCRATCH IAPE(S) ALREADY CREATEO ANO lABEll(O ~ ( 

.PLEASE CLEAN TAPE DRIVE AND MOUNT NEW SCRATCH SINCE BACKUP EAAOR ~ ( 
_PLEASE IF THIS REMOUNT RECUEST REPEATS J OR MORE TIMES CANCE L ENSUING NOUNT ~ { 
.PLEASE THEN THE STREAM WILL SKIP THE BACKUP TAPE STEP ASSUMING I / O EAAOA ~ I .BACKTQ S1150 

BOI51: : I I III I I I I ERROR REAOING BACKUP INPUT FilES I r II r II I I 
!IF BACKUP INPUT FILE HAS I/O ERROR RESTORE FilE FADM BACKUP DISK COPYI 
ISKIPPING CREATION OF BACKUP TAPEI 

.GOTO ST180 

ST 160 :: , ••••• • •• RECORD DATE OF BACKUP TAPE CREATION •••••••• , 

.NOERROR 

. 0El <OB - STRUC>:« AMAR - OIR» A~AR . TAP 

.COPY TTY : <DB -S1RUC> : «A~AR - DIR» A~AP . TAP . ! rz 

ST170 :: I··· ••••• DELETE RAW FILES FROM PRODUCTION PACK •••••••• / 

.NOERRQR 

.RU EOF 
· <OB-RTEN> .! 

'<OB-STRUC> : <SYS - 'O>OX " . <OB - STRUC >:< SYS _ IO>IX . •• <OB-STRUC >:< SYS - .O> 2X . •• <OB _STRUC >:< S YS _ IO>3X . ' 

5TI80 :: I •••••• • • IIfSuaMIT THE AMAR BATCH STREAM • ••••• • • , 

.CHKPNT ST 180 

.NOERROR 

.OEL AMAR . LG 

• • 

.SUB <OC-ST.UC >" .' • . CTl/ lOGOISPOSITION ' .EEP/ B,rCH_lOG , SUP,.S'O' / lOCN,., , <oB -sr.UC >" .' • . lOG/ UNIOU, , 'ES/ .'ST,.r'Bl' " 'S/ TI"" ( ' 0,0/ ' FTER : TOOAY., : 00 

.GOTO FIN 

%TERR : : 
.GOTO 80180 
%CERR : : 
flGOTO BO 180 
XERR: : 
.GOTO B0180 

BOI80 : : 111111111 TIME LJ~IT E;t:HAUSTEO OR MONITOR OR PROGRA,.. ERROR 11111 1 "1 
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APPENDIX K 

WORKLOAD AMAR BATCH STREAM - W2RPTB.CTL 

Reference Figure K-l for a listing of an unedited W2RPTB.CTL stream . 

DOUPD: This step runs W2UPD which performs database management 
Including input, update, and deletion. First W2UPD reads 
the appropriate pair of incremental files LIND and .IN!) 
and creates a database daily file . The name of the 
created file is yeSterday's fiscal date. The extension 
Is .DBO if yesterday was a normal workday. The extension 
is .DBI if yeSterday was a Saturday, SUnday, or hOliday . 
Next the new database dally fi Ie Is rolled up into the 
ap;lropriate weekly database file. At the end of the 
fiscal week, the weekly files are rolled up into the 
appropriate monthly files. After a database daily file 
is created, its name is entered In a list of files ready 
for automatic reporting. After a weekly or monthly file 
has been completed (the last day or week has been 
inClUded), its name is entered in the list of files ready 
for automat ic report ing . When input and rollup are 
complete through yesterday, W2UPO deletes the oldest 
Incremental and database fi les if more than the user-specified number exist. 

DORPT: This step produces the automatic reports. It is divided 
into Six substeps, corresPOnding to the six types of file 
which may be ready for automatic reporting: 

STEPNAME 

DODYO 
OOWKO 
DOOY 1 
OOWK 1 
DOMNI 
DOMNO 

SUbsteps 
day and 
example, 

REPORT 
PERIO~ 

Day 
Week 
Day 
Week 
Month 
Month 

TYPE OF DAY 
REPORTED ON 

Weekday 
Weekday 
Weekend 
Weekend 
Weekend 
Weekday 

INPUT 
FILE SPEC . 

??????DBO 
?????OBO 
??????DB1 
?????D81 
????DBI 
????DBO 

REPORT 
FILENAME 

WCOYO.ext 
WCWKO.ext 
WCOY1.ext 
WCWK 1. ext 
WCMN1.ext 
WCMNO.ext 

are skipped if the input fi Ie for the type of 
report period has not yet been created. For 

even though the stream is run dai Iy, monthly 
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reports will be produced only once at the end of each 
fiscal month - not every day. Also question marks must 
be used in the input file specification. This notifies 
1I'2RPTB that automatic reporting is taking place. 

DOPRT: This step prints the reports. All workload reports 
created on a given day are normally concatenated into a 
single fi Ie for efficient pr inting. Any monthly or 
weekly files are put at the beginning of this large fi Ie 
so that you won't miss them. The individual report files 
are left on disk unti I overwritten by other files of the 
same name and ext ension. This leaves the most recent 
copy of each report on disk . 

DOSUB: This step is almost alwa ys executed to submit tomorrow's 
run, e ven if earlier steps failed. 

• 
• 

• 

• 
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APPENDIX L 

INSTALLATION AND RESOURCE REQUIREMENTS 

INSTALLATION : 

This Appendix gives you an overview of the major steps In AMAR 
installation. For the specific installation procedure, refer to 
the AMAR-20 Installation Guide". Prior to Installation, the 
computer center must resolve the following issues: 

A. A four character code must be selected to represent the 
computer system running AMAR. This code is embedded In the 
Sys tem AMAR da tabase and jobs t ream . I t un Ique 1 y i den t i f i es 
the system to which the reports belong. 

B. A di rectory 
running AMAR. 
wi shes. Thi 5 
privi leges . 

must be set up on the system which 
The directory name can be anything 

directory must have WHEEL and 

,1111 be 
the site 

ENQ/DEQ 

C. Next. temporary and permanent disk storage must be set 
up. The amount of disk space necessary is determined by the 
sizes of the Sys tem AMAR and Work load AMAR da tabases. The 
size of each database is a function of the amount of 
retained data at each summary level (I .e., monthly, weekly, 
daily, hourly) inside the database. See RESOURCE 
REQUIREMENTS following this section for a table that can be 
used to estimate the storage requirements. 

D. AMAR has t>lO data col fect ion programs--xxxxDC (where 
xxx x is the four character code for the system) and WCDC20. 
These programs are run usually as SYSJOB sub jobs and collect 
data continuously. In order to collect complete workload 
information, it maybe necessary to rebuild the monitor. 
For a discussion of why this may be necessary refer to the 
Section called "Overview of Workload AMAR" In this manual or 
to the "AMAR-20 Installation Guide". In addition, xxxxDC 
and WCDC20 must be tailored/selected for the specific system 
on which they will run. Once installation is complete, 
entries for these programs should be manually started under 
SYSJOB or PTYCON and the following entries should be entered 
into the SYSJOB.RUN file: 
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Job n 'LOG amar-dir 
ENABLE 
CONNECT struc:<amar-dir> 
RUN xxxxDC , 
JOB n+l 'LOG amar-dir 
ENABLE 
SYSDPY E 
CONNECT struc:<amar-dir> 
RUN WCDC20 , 

E. For reporting purposes, each site must determine what 
portion of each day will be considered prime time . The 
prime time is recorded into the System AMAR database when it 
is built. The prime time interval must fallon whole hour 
boundaries. The default is OBOO-1700. Up to 4 dai Iy prime 
time periods may be specified. Both the System and WorKload 
AMAR da t abases are bu i I tat ins t a II a t ion time. 

F. The AMAR-20 software monitor has very flexible report 
genera t i ng capab iii ties. Severa I Sys tem and WorK load AMAR 
reports are supplied in the batch streams as defaults. The 
System AMAR reports can be tailored by editing the RFD file. 

• 
• 

The WorKload AMAR reports can be tailored through the report • 
program dialog. You can also easi Iy select and deselect 
automatic reports by editing the batch streams. 

G. There are two batch streams that run nightly. These are 
AMAR.CTl and W2RPTB.CTl . These must be tailored for the 
specific computer system on which they will run. The 
streams process the data collected during the day and 
generate reports. Although the streams are self-submitting, 
the logs should be checKed daily. 11 ~ important that both 
streams run every night. I f the streams are not run for an 
extended period of time, disK overflow and lengthy updating 
procedures will occur! Therefore, to restart the streams if 
they disappear from the queue, use the following commands: 

~SUBMIT 
struc:<amar -dir>AMAR.CTL/LOGOISP:KEEP/AFTER:TOOAY+l 
~SUBMIT 
struc:<amar -dir>W2RPTB.CTL/LOGDISP:KEEP/AFTER:TOOAY 

Note: If a stream fa i led because 
resubmitting the stream may not worK . 
looKed up in AMAR-20 Error Messages In 
the appropriate course of action. 

of errors, simply 
The error should be 

order to determine 

H. AMAR allows the site to set the holidays within the 
databases. Only holidays inserted into the database before 
they occur wi II be treated as hoi idays. Hoi idays must be • 
respeclfled each fiscal year. 
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RESOURCE REQUIREMENTS: 

AMAR is very efficient. Approx imately .7% CPU time will be used 
on a KL10 for data ~ollection, database maintenance, and 
reporting for both System and Workload AMAR combined. This may 
vary depending on the number of reports you select, the number of 
Items you choose to measure, and the level of acti v ity on your system. 

TOTAL 01 SK STORAGE ESTIMATES IN PAGES 

System AMAR Workload AMAR 
Program Software 1500 

300 Data Files 300 3000 
TOTAL (wi thout databases ) 1800 

3300 

Database-
S i ze Retent ion Pag es Reten t ion •• Pages 
mi n f M-12 1500 M-2 3500 W-13 11/-2 0- 35 0-7 H-7 

midi M-12 2000 M-3 7000 11/-13 11/-5 0-35 0-14 H- 7 
COII/-l 
COM-l 

max i M-12 2500 M-12 20000 11/-13 W-13 0- 35 0-35 H-7 
COW -5 
COM-3 

• A backup copy of the System AMAR database should also be kept on d i sk . Typica Ily i t is kept on a d i fferent pack from the primary database, although that is no t a requ i remen t . 
Note that more than one permanent structure may be used for holding the software , databases, files, etc . 
** The abbreviations for the retentions are as follows: 
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Example: 

M month ly 
\II week ly 
o da i 1 Y 
H hourly 
COlli compos i t e Yleek 1 y 
COM - composite monthly 

For midi System AMAR and Workload databases the total space 
required is: 

System AMAR programs and files 
Workload Programs and f i les 
System AMAR database 
Workload database 
Backup System AMAR database 

TOTAL 

I,BOO 
3.300 
2,000 
7.000 
2.000 

16.100 

• 
• 

It should be understood that these totals are only estimates. 
The actual disk space used is a function of the amount of data 
collected and retained. Typ ically, systems that are very busy 
wi 11 have slightly larger data files and databases than systems • 
that aren 't -- despite hav ing the same retention periods. 

• 
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APPENDIX M 

SUMMARY OF PROGRAMS AND FILENAMES 

The following programs and fi les may be found in the AMAR area. 
Most programs and files are used in dai ly processing. However, a 
few are used only in special cases such as installation and error 
recovery . These program names and filenames are considered 
reserved for AMAR use only. The user should take care to select 
other filenames when specifying report files, etc. 

System AMAR: 

AMAR.BItIR 
AMAR.DB 
AMAR.DBK 
AMAR.1ST 

AMAR. CTL 
AMAR. TAP 

AMAR20 .CTO 
AMAR20.EXE 
AMAR20. RFD . 
AMAREX . EXE 
AMAREX.HLP 
AMARIP.EXE 
AMARON . EXE 
AMARSD.EXE 
AMARUP.EXE 
AMARcc.RPT­
AMONLD. EXE 

AMREPT.EXE 
AMRGEN.EXE 
EOF.EXE 
RFD .HLP 
TODAY.DB 
xxxxDC.EXE 
xxxxDR.RFD 
xxxxdd,mmm* 

AMAR Beware File 
- System AMAR database 

Backup copy of System AMAR database 
Initialization fi 1e used only during 
AMAR installation 
Edited System AMAR batch stream 
Control fi Ie used by AMAR .CTL for scheduling 
of tape backup 

- Unedited batch stream 
Unedited data collection program 
Unedited Report Fi Ie Description 

- Data Extraction Program 
Data Extraction Program help file 
Input Program 

- Online Inquiry Program 
Raw File Preprocessor Program 
Rollup Program 
Default reports produced by AMAR.CTL 
Reserved for use in troubleshooting by 
the performance specialist 
Reporting Program 

- Database Generation Program 
F i If! Delet ion Program 
Report Fi Ie Descript ion help fi Ie 

- Mini -database output from AMARSD.EXE 
Data Collection Program 
Report File Description 
Raw data files created by xxxxDC.EXE 

-See the notes starting at the end of this section . 
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Workload AMAR: 

W2RPTB.CTO 
W2RPTB. CTL 
W2RPT . EXE 
W2RPTB.EXE 
W2UPD.EXE 
WC . I NO 
WC.IN1 
WCX . INO 
WCX.IN1 
IIICY.INO 
IIICY.IN1 
WCDC20.EXE 
WCDBS.CON 
IIICDBS.COX 
IIICDBS. LOK 
WCDATE. REL 
WCINIT.REL 
WCGEN.REL 
WCFIX . EXE 
WCPARM.MAC 
WCnnnP.EXE 

WCnnnS. EXE 

* 

WCDYn.RPz* 

WCMNn.RPz* 

WCWKn.RPz* 

yyqm.DBO* 

yyqm.DB1· 

yyqmw.DBO· 

yyqmw.DB1· 

yyqmwd.DBO* 

yyqmwd . DB1· 

- Unedited batch stream 
Edited batch stream 
Incremental fi Ie report program 
Database report program 
Database update program 
Summary incremental file output by IIICDC20.EXE 

- Detail incremental file output by IIICDC20.EXE 
Yesterday's summary incremental fi 1e 
Yesterday's detail incremental file 
Two day's ago summary incremental fi 1e 

- Two day's ago detail incremental file 
- Set eeted data call eetion program 
- Control fi Ie for Workload database 

Yes terday ' s ~ICDBS. CON I used for recovery' 
- Access control fi Ie for database 
-Datefile 

Database initialization file 
Database generation file 
Database maintenance uti llty 
Parameter f i 1e 

- Selectable data collection programs for 
resident program name table 
Selectable data collection programs for 
non-resident program name table 
Default daily reports produced by 
W2RPTB. CTL 
Default monthly reports produced by 
W2RPTB . CTL 
Default weekly reports produced by 
W2RPTB. CTL 
Monthly workload database files for 
weekdays 
Monthly workload database fi les for 
weekends and holidays 
Weekly workload database files for 
weekdays 

- Weekly workload database files for 
weekends and holidays 

- Daily workload database fi les for 
weekdays 

- Daily workload database files for 
weekends and holidays 

d : day numbered - 7 depending on its position wi thin the 
fiscai week 

m : month numbered 1 - 3 depending on its posit ion within the 
fiscal quarter 

n : o for weekdays. 1 for weekends and holidays 

• 

• 

• 

• 

• 
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q = quarter numbered 1 - 4 depending on its position with the 
fiscal year 

'vJ : v.reek numbered 1 - 5 (and, on rare occasion, 6) depending on 
its POSt t ion !,oJ; thin the f isca 1 month 

z = 0, 1, etc. 

cc = report code 

dd = calendar day 

yy = fiscal year 

mmm = alpha abrevi ation for month 

nnn = number identifyi ng unedited versions of the data 
co l lection program 

xxxx = system code 
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APPENDIX N 

THE FISCAL CALENDAR 

The fiscal calendar is used primarily to control rollup of data 
into weeKly and monthly summary records, deletion of old data, 
and automatic reporting. It is based on a year divided into 
quarters of 3 months each. The first and second months within 
each quarter contain 4 weeKs each. The third month normally 
contains 5 weeKs. Each fiscal weeK contains 7 days starting on a 
Sunday and ending on a Saturday. There are exactly 52 weeKs in 
the normal fiscal year with no leftover days. Approximately once 
every 6 years, an extra week is added to the fiscal calendar to 
compensate for the days which have been "lost" by this process . 
This extra 6th weeK occurs in the third month of the fourth 
quarter. It last occurred in FY82. 

Figure N-l is an example of the FY83 Digital fiscal calendar. 
The Digital calendar normally starts at the end of June or 
beginning of July. This particular calendar begins on July 4, 1982. 

Fiscal dates are used extensively by AMAR. 
spec i fled in the fa Ilo,1i ng forma t: 

yyqmwd 
I I I I 1_ Fiscal day ( 1-7) I I t I I 
I I I t 
t I I I I I I I __ 

Fiscal weeK ( 1 -5 ) ttl I 
I I I 
I I I 

I I I - - - Fiscal 
I I 

month ( 1 -3) 
I I 
I : - - -- Fiscal quarter ( 1 -4) 
I :----- Fiscal year 

They are always 

For example, by looKing at Figure N-l, it can be determined that: 

September 1, 1982 • 831314 

September Occurs in quarter of FY82; i t is the 3rd month; 
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September 1 occurs in week 1; it is the 4 th day. 

It is recommended that you keep a similar copy of your fiscal 
calendar on hand for quick help in such date translations. 

FIRST QUARTER SECOND QUARTER 
MO:"o"TH 

I~ I~ 1 3 1 :;'1~ I ~ I~ MO"IH WEEK 5 MIT w i T F Is 
NO. 10. 

• • I 
JULY 1 115 II' OCT '10 1' 11"16 

/ .. WEEKS 3 I. WEEKS 116 IIII!! I ' 0 III I 123 
1"1,, . , 

AUC • II( NOV 110 11 
J WEEKS 7 I" II< Iwlll 4 WEEKS 11O 1"116 1811'1l< 2 

III III 121 III 126 

2 
I 3 

I III 110 
SEPT I " II DEC 124 III 

I ' 1191 '0 11 I" 11. 124l ll S WEEKS III 1191,0 11l I, 124 III , ~I" "I"~ I ~ 126 ~1 " 1"1"1,01311 
3 

THIRD QUARTER FOURTH QUARTER 
MONTH I ~~E" I s " T I w T I F Is MO"'Tli ••• " S M T W T I F Is 

I NO. 

JAN lS APRIL 110 I" 
4 WEEKS " I 19 4 WEEKS 119 123 

30 Il' l ll l26 127128' " " Il' lll l26l2' IlSl " 
I 

FEB MAY 
4 WEEKS .. WEEKS I 

124 I 128 
III IlS 118 I" 130 I. 

• 

mll MARCH I JUNE 

S WEEKS S WEEKS 
139 127llSl29130 I 3 III 126 1l: !l812913O I 111 

....... -.u!.lld ~ ... Ra:IdMI tlonJuPaul w u.s. Aa.ip.lbIe.Irddays ud \I::Ql "'--1IoWI)'J ..... _ ....... 

Figure N-l 
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• 

• 
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