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A Proposal for the 

( DARTMOUTH SUMMER RESEARCH PROJECT ON ARTIFICIAL INTELLIGENCE 

We propose that a 2 month. 10 man study of artificial intellige nc e be 

carried out during the summe r of 1956 at Dartmouth College in Hanover. New 

Hampshire. The study is to proceed On the basis of the conjecture that every 

aspect of learning or any othe r f e ature of intelligence c a n in principle be so pre

cisely de scribed that a machine can be made to simulate it. An a ttempt will be 

made to find how to make machines use language. form abstractions and concepts. 

solve kinds of problems nOW res e rved for humans . and improve themselves. We 

think that a significant advance can be made in one or more of these problems if 

a car e fully selecte d group of scientists work on it toget~er for a summer. , 

The following are some aspects of the artificial intellige nce problem: 

1) Automatic Computers 

If a machine can do a job. then an automatic calculator can 

be programmed to slmulate the machine . The speeds and 

meIIlOry capacities of present computers may be insufficient 

to s imulate many of the higher functions of the human brain. 

but the major obstacle is not lack of machine capacity. but 

our inability to write programs taking full advantage of what 

we have . 

2) How Can a Computer be Programmed to Use a Language 

It m ay ' be spe culated that a large part of human thought con

sis t s of manipulating words according to rules of r e asoning 
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and rules of conjecture. From this point of view. 

forming a generalization consists of admitting a new 

word and some rules whereby sentences containing it 

imply and are implied by others. This idea has never 

been very precisely formulated nor have examples been 

worjced out. 

3. Neuron Nets 

How can a set of (hypothetical) neurons be ar

ranged so as to form concepts . Considerable theoret

ical and experimental work has been done on this prob-

lem by Uttley. Rashevsky and his group. Farley and 

Clark. Pitts and McCulloch. Minsky. Rochester and 

Holland. and others. Partial results have been ob

tained but the probleIn needs Inor e theoretical work. 

4. Theory of the Size of a Calculation 

If we are given a w e ll-defined probleIn (one for 

which it is possible to test Inechanically whether or not 

a proposed answer is a valid answer) one way of solving 

it is to try all possible answers in order. This method is 

inefficient . and to e x clude it one Inust have SOIne criterion 

for efficiency of calculation. SOIne consideration will show 

that to get a Ineasure of the efficiency of a calculation it is 

necessary to have on hand a method of measuring the COIn

plexity of calculating device s which in turn can be done if 

one has a the ory of the cOInplexity of functions. Some par

tial r e sults on this probleIn have b een obtaine d by Shannon. 

and also by McCarthy. 
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5) Self-Improvement 

Probably a truly intelligent machine will carry out 

activities which may best be described as self-improve-

ment. Some schemes for doing this have b een proposed 

and are worth further study. It seemS likely that this 

question can be studied abstractly as well. 

6) Abstractions 

A number of types of "abstraction" can be distinctly 

defined and several others less distinctly. A direct 

attempt to classify these and to describ e machine 

methods of forming abstractions from sensory and other 

data would seem worthwhile. 

7) Randomness and Creativity 

A fairly attractive and yet clearly incomplete conjecture 

is that the difference betv'een creative t\lir.king and un-

imaginative competent thinking lies in the injection of a 

some randomness . The randomness must be guided by 

intuition to be efficient. In other words. the educated 

gues s oi;. the hunch include controlled randomnes s in 

otherwise o rderly thinking. 

In addition to the above collectively formulated problems for study . we 

have asked the individuals taking part to describe what they will work on . Statements 

by the four originators of the p r oject are attached . 

We p r opose to organize the work of the group as follows . 

Potential participants will be sent copies of this proposal and asked if 
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they woUld like to work on the artificial intelligence problem in the group and if so 

what they would like to work on. The invitations will be made by the organizing 

committee on the basis of its estimate of the individual's potential contribution to the 

work of the group. The members will circulate their previous work and their ideas 

for the problems to be attacked during the months preceding the working period of 

the group. 

During the meeting there will be regular research seminars and opportun

ity for the members to work individually and in informal small groups. 

The originators of this proposal are: 

1. C. E. Shannon, Mathematician, Bell Telephone Laboratories. 

Shannon developed the statistical theory of information, the application of propositional 

calculus to switching circuits, and has results on the efficient synthesis of switching 

circuits, the design of machines that learn, cryptography, and the theory of Turing 

machines . He and J. McCarthy are co-editing an Annals of Mathematics Study on 

"The Theory of Automata" . 

2. M. L. Minsky, Harvard Junior Fellow in Mathematics and Neurology. 

Minsky has built a machine for simulating learning by nerve nets and has written a 

Princeton PhD thesis in mathematics entitled, "Neural Nets and the Brain Model 

Problem" which includes results in learning theory and the theory of random neural nets. 

3. N. Rochester, Manager of Information Research, IBM Corporation, 

Poughkeepsie, New York . Rochester was concerned with the development of radar for 

seven years and computing machinery for seven years . He and another engineer were 

jointly responsible for the design of the IBM Type 701 which is a large scale automatic 

computer in wide use today. He worked out some of the automatic programming tech

niques which are 'in wide use t,oday and has been concerned with problems of how to get 
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machines to do tasks which previously could be done only by people . He has also 

worked on simulation of nerve nets with particular emphasis on using computers to 

test theories in neurophysiology. 

4. J. McCarthy, Assistant Professor of Mathematics , Dartmouth College 

McCarthyhas worked on a number of questions connected with the mathematical nature 

of the thought process including the theory of Turing machines, the speed of computers, 

the relation of a brain model to its environment, and the use of languages by machines. 

Some results of this work are included in the forthcoming "Annals Study" edited by 

Shannon and McCarthy. McCarthy's other work has been in the field of differential 

equations . 



-6a-

The Rockefeller Foundation is being asked to provide financial support 

for the project on the following basis: 

1. Salaries of $1200 for each faculty level participant who is not being supported 

by his own organi zation. It is expected, for example, that the participants 

from Bell Laboratories and IBM Corporation will be supported by these organi-

zations while those from Dartmouth and Harvard will require foundation support . 

'. 
2. Salaries of $700 for up to two graduate students . 

3. Railway fare for participants coming from a distance. 

4. Rent for people who are simultaneously renting elsewhere . 

5. Secr etarial expenses of $650, $500 for a secretary and $150 for duplicating 

expenses . 

6. Organization expenses of $200. (Includes expense of reproducing preliminary 

work by participants and travel necessary for organization purposes . 

7. Expenses for two or three people visiting for a short time. 

Estimated Expenses 

6 salaries of 1200 $7200 

2 " II 700 1400 

8 traveling and rent expenses averaging 300 2400 

Secretarial and organizational expense 850 

Additional traveling expenses 600 

Contingencies 55 0 
$13,500 
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PROPOSAL FOR RESEARCH BY C. E. SHANNON 

I would like to devote my research to one or both of the topics listed 

below. While I hope to do so, it is possible that because of personal conside rations 

I may not be able to attend for the entire two months . I, nevertheless, intend to be 

there for whatever time i s possible. 

1 . Application of information theory concepts to computing 

machines and brain models . A basic problem in information 

theory is that of transmitting information reliably over a 

noisy channel. An analogous problem in ·computing machines 

is that of reliable computing us ing unreliable elements . This 

problem has been studies by von Neumann for Sheffer stroke 

elements and by Shannon and Moore for rela¥s; but there ·are 

still many open questions . The problem for several elements, 

the development of concepts similar to channel capacity. the 

sharper analysis of upper and lower bounds on the required 

redundancy, etc. are among the important is sues. Another 

question deals with the theory of information networks where 

information flows in many closed loops (as contrasted with 

the simple one-way channel usually considered in communica

tion theory). Questions of delay become very important in the 

closed loop case, and a whole new approach seems necessary. 

This would probably involve concepts such as partial entropies 

when a part of the past history of a message ensemble is known . 
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2. The matched environment - brain model approach to automata . 

In general a machine or animal can only a9-apt to or operate in a 

limited class of environments. Even the complex human brain 

first adapts to the simpler aspects of its environment, and grad\.;

ally builds up to the more complex features. I propose to study 

the synthesis of brain models by the parallel development of a 

series of matched (theoretical) environments and corresponding 

brain models which adapt to them. The emphasis here is on 

clarifying the environmental model, and representing it as a 

mathematical structure . Often in discussing mechanized intel

ligence, we think of machines performing the most advanced 

human thought activities -- proving theorems, writing music, 

or playing chess. I am proposing here to start at the simple 

and when the environment is neither hostile (merely indifferent) 

nor complex, and to work up through a series of easy stages in 

the direction of these advanced activities . 
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PROPOSAL FOR RESEARCH BY M. L . MINSKY 

It is not difficult to de sign a machine which exhibits the following type 

of learning. The machine is provided with input and output channels and an in

ternal means of providing varied output responses to inputs in such a way that . 

the machine may be "trained" by a "trial and error" process to acquire one of 

a range of input-output functions. Such a machine , when placed in an appropri

ate environment and given a criterior of "success" or "failure" can be trained 

to exhibit "goal-seeking" behavior. Unless the machine is provided with, or 

is able to develop, a way of abstracting sensory material, it can progress 

through a complicated environment only through painfully slow steps , and in 

general will not reach a high level of behavior. 

Now let the criterion of success be not merely the appearance of a 

desired activity pattern at the output channel of the machine, but rather the per

formance of a given manipulation in a given environment . Then in certain ways 

the motor situation appears to be a dual of the sensory situation, and progress 

can ;'e reasonably fast only if tr.e rnachil,e is equally capab~e of assembling a>1 

ensemble of "motor abstractions" relating its output activity to changes in the 

environment. Such "motor abstractions" can be valuable only if they relate to 

changes in the environment which can be detected by the machine as changes in 

the sensory situation, i. e., if they are related, through the structure of the 

environment, to the sensory abstractions that the machine is using. 

I have been studying such systems for some time and feel that if a machine 

can be designed in which the sensory and motor abstractions, as they are formed , 

can b e m a de to satisfy certain relations, a high order of behavior may result . 

These relations involve pairing, motor abstractions with sensory abstractions in 
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such a way as to produce new sensory s ituations representing the changes in the 

envirorunent that might be expected if the corresponding motor act actually took 

place. 

The important result that would be looked for "would be that the 

machine would tend to build up within itself an abstract model of the envi rorunent 

in which it is placed. If i t were given a problem, it could" first explore solutions 

with in the internal abstract model of the envi rorunent and then attempt external 

experiments. Bec:ause of this preliminary internal study , these external experi

m ents would appe .. r to be rather clever , and the behavior would have to be re-

g .. rded a s rather " imaginative". 

A very tentative proposal of how this might be done i s described in 

my dissertation and I intend to do further work in this direction . I hope that by 

summer 1956 I will have a model of such a machine fa i rly close to the stage of 

programming in a computer. 
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PROPOSAL FOR RESEARCH BY N. ROCHESTER 

Originality in Machine Performance 

In wri ting a program for an automatic calculator, one ordinarily 

provides the machine with a set of rules to cover each contingency which may 

arise and confront the machine. One expects the machine to follow this set of 

rules slavishly and to exhibit nO originality or common sense . Furthermore 

one i s annoyed only at himself when the machine gets confused because the rules 

h e has provided for the machine are slightly contradictory. Finally, in writing 

programs fO.r machines, one sometimes must go at problems in a very laborious 

manner whe'reas, if the machine had just a little intuition or could make reasonable 

guesses, the soluti on of the problem could be quite direct. This paper des cribes 

a conjecture as to how to make a machine behave in a sOl;newhat more ' sophi sti cated 

manner in the general area suggested above. The paper discusses a problem on 

which I have been working sporadically for about five years and which I wish to 

pursue further in the Artifi cial Intelligence Project next summer. 

The P r ocess of Invention or Discovery 

Living in the environment of our culture provides us with procedures 

for solving many problems. Just how these procedures work is not yet clear but 

I shall dis cuss thi s aspect of the problem in terms of a model suggested by Craikl . 

He sugges ts that mental action consists basically of constructing little engines in-

s i de the brain which can simdate and thus predict abstractions relating to environ-

m ent. Thus the soluti on of a problem whi ch one already understands is done as 

follows: 

1. K. J. W. C r aik, The Nature of Explanation, Cambridge University Press, 1943 
(reprinted 1952) p 92. 
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1) The environment provides data from which certain 
abstractions are formed. 

2) The abstractions together with certain internal 
habits or drives provide: 
2. 1) A definition of a problem in terms of de

sired condition to be achieved in the future. 
a goal. 

2.2 ) A suggested action to solve the problem. 
2.3) Stimulation to arouse in the brain the 

engine which corresponds to this s i tuati on. 
3) Then the engine operates to predict what thi s 

environmental situation and the proposed re
action will lead to. 

4) If the prediction corresponds to the goal the 
individual proceeds to act as indicated . 

The predicti on will correspond to the goal if living in the env;'ronment 

of his culture has provided the individual with the solution to the problem. Regarding 

the individual as a stored program calculator, the program contains rules to cover 

this particular contingency. 

For a more complex situation the rules might be more complicated . 

The rules might call for testing each of a set of possible actions to determine whi ch 

provided the solution. A still more complex set of rules might provide for uncertainty 

about the environment, as for example in playing tic tac toe one must not only consider 

his next move but the various possible moves of the environment (his opponent). 

Now consid er a problem for which no individual i n the culture has a 

solution and which has resisted efforts at solution. This might be a typical current 

unsolved scientific problem. The individual might try to solve it and find that every 

reasonable action led to failure. In other words the stored program contains rules for 

the solution of this p l' oblem but the rules are slightly wrong . 

In order to solve this problem the individual will have to do something 

which i s unreasonable or unexpected as judged by the heritage of wisdom accumulated 
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by the culture. He could get such behavior by trying different things at random 

but such an approach would usually be too inefficient. There are usually too many 

possible courses of action of which only a tiny fraction are acceptable. The indi

vidual needs a hunch, something unexpected but not altogether reasonable. Some 

problems, often those which are fairly new and have not resisted much effort, need 

just a little randomness . Others, often those which have long resisted solution, 

need a really bizarre deviation from traditional methods. A problem whose solution 

requires originality could yield to a method of solution which involved randomness. 

In terms of Craik's modell, the engine which should simulate the environ

ment at first fails to simulate correctly. Therefore , it is necessary to try various 

modifications of the engine until one is found that makes it do what is needed. 

Instead of describing the problem in terms of an individual in his culture 

it could have been described in terms of the learning of an immature individual. 

When the individual is presented with a problem outside the scope of his experience 

he must surmount it in a similar manner. 

So far the nearest practical approach using this method in machine solution 

of problems is an extension of the Monte Carlo method. In the usual problem which 

is appropriate for Monte Carlo there is a situation which is grossly misunderstood 

and which has too many possible factors and one is unable to decide which factors to 

ignore in working out analytical solution. So the mathematician has the machine make 

a few thousand random experiments. The results of these experiments provide a 

rough guess as to what the answer may be. The extension of the Monte Carlo Method 

is to use these results as a guide to determine what to neglect in order to simplify the 

problem enough to obtain an approximate analytical solution. 
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It might be asked why the method should include randomness. 

Why shouldn't the method be to try each possibility in the order of the probability 

that the present state of knowledge would predict for its success? For the scientist 

surrounded by the environment provided by his culture, it may b e that one scientist 

alone would be unlikely to solve the problem in his life so the efforts of many are 

needed. If they us e randomness they could all work at once on it without complete 

duplication of ' effort. If they used system they would require impossibly de ta iled 

communi c ation. For the individual maturing in competition with other individuals 

the requirements of mixed strategy (us i ng game theory terminology) favor random

ness. For the machine, randomness will probably be needed to overcome the short

sightedness and prejudices of the programlner . While the neces sity for random

ness has clearly not be en proven, there is lnuch evidence in its favor. 

Th e Machine With Randolnness 

In order to write a program to make an automatic calculator USe origi

nality it will not do to introduce randomness without using forsight. If , for example. 

une wrote a program so that onof' in ever'" 10,000 Gte;:>s the calculator gec1.erat!d a 

random number and executed it as an instruction the result would probably be chaos. 

Then after a certain amount of chaos the machine would probably try something for

b idden or execute a stop instruction and the experiment would be over. 

Two approaches. howeve r. appear to be reasonable. One of these is 

to find how the brain manages to do this sort of thing and copy it. The other is to 

take SOlne class of real problems which require originality in their solution and , 

attempt to find a way to write a program to solve them on an auto'matic calculator. 

E i ther of these approaches would probably e ventually succeed. However, it is not 

clear which would be quicker nor how many years or generations it would take. Most 

of lny effort 'along these lines has so far b een on the former approach because 1 felt 
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that it would be best to master all relevant scientific knowledge in order to work 

on such a hard problem, and 1 already was quite aware of the current state of cal -

culators and the art of programming them. 

The control mechanism of the brain is clearly very different from the 

control mechanism in today's calculators. One symptom of the difference is the 

manner of failure. A failure of a calculator characteristically produces something 

quite unreasonable. An error in memory or in data transmission is as likely to be 

in the most significant digit as in the least. An error in control can do nearly any-

thing. It might execute the wrong instruction or operate a wrong input-output unit. 

On the other hand human errors in speech are apt to result in statements which al-

most make sense (consider some one who is almost asleep, slightly drunk, or slight-

ly feverish). Perhaps the mechanism of the brain is suc.h that a slight errpr in 

reasoning introduces randomness in just the right way . Perhaps the mechanism 

that controls serial order in behavior 2 guides the random factor so as to i'!'prove 

the efficiency of imaginative processes over pure randomness. 

Some work has been done on simulating neuron nets on our automatic 

calculator . One purpose was to see if it would be thereby possible to introduce 

randomness in an appropriate fashion. It seems to have turned out that there are 

too many unknown links between the activity of neurons and problem solving for this 

approach to work quite yet. The results have cast some light on the behavior of nets 

and neurons, but have not yielded a way to solve problems requiring originality. 

2. K. S. Lashley, "The Problem of Serial Order in Behavior, in Cerebral Mechanisms 

in Behavior , the Hixon Symposium, Edited by L. A . Jeffress, John Wiley & Sons, 

New York, pp 112-146; 1951 
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An important aspect of this work has been an effort to make the machine 

form and manipulate concepts, abstractions, generalizations, and names. An 

attempt was made to test a theory3 of how the brain does it . The first set of ex

periments occasioned a revision of certain details of the theory. The second set 

of experiments is now in progress . By next SUlllmer this work will be finished 

and a final report will have been written. 

My program is to try next to write a program to solve problems which 

are members of Some limited class of problems that require originality in thei r 

solution. It is too early to predict just what stage I will be in next summer , or 

just how I will then define the imme diate problem. However, the underlying 

problem which is described in this paper is what I intend to pursue. In a single 

sentence the problem is: how can I make a machine which will exhibit originality 

in its solution of problems? 

3 . D. O . Hebb, The Organization of Behavior, John Wiley 8< Sons, New York, 1949 
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PROPOSAL FOR RESEARCH BY JOHN MCCARTHY 

During next year and during the Summer Research Project on Artificial 

Intelligence, I propose to study the relation of language to intelligence . It seems 

clear that the direct application of trial and error methods to the relation betwe en 

sensor'y data and motor activity will not lead to any very complicated behavior. 

Rather it is necessary for the trial and error methods to be applied at a higher 

level of abstraction. The human mind apparently uses language as its means of 

handling complicated phenomena. Th e tr ial and error processes at a h i gher level 

frequently take the form of formulat ing conjectures and testing the~nglish 

language has a number of properties which every formal language as- typed so far 

lacks. 

1. Arguments in English supplemented by informal 
mathematics can be concise. 

2. English is universal in the sense that it can set 
up any other language within English and then 
use that language where it is appropriate. 

3. The user of English can refer to himself in i t 
and formulate statements regarding his progress 
in solving the problem he is working on. 

4 . In addition to rules of proof, English if complete
ly formulated would have rules of conjecture. 

The logi cal languages so far formulated have either been instruction lists 

to make computers carry out calculations specified in advance or else fo r malizations 

of parts of mathematics . The latter have been constructed so as: 

1. to be easily described in informal m a thematics 

2 . to allow translation of sta tements from informal 
mathematics into the l a ngua ge. 

3. to make it easy to ar gue about whethe r proofs of 
ce r tain classes of propositions exist. 
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No attempt has been made to make proofs in the artificial languages 

as short as informal proofs . 

It therefore seems to be desirable to attempt to construct an artificial 

language which a computer can be programmed to use on problems requiring 

conjecture and s elf-refere nce. It should correspond to English in the sense that 

short English statements about the given subject matter should have short corres

pondents in the language and so should short arguments or conjectural arguments. 

I hope to try to formulate a language having these properties and in addition to COn

tain the notions of physical object, event, etc., with the hope that us ing this language 

it will be possible to program a machine to learn to play games well and do other 

tasks. 


