
From: TPSYS: :ERDEN -Bo Erden Production Systems Program Office 17-May-1994 12 
52· 17-MAY-1994 12:51 : 34.00 
To: HUMAN: :CONKLIN 
CC: ERDEN 
Subj: U/I: OAR breakdown for the FUJI effort 

Peter, 

This is the OAR summary that we talked about. 

Regards 
Bo 

OAR'S BY PRIORITY ..........•...... 
Priority Levels 

Show. toppers 
High 
Medium 
Low 

FUJI SI Problem Management 

Data from Feb la, 1993 to May 2, 1994 

Total • 
of OAR's 

25 
40 5. 
42 

,.5 

• of 
OAR'. 

'" 2" 
3 .. 2., 

100\ 

65 OAR's (or 39\) were Show8topper or high priority OAR's. 

73 QAR'S (or 45\) were integration iS8ues (approx 70\ of these 
were either Shows topper or High) 

OAR'S BY PRODUCT ................ 

DECNET OSI 19\ 
J-product. 15\ 
ACMS 15\ 
RDB 7\ 
OPENVMS 5\ 
DEC C/VAX C 5\ 
FTAM 3\ 
DCE 3\ 
MCC 3\ 
OHA 3\ 

other· 22\ 
layered 
product. 

100.0\ 

OAR'S BY TYPE ....... _ .. _ .. 



CODE BUG 35\ 
INSTALLATION 26\ 
VERIFICATION 25\ 
PROD. DEFINITION 8\ 
DOCUMENTATION 1\ 
OTHER 5\ 

Total 100\ 



PATCHES/KITS APPLIED TO FUJI INTEGRATED PLATFORMS •...•..................... -...................... . 
The following numbers represent patches/patch kits delivered and installed 
on the Fuji platforms to fix reported OAR'S . As each FIPS included a larger 
number of products, and more integration testing was done on later FIPS 
deliveries. it is expected to have an increasing number of patches. 

FIPS-A 5 
FIPS-B 7 
FIPS-C " FIPS-D 14 

Grand Total of Patches or full kits 

0 ACHSxp 7 
0 DECnet OSI 2 
0 J-VHS 2 
0 DASL / ACHS • 
0 CCE l 
0 DECnet DNVAPP 2 
0 J - DECSCHEDULER 2 
0 J-DSH 1 
0 OSI Toolkit 5 
0 DCSC 2 
0 J-UCX 1 
0 J-SLS 2 
0 DECSCHEDULER 1 
0 J - DEC PRINTERSERVER 1 
0 J-DEC PRINT 1 
0 J - DECfortns 1 
0 DEC Rdb 1 
0 CRL 1 
0 ZXO Debugger 1 
0 DEC C 1 
0 J-DEC Rdb 1 

.2 



Current Definitions Of Priorities For QAR Entry 

o Show Stopper/l - One of the following conditions muat exist for a problem 
to be classified as a show stopper problem: 

o The user cannot use the system (i.e . ; System Crash, System Loop , 
User Process Fails Frequently. Severe performance degradation) . 

o The user cannot use the product (i . e . ; Regular Product Process Crash. 
Startup Procedure Failure) . 

o High/2 - One of the following conditions must exist for a problem to be 
classified as a high priority problem: 

o The user cannot use an important function of the product and has 
no work around. 

o The user cannot use an important function of the product and has a 
work around. However, in order to apply the work around. the user 
must modify a significant portion of the customer application, making 
the work around impractical or overly expensive to implement . 

o Medium/3 - The following condition must exist for a problem to be 
classified as a medium priority problem : 

o The user cannot use a function of the product and has a work around . 
The work around is easy to apply and cost effective. 

o LOW/' - The following condition must exist for a problem to be 
classified as a low priority problem: 

o The user can use the functions of the product, however, the use 
of the functions causes some difficulty (i . e . ; perceived performance 
problems. documentation errors, etc . ) 

o Zero/S - The following condition must exist for a problem to be 
classified as a zero priority problem : 

o The user can use the functions of the product, however, there may be 
minor problems with the documentation (misspellings) or the user may 
have suggestions on the product functions. 
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02/0S/93 
DIGITAL CONFIDENTIAL 

Corporate Direction for Production Systems - Fuji Required Software Environments 

SYSTEM INTEGRATED PRODUCTS LAYERED PRODUCTS 

Stage 1: MIA Platform to support application development platform 
Delivery : 3/30 / 93 
Appl Development Period: April '93 - August '93 

J-VMS VS . S-2M BLIO 
XPG . 4 Libraries (BL13/embedded) 
VMS Special Kit (threads) 
DECnet OSI VMS S.SA(wave2+) 
FTAM V3 . 0 
VA){ DNS Vl.1 
J-DEC TCP/IP Service V2.0 

[1) 
[1 ) 
[1 ) 

[1, 2) 
[1, 2) 

[1 ) 
[1, 2) 

OSI AD Toolkit Vl.O [1,2) 
DECtrace for VMS VI. 2 [1) 
DEC DCE Developer's Kit Vl . O+(EFT) [1,2) 
J-VAX Rdb VS.l VMS (SQL) [1, 2 ) 

MA (DECmessageQ AS) (BLIO) [1) 
DECmcc Director BMS Vl.3 {EFT} ( 1) 
J-VAX COBOL VS . l [1, 2 ) 
J-PtpM (CDS) [1, 2 ) 
J-DECwindows Motif Vl . l [1, 2 ] 
J-DSM V6 . 0 [1) 
J-DASL V3.0 [ 1 ) 
Correlation Facility ( 1) 
VAX C V3.2-044 (required by PtpM) [1) 
DTSS YOlO [1) 
J-Debugger [1) 
ZKO-Debugger [1 ) 

[2~ J - DEC Mailworks [2,31 J -MR X400 Gateway 
VAX Packetnet System [2,4) DECmcc TCP/IP SNMP AM * [2,3) 
DEC X2S Gateway 100 / 500 
WANrouter Software Vl . O 
DECnet-VAX Extension VS.4 
VMS Common Agent OSI /CMIP 

[2,4) J-DEC C VI.3 (DEC C VI.3) [2 ) 
[2,4) DEC FORTRAN V6.0 [2 ) 
[2) MIA Toolkit VI.O [2 ) 
[2) J-DEC GKS / VMS Runtime [2 ) 

VAXc!uster Software (3) 
VMS Volume Shadowing (3) 
VAX RMS Journalinq (3] 
VAX Disk Striping Driver V2 . 0B (3] 
DECperformance Solution Vl.l (3] 
DEC File Optimizer for VMS Vl.l [3) 
J-DCM [3 ) 
VAX DFS [3) 
VAX DQS [3) 
VAX SLS V2.3 [3 ) 
RSM Client / Server V2.3 [3) 

J-DECforms Vl.4 [2 ) 
DECmcc OSI/CMIP AM Vl.0 [2 ) 

VCS vI. 4 [3) 
DECmcc EMS V2.3 [3) 
DECscheduler V2.1 [3 ) 
DEC Rdb Expert for VMS V2 . O. .,D.g [ 3 ) 
J-VAXset VlO (-...R I T,. .... ) T,~7)f:. (3] 
J-CDD repository for VMS VS.l [3) 
J-DECdesign V2.0 [3 ) 
J-DECwrite V2.0 [3) 
J-VAX FMS [3) 
VTprint (J-product) [3) 
PATHWORKS for DOS 9S00 ( J-?roduc~) (3) 

Notes: [1) 
[2) 
[3) 
[ 4 ) 

Critic al f o r Fuji March Delivery (incl CAP) 
Conformance item 
Other c omplimentary s oftware 
Critic al f o r CAP Delivery but not ~UJI 

* packa~ed in DECmcc EMS but a separate confo~ance ite~ 



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Stage 2: MIA Platform to application and integration testing 

Delivery: 8/30/93 
Testing Period: July '92 - March '94 

J-VMS VS.S-2M Delta 
All [3] items noted above 

become part of run time environ 

Layered Software Delta 
STOL Conformance Test Suites 
ACMS, DECmessageQ/AS upgrades 
- VAX C 
- DTSS V010 



FUJI 51 Plan 

SI Stage 1 Plan Presentation 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsier 
1 



FUJI SI Plan 

Agenda 

• Overall Plan 
• Stage 1 definition 

• Goals & Non-Goals 

• Assumptions 

• Milestones 
• Engineering dependencies 

• Sand Box schedule 
• Stage 2 definition 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsier 
2 



FUJI SI Plan 

Overall Plan 

Integration complexity 

. "\\7 -
t,~ .,. 

Stage 3 

C§/90 
Stage 2 

~8/9V 
Production 
NIT 

Stage 1 

c33/~ 
Pilot 

Feb. 11 ,1993 
Digital Confidential 

Development 
FUJI 

PS. BOD Meeting 

Stage 4 

~n/~ 
Worldwide 
n Customers 

Time 

D.Coetsier 
3 



• One Customer: NIT 

FUJI SI Plan 

Stage 1 
Definition 

• Support the Pilot Service development effort 

• Answer to RFP 
• PtpM engineering team is responsible for the Run Time 

delivery 

• SI Team support PtpM testing effort 
• SI Team is testing and making recommendations on release 

notes and installation procedures 

• SI-Team Prepare the infrastructure for others stages 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsier 
4 



FUJI SI Plan 

Stage 1 
Goals 

• Maintain a configuration information 

• Implement a problem mgt system for Fuji SI. 
• Focus integration testing to verify fixes to known problems 
• Test the install process defined by PtpM for their CDS 

delivery 

• When schedule permits test the installability of Stage 1 
products that are not required by PtpM 

• Provide information to the PtpM group to aid in their 
development of installation procedure and release notes for 
the CDS delivery. 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsier 
5 



FUJI SI Plan 

Stage 1 
Non Goals 

• Deliver Fuji platform installation package (done by PtpM). 
• Define an installation process/procedure that can be 

replicated by NIT. (done by PtpM). 

• Provide customized release notes (done by PtpM) 
• Provide complete Media set for all products (done by PtpM) 
• Characterize what has been tested and known problems 

(done by PtpM + inputs from 51-team) 

• Guaranty 100 % functional coverage 
• Performance, Stress, Conformance testing 

• Multiple platform testing 
• Integrated documentation, services, training , ... 

• Integrated automated installation procedure 
• Stage 2 planning or integration activities. 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsier 
6 



FUJI SI Plan 

Stage 1 
Assumptions 

• Time Constraint Project 

• Quick and easy access to engineering groups (DRI's) 
• Content of Stage 1 is defined and closed 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsier 
7 



• Jan 25 : Project start 

FUJI SI Plan 

Stage 1 
Milestones 

• Jan 29: Team in place & 1St Draft Plan ready for review 

• Feb 01 : Sand Box PSIP1 in TWO 

• Feb 05 : Platform ready in NIO 

• Feb 08 : Publish Plan 

• Feb 08 : Sand Box PSIP1.1 in TWO 

• Feb 09 : Sand Box PSIP1.2 in TWO 

=-¥ . Feb 10 : Finish Install PSIP2 on Red & Green lab systems 

• Feb 26 : Sand Box update with PSIP2 

• Mar 05 : Finish Integration of PSIP2 

• Mar 05 : Installation of PSIP3 completed 

• Mar 26 : Finish Integration testing for PSIP3 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsler 
8 



FUJI SI Plan 

Stage 1 
Engineering dependencies 

• Follow Sand Box Schedule 

• Feb 12 : Need to receive PSIP2 (test suites + Kit) 
- DCE, DECmcc , DEC!race 

• Feb 19: Need to receive PSIP2 (test suites + Kit) 
- ROB, DECforms 

• Mar 02 : Need to receive PSIP3 lot 1 (test suites + Kit) 
- ZKO Debugger, CRL, DECse!, VAX C ,Cobol 

• Mar 04 : Need to receive PSIP3 lot 2 (test suites + Kit) 
- DTSS, RMS Journaling , DCE 

• Mar 09 : Need to receive PSIP3 lot 3 (test suites + Kit) 
- DNS, OECd!m , QMA 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

D.Coetsier 
9 



FUJI 51 Plan 

Stage 1 
Sand Box schedule 

• Feb 12 : DEcnet Osi Wave 2 + 

• Feb 19 : DCE , DECmcc , DECtrace 

• Feb 26 : ROB, DECforms 

• Mar 5 : CRL , ZKO Debugger,DEC C, Cobol, 
,DECset 

• Mar 12 : DNS, DECmessage Q 

• Mar 19 : DTSS, RMS journaling , DECdtm, 
X25GatewaY,Vax Packet system 

• Mar 26 : Contingency 

Feb. 11 ,1993 PS. BOD Meeting 
Digital Confidential 

PSIP1.2 

PSIP1.2 

PSIP1.2 

PSIP2 

PSIP2 

PSIP2 

D.Coetsier 

10 



FUJI SI Plan 

Stage 2 
Definition 

• One Customer: NIT 
• Support the development effort 

• Goals: 
- Deliver FUJI development platform (not automated) 

- Support of March delivery 
- Deliver a support plan for readiness for Stage 2 
- Architecture for worldwide PSIP defined (Production System Integrated 

Platform) 
.. Process 
.. Model for software integration 
.. Model for documentation integration 
.. Model for entry criteria and component engineering group 

responsibilities 
- Study DEC past experience with integration efforts (NAS , DECstep, 

SITP, ... ) 
- Define areas of responsibility (DEC-J , PSPO , SI , ENg, .. ) 

Feb. 11 ,1993 
Digital Confidential 

PS. BOD Meeting D.Coetsier 
11 

r 



-

L 

Production Systems: 

Meeting the Technical 
Challenge 

Peter F. Conk lin 
Technical Director, Operating Systems 

January 20,1993 

I!IDIlDama 

Production Systems Development 

• MIAon VMS 

• Infrastructure for 

, ..... '" 
• ReI~ity 

• Avalabllity 

• Distribution 

• OSF, NT Production Systems 

.... 

Production Systems Strategy 

• Focus on software core competencies 
• Distribution, Netwotkilg, Opeo Syswr. Infrastructure, Standardl, 

MulliYendor Integration 

• Multiplatfonn offerings 
• VMS, OSF, NT 

• Integrated software 

• Building blocks lor open t)'S18fTW 

• S 2 year window of opportunity for Digital 

Multivendor Integration Architecture 
MIA 

• Customer-driven initiative 

• Infrastructure for Open Production Systems 

• Moving into Standards Bodies, Consortia 
(CODASYL, X/Open, ETlS, INRIA, NMF) 

• Foundation for Digital's open, d istributed systems 

• Digital Corporate Commitment _. 
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The Technical Challenge 

• Meeting delivery commitments to NTT: March 1993; 
August 1993; Aprit 1994; September 1994 

• Creating infrastructure for development and deployment 
of distributed, open systems 

• Large-scale software integration 

• Coordinated release of software 

• Ouallty production software 

Digital MIA Commitment 

• NIT Fuji Project: S220M 1992-1996 
• $110MloOigitall992-1996 

• $l65M NOR 10 Digital OY8r12)'Bart 

• First major MIA project 

• Awarded to Digital by NIT (November 24, 1992) 
(IBM, NEC also bid) 

...... -........ __ ... . ........... - .-

... . 
Fuji (bisting Maintenance System, LMS) 
Schedule 

• Software delivery began - 12192 

• Procurement begins - 3/93 

• System delivery to NTI - 8/93 

• Fuji parallel running begins - 4194 

• Fuji in Productlon - 9/94 _. 



Fuji: Preliminary Configuration 

• Hardware 
• 3 VAX 1()()()O-63(l1 1n a dUller 

• 11 cIienI.* (reviled iI F~I DeSign Review, 1993.1.15) 

• OffIce If'IIIIf'OmlIWIl 

• Software:· 60 components 
• e V..on 1.0 procIuctI 
• 81T11jof enhancerTentl 

• 500 G8 CS81abate requirement (partitioned) 

• DECnet 1~1bI11t1es 

• Local language SySleml 

_. 

Fuji LSW 
MIA-Compliant Components 

APls: J.ACMS 114.0 DfC C 111.0 COBOL 5.0 FORmAN 8.0 Rdb 4.2, 5.1 

SII: DEC,... 
DECMt·YAX EdenakwI Y504 
X25 Gateway 100/500 
Ost{TP 111 .0 
DECmcc TCP/IP SNMP AM 
J-DEC""lIwo,tta VI. 1 
J-Dec TCP/IP SeMce Y2.O 
ISON 

1111: DECfotms Y2.0 
3.5M 200 Disk 

HUI: J-DECwindow, Motif Vl.1 

DCEV1.0 
WANroutef' Softer Yl .0 
051 AD TOOIkh Yl.0 
Packetnet System V4.3 
J-MR X400 Gateway 112.2 
OSleMIP 
Digital leased line 
Rll 

MIA TOOlkit 
Magtape 

VMS DEBUG 
Sct.en. DOL 

Fuji LSW 

MIA · Compliant Software: 27 Components 

API.: 5 components (Apptation Program Interf~) 

511: 15 components CSr-tern Intetc:onneetion Interfaee) 

1111 : 6 components (InterenYironment Information 
IntercNnste ~1C4t) 

HUI: 1 component (Human Interlace) 

Non-MIA Software: 31 components 
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CAP/Fuji RFP Configuration 
TP Runtime Environment 
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Fuji Timeline 
CY92 CY93 

03 I 04 / 01 I 02 I Q3 I 04/ 

A TLA X 
Cd ... M.ch '93 Aug"" 

..... _.-. .. -----

CY94 

01 I 02 /03 

A I 
/'... 

Apri'''' 
_ ... 

October 92: NIT mquires MIA compliance IOf bids 

March 93: Development environment delivery to JADC 

August 93: System Delivery to NIT lor final testing 

April 94: NIT deploys Fuji application for parallel running 

September 94: Fuji in Production ..... -. 

CAP/ Fuji RFP Configuration 
Office Environment 

~ • • ••• .(Io> __ ..., ....... 

- ...... -

March 1993 

v~· 
VMS 

Dependencies .. 
Interoperability 

Development Environment Delivery to JRDC 

• All required MIA extensions incorporated and fully 
functional within components 

• All components logically integrated (packaged) 

• All components functionally tested 

• Component quality. packaging, and integration tested 

• Support commitment from all engineering groups 
(24 hour or less response time) 

• Baseline packaging for future regresston and integration 
testing established 



, ; 

.C .. C_,.'-- ...... - - - --

August 1993 
System Delivery to NTT for Final Testing 

• All componenlS logically inlegraled (packaged) and 
functionally tested 

• All comfX>nents meet or exceed Fuji requ irements for 
quality, packaging, and integration 

• All Engineering groups prepared to provlde immediate 
resp:>nse, 24 X 7, to critical problems 

• Release packaging for future regression and integration 
testing established 

September 1994 
Fuji in Production 

• Meet performance criteria for system 

• Meet support criteria for system 

April 1994 
Fuji Deployment 

- -- --

• Parallel running with NlT's existing LMS system 

• Any and all outstanding vendor declarations resotved 

Known March Delivery Problems 
Tip of the' ry 

I ....... 

~. 

~ ... ~ 



Problems Being Worked On 
oce PtIfoiIIIiWlOl 

• ~~ftO~dIclcalAPC 

)CfIG .• CoordNtion 

VMS DEBUG . IIematlcr'lalze lon. 00ITft1aIIon fdil)' 

Thre.n COOrdInldlon 
· ~ ~OII"""'~ oin:IJIII: __ aplmIEatbft: 

!Iw..s ..... CDIM nNOId 

DECne1 COOfdnation; wave2 and wave3 

• e.g FfAM, '-118, OII-TP 

Data rr.nagemenl 
• 4U G8feq~ it..-cI F\III ~ ArMw. IOItl. 1,15) 

• 14 08 11..IGQMCfI (~A.o'o.Ign~. ,",-, ,15) 

--
Continuous Improvement for 
Complex Systems 

Reuters 

NASDAQ 

Bombay Stock Exchange 

Du Ponl 

GTE Cellular 

Hong Kong Jockey Club 

Further Requirements: 
Consistency in 

• Testing 

• Documentation 

• Support 

• Maintenance 

• Packaging 

--
Engineering Process Improvement 

Engineering needs to develop a System Model at the 
Applications (Total System) Level 

(Un)Availability definition includes any time lhal the total syslem 
is running below the minimum application threshold in any 
dimension. including during ·scheduled downtime-

Typical Complex Mission Critical syslem dimensions: 

Performance - Availability - Database Size 
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Challenge to Digital 

• Ship software components that work together now 

• Ship software that works together in the future 

• Develop packaging strategy 

Working Group Mission 
from Production Systems BOD 

Deliver Integrated Systems 

with known characteristics which meet 

Fuji's Mission Critical Attributes 

by August 1993. 

I ! Resolution 
• Focus on deliveries for NIT March 1993, August 1993 

• Resolve identified problems 

• Identify remaining problems, and resofve them 

• Create infrastructure for development and depk>yment of 
distributed, open systems 

• Large-scale software integration 

• Coordinated release of software 

• Quality release of software 

• Plan future coordination to get ahead of industry trends 

IIDmDallD 

g,,,, 
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and What Can Be Done 
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Jim Gray 

Technical Report 85.7 
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ABSTRACT 

An analysis of the failure statistics of a commercially available 
, 
• fault-tolerant system sho~s that administration and software are t~e 

• major contributors to failure. Various approachs to soft~are faul:-
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tolerance are then discussed notably process-pairs. transactions 

and reliable storage . :t is pointed out that faults in production 

software are often soft ( transient) and that a transaction mechanlsm 

combined .... ith persistent process-pairs provides :au:'t-tolerar.: 

execution -- the key to soft .... are :ault-tolerance . 

Th is paper 15 not a~ 

Ratne:, expresses 

D:SC .• A!~ER 

"o :: :c:a~ ~ 7andem statement 
:ne a~:~or's ~esearcn on the 

on :ault-:o: e:an:e. 
:op~c. 

An ear ly Ve~Slon 0: :~ l S ?aper appeared 1n the proceed:n~s 0 :~e 
German ASSOClat :on :or Comou: :no ~achinerv Conference on ::;: :.=~ 
AutomatIon, ::r:angen, Oc: . 2:"';, :'985. . 
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Introduction 

Computer applications such as patient monitoring, process contro:. 

online transaction processing, and electronic mail requlre high 

availability. 

The anatomy of a typica l l arge system failure 1S interesting: 

Assuming, as 1S usually the c ase, that an operations or soft~are faul: 

caused the outage, Figure 1 sho~s a time line of the outage. It t akes 

a fe~ minutes for someone to realize that there is a problem and that 

a restart is the only obvious solution. It takes the operator about 5 

minutes to snapshot the system state for later analys is . Then the 

restart can begin . For a la r ge system, the ope ra ting system :akes a 

few minutes to get star t ed. Then the database and data communications 

systems begin the ir res t art. The 

fe~ minutes but it may tak e an 

netwo rk. Once the network 1S up , 

database res ta rt complet es vithln 

hour to restart a larg e termlna~ 

the users take a ~nl:e to re!~cus o~ 

the t asks they had been performing. After res tart, mucn worK nas oe~~ 

saved for the system to perform -- so the trans ient load presentee a: 

restart is the peak load . This affects system sizing. 

Conventlonal ~e:l-managed :ransaC:lon processing sys:ems !ai: aaoe: 

once every t~o ~eeks (Mo u rae i. :3urmanl. The ninety mlnute ou:ag~ 

outlined above ::-anslates to 99 . 6\ availability for su:;, sys:ems. 

99 .6 \ ava ll abl:1:Y "sounds" 'Joncerf ul. but nospltal patients. s:ee 

mills. and e l ec:ron l : ma~: users do no: snare thiS VleW -- a :,5 ~ou: 

outage every ten days :s unacceptable , Especia lly Slnc~ ~~:ages 
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usua lly come at times of peak demand [Mourad]. 

These applications require sys tems ~hich virtually never fail -- parts 

of the system may fail but the rest of the system must tolerate 

failures and continue delivering service. This paper reports on the 

structure and success of such a system -- the Tandem NonStop system . 

I t has MTBf measured in years -- more than t' .. o orders of magn i tude 

better than conventional designs . 

Minutes 

0 
3 
8 

12 
• 17 

• 30 

• 40 

50 

60 

70 

80 

90 

Problem occurs 
Operator decides problem needs dump/ resart 
Ope r ator completes dump 
OS restart comolete, start DB / DC restart 
DB restart complete (assume no tape handling) 

Net~ork restart continuing 

Network restart continuing 

NetW'ork :-estar: continuing 

NetW'ork restart continuing 

DC resta:-t complete, begin user restart 

Use:- restar: complete 

:igure 1. A time line sno~ing ho~ a simple :ault mushrooms 
lntO a 90 mlnUte system outage. 

------------------------------------------------------------------- -- -
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Hardware Availability ~ Modular Redundancy 

Reliability and availability are different: Avail bility is doing t~e 

right thing within the specified response time. Reliability i s not 

doing the wrong thing. 

Expected reliability is proportional to the Mean Time Bet~een Failure~ 

(MTBF ) . A failure has some Mean Time To Repair (MTTR). Availability 

can be expressed as a probability that the system will be available: 

MTBF 
Availability a 

MTBF+MTTR 

In distributed systems, some parts may be available while others are 

not. In these situations , one weights the availability of all the 

devices (e.g. . , 1 _ 90\ of the database is ava il able to 90\ of 

terminals. then the system i s .9%.9 a 81\ available. ) 

The key to prOVIding high availability is to modularlze the system so 

that modules are the unit of :ailure and replacement. Spare modu~es 

are configured to give the appearance of instantaneous repair . , 

MTTR is tlny, then the :ailure is "seen" as a delay rather tnan a 

failure. For example. geographIcally distibuted terminal netWorKS 

:requently have one termina: In a hundred ~roken . Hence, the system :5 

:lmlted to 99\ availabI LIty (because termInal avaIlabILIty IS 99\ ) . 

SInce termInal and communIcatIOns lIne fal:'ures are 

lndependent, one can prOVIde very good "slte" availability ~y ~lac~n~ 

:· ... 0 termlnals IJlth t .... o communlCatlons lines at each site. :n essen,=~. 

:ne second ATM prOVIdes ~nstantaneous repair and hence ve ry 
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3va ilability . Moreove r, they I nc rease transaction throughput at 

locations with heavy traffic. This approach is taken by several hig~ 

availability Automated Teller Machine (ATM) net~orks . 

This example demonstrates the concept : modularity and redundancy 

allo~s one module of the system to fail ~ithout affectIng the 

availabillty of the system as a whole because redundancy leads to 

small MTTR . This combination of modularity and redundancy is the key 

to providing continuous service even if some components fail. 

Von Neumann was the first to analytically study the use of redundancy 

to construct available ( highly reliable ) systems from unreliable 

components [von Neumann } . In his model, a redundancy 20.000 was 

needed to get a system MTSF of 100 years . Certainly. his components 

'Jere less reliable than transistors, he ~as thinking of human Oleurons 

or vacuum tubes. St ill. it is not ObVIOUS ~hy von Neumann's machines 

requIred a redundancy factor of 20.000 while cur rent elec:~onl: 

systems use a factor of 2 to achIeve very high availability. 

difference IS that von Neumann 's mode l lacked modularity, a fal:ure :~ 

any bundle of wires anywhere, Implied a total system failure. 

'JonNeumann's model had redundanc"! Wl:::Ol.!~ modulartty . In :on::-as:. 

~odern computer systems are cons ~:- uc:ed:n a ~odular :aS01:on a 

~al ure 'Jlthin a modu:e only af~ec .. s ::1a .. module . In addl:~on ~ac~ 

~odule :s const:-uc:ed :0 be ~al:-:as: -- ::1e module eIther :unc::~ns 

, [ 5 ~ 1·' , proper.y or s:ops C ... 1Cnt:ns .. Como:n:ng ~edundancy with modu.a:::y 

a:lows one :0 use a :ecundancy 0 : :~o ra"he:- than 20,000. ~:... . :~ d:-: 

• • 

• 
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economy! 

To gIve an example. modern discs are rated for an MTBf above 10,000 

hours __ a hard fault once a year. Many systems duplex pairs of such 

discs, storing the same information on both of them, and using 

independent paths and controllers for the discs . postulat ing a very 

leisurely MTTR of 24 hours and assuming independent failu re modes, thp 

MTBF of this pair (the mean time to a double failure yithio a 24 hour 

window ) is over 1000 years. In practice, failures are not quite 

i ndependent, but the MTTR is less than 24 hours and so one observes 

such high availability. 

Generalizing this discussion, fault-tolerant hardware can be 

const r ucted as follows: 

* Hierarchically decompose the system into modules . 

• Design the modules to have MTBF In excess of a year. 

• Make each module fail-fast -- either it does the right thIng O~ 

StOps. 

• Detec: modu:e faults promptly by haVIng the module Sl~na: 

failure o ~ by ~equiring 1: to periodically send a n : A.."'t A:":V~ 

message or rese: a watchdog :Imer. 

J 



• Configure extra modules ~hich can pick up the load of failed 

modules. Takeover time, including the detection of the module 

failure. should be seconds . This gives an apparent module MT8F 

measured in millennia. 

The resulting systems have hardware MTBF measured ln decades or 

centuries . 

This glves fault-tolerant hardware. Unfortunately, it 

about tolerating the maJor sources of failure: 

says nothing 

software and 

operatlOns. Later we show ho~ these same ideas can be applied to galn 

software fault-tolerance. 
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An Analysis of Failures of a Fault-Tole~ant System 

There have been many studies of why computer systems fail. To my 

kno~ledge, none have focused on a commercia l fault-tolerant system. 

The statistics for fault-tolerant systems are quite d bit different 

from those for conventional mainframes [Mourad]. Briefly. the MTBF of 

hardYare, software and operations is more than 500 times higher thart 

those reported for conventional computing systems fault-tolerance 

works. On the other hand, the ratios among the sources of failure are 

about the same as those fo r conventional systems. Administration and 

software dominate, hardware and environment are minor contributors to 

total system outages. 

Tandem Computers Inc. makes a line of fault-tolerant systems 

(Bartlett ] ( Borr 81. 84]. I ana lyzed the causes of system ~ailurl 

reported to Tandem over a seven month per iod . The sample set covered 

more than 2000 systems and represents over 10.000,000 system hours c

over 1300 system years. Based on interviews with a sample 0: 
CUStomers, : believe these reports cover about 50\ of all total system 

failures. There i s under-reporting of failures caused by customers O ~ 

by enVironment. Almost all failures caused by the vendor are 

reported . 

During the measured period. 166 failures were reported inc~uding one 

:ire and one flood. Overa ll. thiS gives a system MTBF of - . 3 yea~s 

reported and 3 . 8 years MTBf 1: the systematic under-reportlng ~s :a~e~ 

IntO cons lde rat ion . Thls is stlll ~ell above the 1 ~eek MTSF :ypt=a: 

• 
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uf conventional d esigns . 

By interviewing four la r ge customers who keep careful books on system 

outages , I gOt a more accurate picture of their operation . They 

averaged a 4 year MTBF (consistent with 7.8 years with 50\ reporting). 

In addition , their failure statistics had under-reporting in the 

expected areas of environment and ope r ations. 

data by mUltiplying all MTBF numbers by .5. 

analysis as though the reports were accurate . 

Rather than skew the 

I will present the 

c 

About one third of the failures were Winfant mortalityW failures -- a 

product having a recurring problem. All these fault clusters are 

related to a new software or hardware product still having the bugs 

shaken out. If one subtracts OUt systems having Winfant" failures or 

non-duplexed-disc failures, then the remaining failures, 107 in all. f 
make an interesting analysis ( see table 1). 

First. the system MTBF rises from 7 .8 yea~s to over 11 years. 

System adm i nistration, whiCh includes operator act ions, system 

configurat Ion, and system maintenance was the main source of fa I lures 

-- ~2% . Soft~are and hardware maintenance was the arges: categ o ry . 

HIgh availabil I ty systems a ll ow users :0 add software and hardware a nc 

: 0 do preVenta:lve maIntenance wh i :e the system is operat i ng. 3y anc 

:arge. onl i ne maintenance ~orks VERY ~ell . 1 t extends syste:n 

ava ~ :aD l :1:Y ~y tWO orders o ~ ~agn l tude. But occasionally, once every 

32 yea:-s 0: my : l gures. s ome::llng goes · ... rong . This numoer : s some· ... r,a: 
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if a system failed yhile it was undergoing or.line 
speculat i ve 

maintenance or ~hile hardYare or softyare was being added, I ascribe? 

the failure to maintenance. Sometimes it yas clear that the 

maintenance person typed the wrong command or unplugged the wrong 

module, thereby introducing a double failure. Usually, the ev idence 

,,",as circumstantial. The notion that mere humans make a single 

critical mistake every fey decades amazed me -- clearly these people 

are very careful and the design tolerates some human faults . 

d 



In all. Soft~a~e faults were a ma j or source of system outages -- 25% 

~andem supplies about ~ mi llion l ines of code to 

Despite careful efforts. bugs are present i n this 

addit i on, customers ~rite quite a bit of software . 

so ft 'Jare faults are probably under-reported here. I guess 

t he customer. 

soft'Jare . I n 

A.pplication 

that on l y 

30 % are reported. If t hat is true, application programs contribute 12\ 

to outages and software r i ses to 30% o f t he tota l . 

Next come env i ronmenta l f ai l ures. Total commun i cat ions 

( losing a l l li nes t o t he l ocal exchange ) happened three 

failures 

t imes, i n 

1 addit i on. t here was a f i re and a flood. No outages caused by cool i ng 
· • 

• 
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o r a i r condit ioning were reported. Power outages are a ma jor 

o f fa i lu res among cus tomers , ... ho do no t have emergenc y backup 

( No r th Amer ican ur ba n power typ ic al ly has a 2 month MT8f l . 

source 

power 

Tandem 

s ys t ems tol erate over 4 ho ur s of los t power wi thout losing any data o r 

communiCatlO ns st ate (t he MTTR is almost zero) . so c ustomers do no: 

g e ne~a l :y ~ epo rt mInor power outages ( less tha n 1 hour ) to us. 

Gi ve n that power out ages are under-repo rted . : he smal l es t contr lbu: o ~ 

: 0 system out age s · ... as hard· ... a re. mostly di s c s and corrunun ic a t:ons 

cont ~ ol: ers. The measu ~ed s e t l nc ud ed over 20 , 000 di s cs ov e ~ 

: 00 .)00,000 d isc hou r s . ~e sa w 19 du p lexed d i s c f a l:u res. ~u t l[ one 

s uot ~ ac:s out the :~ ! an: ~o r :a:~:y !aliures t he n : he re ~e ~ e onl y 

::':;p>? xed di s c !ai:u :- es . ::: e:: :le r :ase, on e ge ts an MTS F ::1 exc e ss 0: 

~ ~l::lon hours !o :- : ~e d~p l exed ? a : :- and th e i r cont :-oll ers. 7 ~lS 

app r OXlmat eS the 1000 ye a :- ~7 3F calc~lated in the earli er s eC:lon . 



Implications of the Analvsis of MTBF 

The implications of these statistics are clear: the key -- ;:0 

availability is tolerating operations and soft~are faults. 

Commercial fault-tolerant systems are measured to have a 73 year 

hard~are MTBF ( table 1). I believe there ~as 75% reporting of outages 

caused by hard~are . Calculating from device MTBF, there · ... ere about 

50, 000 hard~are faults in the sample set. Less than one in a thousand 

resulted in a double failure or an interruption of service. Hard...,are 

fault-tolerance ~orks! 

In the future, hard...,are ~ ll l oe even more rel i able due t o better 

des i gn, i ncreased l evels of i ntegratIon, and reduced numbers o f 

connectors. 

3y con trast, the trend : o r so ft~are a nd s ys t em adml ni strat lO n i s no t 

pos i tive. Systems are gett i ng more comp l ex. I n t h i s st ud y, 

adm i nistrators reported 41 cr i t i ca l mi stakes i n over 1300 years o f 

operation. Th i s gives an operat io ns MTBF o f 31 years! Operato rs 

c ertaln ly made many more mlS t a~es, ou t mo st vere not fata l . 7 hese 

adm inl s t ratOrs are clear~ y ve r y ca re : ul and use good pract ices. 

7~e tOP pr~ o r i t y fo r . mprov l ~g system ava il ab i l i :y I S : 0 ~educe 

adml~l St r at lV e ml sta~es oy ma~ lng se:f - con f lg ured s ystems ~lt ~ mlnlma : 

~a ln te n a nc e and mi nima: opera to r ~~ : e r aC : lon. !n ter:aces :nat as k :~e 

opera:o r :o r Inf o rmat Ion o r ask ~lm :0 perf o rm some : unct :on ~u S t oe 
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simple, consistent and operator fault-tolerant. 

~he same discussion applies to system maintenance. Maintenance 

interfaces must be simp lified. Installation of ney equipment must 

have fault-tolerant procedures and the maintenance interfaces must 

simplified or eliminated. To give a concrete example, Tandem's newest 

discs have no special customer engineering training (insta llation is 

"obvious") and they have no scheduled maintenance. 

A secondary implication of the statistics is actually a contradiction: 

• Ney and changing systems have higher failure rates. Infant 

products contributed one third of all outages . Maintenance caused 

one third of the remaining outages . 

is to install proven hardware and 

a lone. As t.he adage says. "If it.'s 

A way to improve availability 

software. and then leave 

not broken. don't fix it. ... 

* On the other hand. a Tandem study found that a high percentage 0: 
ou tages · ... ere caused by "known" hard .... are or saft· ... are bugs ..... hich hac 

fixes avaIlable. but the fixes ~ere not yet installed in :ne 

~ailing system. Th i s suggests that one should install sof: .... are anc 

~ard~are !~xes as soon as pOSSIble. 

:::e:-e :s a contrac.iction here: :leve r :hange :t and change :t ASAP~ 3: 

:~nsensus . the :"lsk of change :s tOO gr eat . Most ~nstallatlOns are 

s:o .... :0 ~nstall cnanges. tney rely on ~ault-tole:"ance to ?rotec: :~e~ 

..;nt:: t!1e next :na)or :"e lease . After all. it .... orked yesterday. s:> -: 



~ill probably work tomorrow. 

Here one must separate soft~are and hardware maintenance. Software 

fixes outnumber hardware fixes by several orders of magnitude. I 

believe this causes the difference i n strategy between hardware and 

software maintenance . One cannot forego hardware preventative 

maintenance -- our studies show that it may be good in the short t erm 

but it i s disasterous i n the long term. One must i nstall hardware 

fi xes in a timely fashion . If possible, preventative maintenance 

should be scheduled t o minimize the impact of a possible mistake. 

Software appears to be different. The same study recommends 

insta lling a software fix only i f the bug i s causing outages. 

Othe rw ise, the study recommends lJaiting for a major soft· ... are release. 

and ca reful ly t est ing it in the t arge t environment prior to 

installation. Adams comes to similar conclusions ( Adams], he points 

out that for most bug s , the chance of "rediscovery" is very slim 

indeed . 

The statistics also suggest t~at if availability i s a ma jor goal. then 

avoid products which are Immature and still su f fer i ng infant. 

mortality . It is fin e to be on the leading edge of technology. but 

av01d the bleeding edge of tecnnology . 

-, . , .. e _ast implication of the statistiCS ~ s that software :aul:-

tolerance 1S Impo r tant . Soft~are fault-tolerance tS the tOpiC of :~e 

rest of ~ne ?aper. 

• 

• 
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Fault-tolerant Execution 

3ased on the analysis above. soft · ... are accounts for over 25% of system 

ou tages. This is qUlte good -- a MTBF of 50 years! The volume of 

Tandem's software i s 4 million lines and g r owing a< about 20\ per 

year. Work continues 
. . coding practices and code testing 

on lmprovlng 

but there is ii t t le hope of getting ALL the bugs out of all the 

soft .... are. Conservatively, I guess one bug per thousand lines of code 

remains after a program goes through design reviews, quality 

assurance, and beta testing. That suggests the system has several 

thousand bugs. aut somehow, these bugs cause very few system failures 

because the system tolerates soft .... are faults. 

The keys to this soft .... are fault-tolerance are: 

~ software modularity through processes and messages . 

~ fault containment through fai l-f ast soft .... are modules. 

~ Process-pairs to tolerate hard .... are and transient soft .... are !aul:s . 

~ Transaction mechanlsm : 0 provlce data and ~essage ~nteg:::y . 

7:ansaction ~ecnan:sm :omcined .... Ith ;lrocess-;lai:s :0 o;!ase 

exception handling ana : olera:e sof: .... are ~aults. 

7~:s section expands on ~a c~ ~! :~ese points. 



Softvare modularity throuQh crocesses and messages 

As with hardware. the key to softvare fault-tolerance is to 

hierarchically decompose l arge systems into modules. each module being 

a unit of service and a unit of failure. A failure of a module does 

not propagate beyond the module. 

There is considerable controversy about how to modular i ze soft~are. 

Starting with Burroughs' Esbol and continuing through languages li ke 

Mesa and Ada, compiler writers have assumed perfect ha rdware and 

contended that they can provide good fault isolation through static 

compile-time type checking. In contrast, operat i ng systems designers 

have advocated r un-t i me checking combined 'Jlt h the process as the un it 

of protection and failure . 

Although compiler checking and except ion handl ing provided by 

programming l ang uages are rea l assets , nlSto r y seems t o have ~avorec 

~he r un-tIme checks plus th e process appr oach to fau lt cOntalnment" .~ 

has the virtue o f simpl icity i f a process or ItS ?rocessor 

mIsbehaves, stop i t. The process prOVides a clean unit of modular"~y, 

ser'J'lce, :au1t containment. and :a ilu re. 

:au>: ::on:alnme nt :hrougn ~ad-fast sO::"Jare modules. 

7~e ~~ocess approacn to :au:t "s01a : 1on advocates :~at :he ?rocess 

so~ :~are ~odu1e oe ~ai1-fast. It should elther funCtIon co rrec::y or 

:: sr.ou.c de:ec : :he fault. s1gna1 f a ilu re and StOP operat ing. 

:0 



, 

........ ------------~------~----.. 
Processes ar e made f a il - fast by def ens ive progra~~ing. 7hey c~eck a:~ 

their inputs, intermediate results , outputs and data structures as a 

matte r of cou r se. If any er r or is detected. :hey signal a :ailure anc 

Stop . In the te r minology of (Cristian ] , fail - fast soft'Jare has small 

:ault detection latency. 

The process achieves fault containment by sharing no state with other 

processes; rather, its only contact ...,ith other processes is via 

~essages carried by a kernel mes s age system. 

Software faults are soft the Boh r bug/Heisenbug hypothesis 

3efore developing the next step in fault-tolerance, process-pairs. ~e 

need to have a soft' ... are failure model . It is · ... ell known :hat most 

hardware faults are sof: :.hat i s, most hard' ... are ~aults are 

t~ansient . Memory error correction and checksums plus retransmisslo~ 

~or communIc ati on are standard · ... ays of dealing · ... ith t~ans~e;'l:' harc: ... a~~ 

~aults. These techniques are variously estimated to boos:. han:· ... a:-e 

~T8r by a factor of 5 to ~OO . 

~ con: ecture that :~ere ~s a Similar phenomenon In soft~are -- mas: 

~roduc:ion software :au::s are soft . . , the program sta:e .S 

:-e~nl:lallzed and :~e :al:ed ope:-a tlOn retried. 

~s~a::y not !al: :~e secane ::me . 

the ope :-a:: on ~::: 

:! !OU conslde:- an :ndustr:a: so::~are system ~hich has gone :~ :- ~~c~ 

s ::- ~c : ~ red deslgn. c es lgn :-ev:ews; quall:Y assurance. alpha :es: . =e:! 



test, and months or years of production, then most of the "hard" 

soft~are bugs, ones that alvays fail on retry, are gone. The residual 

bugs are rare cases, typically related to strange hard~are conditions 

( rare or transient device fault), limit conditions (out of storage, 

counter overflow, lost interrupt, 

( forgetting to request a semaphore). 

etc,), or race conditions 

In these cases, resetting the program to a quiescent state and 

reexecuting it will quite likely work, because now the environment is 

slightly different. After all, it worked a minute ago! 

The assertion that most production software bugs are soft 

Helsenbugs that go away .hen you look at them IS ~ell ~nown :0 

systems programmers. 30hrbugs. ike the Bohr atom, are solid. eaSily 

detected by standard techniques. and hence boring. 3ut Heisenbugs ~ay 

elude a bugcatcher for years of execution. Indeed. the bugcatcher may 

perturo the Situation just enough to make the Helsenbug disappea~ . 

This is analogous to the Heisenberg uncertainty ?rlncipie In PhYSICS. 

: have tried to quantify the chances of tolerating a Heisenbug oy 

reexecutlon. This i s dif~icu lt . A ?oll Yields nothing quantltattVe . 

7~e one experlment : did ~ent as ~ol!ows: The spooler er~or :oq o~ 

seve~a: dozen systems ~as examined. ~~e spooler ~s const~uc:ed as a 

=o _ :ec:~on o f ~ail-~ast ?rocesses. When on e of the ?rocesses detec:s 

a ~3U::, ~t StOpS and :ets i ts ~rot~er continue the operation. 7 ~e 

brot~er does a soft~are retry. :~ :ne orother a lso ~alls. then :~e 

~ug :5 a 30nroug rather cnan a He lsenoug. In the measured per:od. ~~e 

:3 
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out of 132 soft~are faults ~as a Bohrbug, the remainder 

Heisenbugs. 

were 

A related study is report.ed in [Hour-ad]. In MVS / XA functional 

recovery routines try to recover from software and hardware faults. If 

a soft~are fault is recoverable, it is a Heisenbug. In that study, 

about 90% of the software faults in system software had functional 

recovery routines (FRRs). Those routines had a 76\ success rate in 

continuing system executIOn, That is, MVS FRRs extend the system 

software MTBF by a factor of 4. 

It ' .... auld be n ic e to quantify this phenomenon further. As it :5, 

systems deslgners know from experience that they can exploit :he 

Heisenbug hypothesis to imp rove software fault-tol erance. 

: 9 



?rocess-p~irs for fault-tolerant execution 

On e migh t think that fail-fast modules would produce a re liable but 

unavailable system -- modules are stopping all the t ime. But , as with 

fault-tolerant hardYare. configuring extra software modules glves a 

MTTR of milli seconds in case a process fails due to hardvare failure 

o r a software Heisenbug. If modules have a MTBF of a year, then dual 

processes give very acceptable MTBF for the pall". Process tripl es do 

not improve MTBF because other parts of the system (e.g., operators ) 

have orders of magnitude worse MTBF. So, in practice fault-to l erant 

processes are generically cal l ed process-pairs. 

app r oaches to designing process-pairs: 

There are several 

Locksteo : In this design , the primary and backup processes 

synchronously execute the same inst r uction stream on independent 

processors (Kiml . !f one of the processors fails, the other 

Simply continues the computation . This approach gives gooc 

tolerance to ha rdware failures but gives no tolerance 0: 
He isenbugs. 30th streams 'Ji ll execute any programlTung bug :n 

lockstep and will fail in exac:ly the same way. 

State Checkoointinq : tn this scheme. communIcation sessions are 

us ed to connect a request o r to a proceSS-pall", -:0 he ;Jrl:nary 

;Jrocess in a pair coes :ne comp~ :at lon and sends s:a:e =~anges 

and reply messages to ItS bac~up prior each maJor event. r: t ne 

p r lma ry process StOPS, the session SWltcnes to the backup ;Jrocess 

which continues the conv ersa t:on ~lth t he ~equestor. SessIon 

:0 

, 

, , 
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sequence numbers are used to detect duplicate and lost messages, 

and to resend the reply if a duplicate request arrives 

( Bartlett ] . Experience shows that checkpointing process-pairs 

give excellent fault-tolerance (see table 1). but that 

programm i ng checkpoints i s difficult. The trend 15 away from 

this approach and towards the Delta or Persistent approaches 

described below. 

Automatic Checkpointing : This scheme is much like state check

points except that the kernel automatically manages the check-

pointing, relieving the programmer of this chore. As descr ibed 

in ( Borg 1, all messages to and from a process are saved by the 

messag e kernel for the backup process. A.t takeover, these 

messages are replayed to the backup to roll It for'Jard to the 

prlmary process' sta te . When substantial compu~ation or s~orage 

is required in the backup, the primary state is copied to the 

~ackup so that the message log and replay can be discarded. Th~s 

scheme seems to send more data than the state checkpoint:~s 

scheme and hence seems to have high execution cost . 

Delta Checkoointing: ~hlS 1S an evolution of state checkpointing. 

~oq ical rather :han phys~ cai updates are sent to the backup [ 30r~ 

3'*1. AdoptlOn o f t:"llS scneme tJy Tandem cut message :.:-af~ ic ~n 

:"Ial f and message bytes tJy a ~acto r of 3 averai 

~e l :.as nave the V1 ~:. ue of per!armance as well as ~a~lng :.ne 

:~upling tJet*een tne pr"~ary and backup state loglcal rather :. han 

pnyslca~ . 7hlS means that a bug 1n the pr1mary process :s less 



likely to corrupt the backup's state. 

In persistent process-pairs, if the primary process 
persistence: 

fails. the backup ~akes up in the null state ~ith amnes ia about 

what ~as happening at the time of the primary ~ailure. Only the 

opening and closing of sessions is checkpointed to the backup. 

These are called stable processes by (Lampson } . 
?erslStent 

processes are the simplest to program and have low overhead. The 

only problem ~ith persistent processes is that they do not hide 

If the prlmary process fails, the database or devices 
failures! 
it manages are left in a mess and the requestor notlCes that the 

backup process has amnesia. We need a simple way ~o 

resync~ronize these processes to have a common state. As 

explaloed below, transactlOns prov1de such a resynchronizatlO
n 

mecnanlsm . 

Summarizlng the pros and cons of ~~ese approaches: 

• ~ockstep processes don': tolerate HelSenbugs. 

~ State c~eckpOlntS glve faule-tolerance but are nard :0 program . 

~ Au~ omatlC cneckpo:~:s seem :0 oe :~ef~lclent -- :~ey send a ~ Ot 0: 

~ Je.~a c~eckpolntS ~ave gooc ?e~: o r~ance out are hard to prog~arn. 

, . 
• L 

• 



~ Persistent processes ~ose state In case of failure. 

We argue next that transactions combined ~ith persistent ?rocesses are 

simple to program and give excellent fault-tolerance. 
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T:ansactions for data intearity 

A transaction is a group of operations, be they database updates, 

messages. or external actions of the computer. ~hich form a consistent 

transformation of the state. 

Transactions should have the ACID property (Haeder l : 

Atomicity: Either all or none of the actIons of the transaction 

Either it commits or abortS. 

consistency: Each transaction should see a correct picture of the 

state, even if concurrent transactions are updating the state. 

Integr ity : The transact ion should be a correct state transformation. 

DurabIlity: Onc e a transact:on commits , 

preserved, even i : there is a fallure. 

a 1 it s effec~s ~ust ~e 

he starts 
;he programmer's inte r:ace :0 t ransact ions ~s quite slmple: 

a t~ansac:ion by asse~tlng :~e 3eglnTransac:1on verb. and encs :t ~y 

assertIng the EndTransac:lon or AbortTransaction verb. 

does the rest. 

:~e system 

~he c:asslcal implementation of :ransac:ions uses lOCKS to gua rantee 

:ons~stenC1 and a ~og or aud~t traIL :0 insure atOml:::: anc 

=uraoi:.:Y. 30rr sho~s ~o~ :~lS concept generalizes : 0 a clstr:ou:ed 

~au ~:-: o ~erant system :30rr 3:. 34:. 

~ransac:.ons relieve :~e app_:ca::on programmer of ~andllng ~any error 

condl::ons . !f :hlngs get :00 :ompllcated. 
the programmer ( or :~e 



system) calls AbortTransact i on which cleans up the state by resett ing 

everything back to the beginning o f the transact i on. 

Transact i ons for simole fault-tolerant execution 

Transactions provide reliable execution and data avai l abi l ity ( recall 

reliabil i ty means not doing the 

t he r i ght thing and on t i me). 

wrong thing, ava ilabi li ty means doi ng 

Transactions do not d i rect l y provid e 

h igh system availabil i ty. I f hardware fa il s or if there i s a sof t ware 

fau l t, most transaction processing systems stop and go through a 

sys t em restart -- the 90 minute outage described i n the i ntroduction. 

: t i s poss i ble t o comb in e p roc ess- pa i rs and transact io ns to get f ault

t o l erant execu t ion and he nce avoid mo s t such outages. 

As a r gued abov e , p rocess-pa ir s tol era t e hardware f ault s and soft ~ar~ 

~else~ougs . 3ut most ~ind s of p r ocess -pa irs are dif~icu : t :0 

:~pleme nt. Th e "easy" pr ocess - pairs , ~er sist e nt p rocess-pairs, ~ave 

amnesi a ~ n e n th e p r i mar y fa ils and th e backup t ake s ov e r . ?ersisten: 

pr ocess - pai r s l eave the ne t wo r k and the da tabas e In an unKnown state 

~h e ~ :he ~a ckup tak es ove r. 

7he ~ey oose rVa tlon lS :hat :he transaction mecnanlsm ~nows ~ow 

~NDO d.: :~e cnanges 0: :~c~mp~e:e :~ansactions . 

door: a~: ~ncommlt: ed t,ansac:tons associated with a :alled pe , SlSten: 

process and :nen reS:d~ : tnese : ~ ansactions f ~ om ~nel r lnpu~ ~essa~es. 

7hlS :_~ans up ~~e dataoase and system s ~a t e s , ~e se t tlng them :0 :~e 



r-----------------------------------------~ 

point at ~hich the transaction began. 

So, persistent process-pairs plus transactions glve a simple execution 

model which continues execution even if there are hard~are faults or 

Heisenbugs. This i s the key to the Encompass data management system's 

fault-tolerance ( Sorr 81]. The programmer writes fail-fast modules i n 

conventional l anguages (Cobol, Pascal, Fortran) and the transaction 

mechanism plus persistent process-pairs makes his program robust. 

Unfortunately, people implementing the operating system kernel. the 

transaction mechanism itself and some device drivers still have to 

, .. rite "conventional" process-pairs, but application programmers do 

not. One reason Tandem has integrated the transaction mechan ism with 

the ope rating system is to make the transaction mechanism available to 

as much software as possible [So rr 811. ~ 

:6 
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Fault-tolerant Communication 

Communications lines are the most unreliable part of a distributed 

computer system. partly because they are so numerous and partly 

because they have poor MTBF. The operations aspects of managing them. 

diagnosing failures and tracking the repalr process are a real 

headache [Gray]. 

At the hardware level, fault-tolerant communication l S obtained by 

having multiple data paths ~ith independent failure modes. 

At the software l evel, the concept of session is introduced. A 

session has simple semantics: a sequence of messages is sent via the 

session. If the communication path fails. an alternate path is tried. 

If all paths are lost, the session endpoints are told of the failure. 

;imeout and message sequence numbers are used to detect lost o r 

duplicate messages. All this IS transparent aoove toe sess:on laye~ . 

SessIons are the :hing that make ~rocess-pairs ~ork: :ne sess:on 

s~ltches to the backup of the process-pair when the primary ?rocess 

:ails (3artlettl. Session sequence numbers (c alled SyncIDs by 

3art~ett ) resynchronlze the communication state bet· ... een the sende~ ar.c 

;eceive; and maKe requests / replies idempotent . 

~ransac:~ons interac: WIth sessIons as !ol:ows: if a :~ansac:: or. 

aborts. :he sessIon sequence numbe r lS logically reset to the seq'..!e:;ce 

numoer at ::te ':Iegl:lnlng of :he :ransaCClon and all :nter·,/er.::1C; 



mess ages are canceled. If a transaction commits, the messages on :he 

session ~ill be reliably delivered EXACTLY once [spector] . 
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Fault-tolerant Storaae . 

The basic form of :ault-tolerant storage l S replication of a file on 

t'.iQ med i a .... i th independent fai lure charactedstics -- :or example t· ... o 

different disc spindles or, better yet, a disc and a tape. If one 

file has an MTBF o f a year then t .... o files .... ill have a millennia MTBF 

and three copies .... i 11 have about the same MTBF -- as the Tandem system 

failure statist ics sho .... , other factors .... ill dominate at that point. 

Remote r eplicat io n i s an exc eption to this argument. I f o ne c an 

afford it, stor i ng a repl ica in a remote location gives good 

imp r ovements to availabi lity . Remote rep licas .... ill have different 

I adrun i strators. di fferen t hard .... are. and cUferen t env ironme nt. Only 

the soft'Jare ..,i ll be the same. 3ased on the analysis in Tab l e 1. this 

._) ,,,,ill protect agalnst 75% of the fallu res <a ll the non-sof t..,are 

I 
fallures) , Since it also gives protection against exce llent 

:te~senougs . remote ~eplicat lOn guards against most soft~are ~au Lts , 

I 
There are many ways to remotely replicate dat a , on e can have exac: 

I :epi ica s, can have ~~e updates to the replica don e as soon as poss:b le 

I 
o r even nave periodic updates, (G ray ] describes representat i.'le 

systems ~hlC~ tOOK dl~~erent approaches to ~ong-haul repl.~:atl on . 

I 
7ransac::ons provlrle :je AC:~ ?~Ope :tleS ~or storage AtOm:c::y. 

I ConSls:e,cy. :ntegr::'! and ~uraol~ity ~Haeder l , -:'he : :- anSaCtlon 

I 

~ 

:our~d: p.us an a : c~,ve copy 0: :~e data provlde a :-epllca of t~e data 

on ~ed:a ~lth :~dependent ~al:ure ~odes, : f the 
, . 

?rlmary copy .dl .. S. J 

I 



nev copy can be reconstructed from the archive coov bv aoplvinq al! .. . . . 
updates committed since the archive copy was made. This is Jurabili:y 

of data. 

In addition. transactions coordinate a set of updates to the data. 

assuring that all or none of them apply. This allows one to correct Y 

update complex data structures without concern for failures. The 

transaction mechanism ..... il1 undo the changes if something goes ',I[·ong. 

This is Atomicity. 

A third technique for fault-tolerant storage is partitioning the data 

among discs or nodes and hence limiting the scope of a :ailure. !f 

the data is geographically partltioned, local users can access local 

data even If the communication net or remote nodes are cown . Again. 

[ Gray ] glves examples of systems wh i ch partltion data ~or better 

ava i labi li ty. 

lC 



SummarY 

Computer systems fail for a varlety of reasons. ~arge computer 

systems of conventional design fail once every few 'Jeeks due to 

software, operations mistakes, or hardware. Large :ault-tolerant 

systems are measured to have an MTBF at orders of magnitude higher 

years rather than weeks. 

The t.echniques for fault-tolerant hard .... are are 'Jell documen:ed. They 

are quit.e successful. £ven in a high availability system, hard~are is 

a minor contributor to system outages . 

3y applying t.he concept.s of fault-tolerant. hard~are :0 soft~are 

construct ion, soft.'Jare MTBF can be ralsed by several o rders c: 

magn i tude. These concepts include: modularlty, defenslve 

~rogramming, process-pairs, and tolera:~ng soft :au lts -- ~eisenbugs . 

7ranSaCtlOns plus perS1Stent 

exec:.!: :00. '!"ranSaCtlOns plus 

:aul:-tolerant communiCatlons . 

storage. 

;oorClna:es the cnanges of :ne 

?roceSS-palrs g: '/e fal!::-t.o:era:--': 

resumaole :orrunun iea t :ons sess ~ons ;: ':e 

TranSaCtlons plus da:a :eplicat:o~ 

: n add i t lon, ::ansaC:lon atOml~::y 

dataoase, the .:ommunl:a:.or,s ::.e: • -- .... g ..... 

:ne exe=~t:ng processes. :hlS a::ows easy :~ns~:~c~:on of 

aval _ac ... :y so::~a:e. 



Dealing ~ith system configuration. operations. and maintenance remains 

an unsolved problem. Administration and maintenance people are dOlng 

a much better job than ~e have reason to expect . We can't hope for 

better people. 
The only hope is to simplify and reduce human 

l ntervention in these aspects of the system. 

• 

• 

____ ~ __________ ~r ; 
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Sever~l of the people who recently played the Doomsday Game asked me to 
put together a summary of the outcome . I ' ve att~ched single sheet 
resumes of wh~t w~s oenerated. 

The feedback was: 

1. The excercise was goo~/interesting/valuable; 

2 . Using the "results" in our p l ans would (unfortunately) be purely 
a matter of chance; 

3 . Baseline data on industry size , partitioning, shares , and growth 
rates were missing , (and a bit more compet iti ve detail in the 
way of l~K r eports , etc. would be nice to have); 

4. The DEC cases needed a starting point (base case) to make the 
time spent playing them more productive; 

5. It should be played again (in separate sessions) by all of PEG, 
GVPC , DC , PG managers, manufacturing planning people, and key 
technical contributers . 

Some personal observations I ' d add. 

1. ~e seem very short on a fact-based common understanding of the 
long range acti~ns of our strategic competitors. 

2 . We easily revert to a DEC-centered view of the real world 
threats and opportunities. 

3. We demonstrate ~n almost touching loyalty to the concept of the 
centr?l processor and operating system as the centerpiece of 
corporate strategy . 

I'~ hope that future playing of the game would change this situation a 
hit . To do this, together with my co-designers , lid like to: 

1 . ~rrange a PEG/GVPC/PGM game in February or ~arch; 

2. Put the finishing touches on the competitive base-case packages ; 

J. Forc~ the Dr., simulations to be more realistic and more 
responsive to projected moves by our competition ; 

4 . Fin~ ~ way to use the qame outcomes to affect our plans , values, 
and behaviors. (1 1 m at a loss on this one given the current 
DEC cl imate - at least as I percpive it) . 
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IB~ 

o Occupy 9~% of the F10 , P0P desks by integrating corporate informa 
tion/communication service functions & making aggressive use of 
technoloay in the low cost manufacture of personal computers. 

o ~aint~in the dominent position in the central EOP env i ronment by 
shiftioq revenue toward software & services ; reducing hardware 
prices to meet (say) Fujitsu; a~justinq the user/aS/cpu boundary to 
provide new c~pahilities customers will value. 

o ~void the kind of stable interface definitions th a t would allow 
Fujitsu to ~~ke the best use of their resources (Watch Europe for 
the first incHcations of how this struggle will evolve). 

o Example moves: 

19P2 - SNA for Pisplay Writer, Personal Computer & 5/38; 
- 0~ ar~hitecture: "document" interchang e standards 

voice/image/text/data . 

19P~ - Retread the typewriter salesforce for OA component sales; 
- New PC basPd on S/3~; S/39 LAN; 
- rntegrate~ vojce/d~ta PBX {with SBS linkage); 
- Database interface for System/38 tying to 370 core 

cl usters; -
- All channels viable from independent merchandizers thru 

F5e~ ~irect sales ~ccount control. 

199~ - Provi~e information-supplier services for private 
view~ata (with st?tp-of-the art viewdata terminals) 
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AT&T 

o ~e the single source for 0311 small business (ano consumer) 
inform~tion services . 

o Provice co~mooity access to inform?tion and information processing 
(lever~aina off intrinsic strengths in interconnect , switching and 
the ability to efficently hill and collect for an aggregate of 
small transactions) . 

o Do this with the qu~lity and reliability so long associated with 
Na Bell. 

o Example moves: 
19P2 - First level network data services: message store/forward; 

- "Phone replacement" for the home/small business: adds good 
quality keyhoard microprocessor, 6dKB memory, small screen. 

19P~ - New generation departmental/small business PBX supporting 
inter-enterprise electronic mail (with limited electronic 
invoicing/bi 11 lng); 

- Third party applications distributed by AT&T for home and 
small business software (UNIX & CP/M foundation); 

- Information access and (electronically hased) retailing 
services; • 

- ~erchanoizer channels, phone stores, interconnect 
suppliers. 

199~ - Image based electronic retailjng and entertainment 
services. 
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CONVERGENT TECHNOLOGY 

o F.xploit fast time-to-market of commo~ity hardware for cluster 
servers and workstations internals . 

o Use eTOS and its continual enhancement as an application base to 
lock in larqe volume OEM sales channels (e . g. NCR/Burroughs in the 
office) for applications , service, and sales. 

o Fo~us on t~e establishment of a CLUSTER architecture 
(to provide future hardware cluster enhancement sales) 

o Risks - being outpaced on eTOS enhancements and; 
- being reverse engineered out of the picture. 

hooking up with inadaquate , second-rate OEMls. 

o Example Moves: 

198? - Sl~K - S'~K RAM font t "1/2 page" resolution workstations; 
- S4K each instance of WPS , sort/merge, ISAM, forms , PASCAL. 

19P~ - ship 32-bit f3~~) full page resolution workstation with 

telephone management; 
- Use commodity oisks and cluster peripherals as manufactured 

in Japan; _ 
- System software enhancements for file structures , 

communications , ..••. 

199~ 4P~ based workstation wit~ a buyout high performance 
flatscreen CRT; 

- Au~io/vide%ata local area net. 

/ 



NIPPON ELECTRIC COMPANY 

o Capture the desk by first providinq total communication service and 
then a tot~l information se rvi ce for the office (and later for the 
home) • 

o Accomplish this with volume manufacture of me~ium performance 
personal computer phone r epl acements th~t support popular operating 
systems for applications deve l opment. 

o ~nd the PBX communications center of a small firm (or department) -
complemented by (fiberoptic/CATV) l ocal area nets as needed. 

o Use multiple, geographically knowledgeable channels of distribution 
to provide famllar brand names and pertinent appli cations know-how 

(e . g. Xerox -or Prime , Sanyo , inte r connect distributers) 

o Do all this from a strong pOSition in base technologies: 
semiconductors , communications , video, speech recognition/ 
synthesis . 

o Fxample moves: 

19P? - 8~P~/R~PP/2Pfi commodity general purpose processors with 
proprietary processors for graphics and speech ; 

- diqit~l PBX fiberoptics an~ wireless LAN ; 
- modul~r PC desk unit integrating video , voice , data 

(with a CP/M operating system) ; 
establish North American partnership with Xerox ; 

_ sell a minimum (& minimal) PC as low as SlK entry cost 
(retailed under the ~anyo bran~ name). 

19P~ - Intel 3B~ for a new generation pee and a" media for an 
in formetion se rver greater than l0PMB: 

- Provide the (network OS) infrastructure for an information 
services net\olork for business and the home user; 

- Home PC (with voice/video/data) at stereo prices. 

199~ - VLSI supercomputer and optical storege; 
- knowledge base expert information systems; 
- highly parallel departmental computing. 
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HP 

o Focus on specifir industries to lead on selected application areas 
(e.q. manufacturinq) rather than on the traditional 
unoifferentiated DEC-DC-Prime minicomputer market 

o Ruild on strenoths in (design, packaginq, m~nufacturing, sales, 
and service of) integrated desk-top computers to hold significant 
mar~et share in S500 to $3~,P~~ systems ~nd personal computers. 

o Use position in personal and low cost computing systems to seek 
growth opportunities in new application areas (e . g. office) 

o Rely on stronq marketina competance and a quality product image to 
maintain ~nd huild HP brand loyalty as a value in itself 

o Capitalize on (highly divisionalized) corporate structure to 
capture diversified targets of opportunity 

Example moves : 

1~P2 Build a unique operating system for ~ new 32-bit 
architecture of the 8P ' s. First product is ~.3Mips at S40K 
(This is such a self-destructive act that only previous 
history makes it credible); 

- Jnclude strong new CAD/CAM applicantion packages on the new 
system; _ 

- Provide consulting services for manufacturing automation and 
production control systems; 

- Introduce Sl~-l5K low-end workstations a low cost integrated 
termin~l ann low-end disks: P . '5MB floppy and ~ 10-30 MB 
h~rd disk . 

19P~ - Add 32-bit applications in the laboratory and medical 
environments an~ expand revenue from consulting services; 

- Provide systems inteqration for robotics/factory systems ; 
- Support industr~standard communication links for the 

factory, the laboratory, and the hospital 
(CATV/broadband , line-oF-sight interfacility links, full 
function PBX ' s) ; 

- rntro~uce high-function CAD/CA~ workstation; 
- Offer inteqrated 32-hit office system with low cost 

terminal/workstation; 
- ~tart to lower prices as investments in HP's internal 

manufacturina systems payoff . 

199P - Provide BP ronotics/artificial intelligence systems in the 
f~ctory . These systems provide voice interaction with 
factory operators . 
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DEC COMMOD ITY PRODUCTS 

o Change from OWNER to PROPOG~TOR of st~ndards - and sel l er of cost 
competitive equipment based on these standards . 

o ~ccelerate acquisition and development of high volume manufacturing 
technologies in semico nductors , interconnect~, (storage) media, 
assembly, Cl nd material flow. 

o Establ i sh components d i vision (separate assets , headset change). 

o Sel l components internally at transfer cost , externally to world 
market . 

o Example ~ctions: 

19Afi - Sh ip single board VAX ; in troduce s ing le package VAX; 
- Develop one chip VAX - work for lead architecture of th e 

9A l s ; 
- Sell low-end high vol ume clisk on DEC and non-DEC 

systems ; 
- Provide are extensive software/applications library 

and sell softwa r e on non-DEC VAX systems; 
- Generally price hardware/systems lO~1 but price sta nda rd s 

(and lea~prship products) high . 

199~ - Develop and propoQate standards for voice, vision; 
Announce a single board 10Mips VAX ; 

- Start development of a system on a chip; 
- Announce architecture of the 9P ' s; 
- Sell a one chip , 2 MIPS VAX ; 
- Acquire an optical disk design and m~nufacture it. 



DEC PROPRTETARY SYSTEMS 

o Serve m~rket5 that require integrated products (and services) to 
solve complex problems . 

o Stay one level closer to end - custo~er needs than commodity 
manuf~ctures - p r ovide tools that enable significantly higher 
customer p r odu~tivity (particularly in sub-solution integration) 

o Always have at least one leadership (flagship) product: exploit a 
qu~lity imaQe superior to commodities . 

o Fx?mple Actions : 

1982 - proprietary layered environments Ce . q . OS~, CTAB) ; 
- leadership development tools (nets , files , lanquages); 
- parameter driven application programs. 

19R~ - Scorpio/CT32 , Venus lea~ership processors; 
- leadership cluster environments (ano ADA); 
- user-oriented documentation; 
- human interface design tools . 

/ 
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DEC-UNCONSTRAINED 

o Provide an integrated computing and communications environment for 
leadership user productivity over a canoe of products from S5~~ to 
$1 ~, "'!liP, "UH~ 

(by buying/licensing/commissioning more actively in the support 
of C'n integratec1 archi tecture) • 

o Position a DEC Information Architecture (speech/voice/data/text , ..• ) 
at personal and departmental levels. 

o Compete for the desk hut co-exist with IBM at the Corporate EOP level 
and with AT&T at the Corporate communications level. 

o Example Actions: 

1987 - Subset the VAX Architecture for public use; 
- Focus internal design and manufacture on S10K-250K systems; 
- Corr,mission 32-bit commodity workstation product in .Japan 

usinq DEC VAX architectures; 
- Commission a Japanese HyperVAXj 
- Buy PBX (Mitel) for resale in integrated computing and 

communications systems; 
- Do all the office automation - even pursuing a 

service-oriented husiness linking OA, EDP, and 
communications. 

19~fi - Provide only 5 1/4" (45MB) and 14" (lGB) storage; 
- Announce an inteqr~ted communication and information 

architecture (an~ its lead products); 
- Develop a retail channel to provide VT/CT's as viewdata 

terminal s (?) . 

199~ - Selected end-user expert systems . 



-
***************** 
-digital
***********.***** 

TO: see "TO" DISTRIBUTION DATE: THU 29 OCT 1981 3:38 PM XXX 
FROM: RICK CORBEN 

cc: see "ee" DISTRIBUTION DEPT: CORP PRODUCT MGMT 
EXT: 223-3123 
LOC/MAIL STOP: ML12-1/T39/T39 

SUBJECT: CORPORATE PRODUCT STRATEGY EXERCISE 

DATE: TUESDAY, NOVEMBER 3 THROUGH THURSDAY, NOVEMBER 5 

TIME: 8:15 - 5:00 

LOCATION: ML12-1 (RICK CORBEN'S OFFICE) 

OBJECTIVE: Complete enough of the DECsite "configuration brochures" 
to serve as input for the Distributed System Architecture 
Task Force. 

BACKGROUND: You should have read the write-up of DECsite/Engineering 
(Boeing), and there will be one for DECsite/Division 
Headquarters (Merrimack) shortly. During our three days, 
we will do three additional sites. 

TENTATIVE SCHEDULE: 

TUESDAY: 
WEDNESDAY: 
THURSDAY: 

FACTORY (GM OR GE7) 
BANKING (BANKERS TRUST) 
SMALL BUSINESS (WES MELLING TO PROVIDE) 

Wes Melling will make a start-off presentation on the factory 
environment. Don Jenkins and Vijay Thakur will join us Tuesday 
morning to provide additional expertise. Jack Mileski and Gene Hodges 
will join us on Wednesday morning. They've studied Bankers Trust 
extensively. Jim Willis (COEM) will join us Thursday morning for the 
small business discussion. Wes Melling is preparing a presentation on 
a real-world small business. 

HUMAN ENGINEERING: 

We might move the Thursday meeting to Peter Conklin's home 
as a change of pace. 

My office is comfortable enough for our group, but there 
are not too many spare seats. Please do not bring guests 
without checking with me. 

PROBLEM DEFINITION: 

The following description from the appendix to 
DECsite/Engineering may help those of you who will be 
participating for the first time. 

• 



NATURE OF EXE RCI SE 

Goal & Constraints 

1 . Typical customer site configuration that we want to se l l i n 
FY'86 based on Corporate ProdUct Strategy . 

2. Concentrate on building within worldwide networks . 

3. Consider CI and other technologies in addition to NI . 

4. Our output should be a basis for a "Product Brochure" (Look 
through a customer ' s eyes . ) 

5 . Concentrate on product features/attributes that are not owned 
by a single Program Office . 

Characteristics of DECsite 

1 . Component Nodes - Hardware/Software 
2 . Interconnects 
3. Price 
4 . Applications being used 
5. Uniqueness - customer benefits unique in the marketplace from DEC 
6 . Performance expectations 
7 . Maintenance philosophy 
8. Growth pattern 
9. Relation to other communications facilities (PBX , SNA, X.2S , DECNET) 

10. Relation to other competitor's systems 
11 . Conformance to standards (External/internal) 
12. Connection of foreign entities to environment 
13. System management philoso phy 

/jdm 
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THIP ~~POPT : aOE I ~G COPp . 

~ancy ~ea le and Ila rrv He rsh 
Use r Pesearch Group 
Coroorate Resea rch 

Three oraan izatl onally autononous sites ~ere 
v i sited at f\oelng : 1 . ATAO (Advanced TechnoloQV And 
Oeve l oo~ent) , par t of Hoelno Co~puter Se r vices ; 2 . 
Tne ~lnd Tunnel racility, run hv BOe i nq Computer 
Se r vi ces ; and l. I nterac ti ve Graohics ~ata Analy sis 
Group , part of ~oe l no Co ~merclal Airplane Company . 
E3cn of these oTQan lzatl ons has developed workstations 
tor internal use . Thus , In addition t o information 
concerninQ tIle envlron~ent and user r equire men ts . 
de tail ed i n tor mation was obta i ned concerning ha r dwa re , 
software , and operational aspects of these systems. 
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SU"'~P;RY JSSUr.s 

The following major Issues emeroed tro~ t~is two-day visit 
to en~ineerlno and computer orqanizations at hoeino in Seattle: 

I. Graohics Is a given . P;cross 
hardcooy Qraphics , tully 
sOft~are, was assumed . 

oraanizations , bot~ 
lnteQrated with data 

video and 
analysis 

2 . The demand for color graphics 15 elastiC . 

J • Ea.se of use 
"useful" dt 

is defined as a user ·s 
the workstation in the 

ablllty 
first 10 

to do something 
minutes . 

4. End - use r reauireMents ~ere the fOCUS ot the development 

s . 

processes. these reouireMents were assessed through 
continuous d1alooues between users and devrlooers . 

"Latent con outer de~and" 

pnenomenon ot evolvino ne~ 
worKstations were available 

was defined as the onQoing 
uses identified bV tne users once 
and actively in use . 

6. Reliability Is considered critical, with a vendor's 

7 • 

reputation and aoility to support and stlvice systems a major 
tactor in produCt choice. 

In each case, cost justification based on 
evaluations was cited In dollars . This 
conspicuous . 

prOductivity 
emohasis was 

8 . Oemand for ~orkstations evolved from tinancial andlor time 
oenalties of overloadinq mainframes wIth many small jobS . 

9 . Security is an 
pnysical control 

important issue adrtressed 
(e . q ., locking floopies in a 

mainly throuQh 
desk drawer). 

10 . DIGITAL was considered a major vendor tor supplyino quality 
processors at a reasonable price (i.e ., high , but worth the 
cost) . DIGITAL was criticized several times for poo r 
quality/perfornance peripherals at rirllculously niah costs to 
customers . 

tl . riming ot the caoital budaet process was an important fector 
In equipment acouisition . Ecuio~ent could only be purchased 
at one point in the 12 month cycle. 

12 . In all three instances workstations primarily replaced 
previous oatch and/or time - sharinQ operations . 

13 . Internally developed training and 
availaole for all workstation users. 

documentation was 
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ATAD (AUVANCED TECHNOLOGY AND DEVE!.OPMENTl ' GROUP 

Bes vle~s itself as an IllM to the Hoeing organization . 
Historically, the main business of aes has been selling time on 
IBM and CDC ma intrames , both internally ana externally . This 
group has developed, and Is currentlY ma rketing within Boeing , 
BITS (Boeing Intelligent 1er~lnal System) . BITS Is an integrated 
workstation concept for the automated office enviroment . 

ENVIRONMENT/USERS 

BITS was characterized by the developers as end - user driven . 
Rather than ~roceedlno from hardware to system software to 
end-user applications, BITS ~egan by assessing users' needs 
within Boeing. Taraet users included: 

ClerKS 
secretarie s 
eTS use rs 
Proqrammers 
Executives and man~Qe rs 

Professionals 

Their experience ha s been th~t a major ity of PITS usaQe is by 
professionals and clerks ~ho are knowledaable about computers in 
general. (financial manage rs are included in tne professional 
cateqorv.) Some manaqers use HITS, ~ut they are in the minority . 

Consistent ~ith their e ~phasis on the development/evolution 
of BITS being end -user dr iven, users are actively encouraged to 
exercise the ~nhancement/Problem Report syste~ . Their experience 
nas oeen that proolem reports have decreased exponentIally (with 
~n unsoecified exponent) since the introduction of the system . 

SOfT~ARE fEAfURlS 

The BITS operatina system is inter~retive and P~SCAL based , 
~ith all soft~are above the interoreter heino portable. The 
co mplete set o f softN~re morlu les consists of a~proxim~tely 200K 
lines of PASCAL code . Using jUdicious nake - buy rlecislons , the 
total softwdre system was developed over t~O year s by 4- 5 
desi~ne rs . 

~\lch of the soft""dr e (e.o •• editors, word processor) are 
e~ul~tlons of prev iously exlstinQ sott~are. ThUS, even though 
t he re is a sinale menu - oriented intertace, the remalndpT of the 
sott~are modules does nOt ~pppar to be truly i nteard ted. 

foe ~Jr~ sYstem Is taraeted 
non - nroqrammers: at sophisticated 
The result is auite a bit of duality 

At ~(lTH proara~~ers and 
and non-sopnistlcated users . 
in the system . For examole , 



dO£ING H~POHT / C~G Paq e 4 

I • 

2 • 

3 • 

4 • 

The "universal keyboard" 
mergino of every key on 
on tne VT100 k~ybo~rd, 

scroll) . 

apoears to ~e oased on a s i ~ol e 

the ~~Nr. keyboard and every key 
Incluoino S~TUP and ION (no 

Tne keynoard contains an 
oypasses the menu and 
commdnd . 

"X" Key 
allows 

.hich, when p r essed , 
tne user to execute a 

Hoth ~ord crocessino (coried 
text processing la 1a HUhOff) 

directly 
exist on 

trom WANG) 
the system . 

and 

rhe business oraphics system is 
Parameter chanoes can occur 
easy - tO - IJse interactive routine , 
tne parameter file . 

parametrically dr i ven . 
either by running an 
or ~y directly editinq 

rhe following software packages currently run on KITS : 

I • Lanquages: 
Assemblers 

PASCAL, FURTAN 71, 
for LSI - 1t, zao , and 

2 . A Screen editor: menu oriented 

aASIC 
8085 . 

(comoiler anI y) , 

3 . 2 line editors that emulate CTS and KIT . The emula t ions 
all0. users to modify tne com~and names to suit the ir 
o~n applications or oreferences . 

4 . ~ord processlnQ : a direct copy of WANG . 

5 . Text procpssing : Corrmand orientec like RUNOff , but 

6 . 

(they claim) easier to use. 

A communications 
communications . 
version of SNA . 

package for both 
They currently 

synChronous and asvnch 
support ~~A, Boeing's 

7 . A ousiness arachics paCkaQe (Not tor CAD) . The graph i cs 
packaqe is integrated with the plotter for autorratic 
hardCOPY graphic outout (e . g., for auto~atic viewgraoh 
production) . Multiple fonts are available here and fo r 
_ord and text processing ; limited only by devic e 
resolution . Similarly , the soft~are suoports hard - and 
soft - copy color graphics on confiQurations contain l nq 
appropriate devices . 

8 . Comprehensive data entry utility (50K 
~hicn represents 25\ of the total code 

lines at 
written . ) 

9 . Teltext and Viewdata are avai l ~ble to use r s . 

code, 
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10 . ~op lications pack"aaes are available in the follo~ing 
"'reas: 

~' inance 

EnC1inee rinQ 
Office qraohics 
Opera tions 
Pr ocram (i . e . , sOft~are) develo~nlen t 
Product assu rance 

At t he current 
distributed with 

tilTle , t.,,'elve 
the tyoical 811S 

RX02 diskettes are 
workstation . 

11. Seve r a l CAl packaqes are 
app licat i ons pacKaoes . 
aocumentation ~as limited 
availahle . 

HARD~A~E f~ATUPES 

available for use with the 
They claimpd that the on - line 
by the amou nt of local storaqe 

The b3se level hard~are is variable, with a oresen t average 
cost less than S12~ for a sinqle use r system, ootiona lly tied to 
a host (CDC . 18M) . 8 I TS sta rt ed on an 11 /70 , and the ATAD qroup 
was interested In deter mininQ whethe r an 11/23 could support the 
functions . 

Generically , the ha r d~are consists of the following: 

o A processo r 

o b4K hytes of memory 

o rwo SOOK byte S" tloppies (IBM 3740 fo r ma t) 

o A keyboard (Standa r d i zed) 

o CRr disp lay, 24x88 min; 
g r apnlcs : "The system 
of araphi c needS ." Color 

o At least two PS232 po rts 

mu st supDort 
I s tail o rerl to 
display at the 

low resolution 
different levels 
high - end . 

o Suoport tor dot matr ix (graphic) and da isy wheel (LOP) 
printers , 4-color Dlotte r, hard diskS (w i nches ters UD to 
20M) , digit i zers , voice recognition and resoonse units. 
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The following hardware systems are currently being used : 

o TERAK 8510 (has an 11/2 in 1t) 

This system contains a 32 0x2 40 resolution CRT , and Is 
the most widely used hardware within tne BITS proQ ra m. 
(Currently 95\ of ter minals used are rf.RAK.) 

o OEC 11/23 (with VT 100 ) 

o DEC POT 11/150 

o ONTEL OP - 1/70 (80a5 based) 

o RAMTEK C214 (Z80 based) 

o II 1/90 

ISSUES f OR BI TS AND BCS 

The tollo~lnQ issues e merQed from t he discussions: 

1. The sys t em mu st oe easy to use and easy to maintain. 
Use rs fam ili ar with the ti me -sha ri na software ( e. q ., CTS 
edi tor) can be up and running on B1TS In 10 mi nutes . 
~ovlces require one to three day s of classroom tralnlnQ . 

2 . ~n i mpo rtant distinc ti on was made bet~een manag erial and 
professional use of the wor~statlon : ~t ~ere told t ha t 
pro tessl onals (prl~arl1v enQ l neers and financial 
analysts) need functional it y specific to the ir worK 
requirements . ~anace r s review data and play "what if" 
Qames . ~a nacers want instant recall of infor ma tion: 
they never uodate , just look. 

3 . ~e ~ere told that manag ers do no t ~ant keyboard s: not 
becd~se of the tyei no issue, but hecause they 00 not do 
data entry . A soecial h ITS ~orkstation -as constructed 
for a hiQh level ~anaoe r. The "wor~station" consisted 
of a larQe color dis~)ay in a walnut case resting on a 
lazy-s usan . Input ~as acco~plished throuQh a rad io 
controlle~ (i.e ., portaole) keyp ad . The executive ~ould 
instruct his secretary to run a proqr~rn or obtain some 
data . The executi ve then used t he keypad , in 
conjunc t ion with a sirople ~enu on the screen , to re vi e w 
tne info r ma tion . 

4. "Corporate data" re sltes on ~ central ma infra~e: on ly 
personal dnd local oata are stored at the wo rkstation. 
ln~ividual depa rt ~en ts a re d ri vin~ toe need f or 
loca lized computlno caoability . 
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~. currently, the workstations on ly com~unicate with the 
ma intran1es, not ~ith each othpr . (There is a striking 
parallel here oet~pe n the Phy sical constraints in the 
com~uter net~ork and the infor mation c ontrol in their 
orQaniza ti ona l netwo r k . ) The result is a ti me ~ s h arinQ 
system with varylna amounts of local intelligence. 
(This Is consistent ~ith their pri n,a ry business qoal of 
seilina time and services on their ma i nf ra me s.) They 
are, howeve r , verY interested in the develop~ent of 
l oca l ~rea net~orks , and ment Ioned soecifically their 
interest in the development of the Ethernet. 

6 . workstations we re introduced through 1ustlfication of 
need via o r oduc ti vity analysi s . l he ir conclusions 
i nd icate s i gnif icant I nc re ~ ental savinos: e . a . , 10 BITS 
workstations showed a savinQS of 5635 , 594 (which was 
considere" to be a conservative estimate) . 

7 . Their view of the m~rket : 

o Use r is looking tor I nteo ration 
word proc esslnQ . 

~on~t just buy 

o fhey see the need for a wide r anae of 
from 8 bit processors for simple off ice 
to b4 bit processors for p r eCision 
applica ti ons . 

orocessors: 
aoolications 
engineering 

o Near -t erm c ost of the works tation mu st be under 
S10K . 

o Color is liked 
won 't pay a 
consider color 

for its hiQhliQhting effect , but they 
whole lot ext ra for it. They do no t 
In the mainstrea m today. 

8 . System noise le vel mu st be acceptable for an office 
environment . 

9 . On the 11/23, they liked the performance and t he 
capacity . Th e y di d no t lI ke the packaQina (too 
tne powe r reQu ir ements (restricts portaollity), 
noise (too noisy for an office environ ment) . 

memo ry 
bulky), 
or the 

10 . Secu rity: Their networks have encryption ca pab ility. 
Their response t o software security issues was t hat BITS 
Is a single use r system, an d users can re move their 
floppies and loc k them in a desk d rawer. Access to the 
soft~are modu les is co nt rolled through their general 
menu interface . 
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11. leleconferencing is a lon~ - term goal they're ~Orklng 
to~~rd; electronic mail and the "automated office" are 
In their tuture. lnelr attitude to~ard software 
sec~rlty , however . suggests that they ~ay not have 
started to address these issues seriously. 

I 2 • Tne Keyboard must be universal. (lois tollows 
tneir requirement to 
non - programmlno users . ) 
aeceotable : not enouQht 

satisfy hoth proQra~mlnc 
The VT1 00 keYbOard Is 

function keys. 

from 
and 
not 

13 . Tney want to meet ooth scohlstlcated and unsoo hlstlcated 
users ' reouirements ~lth ~odular , compact hardware . 
Tney'll buy nardware fro~ a vendor hut not the software. 

14 . Terak Is not a aoed supol!!"r 
marketlno needs . rhey ~ould 
nard~are fro~ a primary source. 

for 
11k.e 

their commercial 
to bUY all their 

15 . Tneir universal sott.are needs require ~erQed text and 
qraphics . 

16 . RLOl disks are tOO big (physically) and too exoensive: 
Tnev can obtain a oisl<. from another vendor (Charles 
River) that contains 4 ti~es the capacity tor the same 
price and in the sa me si~e package . 

17 . S~me ~rice and packace size problems were mentioned tor 
ttle RX02 . 
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WIND TUNNEL FACILITY 

The BCS operates the Data Analysis Modules (workstations) at 
BoelnQ·s wind tunnel facility . Volu~es ot data are coll~cted 
trom various onysical measurements during a single simulated 
flight. Historically, these data have been analyzed with batch 
routines . Most recently BCS has introduced its Data Analysis 
Module , whicn makes the data analysis interactive. 

ENVIHO N~ENr/US~PS 

ThIs single wind tun nel facility consists of a subsonic and 
a supersonic wind tunnel, and serves de sl on engineers from the 
various qroups of the cor po ration. rhe wind tunnels are In use 
24 hours per day, 7 days pe r ~eek . lhe several ~orkstatlons are 
housed In a si nQ le larQe room adjacent to the qu ite noisy wind 
tunnel . The process is as tollo~s : 

1. An enq i nee r oroduces a structural desiqn . 

2. Contact with the Wind tunnel is ~ade and a sc~le ~od el 
is Duil t ~itn the requisite sensors bu ilt in. 

3 . rhe model is placed i n wind tunne l . 

4. rhe test is run and data c o llected ~ith a POP - it/l 0 . 

5 . Pa r ameter changes and additiona l tests ma y be r un . 

b . Tne data are then availao le f or analysis within t he wind 
Tunnel facility . 

7 . nino tunnel oersonnel take pr i m~ TY resoonsib1lity for 
carrvinq out data analysi s a s s~ec1fied oy the de signe r . 
oesi 1ners may pe r for" the actua l an~lys ls if they want . 

a • 

SUf1nARt 

Access to data 
r eledsed t o a 
certif!pd . 

is ti ohtly controlled . 
design grouo unt il it 

NO data is 
is off icially 

rhe sott'~re fo r t he nat~ Analysis ~odule consists main ly of 
t ne eKisting oa tc h- o ri ented data analys is routines which have 
been mod ltle j tor interactive use . AlthOuq~ ~e were not aiven a 
de~lonst r dtlon of tne system , comment s fro~ the ~ln~ tunnel 
p~ rs onne l, o t np r ~o elnq peonle , and local O~C sales oeo ple 
Sllqgested th1t the user interf~ce ~~s so~e~hat d iffic ult t o use . 
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Causes of alfflculty In usaoe .ere : el) lJnsreclfled features of 
tne user intertace cesian; and (,) tne tact that indiv i dual 
custoMers (I.e. , desianers) used the ~lnd tunnel facitilv ve r y 
infreQuently, and thus never oained familiarity with the software 
syntax . 

HAJ.WIlIARE 

eaen Data Analysis ~odule contained an 
disK. AttaChed to the processor was an 

11/70 and an FP06 
Evans & Sutherland 

Qra~nlcs system , and an HP terminal . 

ISSUES 

1. 

2 • 

Tois Is a dedicateo workstation 
Qenerlc functions at this point 

".0 Dosslbl11 ty 
in time . 

Control 
used at 

of data 
tneir 

toe data . Some 

was an important issue . It had to 
facility: there ~as no remote access 
control issues ~ere political . 

for 

be 
to 

3. system rellaolllty WdS lmportant . The faclllty must be 
up and runnlng contlnuously . Any dOwntlme 15 a ~ajor 
proolem. 

4 . Ease - ot - use 15 conslder~d l~portant, so that the staff 
isn ' t contlnuously tied up ~ith the englneerlna users . 

~. Grapnics is very l~portant. It ~as an Inteqral part of 
the ~lqration path from batch orocesslnQ to ~orkstatlon , 
tro~ pre - soeclfled sets of batch data plots to 
Interactive ~raphlc data analysis . 
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lNt~RACTIVE GPAPHJCS DATA ANALYSIS GROUP 

rhis qroup represents technical statf responsIble for 
airplane structural analysis. They have developed an integrated 
net~or~ of (group) workstations for aircraft structural analysis . 
The manaQer is singularly powerful within tnt corporation, and 
~as a major factor in the dtvelop~ent of the ICOA concep t . 

ENVJRO N~~ N T/US~kS 

lGOA systems are currently at 2 1 aeographically dispersed 
sites in tne greater Seattle area. These sites rese~ble aroup 
~ork areas more than individual work stations, providing an 
environment supportive of cooperative problem solving . Each 
sites is Physically bounded ana is overseen oy a site coordinator 
who functions as a combination syste m manager , local expert , and 
security aqent . 

Tne worKstations were forcibly introduced by the manager 
(WhO nad enougn political muscle to a~co~ollsh this major Change 
very quicKly). His tactic was to take away the project leade r s ' 
dollars and peoole, forcing them to co~e ftkic~ing and screaming" 
to use the workstations . Once used . however , the IGOA concept 
~as positively received . 

ICOA users (1050 currently) tend to be fairly SOPhisticated . 
Most users are engineers and ttchnical support people. Few a r e 
manaQerial - level users . Average usage ran 1/2 to 1 hour da i ly . 

SOFTWARE 

The 11/70~s all run under lAS ; network nodes are connec te d 
througn D~CNET V. 3 . 0 and a hyoerchannel. Neither soft~are no r 
data are truly distributed . Data files exist on one of the node s 
of the network: in order to work with data from a oarticul ar 
node, one speCifies the node name and file na~e, and indicate s 
~hether to "put ft or ftQet ft the data . Everythinq else i s 
t r ansp~rent . Most aoplication code is written in fORTRAN . 

The user interface is uniform across the 21 sites , and 
consists of a menu tree, containing 11 levels. The menu des i gn 
uses the joystick on the Vecto r Ceneral Oisplay system a s th e 
selection device . The user i nterface was also un1form ac r oss the 
various application modules . Major software components include : 
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o General Graphics packaQe 

o General Contour Packaqe 

o Dynamic Vi sualization Package 

o vle~toll Generation (J.e . , over~ead slide production) , 
IncorporatlnQ araohlcs, charts, and text . 

o ~ork Schedule Chart Program (Pert, Gantt , etc.) 

o Other technology statf specifi c software packaQes : 

HARDwARE 

1. Aerodynamcls (e . Q. , world wind models) 
2 . Flight controls (e . g ., aeroelastlc correction and 

trim) 
3 . ~ olse technology (e.o.,multlple - mlcroPhone je t noise 

source location computation) 
4 . Propulsion (e . a . , fuel tan~ simulation) 
5 . Structures (e.o • • finite ele~ent model) 
6. Systems (e.g . , dynamic mechanical si~ulation) 
7. weights (e.Q . , Loadina envelope ot airplane ~e i qht) 
8 . Military Airplane Co . (e . Q., ~lnq section Qraphical 

display) 

All these technoloQY staff specific pacKaqes use 
the IGDA graphics caoaoilities. ihis commonality 
contributes to the uniformity of the user inte r fac e. 

The IGD~ hard~are comple ment was uniform across the 21 
sites . Included are: 

o PDP 11/70 wlth 314M of memory running lAS. 

o tnree RP06 #s . 
dismountlng , and 

Users are responslble tor 
storing thelr own disk paCKS . 

mounting , 

o A 9- track magtape 
comoatabil1ty) 

and a 7- track magtape (fo r 

o 

o 

Vector General 4- color display workstation and a B/W 
~orkstation . Each station contained a QWERTY keyboa r d, 
separate keypad of function keys , and a 3- dimensional 
joystick. 

A RAMTf.K 
cur r ently 

hlQh 
being 

resolution 
evaluated . 

color qraphlcs systew I s 
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ISsugS 

o T~o Tektronix qraphlcs terminals 

o Four du~b terminals (Heehlve) 

o An HP intelligent terminal 

o Llneorlnter 

o Gould 5200 electrostatic plotter 

o Communications lines: 4800 baud, 9600 baud, and/or 
Hyoerchannel (50 ~baud). Tne 21 sites wer~ conflQured 
In a manner very similar to DIGITAL's Engineering 
Network. In addition, tne network ties Into a CDC 
eyoer, which, In tur". connects to a Cray I , an 16M 
malntra me , and another baCkup (yeer. 

o Optional eauipment: Card reader, Tales 
(4' x 6'), Calcomp 4-color drum plotter . 

digitizer 

1 . Productivity justifications were strongly emphasized. 
fhe current technical statf of 400 0 perform more work 
tnan did the staff of 5000 In 1977 . They claim average 
increased enQineering prOductivity of 2S tim~s , and a 
decrease in analysis flow time between 1/10 and 1/100 of 
previous rates. An in,portant result is the incr~ase in 
design/analysis CYCles per un i t of time: a critical 
factor in building s~fer airplanes . 

2. £stimated cost ot all sites and eauipment to date is SiS 
million. The calculated return on this invest~ent is 
S5ij million: "Tnat#s worth a little more than one 747 
(worth S43 million) that we ' ve returned to tne co~pany . " 

3 . Price sensitivity is not an issue here due to the 
manager's political clout . Hard~are acquisition is 
directly a function of perceived needs . 

They claim 
for the 
mainframes. 
to the I GOA 

that their overhead penalties were too cost l y 
a mount of work they ~ere doing on the 

ThIs became a KeV motivation for the move 
~orkstation. 

5 . The developers felt they ~ere sensitive to user needs : 

o Uniformity of hardware and software across sites 
contributed Qreatly to the system's ease · of · use . 
All Sites contain identical eauipmen t and capability 
so tnat enaineers can be "at ho me wherever they qo" . 
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o A user survey was conducted to determine ~hich dumb 
terminal to purchase . Several ditferent te r ~inal s 
~ere brought in , and users ~ere allo~ed to try them 
out and express their opinions. 

o A subset of users requested HP terminals, a terminal 
type not included in the original ha r aware 
confiQuratlon . These ter~inals were eventually 
installed , not only at the reauestinq sites , but at 
EV~RY IGDA site in or~er to m~intaln consistency . 

6. Once data has been initially read into the system , a 
user need neve r worry about the details of the data 
for~at . The software hides all t~ese "irrelevant" 
details . 

7. They teel color is useful (e . g., tor 
complex graphs). Color is only found, 
Vector Ceneral Graphics Systems . 

disambiguating 
however, on the 

8. They are lookino for microprocessor hased communication 
and datahase interfaces. 

9 . Security Is orovided by physical control: 

o All equioment is used only at sites , overseen by 
site coordinator 

o £ngineers can lock up their diSKS at t~e sites . 
o All tiles are "protected" ty passwords! 
o All privileges are qiven to every user. 
o No terminals exist outside the site . "As soon as 

you put a terminal on a deSK you must assume a 
hostile environment . " 

o worKstations communicate only with other 
workstations ; no other com~unication lines are 
allowed. 

10 . Several training courses are orovlded by a full ~ tlme, 
in-nouse trainer . Tne basic users one ~eek trainlnQ 
course (half lab, nalt lecture) requires a ~orKinq 
kno~ledge of fORTRAN. An eieht-hour cook - book 
presentation is offered to managers . Ongoing 
instruction and help are available from the site 
coordinator, who Qoes throuQh three Months of intensive 
on - the - job training . 

11. They nave written their o~n documentation , and r ewrote 
and expanded the HELP facilities under lAS . 
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12. ThIs group exiblted consldera~le loyalty to DIGITAL, 
Including being active In Uf(US . ~uch of their loyalty 
can be attributed to their o revious DEC equipment 
pu rcndses (53 million this vear alone) . 

13. Th ey are a strong su rpo rter of lAS, and claim it ' s tne 
on ly decent operating system produced by DI GITAL! 

11 . Tney ran their own benchmarks on VAX vs . 11/70 . Their 
Initial result was that t nev saw no price/Derfor~ance 
i mp r ov emen t in the 11/780 over the 11/7 0 . A second 
be nChmar k snowed a ma rginal i mprov e men t in the VAX over 
tne 11 /70. They clearly had no i n tere s t in tne 11/750, 
and are waiti ng for the hiqher pe rf or mance VAX's to 
appea r . 

15 . Even witn the Vector General systems off - l oad inq muc~ of 
the g r aph ics p r ocessinq , manv of th~lr Drograms are 1/0 
pound . Th ey ~ant disks tnat a Te lar Qe r and taster t han 
RPOo 's, at a reasonable price. 

10. They sta ted quite clearly that DI GIT AL "S price struct ure 
on per i pheral "s is ~ay ou t of line. 

17. Why doesn ' t DIG ITAL sell a little t l ard~are box that 
would accept vector inf orma ti on (from a vec t or dIsplay) 
and output raster scan da ta (for a dot ma tri x Plotter ) . 

18 . "The 08000 is a screamer"~ 
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TO: 

SUBJ: 

PEG Da te: 
From : 
De pt : 
Ext: 
HS: 

23 SEP 81 
Rick Corben 
Corp. Product 
223-3123 
HL12-1IT39 

RE: EXERCISE IN CORPORATE PRODUCT STRATEGY 

Man agemen t 

Attached is the full write-up of the Exercise on Corporate 
Product Strategy (specifically Boeing) that I presented at our 
meeting on Tuesday in Bed ford. 

The appendix on the last page lists the objectives of the 
overall exercise. The cover memo lists some of my concerns at 
the time that I did the write-up. Specific comments and 
suggestions would be helpful in improving the vision of Boeing. 

Ijdm 
RC1.S4.41 

Attachments 
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SLJbJ: uLJi< i:.hlhClbi:. 01 .. Thi:. cu1'.PORATt. f-RC.uuC'l ~'lM1"l.G) 

Atcacheo please tIna cne wric e -up ot ou r exe r CIse on cue (orporat.e 
.l-'roouct ~ tr a t e9Y . Please r eV I ew ana s~no suggesceo reviSIons. 1 
tnlnK tnerc IS a lot ot r OOf.1 ror UT,provement! lnaeeci , t.ne UOCUr.lent 
raIses a multltuae ot questIons lncluulng: 

1 . ~"nere IS no na~e [ o r toe Corporate ~rooUCt btrat.egy . l- or thIS 
WrIte-Up , 1 call~o It Pul:.tslte u • 1ne name IS suff ICIently 
hloeous tnat no one snoulO be confuseo IntO belIevIng tnat ~e 
ln teno to marke t ~nytnlng lIke It o r toat we nave concrete 
aevelo~ment p~ons to ?rouuce anytnlng lIke it . it ~as an 
exe r CIse onlY ! 

~ . UIO we generate a r ealIStIc contlguratlOn ana ~ realIStIC 
pr Ice even tor a weal tilY custom.::r sucn .. s bOelny"f \.e 
ny pothczleo a rel~tlvely nornogeneous ~opUlatlOn 01 ~n91n eers . 
Locsn ' t toe real worlo have a g r eate r OIVerSlty 01 e ngIneers , 
t~cnnic i ans , cecnnicul wrIte r s , ~tC . f voes cv.::ryone re~llY 
neeo a bUV~Xf une at tne real aovantages 01 tne LI:.LsltE 
concepc IS I tS ab IlItY to conlorm to tn~ Ol vcrslty 01 r eal 
wo r l~ enV lr onmencs . Loulo we rnnke ou r ~lctu r e ot uoelng more 
re.Jlistic? I. oul~ we e no up WIth a mo r e appealIng ~)(lce"t 

InCloentally , 00 we r eally nceo ~wo sec r eta rl ~s In eacn 
oepa rtment. . It tne ~I.JVA)\s ffiunage telephones , calenoars , ma ll, 
etc ., I sn ' t one sec r eta ry enougn? 

~ . 1he most cost - senSIt I Ve part ot our hy~othetical contiguration 
was tne bUVA~ ~orkstatl0ns . 1"ncy r ep r es~nt most 01 tne 
naroware COSt . 1neir strategIc s l gnltlcunce ~no tne neeo lor 
a really competItIve prIce IS ObVIOUS . 

4 . 1he olst rl butlon a t [UnctIon bet~~~n tne ~LVM)\ worKStotlon anu 
the Con~utatlon ~erver WI ll be an essentIal el~rnent 1n 
explainIng the benet ItS of our nypothetlcul cont l guration . 
It tne co ncep t is not wcll -oel1n~(J ana l~plcmenteo , ~c en~ up 
Wltn u bLVA)\ whIcn I S l lt.tl e mo r e than an ovcr - ~r1ceo ApPle or 
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wltn a l\<lUtl!US wn l ch 1 5 a lelt-ave r tran! the bygon~ era 01 
time-snaring . 

5 . 'J'he clea r Incompat l b i lity between ove r cu r rent software 
pricing mechan i sms ana ou r vision of futu r e co~puting 
~nVlronments IS lr i gcltCn l ng . btrateglc tacus on tnls ~ r oble~ 
IS as In.poctant as ou r l'o'i oevelopment plans ! 

o . ~noul0 toe tllcse r ve r really be J-ll rath~r than 
;:,corplo-baseo: 

7 . vu r cOntlguratlon usee a Cl [or each ~~nus pai r. 1 assume 
that we really ~oulu mix systems ano Cis tor greater 
availability . 

b . Is it r ealistic to ass ume toe use at Ultma l l In 
corporation With la r ge numbers 01. 16~ systems? 
entire uLCSltC concept be uestroyea by tOO man} 
W~ c~nnot COntrOl: 

a l"rge 
~ i lll t oe 
st.Clnoaros cnat 

~ . I.e rcally sooula oe more spec1f1c about tne eng1nee r1ng 
appl1cac1ons runn1ng 1n che net~ork . 

1" . 'lnere are 
bU1lo1ng . 

rougnly l,luu nooes on cne slngle ~1 1n tne 
rerhaps , we naa better sW1tcn co mult 1ple 1'11 ' 5 . 

11 . Ii tne ~autllus conputac1on server 1S only ~ to 3 t1mes laster 
than the ~corp1o , w1ll anyone actuallY use It? 

col low-up sesSlons are be1ng pl~nnco to work on some ot tne ocner 
customer env1ronments ot 1nteresc . 

/)om 
ht!. b4 . 41 
J.\C tachr.ten c 

JUhL'li Al)At-j~ 

J.'E:..'ll:.h Clil·d,Lll\ 
LLJ LAZI\}.. 
.klCh Ll:.~.Ah 

hL:, M:.LL l~~ 
J""III ... l.J' hl:.l:.1-1:. 
Gl:.L+i{~l:. 1'Hl~!)t.LL 
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CU~'J'''h<'k: 

1he customer lS a large Lnglnee r lng organlZatlOn wlthln a maJor 
fortune 5~~ manulacturer . It 15 composea at 7~ separute 
aepartments . Lacn oepartmenc lS assumeo co have t~O 

secrCC&rleS £no on~ manager . ~ne englneers requlre 
suostantlal computatlonal support lOr tunct10ns such as lln1t€ 
element analys1s . ~ne customer 15 a sopn1St1catea ~na 
exper1enc~a computer user . Tne pr1mary obJect1ve IS m~x1m1zln9 
the prooUctlv 1 ty ot the en91n~crs . 

In aoaitlon to toe LeC equ1pment at tne Slte , tnere 1S a large 
h - ber1es IB~ mach1ne w1tn subStantlal on - Ilne OlSK storage ana 
3b5u noneycomb store . A large cue corr.putatianal englne also 1S 
avallable . 1he customer began uS1ng L1g1tal Vhh systems elgnt 
years ago ana n£s oeen oU1101ng a porctol1o ot eng1n~erng 
appl1CatlOns Slnce tnen . 1ne customer a~C10ea on a 
DLCs1te/Lng1neer1ng enVlronment because ot toe un1que conerence 
of the comput1ng capab1l1tles lt prov1oes ano the richness of 
the ava1lable sott~are . 

CuNr l~l.ihATl(,I1' : 

Tne total contlguratlon lS eaSlest to unoerstana by conslaer1ng 
tour levels : 

lqul~ment at inolvloual oesks (rig . o~sk) 

~u1pment In each englneerlng oepartment (flg .aept . ) 
Lqulprnent sharea by several departments (Llg . shareo) 
Lentral [acillty (tlg . central) 

~ach IS shown In the attachea charts . eve r y manager , 
secretary , ano engineer nas a personal computer on hiS c..esk . 
It 15 tne only termlnal on tile oesk . 'l'ne manager ano 
secretaries 00 not have 5ignlt1cant computational requlfements 
so tney use economIcal systems 1n tne C'l'21J1I famlly . The 
engineers make Ileavy use Ot oynamlc grapnlcs so tney requlre 
tne power ot a ~~VAA workstation . uepenolng on the neeos at 
the inolvlau~l ~ng1ncer , oitferent ~l.ivAX contigurations were 
selectea but , tne average prlce was only $35,LlIu . 

A ~LC11leserver tYPically provioes an aooitional ~igabyte Ot 
or ·llne storage tor tne computers In tne oe~artment . It 
COnt~lns th~ oepartment ' S sharea oocuments (s~eclflcatlons , 

stanoaros , etc . ) . Also , the tlles storeo on tne lnolvioual 
~orkstatlOns are " backeo-upfl to toe server automatically so 
tnat users 00 not Ilave to worry about protect1ng tnelr valuable 
work agalnSt equlpm~nt faIlure . 



~ne Inolvloua! systems are connecteo to toe tile se r ver v i a an 
1. 1 coaxial cable talso known as 1:.tnernet cable) wnlcn runs 
througn the bUllo l ng . t-lI was selecteo because it I S 
lnexpenslve , yet provloes the hign-speca (IL ~egablts/secono) 
requlreo lor transferring Llles . "Iany snareo oeV l ces (e . g ., 
printers ana other D~t computers) ~s well as some nOIl-~Lt 
oevlces also ar~ connecteo to tile same ~I . ~nyslcal connection 
to the ~l 15 easy , ana lt nas tne oanowlotn necessary to 
suppo r t tne large number ot oeVlces Wltilin tne bUllolng . 

bince some aevices have enougn capacity to serve more than one 
oepartment , they are shareo ny several . for eXample , ~ Ole L~l 
elect r onic p r inter o u tputs lL-l2 pages per mI nute . In oroe r to 
nave prInting capability conveniently locatec , one unit is 
shareo by tWO departments . Tnus , the r e are 35 un i ts i n the 
bUllaing . Also , shareo by two oepartments IS the VkX ~aut l lus 
"compUtcJt:lon server ". 'lnlS IS a powertul VA.X p r ocessor (2 . S 
times ~ ll/ibu) . It IS tOlally compatlble With tne b~VAX 
workStations on eacn engineer ' s aeSK . but S i nce toe 
workstations are occuplea running tne oynamlc alsplay , they 
seno any significant computation to the ~autilus se r ver . 

'j 'he managers ana even some ot tile cng Ineers may require access 
to a large Ib", computer In tile bUllalng or at otner locations 
owneo oy the customer . five oepartments snare a ~~l. 
ga teway /bl.A . 'ln 1 s oev Ice , connec teo to the hI , prov loes the 
necessary communication to Ibh nlachlnes . for InStanCe , a 
manager seateo at hlS t'l '25t1 can query a c.atabuse on an Ib~. 
system ana extract uata ana reports . '1'0 tne Ibh mal.:hlne , the 
C'l ' appears to be a 3~7~-class terminal . kIso , tile Ib~ machine 
in toe bUllolng has a large archival storage tacil i ty . 'l'hus , 
many flIes are sent tnere when tney a r c not In nee a ot trequent 
upoates . 

Another shareo oeVlce is the L~CN~T/X . ~5 koute r. Th r ee 
oepartments snare one . It connects to X. 25 publ i c packet 
networks wtllch is usetul for accesslng d number of commercial 
oata services (e . g ., scientitic ano legal abstract services) . 
Also , the same units provloe [J1:.CNE.'l' COmmunicatIons to the 
customer ' s Dlt computers at other locatlons for exchange ot 
tiles , electronic mall , etc . 

flnally , tne custorr,er's engineers prouuce lilrge volumes at 
oocumentatloln ana speciilcatlons . hlgn qUilllty prlntlng ana 
pnotocOmposltlon capabliity lS requlreo at several locations In 
the bUllolng . for every l~ oepartmencs , tnere IS a SUitable 
unIt supplleo by Xerox or another venaor . It IS connecteo to 
tne Nl VIa a u~Cgatew~y/printer ~hlCh translates the stgnaaro 
communiciltlon protocols on the ult computers Into tile commanas 
necessary to control the non-~lC prlnter . 



1~ere is one large central computlng t~c111ty In the ouil01ng . 
It 1S tne only location wltn a computer o~cratlOns Statt . (All 
ot the other locatlons a r e either unatt~n~ea or operatea 
o1rectly by eno-users . ) The large IbN h-berles rr,alntrame IS 
locateo here along witn a large system manutactureo oy CDC . 
'lnere gre tlve large LI:.C "aatabase servers" . l:.t.ch IS composea 
ot a palr at ~enus (3.5 tlmes an 11/7o~) processors ano l~ 
~igaoytes ot on - 11ne storage . 1ne ~rocessors are totally 
compatlble with ~UVAh workstatlOns ana the autllus compuLers . 
~ney provloe rapla access to a numoer OL large, shareo 
aatabases . f:.acn processor palr has a reaunoant palr of h~C-5" 
lntelilgent olsk controllers managlng ten kA~~ (l . L ~b) oisks. 
1he processors ano hbC-5~s a r e connecteo Wlth a CI nlgn - speea 
lnte r connect to achieve a hign-avallablilty ~AX system cluster . 

In aoaltion to aatabase service, one ot the YAh clusters also 
runs tne LI:.CNI:.1' ~etwork ~.anagement taclilty. 1'nlS proouct 
provloes continuous status ~no performance lnformatlon about 
tha networ~ In the builolng. 0ne or more at the clusters alSO 
runs ".lJX211~ software to interconnect the Cot computer w1th tne 
rest ot the network . 
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ENGINEER'S WORKSTATION 

Graphics - Oriented 
SUVAX System with AZTEC 

(21F + 21R) 

Engineering Applications 

Graphics Mgrnt System 

Programming Software 
FORTRAN 
PASCAL (ADA) 
Small Talk 
Step 

Database Software 
Oatatrieve 
CDD 
Local ROMS 
FMS 
Des i90 by Forms 

Communication Software 
DECNET 
SNA Access 
X.2S Access 
Xerox Access 

Office Aids 
Word Processing 
Mail 
Calendar 
File Cabinet 
Telephone Mgmt . 
Directory 
Desk Calendar 
Digicalc 
Prof . Time Acctg . 
Mini PERT/COST 

Presentation Aids Package 

Standard VMS Utilities 

EQUIPMENT ON INDIVIDUAL DESKS 

MANAGER 'S WORKSTATION 

CT250 with 10 Mb 
Mini -Wini and floppy 

Graphics Mgmt System 

Programming Software 
BASIC 
PASCAL (ADA) 

. Small Talk 

Database Software 
Datatrieve 
Local ROMS 
FMS 
Design by Forms 

Communication Software 
DECNET 
SNA Access (includes 
3270 emulation) 
X. 2S Access 
Xerox Access 

Office Aids 
Word Processing 
Mail 
Calendar 
File Cabinet 
Telephone Mgmt . 
Directory 
Desk Calendar 
Dig icalc 
PERT/COST 
Budgeting Package 

RCI. S4. 41 

SECRETARY'S WORKSTATION 

CT220 with Floppies 

Database Software 
Datatr ieve 
Local RDMS 
FMS 

Communication Software 
DECNET 
SNA Access (includes 
3270 emulation) 
X.2S Access 
Xerox Access 

Office Aids 
Word Processing 
Mail 
Calendar 
File Cabinet 
Telephone Mgmt. 
Directory 
Desk Calendar 
Digicalc 

In-House Publication 
Package 

, 
______ ~ ___ .. t 



EQUJPflENT SHARED BY S F:Vr: RJ\L OEPARTI1ENTS 

IBa SY STF:II i:1 1811 SYSTr.llS SYSTF.: IS at 
Cr.nTRJ\L FACILITY at other o the r 

LOCATIONS LOCATIONS 

SERVES 10 DEPTS . 

$ 20K $300K 
S20K S2SK 

" XF:ROX" PRINTF:R IIIGH QUALITY Serves SNA GATEHAY Serv es I1F:CNF:1' . X. 25 
GATEi'lAY " XEROX" PRI NT F.R OR 5 OC'pts. 3 Depts . GATE\iA Y /POlITr:R 
PLUTO PHOTOC01 IP SYSTF:H PLUTO 

PLU'!'O 

' J • ... NI 'Wi t hin 
'" --.------ .. _ __ ._ 00- --

BUI LDING • 
'" 0 

" • '" 

~ -::: ~ ) ,:: :::; ,:: ..... 
CO:·\PUTJ\TIONAL F:NGINE PAGE PRINTER 

NAUTI LU S F.Pl 
2.5 X 1l/7AO 10 - 12 pg/min 

R8 1 R81 R81 R81 32 !·tb 
2 Gb 

"- ..... "- ..... S2Sy,: 

S 300K SF:RVF.S 2 Or:;PTS . 
SF:RVF.S 2 Or.PTS. 

RC 8/25/Al 
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NI .... ithin 

BUILDING 

:::: 

RBl f- RBl 

LOCAL STOMGr. FOR 

Standards 
Specifications 
Snared Data 
Disk Backup 

ItANAGER 

CT250 
10 l<ib Wini 

SBK 

PDX 

Connection 

"TYPICAL" DEi'ARTHENT (70 in BUILDING) 

...." 
$55K 

FILE SERVF:R 
- J11-U 

1 Gb 

J 
L>II 

SECRETARY SECRF;TI\RY 

CT220 CT220 
Floppies Floppies 

S5K S5K 

PBX PBX 

? UNIQUE FOREIGN DF:VICES 
ON NI 

WI Ull 

/ '" f:NG IN F.F.R BNGINr:r:R 
(0 .7 X 11/7AO) (0 . 7 X 1) / 71\0 ) 

SUVl\X SUVI\X 
21 F + 21R 21 F + 21R 

$35K $35K 

PBX PBX 

10 F.NGINF.F.RS 

RC 8/25/R1 
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Building 

LARGE CDC 

NUMBER CRUNCIIER 

CENTRAL FACILITY 

" 

Rt II-SJ.:r.IF:S S'iSTEIt 

RY tJ\RGF: Oll-LINF. 

DISK CAPACITY 

fJ I\RCIIlVI\L STOR1\GE 

ACCESSED VIA 

SN}\. GI\TF.HI\YS 

,------------
nC B/25/01 
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for purposes of pricing , we can conSloer a single oepartment 
ano allocate Its sha r e of all the equlpment usco by multiple 
aepartments . (Note : Tnis estimate aoes not lncluae the coSt 
at the Ibh a nd CDC. computing equlpment . ) 

t-Ianager I 5 C']'2511 
bec retary ' s CT22L 
l:.ngineer ' s SUVA>' 
Jll-V Fil e berver (1 GB) 
~autilus Computation Server (w/2ub ) 
E.P l Page l-'c inte r 
DI:.Cl\L'J'/>' . 2.~ ~CJt.eway/houte r 
l>1:.(.gate\¥Q,y/~I\J\ 

"Xerox " YClnter ano Gateway 
Venus uatabase ~ecver 
l>ilscellaneous t-41 a nCJ Lflol cabling 

cos t s 

haraware wltnin bUllolng 

Lay~rca ~ottware Prlce 

'JOtal Pr i ce lor Gepartment 

YClce per l:.nglnee r = ~lu3K 

b 
5 

35 
55 

3~u 

"5 
25 
2. 

):tu 
IIJt.tJ 

Df.P1 • 
Cv~T .h 

b 
lv 

:>SlI 
55 

15" 
13 , , 
n 
b4 

• 
71, 

3"b 

1,u.4:.7 

PlkCE.l~'J 

ur 
'l'lJ'J nL 

H 
1 

34 
5 

15 
1 
1 

> 
b 

'l 'he p ri ces a r e app r OXimate ana baseo on best current es tuna t es . 
1nere IS no mean ingful mechanism tooa y for pricing tne software 
at a DLCS ltc with 7~~ bUVAXs so the assumption was simply maae 
that layerea sottwa r e wo ulo constitute ~v% 01 th e total system 
price . 

Si nce eacn o t the personal compute rs has ~ telL~hone ma nagemen t 
system with a n au to-answe r mocem , eve ry user can o l a l Into hiS 
personal computer from a nome terminal . ('ln e re IS no neea tor 
a terminal concentrator in tnls configuration . ) 'l 'ne cost ot 
home terminalS has not been Incluoe o but coulo go as hign as 
~o~K to p rovia e a CT2~u for eac h of the ten e nginee rs . 
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1nls IS a very "rIch" confIguratIon In terms ot both cap~billty 
ano prIce . ~ne total spenolng on DbC haroware ano software IS 
close to ~7~ millIon Dollars . hhlle thIS IS very hIgh , the 
capItal per engIneer requirIng thIS rIch set of capabilItIes IS 
only ~1~3 , L~~ (eXCluDIng non-D~C gear) . ThIS customer maKes 
lIttle DIstInctIon among the 7~~ engineers . ~ach receIves ~n 
extraorOln&ry array at haroware ana soft~are tools . hany otner 
custoffiers have employee populatIons WIth greater OlverSlty at 
talent, assigneo taSk , ana computIng requIrements . ~ney \loul0 
cnoose a UbCslte confIguratIon or greater olverslty . For 
InStance , tne r e probably woulo be neavler use of tne lower COSt 
C1 ' systems . ut course , the option or matching the component 
system to the neeas of eacn IndiVIDual use r IS one of the great 
strengths of D~CSlte . 

Tne &Ltslte blmulatl0n ~roQram IS avaIlable Lor customers whO 
neea to estImate toe performance o~ Iroposeo ~~tslte 
confIguratIOns . It asks queStIOns about the workloaa on eacn 
or the systems In the network ana then estImateS the response 
tIme ana througnput WhIch can be expectea . using tnls tool , 
customers can oeslgn toe D~Cslte canrlguratlon which meets 
tn~lr neeCis . 

1'.H.lI~·rLtl.A.I.CL Ph 1 LU::;lI}-'hY : 

Toe LlCSlte ~etwork hanagement ~acility (N',F) runs continuously 
on one of the VAA processors In the bUllolng . It monItors 
network status , reports outages , ana provlaes perLormance 
StatlstlCS . blnce tnere are m£ny nan-U~t oevices on the hI , 
the ~~F 1S able to olagnose proolems to tne raIlIng unIt on tne 
~I so tnat approprIate maintenance personnel can be calleo . 

All of tne DlC equipment can be olagnosea remotely trom [,lgltal 
ulagnost1c Lenters . 1ne ~A~ systems (lncluo1ng ~uVAXS) are 
connecteo o1rectly to tne builolng ' s PbA so tney can be 
olagnoseo by Olrec ~ telephone connectIon . lItner D~C prooucts 
can be olagnosea tne same v.ay or through the Nt-.f over the I'll . 

::, Y!::.'J·UI ";Ar.At,l:.h E." '1 ' J-h 1 L0!::.CJ-h 't : 

The LE.<.site confIguration operates .... ltn a minur,um or personnel. 
".ost ot tne equipment runs unattenoeo (e . g ., rile servers , 
gatew~ys , etc . ) or operateo oy the eno-use r s (e . g ., hPl prInt 
server) . 'lne L~C eqUIpment in the central tac1Il~y cun run 
unattenoea especially at nlgnt ana over v.~e~enos . ho .... ever , an 
operator usually IS 1n attenounce uurlng the aay to respona to 
tl.h. r eports , mount tapes , e~c . 



~ystem programmlng r equlr eme nt s also are mlnlmal. ~lnce tne 
system software IS composeo 01 stanoaro D~C prooucts , th e ma J or 
act Ivity IS In stal lIng new rel ease s ; ana this functlon IS 
s uppOrted oy a stancara t ea ture In the ~h~ for keeplng track at 
a na in s talllng (vla tne Nl) the softwar e on each system in the 
networ K. 

~nus, tne oata p rocesslng o r g~nlzatlon IS tree to concentrate 
on system plannlng , special appl l cat l on aevelopment , ana user 
support . 'J'lIey a r e not bu r aeneo wltn sU:lple user questlons on 
system usage, Slnce eacn D~t macnln e has a powe rful on - lin e 
nelp ana selt- lnstr uction lacillty . ~ l m il a rly , the statt wo r ks 
only on r elatlvelY complex app licat l o ns Slnce s l mple one s can 
be r eao ily i mplemen t ed oy the use rs themselves . ']'h is 
translates into highly p roa uct ive computing achieveo with 
mlnimal stafr -- an eve r mo r e Important facto r as tr a lneo statt 
gets haraer to fino ana mo re expens lv e to r eta in . 

'l'ne custome r ala not install the en tlr e conflguratlon on June 
31.; , 15166. hather , It grew as a se rl es of Incremental 
acquisltlons start ing witn tne cus tome r ' s tlrst VAh in 1~7o . 

Tne customer was able to match the yreclse g r ow tn pa ttern of 
h l S o r ganlZat l on ana computlng neeos . Tne system best-sui tee 
to an InDlvlaual ' s neeas was placea at that Inolvioua l ' s aesk . 
'J'ne sn.;:. r ea tacilltles we r e Oe t ermlneo on the basls o t eacn 
oepartment ' s act ual requlrements. As com?utatlonal neeDS 
Increase In tne iuture, tne number ot computatlon se r ve rs can 
be increaseo . 'llle same applles to tile, oatabase , print lng, 
ano ather requirements. 

U~I~Ub tAPAb lLI'J ' lF,b: 

~LCslte provloes the customer WIth cohe r e nt computing : 

ComprehenSIve - ulCsite oife r s the broaaes t pOSSIble 
range or computing trom a small pe r sonal compu te r for 
a few tnousano oollars to large yAh cluste rs fo r 
several millIon. boft~are IS available [or o tflce 
a UtOmatlon , traD i tIonal comffierc l al aata processlng . 
ana englneerl ng ana scientifIC appl i cat I ons . D~Csite 
also Interconnects to tne customer's no n-Ole 
eqUIpme nt . 

Compatible - ~ser p roouctiVlty In L~Csite 
Installatlons 15 slgnlficantly enhanc~a by the 
compatibility of the D~C so(tware . He-prog r amml ng 
ana eata converSlo n a r e nat r equl r ~o to move f r om one 
machlne In tne network to unothe r . Data manlpulateo 



oy one program (e . g ., ~otatrleve) IS Immeolately 
aV~llable ana useable oy others (e . g . , Llglcalc , 
to.all , etc . ) . 'l'nls uniform , graceful treatmo?nt at 
aata means tnat users can apply tne inalvlaual DhC 
sottware proQucts In a simple , Intuitive fashion. 
Lsers can think about tneir Information ana oeclslon 
neeas lnsteao of crying to ~emorlze a list at scrango? 
qUirks ussociateo with eaen procuct . 

lomprencnSlble - 'l'ne large number Ot so1.tware 
p r ocucts available on eacn Uhe workstation brings 
with It a oanger. how c~n orolnary users ~earn to 
wo r k etf l clently with so many separate prouucts? vi 
course , eacn proQuct has on-line help ana SCll
instruction facilities . But users neeD to 00 real 
work , not stuay tne features at a computer program . 
DhCS l to? prooucts aVOIO the long learning-time ana 
rapia io r gettlng - tlme synorome by h~vlng g common, 
unlfieo commano Interlace . 'l'he rUles for operating 
one prograffi nave tne same style as those tor all tne 
others . experience with one program makes It easy to 
learn another . In comblnCitlon with compatible 
oata-handllng , the DhCslte prooucts ofier an 
unparallelea enhancement to tne proouctlvity of 
system users . 

Cu,..pe'J' I'l'lvl ... : 

hacn at the component pieces at a Lhlslte contlguratlOn IS a 
hlgnly competitive , quality pro~uct In ItS own rlgnt . hltn 
broJ.o-baseo competition tram IbN , .Japan , ana tne packogers at 
semlcompUter chips £no with the olverslty of markets In wnich 
~ll operates , none 0 1 our proQucts IS Without Significant 
COl7lpetltlon . lach must be built on funDamental strengths sucn 
as VAX Drchltccture , competitive pDcKaglng , cost-et1ectlve 
storage , etc . 

1ne real uniqueness offereD by ucCslte IS ItS sheer breaotn ana 
coherence . here uigltal IS Without com{Jetltlon. l\0 onc else 
can offer tne same capabilities In 19bb . 

IBh 1S tlea to 37~ (batch) so1tware architecture because of ~C~I 
competition . Integrating these traDitional proaucts w1th the 
smaller , more Interactive style at Qlstr1butlng cOl7lputlng 
forces oeslgn compromises coat keep IbM prooucts secana - rate . 
\,Itn Japan rocus1ng on cast-cuttlng Inlltation of ISh ana kpple , 
tney are not likely to be leaaers In the ocvelopment ot tne new 
computing style exern~litleo by ulCSlte . 

• II 



~ne (ep~ckagers of Intel ana otner chips 00 noc nav~ the 
brcaoth of haro~are or sottware to compete wltn DlCslce . Xerox 
may know the office , but ICS follow-througn on programs outsloe 
reprographics IS questionable ana their ability to compete In 
cne oaca processing arena IS wcll-establlsnea! 

1hus , uLCslte aoes not relieve any competitive pressure on 
Indivloual proouccs. buc It gives uLC a unlGue set of 
capabilities ano a unique market Image base~ on tne quality of 
our overall architecture ana VISion . 1'llat IS a traoitlonal 
strengtn whicn has always workeo well ior us. ~,any cuscomers 
buy a 32-bit VAX system not for what they neeo tooay but for 
wnat they might neeo in the tuture . 50 too, customers will 
tavor prooucts that fl playfl In a ulCsite enVlronnlenc not only 
tor what they can 00 by tnemselves but also for wnat tney can 
00 wnen combineD with otner Dle prooucts . 
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Goal & Constraints 

1 . 1'YPlcal cust.omer Site configuration that we .... ant to sell In E'Y ' &6 
basea on torporate PrODuct ~trategy . 

2. Concentrate on building w,th,n worlowloe networks . 

3 . Consloer Cl ana other technologies In additlon to ~1 . 

4 . 0ur output shoulo be a basls for a "~roouct brocnurc " (Look 
througn a customer's eyes . ) 

5 . Conce n trate on proQuct teatures/attclbutes that are not owneo oy 
a single Program 0fflce . 

Characteristics at DcCwoclo 

1 . Component ~ooes - haraware/~oftware 

2. Interconnects 
3 . Price 
4 . hppllcatlons belng useo 
S . ~nlqueness - customer benefits unique In tne marketplace tram Oct 
6 . Per forma nee expecta t ions 
J . halntenance philosophy 
b . Gro .... tn pattern 
9 . Relation to other COfl,r.lunications facilltles (IJB)" , Sl'iJ\ , )...L~ , 

D~CH1') 

l~ . kelatlon to othe r competicor ' s systems 
11. tontorJilance to stano.J.ros (l:.xternal/incernal) 
12 . Connectlon of foreign entitles to envIronment 
l~ . ~yscem management Fhl1osophy 

Critical LnVlronmcnts fo r Stuoy?? 

1 . Laboratory/kesea r cn/l:.ngineering 
~ . hanufactur1ng factory 
3 . Computer room 
4 . ~mall busIness 
5 . Offlce 1n large organizat1ons 
6 . l:.mbedoeo applicatlons 



/ 
Participants - Customers 

. , 
International Harvester - Loren Gilmore 

General Motors -Dale [.arson and Chip Lackey 

E.I. duPont deNemour - George !(eenlln 

General Electric - Jim Fitzpatrick 

U. s. Steel - Jeff Edmundson 

Georgia Pacific - Gary Brannan 

Simpson-Sears - Maurice Anderson 

British Leyland - Mike Colin 

Renault - Claude OuCrocq 

Bayer-AG - Walter Neveling 

ADP - Jim Wa tscn 

Pratt, Whitney - Arthur Simonian 

• 
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2 . Systems Design Task 

The second workshop again provided" loosely structured, 
interesting task to wrap up the semin.er ". For this 
workshop, the customers were divirled into four groups of 
th r ee each , and the groupings were primarily homogeneous. 
For example , o~e group was comprised of G!'o1,. Renault , ane 
British Leyland customers; another was DuPont, U. S . 
Steel , ~nd Sayer AG . 

The objective of the task was to examine specific 
applications ann their relation to the tot.!l 
communication network .!s perceived by the customers 
within five yea rs. Monitor Mahoney provided each group 
with a 4' x 5' piece of posterboard, glue, and paper 
cutouts in shapes geneclJted by an ISM template. The 
shapes representee various hardware components of ~ 
computer system . The four groups, based upon the 
priorities of applications estl!blished in Workshop T, 
were assigned the task of deSigning, respectively, (1) 
distribution / warehouse management, (2l em inspection and 
test, (3) a wet make (process manufac!.uring), and (4) a 
dry make (discrete manufacturint)) system . The groups 
were encouraged to label the hardware with regard to any 
special features or cir.tensions requirerl, and were 
encourage~ to show how the . specific station comnunicated 
with local and remote hosts. T~e groups w'!re given 45 
minutes to complete the tasks. 

The reSUlting system.s are portra:yed here (see following). 
Each group presented their system for approx imately ten 
minutes. We will not attempt to re-create pres~ntations 
here, but point out key features . Further expl~mation of 
the enclosed ~iagr"ms can be c!erive~ from enclosec'l notes 
(see notes) or by contacting Bill Mahoney or \>Ies Melling 
of MOC. 

Warehouse Management by: Simpsons-Seers, Georgi;' 

o 

Pacific, AOP 

Full cree it / accounting/order entry comr.lUnicilte~ 
CRT throughout ~ystem cl":e-:ks cone on line 
warehouse. 

vi.; 
at 

o Color requi rer to high! ight b:tcl crcd it, full orfiers I 

generally to assist lower grade employee cornpletp 
transactions (need transaction processor) 

o Lower right Clift is a ·picker 
automated color screen right 
transactions - possible wireless 

- hlITlan operated or 
0:1 the c~rt, doing 

appl ic~tion . 
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Inspection , Test by: International HlIcvester, GM, 

o 

o 

Pratt &. Wh i tney 

Upper left is central engineering 
billions of bytes storate required . 
application. 

d taw! n9 5 
Graphics, 

Ultra-high-speed c omm lines needed 
station (lower left, right, center) a nd 
through loclIl , central hosts. 

between 
drawings 

bank, 
col or 

wo r k 
bank 

o Flow: Tester ~t work station suspects defect, uses 
color graphics terminal to draw print from cent r al 
bank via central host and local plent host. Uses 
color to highlight print area where defect suspected. 
Records through terminal data on defective PAct or 
assembly, sends to local host .... hile drawing stored 
locally or In terminal . 

o Othe r applic"tion s as listed at station (lower 
right) . 

Process Manufacturing by: DuPont , Bayer AG , - U. S. Step.l 

o Key is interconnect of plant hosts; USA ts 
interconnected - Europe -serially connecte~ 
makes central cross too expensive). 

full Y 
(co· s t 

o RJ£ is comm architecture of tod~y; SNA future. 

o Micro's handle" I/O proceSSing at stations along 
"dataway" . 

o Terminals for maintenance . status 
accounting. etc . Color , grl'lphics 
copy requi red. 

checks. pror.ess 
utilized. Harc1 
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Press Plant by: GM, Renault , British Leyland 

o Auto~ottve process st~~pin9 out floor p~nels . 

o fully automilte::! through computer controlled robots 
which d r aw .enc sta l':l p steel . No hLrTl8nS within "comm 
lines" block. Humans outside at terminals check 
status through sensors (micros) and t.v . monito r s. 
Keyboa rd and CRT terminals within robot space are for 
maintenance pe r sonnel for troubleshooting and status 
only . Another ·possible color, g r aphics application. 

o Dual " 11/80 " processors control robot net ..... ork. 
Message : We a r e good at utilizing ll!; - bit 
a r chitectu r e , so plellse give us a bigger 11 vs . 
conversion to 32 bits . 

o StoralJe of completed 
apparatus as described 
] lkely pure robot . 

panels connotes "picker"-type 
in warehouse system , but more 

Photographs of the completc~ systems are within the 
pack~ge. Response to the .... orkshops on the part of 
customers was very positive; they very much enjoye~ being 
left alone to interact and complete their tasks. One 
issue did arise - the five year hor12oni customers wanted 
to know if they ".:ould heve to wait five years for the 
terminal we describecL Art: Willir.ms, Terminals Group, 
deftly explained thilt in the proposed modular terminal, 
Digital Wi!lS taking a large step to ..... a r d producing e 
terminals family who·se technology would remain viable for 
far beyond just five years; this contrasted ..... ith the 
Company's past developnent of really point proc1ucts in 
the terminal l!rei!l, and therefore, ..... hile five years might 
be pessimistic in te r ms of the rcs of the first members 
of the modul('lc termin""l family, it ..... as a good est1r.late of 
the timing of developing a solid family which would last 
ten years and beyond. 
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