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Subj : U/I: QAR breakdown for the FUJI effort

Peter,

This is the QAR summary that we talked about.
Regards

Bo

FUJI SI Problem Management

Data from Feb 10, 1993 to May 2, 1994

QAR'S BY PRIORITY

Priority Levels Total # % of
of QAR’s QAR’'s

Showstoppers 25 15%
High 40 24%
Medium 58 35%
Low 42 26%
165 100%

65 QAR’s (or 39%) were showstopper or high priority QAR’s.

73 QAR‘s (or 45%) were integration issues (approx 70% of these
were either Showstopper or High)

QAR’S BY PRODUCT

DECNET OSI 19%
J-products 15%
ACMS 15%
RDB 7%
OPENVMS 5%
DEC C/VAX C 5%
FTAM 3%
DCE 3%
MCC 3%
QMA 3%
other* 22%
layered
products

100.0%

QAR’S BY TYPE




CODE BUG 35%

INSTALLATION 26%
VERIFICATION 25%
PROD. DEFINITION 8%
DOCUMENTATION 1%
OTHER 5%

Total 100%




PATCHES/KITS APPLIED TO FUJI INTEGRATED PLATFORMS

The following numbers represent patches/patch kits delivered and installed
on the Fuji platforms to fix reported QAR’s. As each FIPS included a larger
number of products, and more integration testing was done on later FIPS
deliveries, it is expected to have an increasing number of patches.

FIPS-A 5
FIPS-B 7
FIPS-C 16

FIPS-D 14

Grand Total of Patches or full kits

ACMSxp

DECnet OSI
J-VMS
DASL/ACMS

DCE

DECnet DNVAPP
J-DECSCHEDULER
J-DSM

OSI Toolkit
DCSC

J-UCX

J=-SLS
DECSCHEDULER
J-DEC PRINTERSERVER
J=DEC PRINT
J-DECforms
DEC Rdb

CRL

ZKO Debugger
DEC C

J=-DEC Rdb
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Current

Definitions Of Priorities For QAR Entry

- - -

Stopper/l1 - One of the following conditions must exist for a problem
to be classified as a show stopper problem:

The user cannot use the system (i.e.; System Crash, System Loop,

User Process Fails Frequently, Severe performance degradation).

The user cannot use the product (i.e.; Regular Product Process Crash,
Startup Procedure Failure).

o High/2 - One of the following conditions must exist for a problem to be

classified as a high priority problem:

The user cannot use an important function of the product and has

ne work around.

The user cannot use an important function of the product and has a
work around. However, in order toc apply the work around, the user
must modify a significant portion of the customer application, making
the work around impractical or overly expensive to implement.

o Medium/3 - The following condition must exist for a problem to be

o

classified as a medium priority problem:

The user cannot use a function of the product and has a work around.
The work around is easy to apply and cost effective.

o Low/4 - The following condition must exist for a problem to be

classified as a low priority problem:

© The user can use the functions of the product, however, the use

of the functions causes some difficulty (i.e.; perceived performance
problems, documentation errors, etc.)

o Zero/5 - The following condition must exist for a problem to be

classified as a zero priority problem:

© The user can use the functions of the product, however, there may be

minor problems with the documentation (misspellings) or the user may
have suggestions on the product functions.




1993  PtpM, SI, CAP, NTT CAP, DEC-J, NTT FUJI DELIVERY DEPENDENCIES
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02/08/93
DIGITAL CONFIDENTIAL
Corporate Direction for Production Systems - Fuji Required Software Environments
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Stage 1: MIA Platform to support application development platform
Delivery: 3/30/93
Appl Development Period: April 93 - August ’93

J-VMS V5.5-2M BL10 [1] OSI AD Toolkit V1.0 [1,2)]
XPG.4 Libraries (BL13/embedded) (2] DECtrace for VMS V1.2 [1]
VMS Special Kit (threads) [1] DEC DCE Developer’s Kit V1.0+(EFT) [1,2]
DECnet OSI VMS 5.5A (wave2+) EXL,2] J-VAX Rdb V5.1 VMS (SQL) 5 |
FTAM V3.0 [1.2] MA (DECmessageQ AS) (BL10) (1]

VAX DNS V1.1 (1] \ DECmcc Director BMS V1.3 (EFT) (1]
J-DEC TCP/IP Service V2.0 (1,2] J-VAX COBOL V5.1 (1,2]
J-PtpM (CD8) [1,2]
i J-DECwindows Motif V1.1 P12
rgs&” J-DSM V6.0 [1]
“Hiasi 2 g J-DASL V3.0 (1]
Q0 pu Correlation Facility [1]
\@ VAX C V3.2-044 (required by PtpM) (1]
DTSS V010 (1)
. J-Debugger [1)
¥ ZKO-Debugger (1]
J-MR X400 Gateway [2:;:\E>J-DEC Mailworks [2,31
VAX Packetnet System [2,4] DECmcc TCP/IP SNMP AM * [2, 3]
DEC X25 Gateway 100/500 [2,4] J-DEC C V1.3 (DEC C V1.3) (2]
WANrouter Software V1.0 [2,4)] DEC FORTRAN V6.0 [2]
DECnet-VAX Extension V5.4 [2] MIA Toolkit V1.0 [2]
VMS Common Agent OSI/CMIP [2] J-DEC GKS/VMS Runtime [2]
J-DECforms V1.4 [2]
DECmcc OSI/CMIP AM V1.0 [2]
VAXcluster Software [3] VCS V1.4 [3]
VMS Volume Shadowing (3] DECmcc EMS V2.3 (3]
VAX RMS Journaling [3] DECscheduler V2.1 [3]
VAX Disk Striping Driver V2.0B [3] DEC Rdb Expert for VMS V2.0 _ . 0 &3]
DECperformance Solution V1.1 [3] J-VAXset V10 (vl ITrv) PIEPE S SN 3]
DEC File Optimizer for VMS V1.1 [3] J-CDD repository for VMS V5.1 (3]
J-DCM [3] J-DECdesign V2.0 [3]
VAX DFS [3] J-DECwrite V2.0 (3]
VAX DQS (3] J-VAX FMS [3)
VAX SLS V2.3 [3] VTprint (J-product) [3]
RSM Client/Server V2.3 (3] PATHWORKS for DOS 9800 (J-product) [23]
Notes: [1] Critical for Fuji March Delivery (incl CAP)
[2] Conformance item
[3] Other complimentary software
[4] Critical for CAP Delivery but not FUJI
® packaced in DECmcc EMSE but a separate conformance item
R 9% -
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étégé 2: MIA Platform éo.aﬁplication-aﬁd.iﬁtégéaéién.téséiﬁg-
Delivery: 8/30/93
Testing Period: July ’92 - March ’94

J-VMS V5.5-2M Delta Layered Software Delta
All [3] items noted above STDL Conformance Test Suites
become part of run time environ ACMS, DECmessageQ/AS upgrades
- VAX C

- DTSS V010




FUJI Sl Plan

S| Stage 1 Plan Presentation

Feb. 11,1993 PS. BOD Meeting D.Coetsier
Digital Confidential 1




FUJI Sl Plan

Agenda

¢ QOverall Plan

e Stage 1 definition

* Goals & Non-Goals

* Assumptions

* Milestones

* Engineering dependencies
e Sand Box schedule

* Stage 2 definition

Feb. 11,1993 PS. BOD Meeting
Digital Confidential

D.Coetsier
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FUJI Sl Plan

Overall Plan

Integration complexity

Stage 3

§ 04/94

Production

Stage 2
NTT

08/93

Stage 4

Worldwide
n Customers

Stage 1 Development
FUJI
Pilot Time
Feb. 11,1993 PS. BOD Meeting D.Coetsier
Digital Confidential 3




Pr

FUJI SI Plan

Stage 1
Definition

* One Customer : NTT
e Support the Pilot Service development effort

* Answer to RFP

* PtpM engineering team is responsible for the Run Time
delivery

* S| Team support PtpM testing effort

* Sl Team is testing and making recommendations on release
notes and installation procedures

e Sl-Team Prepare the infrastructure for others stages

Feb. 11,1993 PS. BOD Meeting D.Coetsier
Digital Confidential 4




FUJI Sl Plan

Stage 1
Goals

* Maintain a configuration information

* |mplement a problem mgt system for Fuiji SI.

* Focus integration testing to verify fixes to known problems
* Test the install process defined by PtpM for their CD8

delivery

* When schedule permits test the installability of Stage 1
products that are not required by PtpM

* Provide information to the PtpM group to aid in their
development of installation procedure and release notes for

the CD8 delivery.

Feb. 11,1993 PS. BOD Meeting D.Coetsier
Digital Confidential 5




FUJI Sl Plan

Stage 1
Non Goals

Deliver Fuji platform installation package (done by PtpM).

Define an installation process/procedure that can be
replicated by NTT. (done by PtpM).

Provide customized release notes (done by PtpM)
Provide complete Media set for all products (done by PtpM)

Characterize what has been tested and known problems
(done by PtpM + inputs from Sl-team)

Guaranty 100 % functional coverage
Performance , Stress , Conformance testing
Multiple platform testing

Integrated documentation , services, training ,...
Integrated automated installation procedure
Stage 2 planning or integration activities.

Feb. 11,1993 PS. BOD Meeting D.Coetsier
Digital Confidential 6




FUJI Sl Plan

Stage 1
Assumptions

* Time Constraint Project
* Quick and easy access to engineering groups (DRI’s)
* Content of Stage 1 is defined and closed

Feb. 11,1993 PS. BOD Meeting
Digital Confidential

D.Coetsier
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FUJI SI Plan

Stage 1
Milestones (

Jan 25 :
Jan 29 :
Feb 01 :
Feb 05 :
Feb 08 :
Feb 08 :
Feb 09 :
Feb 10 :
Feb 26 :
Mar 05 :
Mar 05 :
Mar 26 :

Project start

Team in place & 1St Draft Plan ready for review
Sand Box PSIP1 in TWO

Platform ready in NIO

Publish Plan

Sand Box PSIP1.1 in TWO

Sand Box PSIP1.2 in TWO

Finish Install PSIP2 on Red & Green lab systems
Sand Box update with PSIP2

Finish Integration of PSIP2

Installation of PSIP3 completed

Finish Integration testing for PSIP3

Feb. 11,1993 PS. BOD Meeting D.Coetsier
Digital Confidential 8




FUJI SI Plan

Stage 1
Engineering dependencies

* Follow Sand Box Schedule

* Feb 12 : Need to receive PSIP2 (test suites + Kit)
- DCE , DECmcc , DECtrace

* Feb 19 : Need to receive PSIP2 (test suites + Kit)

- RDB , DECforms
e Mar 02 : Need to receive PSIP3 lot 1 (test suites + Kit)
-~ ZKO Debugger , CRL , DECset , VAX C , Cobol

e Mar 04 : Need to receive PSIP3 lot 2 (test suites + Kit)

- DTSS, RMS Journaling , DCE
e Mar 09 : Need to receive PSIP3 lot 3 (test suites + Kit)

- DNS, DECdtm , QMA

Feb. 11,1993 PS. BOD Meeting D.Coetsier
Digital Confidential 9




FUJI Sl Plan

Stage 1
Sand Box schedule

* Feb 12 : DEcnet Osi Wave 2 +
* Feb 19: DCE, DECmcc, DECtrace

e Feb 26 : RDB, DECforms

e Mar5: CRL, ZKO Debugger,DEC C, Cobol,
,DECset

e Mar 12 : DNS, DECmessage Q

e Mar 19 : DTSS, RMS journaling , DECdtm,
X25Gateway,Vax Packet system

* Mar 26 : Contingency

PSIP1.2
PSIP1.2
PSIP1.2

PSIP2
PSIP2

PSIP2

Feb. 11,1993 PS. BOD Meeting
Digital Confidential

D.Coetsier
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FUJI Sl Plan

Stage 2
Definition

* One Customer : NTT
e Support the development effort

* Goals:
~ Deliver FUJI development platform (not automated)

- Support of March delivery
- Deliver a support plan for readiness for Stage 2
Architecture for worldwide PSIP defined (Production System Integrated
Platform)

» Process

» Model for software integration

» Model for documentation integration

» Model for entry criteria and component engineering group

responsibilities

- g:;:_gy IZ))EC past experience with integration efforts (NAS , DECstep,
-~ Define areas of responsibility (DEC-J , PSPO , Si, ENg,..)

Feb. 11,1993 PS. BOD Meeting D.Coetsier r
Digital Confidential 11
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Production Systems:

| Meeting the Technical

- Challenge

Peter F. Conklin

Technical Director, Operating Systems

January 20, 1993
dlio]iltfal

Copyright © Digtal Equipment Corporation 1993

~ Production Systems Development

* MIA on VMS

* |[nfrastructure for
= Security
« Reliability
= Availability

* Distribution

Digitai Confidential

« OSF, NT Production Systems

Copyright © Digital Equipment Corporation 1993

Digital Confidential

Stide 1

Side 3

- Production Systems Strategy

Focus on software core competencies

» Distribution, Networking, Open Systems Infrastructure, Standards,
Multivendor Integration

Multiplatform offerings
* VMS, OSF, NT

* Integrated software
* Building blocks for open systems

< 2 year window of opportunity for Digital

Copyright © Digital Equipment Corporation 1993 Dightal Confidentiat Sida 2

Multivendor Integration Architecture
MIA

= Customer-driven initiative
* Infrastructure for Open Production Systems

¢ Moving into Standards Bodies, Consortia
(CODASYL, X/Open, ETIS, INRIA, NMF)

* Foundation for Digital’s open, distributed systems

» Digital Corporate Commitment

Copyright © Digital Equipment Carporation 1963 Digital Confidential Siide 4




_ MIA, Production Systems, and Standards | = Digital MIA Commitment
DIGITAL :
MIA V10 PRODUCTION SYSTEMS STANDARDS
ey : o NTT Fuiji Project : $220M 1992-1996
conoL CoROL SOML _ WOBISEA e i « $110M fo Digital 1992-1996
E&W — f.g. E&m %;;.".‘.‘.3‘:., : * $165M NOR to Digital over 12 years
_ e M |
O3 et i T B « First major MIA project '
n RT1 (OSFRIC « 0N TH* +—T e RFC OSF RPC, XOpes TulFC |
Wi X400 et Sk sts 130 100211, CCTTT X400 |
] L O FTAM DOBTL o e aie e Awarded to Digital by NTT (November 24, 1992) |
e G S , (IBM, NEC also bid) |
e Prhoess Mine  B0MOLS, TN 023
* Arreses reprvient mewly el ving becheodogy }
Copyright © Digital Equipment Corporation 1993 Digital Confidential Side 5 | Copyright © Dightal Equipment Corporation 1993 Digitai Confidential Sie 6
The Technical Challenge ' Fuji (Listing Maintenance System, LMS)
. Schedule
 Meeting delivery commitments 10 NTT: March 1993, |
August 1993; April 1994; September 1994 | e Software delivery began - 12/92
« Creating infrastructure for development and deployment - , .
of distributed, open systems | FIDBGERIE hagas e
| o Systemdeliveryto NTT - 8/93

« Large-scale software integration |

| = - : S
« Coordinated release of software | Fuji parallel running begins ~ 4/94 |

_ | j in Production : |
« Quality production software e Fujin Productio 9/94 \

Copyright © Dighal Equipment Corporation 1983 Digital Confidentiat Side 7 Copyright © Digital Equipment Corporation 1993 Digital Confidentlal Side 8




Fuji: Preliminary Configuration FupLSW |

':: MIA - Compliant Software: 27 Components |

* Hardware i
* 3 VAX 100006308 in a cluster ~ APIs: 5 components (Application Program Interface)
* 11 client sites (revised in Fuji Design Review, 1993.1.15) i
* Office environment P
S - - 15 components (System Interconnection Interface)
e Software: = 60 components - |
* 6 Version 1.0 products n: 6 components (Interenvironment Information
| + 8 major enhancements Interchange Interface)
| * 500 GB database requirement (partitioned)
\ * DECnet incompatibilities HUL: 1 component (Human Interface)

| * Local language Systemns
| Non-MIA Software: 31 components .'

‘ Copyright © Digtal Equipment Corporation 1093 Digital Confidential Sldo @ Copyright © Digital Equipment Corporation 1993 Dightal Confidential

FuiLsSw " Fuiji Bid |

MIA"Compllant Components | J-ACMS VA0 DEC C V1.0 DECCOBOL VS0  DEC FORTRAN VA0 Réba2. a1
DEC et DCE V1.0 mmv% :1‘0“’“' Softer X219 Getewasy 100r300
APIS: J-ACMS V4.0 DECC V1.0 COBOLS5.0 FORTRANG.0 Rdb4.2, 5.1 ONADTcoRRVLO  OMAP VIO Puchetnet System  DECRecTCPAP MR X400 Gatewey
S"' DECM DCE Vi 0 | JDEC Mallworks V1,1 OS CP gcwm Digital leased ine SDN l
DECnet-VAX Extension V5.4  WANrouter Softer V1.0 AT DECtoms V2.0 MA Toolk Vi DEBUG 3.5-inch 200 Disk '
X25 Gateway 100/500 0Sl AD Toolkit V1.0 - i ——— e
OSYTP V1.0 Packetnet System V4.3 : s o #ﬁ s ,m 3
DECmecc TCP/IP SNMP AM J-MR X400 Gateway V2.2 VMS Volume VMS AMS Joumaling DEC| VAX SLS VAX Disk Striping
J-DECmailworks V1.1 0S| CMIP | Sy Rty Orives
;'s‘gf‘c TCP/IP Service V2.0 gg“" leased line VAXOlkStiping  DECachoduler DEC File Optimiiat  VAX DFS VAX DaS
VAX Data Distrituntor  DECtrace for VMS 1.2 %:?MM D8 Stress V1.1 RSM Server
Hll: DECforms v2.0 MIA Toolkit VMS DEBUG m e R AT Sy SOSORARTNG  JORDNN DN
3.5" 2DD Disk Mag tape Schema DDL
J-DEC GKS/VMS J-COORep ylor  DEC ge0 AS JALLAN-1 FVAXnotes
{runtime) V5.0 VMS Va1
HUL: J-DECwindows Motif V1.1 SN shaia owd Py -
Note: Box encioses "MIA Comp its". Other components required for comp s

Copyright © Digital Equipment Corporation 1993 Digital Confidential Siide 11 | Copyright © Digital Equipment Corporation 1993 Dightal Confidential Side 12




Fuji Work by 8/93

>-ACMS V40 [ EcEvio | : DEC COBOL Va0
DECnet DECnet-VAX

081 AD Toolkit V1.0 Packatnet System
.

RTI { VMET5E604! 3.5-inch 200 Disk
Mag tape 0€ Cwindows Mott l{ivﬁu S3W VAXchster software
X iyl b M
VMS Volume g DECpert VAX SLS VAX Disk Striping
-4 Driver
{DCPACPAC)
VAX Disk Sriping DECucheduler DEC Flie Optimizer  VAX DFS VAX DOS
L
VAX Dats Distributor  DECtrace for VMS 1.2  DEC l;—%b Expert for D8 Stress V1.1 REM Server
vMs
RSM Client DEC MCC EMS JVAXset V1,0 JDECdesign (Pint)  JDECdesign (Your)
JDEC GK&VMS [ JCOOReposiory fori DECmessageQ AS]  J-ALLAN-t JVAXnotes
(runtime) V3.0 LMRYR....... .2
SDASL/IDSM JOCM Anet+ DECwrite V1.1 DECwille V2.0

Nate: Bax encloses *MIA Components®. Other components required for complete system.

Shde 13

Copyright © Digtal Equipment Corporation 1993 Digital Confidential

Fuji RFP Configuration

Communications & Management Infrastructure

DECmEe vovininnininnng

: Center
: Maoriton
Y
PP DEC windows/
/ pa

Dependencies &
Interoperability  €ss+==d wteropernbitn reqmnt

Side 15

Copyright © Ongtal Equipment Corporation 1993 Dhlﬂ Confidential

" Fuji/CAP RFP Configuration
- Base System & Major LSW

:

RD8 "4.'--.

P
e

)

.
.

pesamn®

Base System

[§ Shes 847

ui.n"-..i

R P
-

. Vi
. m;.llm‘

s, !

L LT -

D TP P

Dependencies &
'w“rrb“lly Cemren e D intaroperatiiity reqrnt

Side 14

Copyright © Digtal Equipment Corporation 1993 Dighal Confidential

'Fuji RFP Configuration

Development Environment

i

?
|

94
: B S st
;/ l .,.".‘:-_-.» B R e
i gl

g ¢.........?.'.'.‘$ FORTRAN e
l 13 E------a DE Cael m—
DECret RoB A —

gl SRy

— VM

Dependencies &
Interoperability

> L

s aotion dependency

—fp Gependency e ennenD> interoperabiitty regmnt

Copyright € Dgtal Equipment Corporation 1983 Digital Confidential Shoe 16




CAP/Fuji RFP Configuration

TP Runtime Environment

Copyright © Digtal Equipment Corporation 1993 Dighal Confidential Siide 17
Fuji Timeline

CY 92 CY 93 Cy 94
| Q3 I 04’ a1 l Q2 [ Q3 ] Q4 o) I Q2 Q3

YRR e | e |
. A

Oct '92 March'93  Aug '93 April'94  Sept '94

October 92: NTT requires MIA compliance for bids
March 93: Development environment delivery to JRDC
August 93: System Delivery to NTT for final testing

April 94: NTT deploys Fuiji application for parallel running
September 94: Fuji in Production

Copyright © Digtal Equipment Corporation 1993 Digital Confidential Slide 19

CAP/ Fuji RFP Configuration

Office Environment

All-in-1 DQs
/
DEC
vMS
i encies &
—— depmien I lity

Copyright © Digtal Equipment Corporation 1963 Dighal Confidential Side 18

March 1993

Development Environment Delivery to JRDC

» All required MIA extensions incorporated and fully
functional within components

* All components logically integrated (packaged)

« All components functionally tested

* Component quality, packaging, and integration tested

* Support commitment from all engineering groups

(24 hour or less response time)

Baseline packaging for future regression and integration
testing established

Copyright © Dighal Equipment Corporation 1993 Dightal Corfidential Shae 20




August 1993 April 1994

|
System Delivery to NTT for Final Testing | Fuji Deployment
| Y14
| :
* All components logically integrated (packaged) and . : _ -
functionally tested - Parallel running with NTT’s existing LMS system |
* All components meet or exceed Fuji requirements for * Any and all outstanding vendor declarations resolved |

quality, packaging, and integration

All Engineering groups prepared to provide immediate
response, 24 X 7, to critical problems

Release packaging for future regression and integration
testing established

Copyright © Digital Equipmen! Corporation 1993 Digital Confidentiai Stide 21 Copyright © Dighsl Equipment Corporation 1993 Dightal Confidential Skae 22
September 1994 Known March Delivery Problems
it - Tip of the Iceberg
Fuji in Production i : '
BU TG XPGA CRTL, PiphL. DECMissmgr) Advanced Servics, VM5
Pricaging
NAC I T DCE ACMSSTDL. Thrveds, DECamcr, D ECViessmge()
« Meet performance criteria for system ik ivencsd S
NAC | TNSG DECant - LAW sismmiches | DEC MATLwerks, FTAM
* Meet support criteria for system NACTTG FIAM DECast, DEC MAILwerka, Fufl Program
NAC TCHIP Servies Fufi Program, CAP (Customes procureess
Tequirrm—e
TNSG DECmo PipbL. DECMimsmgeQ) Advanced Serviem, CMIP
™SG DECMissmgeQ Advanced | ACMSSTOL
Services
NG ACMSSTDL Tl Program, CAP, CT8
TNSG / NAC DEC MAILwarks | DECaet, Fui Praject, CAP |
V™S VMS Common Agrmt Fuji Program (C: L b
VS /50T VMS Debugger, CF F-u.m
Side 23 Copyright © Digital Eguipment Corporation 1993 Dightal Confidential Shde 24

Copynght © Digital Equipment Corporation 1993 Digital Confidential




Problems Being Worked On

DCE Performance
»  Poor performance, no optimization of local RAPC

XPG.4 Coordinabion

s Nead to support many locaEies OWNOeMmN D Seues
. VMS DEBUG internationalization, correlation tacility

« Threads Coordination

o Thieads bulll on different code drops; thread optimization;
Ihread -safe code noeded

« DECnet Coordination: wave2 and waved
* 0.9 FTAM, MHS, OS5I "

« Data nunagernem
« 462 GB requirement (revised Fujl Design Reoview, 1993.1,16)
« 14 DB 11,508 each (rovised Full Design Review, 1993.1,15)

Copyright © Digital Equipment Corporation 1903 Digital Confidential Siide 25

Continuous Improvement for
Complex Systems

Reuters

NASDAQ

Bombay Stock Exchange
Du Pont

GTE Cellular

Hong Kong Jockey Club

Siide 27

Copyright © Digital Equipment Corporation 1993 Digital Confidential

Further Requirements:
Consistency in

e Testing

e Documentation
e Support

* Maintenance

e Packaging

Copyright © Digital Equipment Corporation 1993 Digital Confidential Side 26

Engineering Process Improvement

Engineering needs to develop a System Model at the
Applications (Total System) Level

(Un)Availability definition includes any time that the total system
is running below the minimum application threshold in any
dimension, including during "scheduled downtime"

Typical Complex Mission Critical system dimensions:

Performance — Availability — Database Size

Copyright © Digital Equipmant Corporation 1963 Digital Confidential Side 28




~ Challenge to Digital - Resolution |
| | f e Focus on deliveries for NTT March 1993, August 1993 |
|1 ‘  Resolve identified problems |'
« Ship software components that work together now & . -
* |dentify remaining problems, and resolve them
| & | il 2
bk « Ship software that works together in the future - * Create infrastructure for development and deployment of |
E distributed, open systems |
_ * Large-scale software integration
’ » Coordinated release of software
* Quality release of software
e Plan future coordination to get ahead of industry trends

+ Develop packaging strategy

Copyright © Digital Equipment Corporation 1993 Digital Confidential Side 29 ‘ Copyright © Digital Equipment Corporation 1993 Digital Confidential Sude 30 |

from Production Systems BOD |

Deliver Integrated Systems | _ i la]i[t]a]1]
with known characteristics which meet | '
Fuji's Mission Critical Attributes |
by August 1993.
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ABSTRACT
An analysis of the failure statistics of a commercially available
fault-tolerant system shows that administration and software are the
major contributors to failure. Various approachs to software fault-
rolerance are then discussed -- notably process-pairs, transactions
and reliable storage. It is pointed out that faults in production
software are often soft (transient) and that a transaction mechanism

combined with persistent process-pairs  provides fault-tolerant

execution -- the key to software fault-tolerance.

DISCLAIMER g
This paper is not an "official”™ Tandem statement on fault-tolerance.
Ratner, .t expresses tne autnor's researcn on the top:c. :

An early version of this paper appeared 1in the proceedings o
German Association for Computing Machinery Conference on Jitase
Automation, Erlangen, Oc:. 2-3, 1985.
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Introduction

Computer applications such as patient monitoring%t. ocess controil,
online transaction processing, and electronic *af require high

availability.

The anatomy of a typical large system failure 1is interesting:.
Assuming, as 1is usually the case, that an operations or software fault
caused the outage, Figure 1 shows a time line of the outage. It takes
a few minutes for someone to realize that there is a problem and that
a restart is the only obvious solution. It takes the operator about 5
minutes to snapshot the system state for later analysis. Then the
restart can begin. For a large system, the operating system takes a
few minutes to get started. Then the database and data communications
systems begin their restart. The database restart completes within

few minutes but it may take an hour to restart a large terminal
network. Once the network is up, the users take a while to refocus on
the tasks they had been performing. After restart, much work has Deen
saved for the system to perform -- so the transient load presented a:t

restart is the peak load. This affects system sizing.

Conventional well-managed transaction processing systems £fail abou:
once every two weeks [Mourad], [Burman]. The ninety minute outage
ocutlined above translates to 99.6% availability for such systems.
99.6% availability "sounds" wonderful, but hospital patients, stee
mills, and electronic mail users do not share this view -- a 1.3 hour

outage every ten days :s unac:éptable. Especially since cutages
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usually come at times of peak demand [Mourad].

These applications require systems which virtually never fail -- part

of the system may fail but the rest of the system must tolerate
failures and continue delivering service. This paper report on the
structure and success of such a system -- the Tandem NonStop system.
It has MTBF measured in years -- more than two orders of magnitude

better than conventional designs.

|
I Minutes
|
I - 0 Problem occurs ?
| | 3 Operator decides problem needs dump/resart
I + 8 Operator completes dump
! I % OS restart complete, start DB/DC restart
I +i' L7 DB restart complete (assume no tape handling)
I | |
I 44 30 Network restart continuing
I |
| + 40 Network restart continuing
| I
| ++ 50 Network restart continuing
| |
1 + 60 Network restart continuing
i |
| #70 DC restart complete, begin user restart
| |
| « 80
| |
' + 90 User restar: complete
Figure 1. A time line showing how a simple fault mushrooms

into a 90 minute system outage.




Hardware Availability by Modular Redundancy

Reliability and availability are different: Avail 'iiﬁty is doing the
r
right thing within the specified response time. Leriability is not

doing the wrong thing.

Expected reliability is proportional to the Mean Time Between Failures
(MTBF). A failure has some Mean Time To Repair (MTTR). Availability
can be expressed as a probability that the system will be available:
Availability s -=eweasm=ne=
MTBF+MTTR
In distributed systems, some parts may be available while others are
not. In these situations, one weights the availability of all the

devices (e.g. if 90% of the database is available to 90% of tbhe

terminals, then the system is .9x.9 = 81% available.)

The key to providing high availability is to modularize the system SO
that modules are the unit of failure and replacement. Spare modules
are configured to give the appearance of instantaneous repair =-- I
MTTR is tiny, then the failure 1is "seen” as a delay rather <than a
failure. For example, geographically distibuted terminal networks
frequently have one terminal in a hundred broken. Hence, the system .3
limited to 99% availability (because terminal availability 1is 99%).
Since terminal and communications line failures are large.y
independent, one can provide very good "site" availability by placinc
two terminals with two communications lines at each site. I[In essence,.

the second ATM provides instantaneous repair and hence very o
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availability. Moreover, they increase transaction throughput at
locations with heavy traffic. This approach is taken by several high ‘

availability Automated Teller Machine (ATM) networks.

This example demonstrates the concept: modularity and redundancy
allows one module of the system to fail without affecting the
‘ availability of the system as a whole because redundancy leads to
small MTTR. This combination of modularity and redundancy is the key

to providing continuous service even if some components fail.

Von Neumann was the first to analytically study the use of redundancy
to construct available (highly reliable) systems from unreliable
components [von Neumann]. In his model, a redundancy 20,000 was
needed to get a system MTBF of 100 years. Certainly, his components
were less reliable than transistors, he was thinking of human neurons

or vacuum tubes. Still, it is not obvious why von Neumann's machines

it
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required a redundancy factor of 20,000 while current elec

systems use a factor of 2 to achieve very high availability. The key

"

aiiuyre in

difference 1s that von Neumann's model lacked modularity, a

any bundle of wires anywhere, implied a total system failure.

VonNeumann's model had redundancy without modularity. In contrastg,

modern computer SysStems are cons in a3 modular £fashion --

a3
m
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failure within a module only affects that module. In addition =2ach
module :s constructed to be fai.-fast -- the module either <funct:ons
properly or stops [Schlichting]. Combining redundancy with modularity
ailows one to use a recdundancy of two racther than 20,000, Juizafan
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economy !

To give an example, modern discs are rated for an MTBF above 10,000
hours -- a hard fault once a year. Many systems duplex pairs of such
discs, storing the same information on both of them, and using
independent paths and controllers for the discs. Postulating a very
leisurely MTTR of 24 hours and assuming independent failure modes, the
MTBF of this pair (the mean time to a double failure within a 24 hour
window) is over 1000 years. In practice, failures are not Qquite
independent, but the MTTR is less than 24 hours and so one observes

such high availability.

Generalizing this discussion, fault-tolerant hardware can be

constructed as follows:

* Hierarchically decompose the system into modules.

* Design the modules to have MTBF in excess of a year.

* Make each module fail

l-fast -- either it does the right

(o
o
-
po |
W
o
i’

stops.

+ petect module faults promptly by having the module signa-
failure or by requiring 1t to periodically send an [ AM ALIVE
message or reset a watchdog timer. 3
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* Configure extra modules which can pick up the load of failed
modules. Takeover time, including the detection of the module ‘
failure, should be seconds. This gives an apparent module MTBF

measured in millennia.

The resulting systems have hardware MTBF measured in decades oOr

centuries.

This gives fault-tolerant hardware. Unfortunately, it says nothing
about tolerating the major sources of failure: software and

operations. Later we show how these same ideas can be applied to gain

software fault-tolerance.
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An Analysis of Failures of a Fault-Tolerant System

There have been many studies of why computer systems fail. To my
knowledge, none have focused on a commercial fault-tolerant system.
The statistics for fault-tolerant systems are quite a bit different
from those for conventional mainframes [Mourad]). Briefly, the MTBF of
hardware, software and operations is more than 500 times higher than
those reported for conventional computing systems == fault-tolerance
works. On the other hand, the ratios among the sources of failure are
about the same as those for conventional systems. Administration and
software dominate, hardware and environment are minor contributors tO

total system outages.

Tandem Computers Inc. makes a line of fault-tolerant systems
(Bartlett] [(Borr 81, 84]. I analyzed the causes of system failure
reported to Tandem over a seven month period. The sample set covered

more than 2000 systems and represents over 10,000,000 system hours ¢

(&Y

over 1300 system years. Based on interviews with a sample ©
customers, . believe these reports cover about 50% of all total system
failures. There is under-reporting of failures caused by customers OT
by environment. Almost all failures caused by the vendor are

reported.

During the measured period, 166 failures were reported 1including one

fire and one flood. Overall, this gives a system MTBF of 7.8 years
reported and 3.8 years MTBF i:f the systematic under-reporting iS taKer
into consideration. This 1s ti1l well above the 1 week MTBF typica.




of conventional designs.

By interviewing four large customers who keep careful books on system
outages, I got a more accurate picture of their operation. They
averaged a 4 year MTBF (consistent with 7.8 years with 50% reporting).
In addition, their failure statistics had under-reporting in the

expected areas of environment and operations. Rather than skew the

w

data by multiplying all MTBF numbers by .5, I will present the

analysis as though the reports were accurate,.

About one third of the failures were "infant mortality"” failures -- a
product having a recurring problem. All these fault clusters are

related to a new software or hardware product still having the bugs

shaken out. If one subtracts out systems having "infant" failures or

-~ - e -
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non-duplexed-disc failures, then the remaini
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make an interesting analysis (see table 1).

irst, the system MTBF rises from 7.8 vears to over 1l years.

System administration, which includes operator actions, system

configuration, and system maintenance was the main source of failures

L

-- 42%. Software and hardware maintenance was the largest category.

High availability systems allow users to add software and hardware and

to do preventative maintenance while the system is operating. By ancd

availability by two orders of magnitude. But occasionally, once every
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speculative
maintenance
the failure

maintenance

-- 1f a syst
or while har
to mainten

person typed

em failed while it was undergoing orline

T

dware or software was being added, I ascribe”
ance. Sometimes it was clear that the

the wrong command OT unplugged the Wwrong

module, thereby introducing a double failure. Usually, the evidence

was circumstantial.

The notion that mere humans make a single

critical mistake every few decades amazed me -- clearly these people

are very careful and the design tolerates some human faults.




Software faults were a major source of system ocutages =-- 25% in all.
Tandem supplies about 4 million lines of code to the customer.
Despite careful efforts, bugs are present 1in this software. In

addition, customers write quite a bit of software. Application

software faults are probably under-reported here. I guess that only

ad

v

30% are reported. If that is true, application programs contribute 12%

to outages and software rises to 30% of the total.

Next come environmental failures. Total communications failures
(losing all lines to the local exchange) happened three times, 1in
addition, there was a fire and a flood. No outages caused by cooling
or air conditioning were reported. Power outages are a major source
of fallures among customers who do not have emergency backup power
(North American urban power typically has a 2 month MTBF). Tandem

systems tolerate over 4 hours of lost power without losing any data or

communications state (the MTTR is almost zero), so customers do not
jenerally report minor power ocutages (less than 1 hour) to us.

Given that power outages are under-reported, the smallest contributor
to system outages was hardware, mostly discs and communications
controllers. The measured set included over 20,000 discs -- over
00,200,000 disc hours. We saw 19 duplexed disc failures, but if one
subtracts out the infant mor:ality failures then there were onl 7
dupiexed disc failures n eizher case, one gets an MTSF in excess of
= miilion hours for the duplexed pair and their controllers. Ta1s
approximates the 1000 year MTBF calculated in the earlier section




Implications of the Analysis of MTBF

The implications of these statistics are clear: the key to

F
e
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availability is tolerating operations and software faults.

Commercial fault-tolerant systems are measured to have a 73 year
hardware MTBF (table 1). I believe there was 73% reporting of outages
caused by hardware. Calculating from device MTBF, there were about
50,000 hardware faults in the sample set. Less than one in a thousand
resulted in a double failure or an interruption of service. Hardware

fault-tolerance works!

tn the future, hardware will Dbe even more reliable due to better
design, increased levels of integration, and reduced numbers of

connectors.

B8y contrast, the trend for software and system administration 1is not
positive. Systems are getting more complex. In this study,

administrators reported 41 critical mistakes 1in over 1300 years of

operation. This gives an operations MTBF of 31 years! Operators
certainly made many more mistakes, dut most were not fatal. These
administrators are clearly very careful and use good practices.

The top priority for Improving system availability 1is to reduce
administrative mistakes by making self-configured systems with minimal
maintenance and minimal operator interaction. Interfaces that ask the

operator for information Or ask aim to perform some function must De
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simple, consistent and operator fault-tolerant.

The same discussion applies to system maintenance. Maintenance
interfaces must be simplified. Installation of new equipment must
have fault-tolerant procedures and the maintenance interfaces must
simplified or eliminated. To give a concrete example, Tandem's newest
discs have no special customer engineering training (installation 1is

"obvious") and they have no scheduled maintenance.

A secondary implication of the statistics is actually a contradiction:

* New and changing systems have higher failure rates. Infant
products contributed one third of all outages. Maintenance caused

one third of the remaining outages. A way to improve availability

is to install proven hardware and software, and then leave It

alone. As the adage says, "If it's not broken, don't fix it".

* On the other hand, a Tandem study found that a high percentage of
outages were caused by "known" hardware or software bugs, which hac
fixes available, but the fixes were not yet installed in <the
failing system. This suggests that one should install software anc
nardware fixes as soon as possible.

~~eres is a contradiction here: never change it and change :t ASAP!

-onsensus, the risk of change :s toO great. Most installations are

J

slow to install changes, they rely on fault-tolerance to protect tnem

.1 the next major release. After all, it worked yesterday, SO .=




will probably work tomorrow.

Here one must separate software and hardware maintenance. Software
fixes outnumber hardware fixes by several orders of magnitude. I
believe this causes the difference in strategy between hardware and
software maintenance. One cannot forego hardware preventative
maintenance -- our studies show that it may be good in the short term
but it is disasterous in the long term. One must install hardware
fixes in a timely fashion. If possible, preventative maintenance
should be scheduled to minimize the impact of a possible mistake.
Software appears to be different. The same study recommends
installing a software fix only if the bug 1is causing outages.
Otherwise, the study recommends waiting for a major software release,
and carefully testing it 1in the target environment prior to
installation. Adams comes to similar conclusions (Adams], he points
out that for most bugs, the chance of "rediscovery" is very slim

indeed.

The statistics also suggest that if availability is a major goal, then
avoid products which are immature and still suffering infant
mortality. It is fine to be on the leading edge of technology, but

avoid the bleeding edge of technology.

The last implication of the statistics is that software fault-
tolerance is important. Software fault-tolerance is the topic of the

rest of the paper.




Fault-tolerant Execution

3ased on the analysis above, software accounts for over 25% of system
outages. This is quite good -- a MTBF of 50 years! The volume of
Tandem's software is 4 million lines and growing at about 20% per
vear. Work continues on improving coding practices and code testing
but there is little hope of getting ALL the bugs out of all the
software. Conservatively, I guess one bug per rhousand lines of code
remains after a program goes through design reviews, quality
assurance, and beta testing. That suggests the system has several

rhousand bugs. But somehow, these bugs cause very few system failures

because the system tolerates software faults.

The keys to this software fault-tolerance are:

*+ §ofrtware modularity through processes and messages.

« Fault containment through fail-fast software modules.

* Process-pairs to tolerate hardware and transient software faults.

« Transaction mechanism to provide data and message integrity.

« Transaction mecnanism compined With orocess-pairs =0 sase

exception handling and -sleraze software faults.

~his section expands on eacn of tnese points.




Software modularity through processes and messages

As with hardware, the key to software fault-tolerance is to
hierarchically decompose large systems into modules, each module being
a unit of service and a unit of failure. A failure of a module does

not propagate beyond the module.

There is considerable controversy about how to modularize software.
Starting with Burroughs' Esbol and continuing through languages like
Mesa and Ada, compiler writers have assumed perfect hardware and
contended that they can provide good fault isolation through static
compile-time type checking. In contrast, operating systems designers
have advocated run-time checking combined with the process as the unit

of protection and failure.

Although compiler checking and exception handling provided Dby
programming languages are real assets, history seems to have favored
the run-time checks plus the process approach to fault containment. It
has the virtue of simplicity -- if a process or its processor
misbehaves, stop it. The process provides a clean unit of modularity,

service, fault containment, and failure.

Faul: containment through fail-fast sof:ware modules.

]
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process approach to fault isolation advocates that

[

he process
scizware module be fail-fast, it should either function correctly or

it snould detect the fault, signal failure and stop operating.




Processes are made fail-fast by defensive progra-ming. They check all
their inputs, intermediate results, outputs and data structures as a
matter of course. If any error is detected, they signal a failure anc
stop. In the terminology of ([Cristian], fail-fast software has small

fault detection latency.
The process achieves fault containment by sharing no state with other
processes; rather, its only contact with other processes is via

messages carried by a kernel message system.

Software faults are soft -- the Bohrbug/Heisenbug hvpothesis

Before developing the next step in fault-tolerance, process-pairs, we
need to have a software failure model. It is well known that most

nardware faults are sof - that is, most hardware faults are

"
I

transient. Memory error correction and checksums plus retransmission
f{or communication are standard ways of dealing with transient hardwars
faults. These techniques are variously estimated to boost hardwars

MTBF by a factor of 5 to 100.

conjecture that there s a similar phenomenon in software -- most
production software faults are soft. If the program state (s
reinitialized and the f{ailed operation retried, the operat:ion wi_._

Jjsually not fail the second :z:ime.

{ 7ou consider an :ndustrial soitware system which has gone :=Aroucn
structured design, design reviews, guality assurance, alpha tes:z, Ce:z
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test, and months or years of production, then most of the "hard"
software bugs, ones that always fail on retry, are gone. The residual
bugs are rare cases, typically related to strange hardware conditions
(rare or transient device fault), limit conditions (out of storage,
counter overflow, lost interrupt, etc, )., or race conditions

(forgetting to request a semaphore) .

In these cases, resetting the program to a3 quiescent state and
reexecuting it will quite likely work, because now the environment is

slightly different. After all, it worked a minute ago!

The assertion that most production software Dbugs are sofk., ==
Heisenbugs that go away when you look at them -- is well known tO
systems programmers. Bohrbugs, like the Bohr atom, are solid, easily
detected by standard technigues, and hence boring. But Helsenbugs may
elude a bugcatcher for years of execution. Indeed, the bugcatcher may

perturb the situation just enough to make the Heisenbug disappear.

This is analogous to the Helsenberg Uncertainty Principle in Physics.

have tried to quantify the chances of tolerating a Heisenbug DY

reexecution. This is difficult. A poll yields nothing gquantitative.
The one experiment [ did went as follows: Th spooler error log o i+
several dozen systems was examined. The spooler is constructed as a4
~oilection of fail-fast processes. When one of the Drocesses detects
3 ‘aulz, it stops and lets its brother continue the operation. The
brocner does a software retry. 1€ =nhe brother also fails, then tne

sug :s a BSonrbug rather than a Heisenbug. In the measured period, 2Jne
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out of 132 software faults was a Bohrbug, the remainder were

Heisenbugs.

A related study is reported in [Mourad]. In MVS/XA functional
recovery routines try to recover from software and hardware faults. If
a software fault is recoverable, it is a Heisenbug. [n that study,
about 90% of the software faults in system software had functional
recovery routines (FRRs). Those routines had a 76% success rate 1in

continuing system execution. That is, MVS FRRs extend the system

software MTBF by a factor of 4.

I+ would be nice to quantify this phenomenon further. As it 1is,
systems designers know from experience that they can exploit the

Heisenbug hypothesis to improve software fault-tolerance.

ul




Process-pairs for fault-tolerant execution

One might think that fail-fast modules would produce a reliable but
unavailable system -- modules are stopping all the time. But, as with
fault-tolerant hardware, configquring extra software modules gives a
MTTR of milliseconds in case a process fails due to hardware failure
or a software Heisenbug. If modules have a MTBF of a year, then dual
processes give very acceptable MTBF for the pair. Process triples do
not improve MTBF because other parts of the system (e.g., operators)
have orders of magnitude worse MTBF. So, in practice fault-tolerant
processes are generically called process-pairs. There are several

approaches to designing process-pairs:

Lockstep: In this design, the primary and backup processes
synchronously execute the same instruction stream on independent
processors [Kim]. If one of the processors fails, the other
simply continues the computation. This approach gives good
tolerance to hardware failures but gives no tolerance of

Heisenbugs. Both streams will execute any programming Dbug :

po |

lockstep and will fail in exactly the same way.

State Checkpointing: In this scheme, communication sessions are

used to connect a requestor o0 a process-pair. The primary
process in a pair does the compu:zation and sends state changes
and reply messages to its backup prior each major event. If the
primary process stops, the session switches to the backup process

which continues the conversat:on with the requestor. Session
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sequence numbers are used to detect duplicate and lost messages,
and to resend the reply if a duplicate request arrives
(Bartlett]. Experience shows that checkpointing process-pairs
give excellent fault-tolerance (see table LR but that
programming checkpoints is difficult. The trend 1s away from
this approach and towards the Delta or Persistent approaches

described below.

Automatic Checkpointing: This scheme is much like state check-

points except that the kernel automatically manages the check-
pointing, relieving the programmer of this chore. As described
in [Borg], all messages to and from a process are saved Dby the
message kernel for the Dbackup process. At takeover, these
messages are replayed to the backup to roll it forward to the
primary process' state. Wwhen substantial computation or sStorage
is required in the backup, the primary state is copied to the
packup so that the message log and replay can be discarded. This
scheme seems to send more data than the state checkpolinting

scheme and hence seems to have high execution coOst.

Delta Checkpointing: This 1S an evolution of state checkpointing.

Logical rather than physical updates are sent tO the backup (Borr

34]. Adoption of this scheme DY Tandem cut message :raffic in
~alf and message bytes bdy a factor of 3 overall [Enright

Seltas have the virtue of performance as well as making tne
-oupling between the primary and backup state logical rather than

onysical. This means that "a bug in the primary process iS5 less
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likely to corrupt +he backup's state.

pPersistence: In persistent process-pairs, if the primary process

fails, the backup wakes Up in the null state with amnesia about

what was happening at the time of the primary failure. Only the
opening and closing of sessions is checkpointed tO the backup.
These are called stable processes DY (Lampson]. Persistent
processes are the simplest to program and have low overnhead. The
only problem with persistent processes is that they do not hide
failures! [f the primary process fails, the database Or devices
it manages are left in a mess and the requestor notices that the
packup process nas amnesia. we need a simple way to
resynchronize these processes tO have a common State. AS
explained below, rransactions provide such 3 resynchronization

mechanism.

summarizing the pros and cons of these approachnes:

* Lockstep processes don't tolerate Heisenbugs.

* State checkpoints give fault-tolerance but are nard to program.
« automatic checkpoints seem O pe inefficient -- tiey send a lot of

- -
- e




* Persistent processes lose state in case of failure.

We arque next that transa rions combined with persistent DrocessSes

simple to program and give excellent fault-tolerance.
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Transactions for data integrity

A transaction is a group of operations, De they database updates,

messages, Or external actions of the computer, which form a consistent

+ransformation of the state.

Transactions should have the ACID property [Haeder]:
Atomicity: Either all or none of the actions of the transaction
should "happen". Either it commits or aborts.
Consistency: Each +ransaction should see a correct picture of the
state, even if concurrent cransactions are updating the state.

Integrity: The transaction should be a correct state rransformation.

Durability: Once a transaction commits, all its effects must be
preserved, even if there is a failure.

The programmer's interface to transactions 1S quite simple: he starts

a transaction by asserting rhe BeginTransaction verb, and enés 1t DY
asserting tne EndTransaction or AbortTransaction vero. The SYyStem

The classical implementation of =ransactions uses locks tO guarantee

-onsisctency and a log or audit trail to 1nsure atomicity and
iurapi.ity. Borr shows now -his concept generalizes to & distributed
fayi---oierant system LBorr 31, 341).

vransac-:ons relieve tne appiication programmer of handling many error
condizions 1f things get 0O -omplicated, the programmer (or tae




system) calls AbortTransaction which cleans up the state by resetting

everything back to the beginning of the transaction.

Transactions for simple fault-tolerant execution

Transactions provide reliable execution and data availability (recall
reliability means not doing the wrong thing, availability means doing
the right thing and on time). Transactions do not directly provide
high system availability. If hardware fails or if there is a software
fault, most transaction processing systems stop and go through a
system restart -- the 90 minute outage described in the introduction.

It is possible to combine process-pairs and transactions to get fault-

tolerant execution and hence avoid most such outages.

As argued above, process-pairs tolerate hardware faults and software

- -

[

Helsenbugs. But most &kinds of process-pairs are difficu
:mplement. The "easy" process-pairs, persistent process-pairs, have
amnesia when the primary fails and the backup takes over. Persistent
process-pairs leave the network and the database in an unknown state

when the backup takes over.

The key observation is that the transaction mechanism Xnows 10w =tC
JNDO a.l -he changes of :incomplete transactions. So we can simply
abor:z a.. uncommitted transac:ions associated with a failed persistent
process and then restart these =ransactions from their input messages.

This cCleans up the database and system states, resetting them to

-
.

(1]

rJ




point at which the transaction began.

So, persistent process-pairs plus transactions give a simple execution
model which continues execution even if there are hardware faults or
Heisenbugs. This is the key to the Encompass data management system's
fault-tolerance (Borr 81]. The programmer writes fail-fast modules in
conventional languages (Cobol, Pascal, Fortran) and the transaction

mechanism plus persistent process-pairs makes his program robust.

Unfortunately, people implementing the operating system kernel, the
transaction mechanism itself and some device drivers still have to
write "conventional" process-pairs, but application programmers do
not. One reason Tandem has integrated the transaction mechanism with
the operating system is to make the transaction mechanism available to

as much software as possible (Borr 81].
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Fault-tolerant Communication

Communications lines are the most unreliable part of a distributed
computer system. Partly because they are SO numerous and partly
because they have poor MTBF. The operations aspects of managing them,
diagnosing failures and tracking the repair process are a real

neadache [Gray].

At the hardware level, fault-tolerant communication is obtained Dby

having multiple data paths with independent failure modes.

At the software level, the concept of session 1S introduced. A
session has simple semantics: a sequence of messages is sent via the
session. I[f the communication path fails, an alternate path is tried.
1f all paths are lost, the session endpoints are told of the failure.
Timeout and message sequence numbers are used tO detect lost or

duplicate messages. All this is transparent above the session layer.

Sessions are the thing that make process-pairs work: the session
switches to the backup of the process-pair when the primary process
fails (Bartlett]. Session sequence numbers (called SynclDs by

Bartlert) resynchronize the communication state between the sender anc

receiver and make reguests/replies idempotent.

Transac-ions 1interact with sessions as follows: if a ¢transaction

nera

aborts, -he session sequence number is logically reset to the seguence

numpber at the Dbeginning of the <transaction and all intervening




. 3 8 "
messages are canceled. If a transaction commits, the messages O

~ 1 1 - - ]
session will be reliably delivered EXACTLY once [Spectorl.

(B

o
m

Q]

(4]



Fault-tolerant Storage

The basic form of fault-tolerant storage is replication of a file on
two media with independent failure characteristics -- for example two
different disc spindles or, better yet, a disc and a tape. If one
file has an MTBF of a vyear then two files will have a millennia MTBF
and three copies will have about the same MTBF -- as the Tandem system

failure statistics show, other factors will dominate at that point.

Remote replication is an exception to this argument. If one can
afford it, storing a replica in a remote location gives good
improvements to availability. Remote replicas will have different
administrators, different hardware, and different environment. Only
the software will be the same. Based on the analysis in Table 1, this
will protect against 75% of the failures (all the non-software
failures). Since it also gives excellent protection against

Heisenbugs, remote replication guards against most software faults.

D

There are many ways to remotely replicate data, one can have exac:t

cas, can have the updates to the replica done as soon as possible

-

repl
or even have periodic updates. (Gray] describes representative

systems which took different approaches to long-haul replication.

Transac::ons provide the ACID properties for storage ~-- Atomicity,
Consistency, Integr::ty and JDurapility [Haeder]. The <transaction

ijournal plus an archive ccpy of =he data provide a replica of tne data

L

on media with independent failure modes. [f the primary copy fails,

LY $)
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new copy can be reconstructed from the archive copy by applying all
updates committed since the archive copy was made. This is Durability

of data.

In addition, transactions coordinate a set of updates to the data,
assuring that all or none of them apply. This allows one to correctly
update complex data structures without concern for failures. The
rransaction mechanism will undo the changes if something goes wrong.

This is Atomicity.

A third technique for fault-tolerant storage 1is partitioning the data
among discs or nodes and hence limiting the scope of a failure. If
the data is geographically partitioned, local users can access local
data even if the communication net or remote nodes are down. Again,
[Gray] gives examples of systems which partition data <for Detter

availability.

[
L




Summary

Computer systems fail for a variety of reasons. Large computer
systems of conventional design fail once every few weeks due to
software, operations mistakes, or hardware. Large fault-tolerant
systems are measured to have an MTBF at orders of magnitude higher --

years rather than weeks.

The techniques for fault-tolerant hardware are well documented. They
are quite successful. Even in a high availability system, hardware is

a minor contributor to system outages.

By applying the concepts of fault-tolerant hardware to software
construction, software MTBF can be raised by several orders of
magnitude. These concepts include: modularity, defensive

programming, process-pairs, and tolerating soft faults -- Heisenbugs.

Transactions plus persistent process-pairs give tauit-to.eranc
execution. Transactions plus resumable communicat:ions sessions give

fault-tolerant communications. Transactions plus data replicat:ion

give fault-tolerant storage. in addition, transac:tion atomic:c
gordinates the cnanges of the database, the communications net, anc
~he executing processes. This allows easy construction OL RIGH




Dealing with system configuration, operations, and maintenance remains
an unsolved problem. Administration and maintenance people are doing
a much better job than we have reason to expect. Wwe can't hope for
petter people. The only hope 1is toO simplify and reduce human

intervention in these aspects of the system.
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1.

2-

Several of the people who recently played the Doomsday Game asked me to
put together a summary of the outcome. TI've attached single sheet
resumes of what was aenerated.

The feedback was:

The excercise was good/interesting/valuable;

Using the "results" in our plans would (unfortunately) be purely
a8 matter of chance;

Baseline data on industry size, partitionina, shares, and growth
rates were missing, (and a bit more competitive detail in the

way of 1PK reports, etc. would be nice to have);

The DEC cases needed a starting point (base case) to make the
time spent playing them more productive;

It should be played again (in separate sessions) by all of PEG,
GVPC, OC, PG managers, manufacturing planning people, and key
technical contributers.

Some personal observations I'd add.

I'

2.

3.

We seem very short on a fact-based common understanding of the
long range actions of our strategic competitors.

We easily revert to 2 DEC-centered view of the real world
threats and opportunities.

We demonstrate an almost touching loyalty to the concept of the
central processor and operating system as the centerpiece of
corporate strategy.

I'd hope that future playing of the game would change this situation a

hito

1'

To do this, together with my co-designers, I1'd like to:

Arrange a PEG/GVPC/PGM game in February or March;
Put the finishing touches on the competitive base-case packages;

Force the DEC simulations to be more realistic and more
responsive to projected moves by our competition;

Find a way to use the game outcomes to affect our plans, values,
and behaviors. (I'm at a loss on this one given the current

DEC climate - at least as I perceive it).




IBM

Occupy 97% of the F1@,#0® desks by integrating corporate informa
tion/communication service functions & making agagressive use of
technoloay in the low cost manufacture of personal computers.

Maintain the dominent position in the central EDP environment by
shifting revenue toward software & services; reducing hardware
prices to meet (say) Fujitsu; adjusting the user/0S/cpu boundary to
provide new capabilities customers will value.

Avoid the kind of stable interface definitions that would allow
Fujitsu to make the best use of their resources (Watch Europe for
the first indications of how this struggle will evolve).

Example moves:

1982 -~ SNA for Display Writer, Personal Computer & S/38;
- 0P architecture: "document” interchange standards
voice/image/text/data.

1986 - Retread the typewriter salesforce for OA component sales;
- New PC based on S/38; S/38 LAN;
- Integrated voice/data PBX (with SBS linkage);
- Database interface for System/38 tying to 370 core
clusters; - . :
- All channels viable from independent merchandizers thru
F5¢P direct sales account control.

19984 - Provide information-supplier services for private
viewdata (with state-of-the art viewdata terminals).




o Example

1982

1986

199¢

AT&T

o Be the single source for 2ll small business (and consumer)
information services.

o Provide commodity access to information and information processing
(leveraaina off intrinsic strengths in interconnect, switching and
the ability to efficently bill and collect for an aggregate of
small transactions).

o Do this with the quality and reliability so long associated with
Ma Bell.

moves:

First level network data services: message store/forward;
"Phone replacement" for the home/small business: adds good
quality keyboard microprocessor, 64KB memory, small screen.

New generation departmental/small business PBX supporting
inter-enterprise electronic mail (with limited electronic
invoicing/billing);

Third party epplications distributed by AT&T for home and
small business software (UNIX & CP/M foundation);
Information access and (electronically based) retailing
services;

Merchandizer channels, phone stores, interconnect
suppliers.

Image based electronic retailing and entertainment
services.




o

CONVERGENT TECHNOLOGY

Exploit fast time-to-market of commodity hardware for cluster
servers and workstations internals.

Use CTOS and its continual enhancement as an application base to
lock in larae volume OEM sales channels (e.g. NCR/Burroughs in the
office) for applications, service, and sales.

Focus on the establishment of a2 CLUSTER architecture
(to provide future hardware cluster enhancement sales).

Risks - being outpaced on CTOS enhancements and;
- being reverse engineered out of the picture;
- hooking up with inadaguate, second-rate OEM's.

Example Moves:

1282 - S1¢#K - S2PK RAM font & "1/2 page" resolution workstations;
- 84K each instance of WPS, sort/merge, ISAM, forms, PASCAL.

1986 - ship 32-bit (38A) full page resolution workstation with

telephone management;
- Use commodity disks and cluster peripherals as manufactured
in Japan; . _
- System software enhancements for file structures,
communications,.....

1997 - 4R8A based workstation with a buyout high performance
flatscreen CRT;
- Audio/video/data local area net.




NIPPON ELECTRIC COMPANY

Capture the desk by first providing total communication service and
then a total information service for the office (and later for the

home) .

Accomplish this with volume manufacture of medium performance
personal computer phone replacements that support popular operating
systems for applications development.

And the PBX communications center of a small firm (or department) -
complemented by (fiberoptic/CATV) local area nets as needed.

Use multiple, geographically knowledgeable channels of distribution
to provide familar brand names and pertinent applications know-how
(e.qg. Xerox -or Prime, Sanyo, interconnect distributers) .

Do 211 this from a strong position in base technologies:
semiconductors, communications, video, speech recognition/

synthesis.

Example moves:

1982 - BARG/RARL/286 commodity general purpose processors with

proprietary processors for graphics and speech;

- digital PBX fiberoptics and wireless LAN;

- modular PC desk unit integrating video, voice, data
(with a CP/M operating system);

- establish North American partnership with Xerox;

- sell a minimum (& minimal) PC as low as S1K entry cost
(retailed under the Sanyo brand name).

1926 - Intel 386 for a new generation PCC and 8" media for an
information server greater than 10¢MB;
- Provide the (network 0S) infrastructure for an information
services network for business and the home user;
- Home PC (with voice/video/data) at stereo prices.

1994 - VLSI supercomputer and optical storage;
- knowledge base expert information systems;
- highly parallel departmental computing.




HP

o Focus on specific industries to lead on selected application areas
(e.q. manufacturing) rather than on the traditional
undifferentiated DEC-DG-Prime minicomputer market

o Ruild on strenaths in (design, packaging, manufacturing, sales,
and service of) integrated desk-top computers to hold significant
market share in S5@¢ to S3A,AA7 systems and personal computers.

o Use position in personal and low cost computing systems to seek
arowth opportunities in new application areas (e.g. office)

o Rely on strong marketina competance and a quality product image to
maintain and build HP brand loyalty as a value in itself

o Capitalize on (highly divisionalized) corporate structure to
capture diversified targets of opportunity

Example moves:

1982

Build a2 unique operating system for 2 new 32-bit

architecture of the 8f's. First product is A.3Mips at S4¢K

(This is such a self-destructive act that only previous

history makes it credible);

- Include strong new CAD/CAM applicantion packages on the new
system; e :

- Provide consulting services for manufacturing automation and
production control systems;

- Introduce $1#-15K low-end workstations a low cost integrated

terminal and low-end disks: #.25MB floppy and 2 10-3¢ MB

hard disk.

1986 - Add 32-bit applications in the laboratory and medical

environments and expand revenue from consulting services;

- Provide systems integration for robotics/factory systems;

- Support industry-standard communication links for the
factory, the laboratory, and the hospital
(CATV/broadband, line-of-siaght interfacility links, full
function PBX's);

- Introduce hiagh-function CAD/CAM workstation;

- Offer integrated 32-bit office system with low cost
terminal /workstation;

- Start to lower prices as investments in HP's internal
manufacturinag systems pay off.

1997 - Provide HP robotics/artificial intelligence systems in the
factory. These systems provide voice interaction with

factory operators.




Change from OWNER to PROPOGATOR of standards - and seller of cost

- DEC COMMODITY PRODUCTS

competitive equipment based on these standards.

Accelerate acquisition and development of high volume manufacturing

technologies in semiconductors, interconnects, (storage) media,
assembly, and material flow.

Establish components division (separate assets, headset change).

Sell components internally at transfer cost, externally to world
market.

Example

1986

19904

Actions:

ship single board VAX; introduce single Eackage VAX;
Develop one chip VAX - work for lead architecture of the
9f's;

Sell low-end high volume disk on DEC and non-DEC
systems;

Provide are extensive software/applications library

and sell software on non-DEC VAX systems;

Generally price hardware/systems low but price standards
(and leadership products) high.

Develop and propogate standards for voice & vision;
Announce a single board 1#Mips VAX;

Start development of a system on a chip;

Announce architecture of the 90's;

Sell a2 one chip, 2 MIPS VAX;

Acquire an optical disk design and manufacture it.

——




3 DEC PROPRIETARY SYSTEMS

Serve markets that require integrated products (and services) to
solve complex problems.

Stay one level closer to end-customer needs than commodity
manufactures - provide tools that enable significantly higher
customer productivity (particularly in sub-solution integration).

Alweys have at least one leadership (flagship) product: exploit a
quality image superior to commodities.

Fxample Actions:

1982 - proprietary layered environments (e.g. OSM, CTAR);
- leadership development tools (nets, files, languages);
- parameter driven application programs.

1986 - Scorpio/CT32, Venus leadership processors;
- leadership cluster environments (and ADA);
- user-oriented documentation:
- human interface design tools.



Provide an inteorated computing and communications environment for
leadership user productivity over a ranae of products from S5@f to

-

DEC-UNCONSTRAINED

$1¢,000,000

(by buyina/licensing/commissioning more actively in the support

of an integrated architecture).

Position 2 DEC Information Architecture (speech/voice/data/text,...)

at personal and departmental levels.

e e

Compete for the desk but co-exist with IBM at the Corporate EDP level
and with AT&T at the Corporate communications level.

Example Actions:

1982 -

1986

1994 -

Subset the VAX Architecture for public use;

Focus internal design and manufacture on $10K-25@K systems;

Commission 32-bit commodity workstation product in Japan
using DEC VAX architectures;

Commission a Japanese ByperVAX;

Buy PBX (Mitel) for resale in integrated computing and
communications systems;

Do 211 the office automation - even pursuing a
service-oriented business linking OA, EDP, and
communications.

Provide only 5 1/4"™ (45MB) and 14" (1GB) storage;
Announce an inteagrated communication and information
architecture (end its lead products);

Develop a retail channel to provide VT/CT's as viewdata
terminals (?).

Selected end-user expert systems.
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SUBJECT: CORPORATE PRODUCT STRATEGY EXERCISE 1
DATE: TUESDAY, NOVEMBER 3 THROUGH THURSDAY, NOVEMBER 5

TIME: 8:15 - 5:00

LOCATION: ML12-1 (RICK CORBEN'S OFFICE) |

OBJECTIVE: Complete enough of the DECsite "configuration brochures"
to serve as input for the Distributed System Architecture
Task Force.

BACKGROUND: You should have read the write-up of DECsite/Engineering
(Boeing) , and there will be one for DECsite/Division
Headquarters (Merrimack) shortly. During our three days,
we will do three additional sites.

TENTATIVE SCHEDULE:

TUESDAY: FACTORY (GM OR GE?) 1
WEDNESDAY: BANKING (BANKERS TRUST) '
THURSDAY: SMALL BUSINESS (WES MELLING TO PROVIDE)

Wes Melling will make a start-off presentation on the factory

environment. Don Jenkins and Vijay Thakur will join us Tuesday

morning to provide additional expertise. Jack Mileski and Gene Hodges ‘

will join us on Wednesday morning. They've studied Bankers Trust \

extensively. Jim Willis (COEM) will join us Thursday morning for the |

small business discussion. Wes Melling is preparing a presentation on

a real-world small business, |
|

HUMAN ENGINEERING:

We might move the Thursday meeting to Peter Conklin's home
as a change of pace.

My office is comfortable enough for our group, but there
are not too many spare seats. Please do not bring guests
without checking with me.

PROBLEM DEFINITION:

The following description from the appendix to
DECsite/Engineering may help those of you who will be
participating for the first time.




NATURE OF EXERCISE

Goal & Constraints

l. Typical customer site configuration that we want to sell in
FY'86 based on Corporate Product Strategy.

Concentrate on building within worldwide networks.
Consider CI and other technologies in addition to NI.

4. Our output should be a basis for a "Product Brochure" (Look
through a customer's eyes.)

5. Concentrate on product features/attribute

s that are not owned
by a single Program Office.

Characteristics of DECsite

Component Nodes - Hardware/Software
Interconnects

Price

Applications being used
Uniqueness - customer benefits
Performance expectations

Maintenance philosophy
Growth pattern

Relation to other communications facilities (PBX, SNA, X.25,
DECNET)

Relation to other competitor's systems
Conformance to standards (External/internal)
Connection of foreign entities to environment
System management philosophy

unique in the marketplace from DEC
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TR1P REPUPT: BOEING CCRP,
JAn 21=22, 1981

nNancy Neale and Harry Hersh
UUser RPesearch Group
Corporate Research

14TRUDUCTIUN

Three organizationally autonomous sites vere
visited at Roeing: 1, ATAD (Advanced Technology And
Development), part of Hoeina Computer Services: 2.
Tne 4ind Tunnel Facility, run bv #oeina Computer
Services; and 3., Interactive Graphics Data Analysis
Group, part of Boeina Commercial Airplane Company.
Each of these organizations has developed workstations
for internal use, Thus, in addition to information
concerning the environment and user requirements,
detailed information was obtained concerning hardware,
software, and operational aspects of these systems.
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to

10,

11,

12.

13,

SUMMARY 1SSUES

The following major issues emerged from this two=day visit
en3dineerina and computer organizations at kHoeino in Seattle:

Graphics is a given, Across oraeanizations, both video and
hardacooy graphics, fully integrated with data analysis
software, was assumed,

The demand for color graphics is elastic.

Ease of use is defined as a user’s ability to do something
"useful" at the workstation in the first 10 minutes.

End=user reauirements were the FOCUS of the development
processes, These requirements were assessed through
continuous dialooues between users and developers,

"Latent computer demang" was defined as the onaoing
phenomenon of evolving new uses identified by the users once
workstations were available and actively in use,

Reliability 1is considered critical, with a vendor'’s
reputation and ability to support and service systems a major
factor in product cholice,

In each case, cost Justification based on productivity
evaluations was cited in dollars. This emphasis was
conspicuous,

Demand for workstations evolved from financial and/or time
penalties of overloading mainframes with many small jobs,

Security is an important issue addressed mainly through
pnysical control (e.d., locking floppies In a desk drawer),

DIGITAL was considered a major vendor for supplyina quality
processors at a reasonable price (i.e., high, but worth the
cost). DIGITAL was criticized several times for poor
quality/performance peripherals at ridiculously hiah costs to
customers.

[iming of the capital budget process was an important factor
in equipment acguisition, Ecquipment could only be purchased
at one point in the 12 month cycle,

In all three instances workstations primarily replaced
previous batch and/or time=sharing operations.

Internally developed training and documentation was
avallaple for all workstation users,
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ATAD (ADVANCED TECHNOLOGY AND DEVELOPMENT) GROUP

BCS views itself as an OkM to the Hoeing organization.
Historically, the main business of BCS has been selling time on
IBM and CDC mainframes, both internally and externally. This
group has developed, and is currently marketing within Boeing,
BITS (Boeing Intelligent Terminal System), BITS is an integrated
workstation concept for the automated office enviroment.

ENVIRONMENT/USERS

BITS was characterized by the developers as end~-user driven,
Rather than proceeding from hardware to system software to
end-user applications, BITS began by assessing users’ needs
within Boeing., Tarcet users included:

Clerks

Secretaries

CTS users

Programmers

Executives and managers
Professionals

Their experience has been that a majority of FEITS usage 1s by
professionals a&and clerks who are knowledgable about computers in
general. (Financial managers are included in the professional
category.) Some managers use BITS, but they are in the minority.

Consistent with their emphasis on the development/evolution
of BITS being end=-user oriven, users are actively encouraged to
exercise the Enhancement/Problem Report system, Thelr experience
nhas been that problem reports have decreased exponentially (with
an unspecified exponent) since the introduction of the system,

SOFTWARE FEATURES

The BITS operatinag system is interpretive and PASCAL based,
with all software above the interpreter being portable, The
complete set of software modules consists of arproximately 200K
lines of PASCAL code. Using judicious make~buy decisions, the
total software system was developed over two vyears by 4=5
designers,

mych of the software (e.a., editors, word processor) are
emulations of previously existinag software., Thus, evep though
there is a single mepu-oriented interface, the remainder of the
software modules does not appear to be truly intearated.

I'ne BITS system s taraeted at HKOTH proarammers and
non=proqrammers; at sophisticated and non=sopnisticated users.
The result is quite a bit of duality in the system, For example,
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1.

2.

3,

The "universal keytoard" appears to be nased on a simple
mergina of every key on the wANG keyboard and every key
on the VT100 Kkeyboard, incluaing SETUP and XON (no
scroll).

The Keypboard contains an "X" key which, when pressed,
pypasses the menu and allows tne user to execute a
command,

Both word processina (copied directly from WANG) and
text processing (a la BUKOFF) exist on the system,

The business araphics system is parametrically driven.
Parameter changes can occur either by running an
easy-to=use interactive routine, or by directly editing
the parameter file,

I'ne following software packages currently run cn BITS:

Languages: PASCAL, FURTAN 77, BASIC (compiler only),
Assemblers for LSI=-11, Z80, and B80BS,

A Screen editor: menu oriented

2 line editors that emulate CTS and KIT. The emulations
allow users to modify tne command names to suit their
own applications or preferences,

word processing: a direct copy of WANG.,

Text processing: Command orientea 1like RUNOFF, but
(they claim) easier to use,

A communications package for both svnchronous and asynch
communications, They currently support BNA, Boeing’s
version of SHNA,

A business graphics package (Not for CAD). The graphics
package s integrated with the plotter for autoratic
hardcopy graphic output (e.,g,, for automatic viewgraph
production), Multiple fonts are available here and for
#ord and text processing; l1imited only by device
resolution, Similarly, the software suoports hard=- and
soft=copy color graphics on configurations containing
appropriate devices,

Comprehensive data entry utility (50K 1lines of code,
which represents 25% of the total code written.)

Teltext and Viewdata are available to users,
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10. Aoplications packages are avallable in the following
areas:

Finance

Enaineerina

Dffice graphics

Uperations

Proaram (i.e., software) develooment
Product assurance

At the current time, twelve RX02 diskettes are
distributed with the typical BITS workstation.

11, Several CAl packages are available fecr use with the
applications packaces, They claimed that the on=line

documentation was limited by the amount of local storage
avallable,

HARDWARE FEATUFRES

The base level hardware is variable, with a present average
cost less than $12K for a single user system, optionally tied to
a host (CDC, IRM)., BITS started on an 11/70, and the ATAD group
was 1interested in determining whether an 11/23 could support the
functions,

Generically, the hardware consists of the following:

0 A processor

o 64K bytes of memory

o TIwo SO0K byte B" tloppies (IBM 3740 format)

0 A keyboard (Standardized)

0 CRT display, 24x88 min; must support 1low resolution
graphics: "The system is tailored to different levels
of graphic needs." Color display at the high=end.

0 At least two FES232 ports

o Support for dot matrix (graphic) and daisy wheel (LOP)

printers, 4=-color plotter, hard disks (Wwinchesters up to
20M), dilgitizers, voice recognition and response units,
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The following hardware systems are currently being used:

(o]

TERAK 8510 (has an 11/2 in it)

This system contains a 320x240 resolution CRT, and 1is
the most widely used hardware within tne BITS progranm.
(Currently 95% of terminals used are TERAK,)

DEC 11/23 (with VT100)

DEC PDT 11/150

ONTEL OP=1/70 (B085 based)

RAMTEK C214 (Z80 based)

TI 1/90

ISSUES FOR BITS AND BCS

The following issues emerged from the discussions:

1.

2,

The system must be easy to use and easy to maintain,
Users familiar with the time-sharino software (e.g., CTS
editor) can be up and running on BITS in 10 minutes,
novices require one to three days of classroom training.

An important distinction was made between managerial and
professional wuse of the worxstation: we were told that
professionals (primarily enqineers and financial
analysts) need functionality specific to their work
requirements, Manacers review data and play "what I{f"
games., Managers want instant recall of information;
they never update, just look, ¢

We were told that managers do not want Kkeyboards: not
becdause of the typing issue, but because they do not do
data entry. A special BITS workstation was constructed
for a high level mapnacer, The "workstation" consisted
of a4 large color disolay in a walnut case resting on a
lazy=-susan, Input was acconmplished through a radio
controlled¢ (i.e,, portaole) keypad., The executive would
instruct his secretary to run a program or obtain some
data. The executive then used the kKeypad, in
conjunction with a simple menu on the screen, to review
tne information.

"Corporate data" resices on a central mainframe; only
personal and local oata are stored at the workstation,
Individual departments are driving the need for
localized computing camability.
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5.

7,

8.

9.

10,

Currently, the workstations only communicate with the
mainfranes, not with each other. (There is a striking
parallel here bet«een the physical constraints in the
computer network and the information control in their
organizational network.,) The result is a time=sharing
system with varyinaga amounts of local intelligence,
(This is consistent with their primary business goal of
selling time and services on their maintrames,.,) They
are, however, very interested in the development of
local area networks, and mentioned specifically their
interest in the development of the Ethernet.

workstations were introduced throuvgh Justification of
need via oproductivity analysis. Their conclusions
indicate significant incremental savinas: e.g., 10 BITS
workstations showed a savinags of $635,594 (which was
considered to be a conservative estimate),

Their view of the market:

o User iIs looking for integration = won’t Jjust buy
word processinag,

0 They see the need for a wide range of oDrocessors:
from 8 bit processors for simple office applications
to 64 bit processors for precision engineering
applications.,

0 Near=-term cost of the workstation must be under
S10K,

0 Color is liked for its highlighting effect, but they
won’t pay a whole lot extra for it. They do not
consider color in the mainstream today.

System noise level must be acceptable for an office
environment.

On the 11/23, they liked the performance and the memory
capacity. They did not 1like the packagina (too bulky),
the power regquirements (restricts portaoility), or the
noise (too noisy for an office environment).

Security: Their networks have encryption capablility.
Their response to software security issues was that BITS
is a single user system, and uysers can remove their
floppies and lock them in a desk drawer, Access to the
software modules 1s controlled through their general
menu interface.
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11,

12,

135

14,

15,

16,

ile

releconferencing is a lona=-term a@oal they‘re vorking
toward: electronic mail and the "automated office" are
in their future. Their attitude toward software
security, however, suggests that they may not have
started to address these issues seriously.

The keyboard must be universal. (Tnis follows from
their requirement to satisfy both programmina and
non=proaramminag users,) The VTI00 Kkeyboard {is not
acceptable: not enought function keys,

They want to meet both sochisticated and unsoohisticated
users’ requirements with modular, compact hardware,
They®ll buy nardware from a vendor but not the software,

ferak is not a oood supplier for their commercial
marketina needs. They «ould like to buy all thelr
hardware from a primary source,

Tneir universal software needs regquire merged text and
graphics.

RLO1 disks are too big (physically) and too expensive:
They can obtain a disk £rom another vendor (Charles
River) that contains 4 times the capacity tor the same
price and in the same size package.

Same price and package size problems were mentioned for
the RXx02.
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WIND TUNNEL FACILITY

The BCS operates the Data Analysis Modules (workstations) at
Boeing’s wind tunnel facility, Volumes of data are collected
from various ohysical measurements during a sinagle simulated
fliagnht. Historically, these data have been analyzed with batch
routines., Most recently BCS has introduced its Data Analysis
Module, which makes the data analysis interactive.

ENVIRONMENT/USERS

This single wind tunnel facility consists of a subsonic and
a supersonic wind tunnel, and serves desian engineers from the
various groups of the corporation, 7The wind tunnels are in use
24 hours per day, 7 days per week, 1he several workstations are
housed in a single large room adjacent to the aquite noisy wind
tunnel. The process 1s as follows:

1. An engineer produces a structural design,

2. Contact with the Wind tunnel is made and a scale model
is built with the requisite sensors built in,

3., The model is placed in wind tunnel.
4, The test is run and data collected with a PDP=~11/70,
5. Parameter changes and additional tests may be run,

6., The data are then available for analysis within the wind
Tunnel facilitvy.

7. w«ina tunnel personnel take primary responsibility for
carrving out data analysis as specified by the designer.
Designers may perform the actual analysis if they want,

R. Access to data is tiohtly controlled, No data 1is
released to a design group until it is officially
certified,

SOFTWARE

fhe softvare for the Data Analysis ‘odule consists mainly of
tne existing oatch=-oriented data analysis routines which have
been modified for interactive use., Although we were not agiven a
demonstration of the system, comments from the wind tunnel
personnel, otner kHoeing peonle, and 1local DEC sales veople
suggested that the user interface was somewhat difficult to use.
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Causes of difficulty in usace w«ere: (1) unspecified features of
the user intertace desian; and (2?2) the fact that individual
customers (i.e., desianers) used the wind tunnel facitily very
infrequently, and thus never agained familiarity with the software
syntax,

HARDwWARE

£ach Data Analysis Module contained an 11/70 and an FEPO06
disk, Attached to the processor was an Evans & Sutherland
grannics system, and an HP terminal.

ISSUES

1. This is a dedicatea workstation = No npossibility for
generic functions at this point in time,

2. Control of data was an important issve, 1t had to be
used at their tacility: there was no remote access to
the data, Some control issues vere political.

3, System reliability was important, 7The facility must be
up and running continuously, Any downtime is a major
proolem,

4, Ease-of=use is considered important, so that the staff
isn’t continuously tied up with the engineering users.

5. Graphics is very important. It was an integral part of
the migration path from batch processing to workstation,
trom pre=specified sets of btatch data plots to
interactive graphic data analysis.




BOEING REPORT / CPG Page 11

INTERACTIVE GRAPHICS DATA ANALYSIS GROUP

This qroup represents technical staftf responsible for
airplane structural analysis., They have developed an integrated
network of (group) workstations for aircraft structural analysis.
The manager is singularly rcowerful within the corporation, and
was a major factor in the development of the IGDA concept.

ENVIRONMENT/USEERS

IGDA systems are currently at 21 geographically dispersed
sites 1iIn tne greater Seattle area, These sites resemble group
work areas more than individual work stations, providing an
environment supportive of cooperative rroblem solving, Each
sites 1s physically bounded ana is overseen by a site coordinator
who functions as a combination system manager, local expert, and
security agent,

The workstations were forcibly introduced by the manager
(wno had enough political muscle to accomeplish this major change
very quickly). His tactic was to take away the project leaders’
dollars and people, forcing them to come "kicking and screaming"
to use the workstations, Once used, nowever, the IGDA concept
was positively received,

IGDA users (1050 currently) tend to be fairly sophisticated,
Most users are engineers and technical support people., Few are
managerlal=level users, Average usage ran 1/2 to 1 hour daily.

SOFTWARE

The 11/70"s all run under IAS; network nodes are connected
througn DECNET V,.3.0 and a hyperchannel., Nelither software nor
data are truly distributed, Data files exist on one of the nodes
of the network: in order to work with data from a particular
node, one specifies the node name and file name, and 1indicates
whether te "put™ or “get"®™ the data, Everything else 1is
transparent. Fost aoplication code is written in FORTRAN,

The user interface is uniform across the 21 sites, and
consists of a menu tree, containing 11 levels, The menu desiagn
uses the joystick on the Vector General Display system as the
selection device, The user Interface was also uniform across the
various application modules. Major software components include:
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HARD#ARE

The
sites.,

General Graphics Package
General Contour Package
pynamic Visvalization Package

viewfoil Generation (i.e., overhead slide production),
incorporating grapchics, charts, and text,

#0rkK Schedule Chart Program (Pert, Gantt, etc.)
Other technology staff specific software packages:

1. Aerodynamcis (e.g., world wind models)

2, Flight controls (e.g., aeroelastic correction and
trim)

3. Noise technology (e.,o,.,multiple-microphone jet noise
source location computation)

4, Propulsion (e.a., fuel tank simulation)

5., Structures (e.g9,.,, finite element model)

6., Systems (e.g., dynamic mechanical simulation)

7. welahts (e.ag., Loadina envelope of airplane weight)

8, Mmilitary Airplane Co. (e.g., wing section graphical
display)

All these technology staff specific packages use
the IGDA graphics capapilities. This commonality
contributes to the uniformity of the user interface.

IGDA hardware complement was uniform across the 21
Included are:

PDP 11/70 with 3/4M of memory running 1AS.

tnree RP06°s, Users are responsible for mounting,
dismounting, and storing their own disk packs.

A 9-track magtape and ] T7=track magtape (for
compatability)

vector General 4=-color display workstation and a B/W
workstation, Each station contained a QWERTY keyboard,
separate keypad of function keys, and a 3=-dimensional
joystick,

A RAMTEK high resolution color graphics system 1is
currently being evaluated.,
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ISSUES

Two Tektronix graphics terminals
Four dumb terminals (Beehive)

An HP intelligent terminal
Lineprinter

Gould 5200 electrostatic plotter

Communications lines: 4800 baud, 9600 baud, and/or
Hyperchannel (50 Mbaud)., The 21 sites were configured
in a manner very similar to DIGITAL’s Engineering
Network, In addition, the network ties into a CDC
Cyoer, which, in turn, connects to a Cray 1, an 1IBM
mainframe, and another backup Cyber.

Optional eqguipment: Card reader, Talos digitizer
(4" X 6°), Calcomp 4=color drum plotter.

Productivity justifications were strongly emphasized.
I'he current technical staff of 4000 perform more work
than did the staff of 5000 in 1972, They claim average
increased engineering productivity of 25 times, and a
decrease in analysils flow time between 1/10 and 1/100 of
previous rates, An inportant result is the increase in
design/analysis cycles per unit of time: a critical
factor in buildinag safer airplanes.

Estimated cost of all sites and equipment to date is $15
million, The calculated return on this investrent is
§58 million: "That‘’s worth a little more than one 747
(worth $43 million) that we’ve returned to the company."

Price sensitivity is not an 1issue here due ¢to the
manager’s political clout, Hardware acquisition 1is
directly a function of perceived needs,

They claim that their overhead penalties were too costly
for the amount of work they were doina on the
mainframes, This became a key motivation for the move
to the IGDA workstation.,

The developers felt they were sensitive to vser needs:

o Uniformity of hardware and software across sites
contributed greatly to the system’s ease-of-use,
All sites contain identical eaquipment and capability
so tnat engineers can be "at home wherever they ugo",




BOEING

10,

11.

REPURT / CRG Page 14

0O A user survey was conducted to determine which dumb
terminal to purchase, Several different terminals
were brought in, and users were allowed to try them
out and express their opinions.

0 A subset of users reguested HP terminals, a terminal
type not included in the oriaginal haraware
configuration, These terminals were eventually
installed, not only at the requesting sites, but at
EVERY IGDA site in order to maintain consistency.

Once data has been initially read 1into the system, a
user need never worry about the details of the data
format, The software hides all these "irrelevant”
details,

They feel color is wuseful (e.g., for disambiguating
complex graphs). Color is only found, however, on the
Vector General Graphics Systems,

They are looking for microprocessor hased communication
and databhase interfaces,

Security is provided by physical control:

o All eguipment is used only at sites, overseen by
site coordinator

0 Engineers can lock up their disks at the sites.

o All tiles are "protected" bty passwords!

0 All privileges are given to every user,

0o No terminals exist outside the site, "As soon as
you put a terminal on a desk you must assume a
hostile environment.”

0o workstations communicate only with other
workstations; no other communication 1lines are
allowed,

Several training courses are provided by a full=-time,
in=house trainer. The basic users one week training
course (half 1ab, half lecture) reqguires a working
Knowledge of FORTRAN, An eight=hour cook=hook
presentation is offered to managers., Ongoing
instruction and help are avallable from the site
coordinator, who goes through three months of intensive
on=-the=job training,

They have written their own documentation, and rewrote
and expanded the HELP facilities under IAS,
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12,

13,

1%.

15,

16,

17.

18,

This group exibited considerarle loyalty to DIGITAL,
including being active in DFCUS, Nuch of their loyalty
can bpe attributed to their previous DEC egquipment
purchases ($3 million this year alone),

They are a strong supporter of IAS, and ekaipm st78 the
only decent operating system produced by DI1GITAL!

Tney ran their own benchmarks on VAX Vs, 11770, Their
fnitial result was that tnhey saw no price/perforrance
{mprovement in the 11/780 over the 11/70. A second
benchmark showed a marginal improvement in the VAX over
the 11/70. They clearly had no interest in the 117750,
and are waiting for the higher performance VAX's to
appear.

Even with the Vector General systems off-loading much of
the graphics processing, many of thelr programs are 1/0
bound, They w~ant disks that are laroger and faster than
FP06’s, at a reasonable price,

They stated quite clearly that DIGITAL’s price structure
on peripheral’s is way out of line,

why doesn’t DIGITAL sell a 1ittle hardware box that
would accept vector information (from a vector display)
and output raster scan data (for a dot matrix plotter).

"The 68000 is a screamer"!
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SUBJ: RE: EXERCISE IN CORPORATE PRODUCT STRATEGY

Attached is the full write-up of the Exercise on Corporate
Product Strategy (specifically Boeing) that I presented at our
meeting on Tuesday in Bedford.

The appendix on the last page l1ists the objectives of the
The cover memo lists some of my concerns at
Specific comments and

overall exercise.

Date:
From:
Dept:
Ext:
MS:

the time that I did the write-up.
suggestions would be helpful in improving the vision of Boeing.
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SUbJ: OUUR EXERCISE O ThE CORPORATL FROLUCT STKATLGY

Attachea please fina the write-up of our exercise on the Corporate
Product Strategy. Please review ana Se@na suggestea revisions. 1
tnink there is a lot of room tor improvement! 1lnaeed, the-aocument
raises a multituge ot guestions incluaing:

1. Tnere is no name tor tne Corporate Froauct Strategy. For this
write-up, 1 callea it "DECsite". The name 18 sufficiently
hiaeous tnat no one shoula be confusea into believing that we
intena to market anything like 1t Oor tnat we nave concrete
aevelopment plans to proauce anytning like 1t. 1t was an
exercise onliy!

2. Lic we generate a realistic configuration anug a reallstic
price even for a wealthy customer such &s boelngry he
nypothezieu a relatively homogeneous population OL énglneers.
Loesn't the real worlu have a greater alversity Ol enginecrs,
technicians, tecnnical writers, €tc.r Loes cveryone reaily
neea a SUVAX? OUne of tne real aavantages or tne Lbkisite
concept 1s its ability to conform to the alversity ol real
worlu environments. Coula we make our plcture Oof voeilng more
realistic? woulu we ena up with a more appealing price?

lncicentally, g0 we really neea two secretaries in each
aepartment. 1f the SUVAAs manage telephones, calenaars, mail,
etc., 1sn't one secretary enougn?

3. The most cost-sensitive part of our hypothetical configuration
was the SUVAX workstations. Tney represent most ot tne
haraware cost. Their strategic significance ana the neea for
a really competitive price 1s obvious.

4., The aistribution of function between tne SUVAA workstation ana
the Computation dServer will be an essential elemnent in
explaining the benetits of our nypothetical coniiguration.
1t tne concept is not well-ceiinea ana i1mplementea, wWe ena up
with a2 SUVAA whicn 1s little more than an over-pricec Apple or




witn & hautilus which 1s & lett-over from the bygone era OL
time-sharing.

5. The clear 1incompatibillity between over current software
pricing mechanisms and our vision of future computing
environments 1s frightening. bStrategic focus on this problen
1S as important as our i1 cevelopment plans!

©. onoula tne tileserver really be J-11 rather than
Scorplo-baseay

7. vur configuration usea a CI tor cach Venus pair. 1 assume
that we really would mix systems ana Cls for greater
availability.

6. 1s it realistic to assume the use of bLkimail in a large
corporation with large numbers of 1Bk systems? wWill tne
entire DLCsite concept be uestroyea by too many stanuaras that

we& cannot control?

Y. we really shoula be more specific about tne engineering
applications running in the network.

lu. Tnere are rougnly 1,lbw noaes on the single N1 in tne
builaing. Ferhaps, we had better switcn to multiple hI's.

11. If the mautilus conputation server 1s only 2z to 3 times iaster
than the bcorpio, will anyone actually use 1t?

Follow-up sessions are being plannea to work on some of the otner
customer environments ot interest.

/Jam
kCl.54.41
Attachment

D1ISTRIBUT1UN

JUhN ADAML whkS MELL1ING
FETER CUNKLIN JUIIN U'RLEFL
LU LAZAK GEUKRGE TH1ISSELL

KiCh LEWAIN
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DECsite/ENGINLERING IN FY'Bo

CUSTUILEK :

The customer 1s & large bkngineering organization within a major
Fortune 5bvy manutacturer. It 18 composea of 7pv separate
aepartments. bLach agepartment 1S assumea to have two
secretarlies ana one manager. Tne engineers require
substantial computational support IOr tunctions such as tinite
element analysis. Tne customer 1S a sophisticatea ana
experiencea computer user. Tne primary objective 1S maxlmlzing
the proauctivity of the engineers.

ln aaaition to the DEC equipment at the site, tnere 1s a large
h-Series IBM machine witn substantial on-line alsk storage ana
365v nhoneycomb store. A large CLC computational engine also 1s
avallable. The customer began using Ligital VAX systems elght
years ago ana n&es been bullalng a porctolio of engineerng
applications since then. 7The customer gecligaea on a
DECsite/Ekngineering environment because of the unigue conerence
of the computing capabilities 1t proviaes anu the richness of
the avallable sottware.

CUNF IGUKAT1UIN 3

Tne total configuration 1s easlest to unaerstana by consiaéring
four levels:

Eguipment at inaivicual uesks (fig. aesk)

kguipment 1n each englneering cepartment (fig.aept.)
Lgulipment sharead by several departments (fig. shareaq)
Lentral facility (fig. central)

bach 1s shown in the attachea charts. Lvery manager,
secretary, anag engineer nas a personal computer on his cesk.
It 1s the only terminal on the gesk. 7Tne manager ana
secretaries oo not have significant computational requirements
SO they use economical systems 1in thne CT2ub family. The
engineers make heavy use of dynamic grapnics so they reguire
the power of a SUVAX workstation. Lepenaing on the neeas of
the inaivicual engineer, different SUVAX configurations were
selectea but, the average price was only $35,bbu.

A DECfileserver typically proviaes an aacitional Gigabyte of

or -line storage tor the computers in the department. It
contains the aepartment's sharea documents (specifications,
stanaaras, etc.). Also, the files storea on the inaiviaual
workstations are "backea-up" to the server automatically so
that users ao not have to worry about protecting tneir valuable

wOrk against eguipment faillure.




The 1naiviuual systems are connectea to tne rile server via an
vl coaxial cable (also known as ktnernet cable) which runs
througn the building. NI was selecteu because it 1s
inexpensive, yet proviaes the hign-speca (lu kegabits/secona)
required tor transferring tiles. Mhany snarca aevices (e.g.,
printers ana other DEC computers) &s well as some non-bkC
aevices also are connectea to the same hl. FPnysical connection
to the NI 1s easy, ana it has the banawiatn necessary to
support the large number of cevices within the builaing.

Since some aevices have enougn capacity to serve more than one
aepartment, they are sharea by several. For example, & DEC LPl
electronic printer outputs luL-12 pages per minute. In orger to
nave printing capability conveniently locatea, one unit 18
sharea by two departments. Tnus, there are 35 units in the
builaing. Also, shareu by two aepartments is the VAX hautilus
“computation server". Thls 15 a powerful VAX processor {2.5
times & ll/7bb). 1t 1s totaily compatible with tne SUVAA
workstations on eacn englneer's uesk. but since the
workstations are occupiec running tne aynamlc display, they
sena any significant computation to the hautilus server.

Tne managers ana even some of the engineers may regulre access
to a large lbM computer in tne builaing or at otner locations
owneua by the customer. Five departments share a DEC
gateway/ShA. This aevice, connectea to the ki, proviaes the
necessary communication to lbk machines. For 1instance, a
manager seatea at his C725w can query a cuatabase on an 1lbM
system ana extract cvata ana reports. To the IBMm machine, tne
C1 appears to be a 3Z7u-class terminal. Also, the 1bbh machine
in the builuing has a large archival storage tacility. Thus,
many files are sent tnere when they are not in neea of Irequent
upaates.

" Another sharea uevice is the DECNET/X.25 kouter. Three
uepartments share one. 1t connects to X.25 public packet
networks which is usetul for accessing a number of commercial
aata services (e.g., scientific ana legal abstract services).
Also, the same units proviae DECWET communications to the
customer's DEC computers at other locations for exchange of
files, electronic mail, etc.

Finally, tne customer's engineers prouuce large volumes of
uocumentatioln ana specifications. hign quality printing and
photocomposition capability is requireu at several locations 1in
the builaing. For every lv cepartments, there is a suitable
unit suppliea by Aerox or another vencor. lt 1s connecteu to
the N1 via a LkCgateway/printer which translates the stanaara
communication protocols on the LEC computers 1nto the commanas
necessary to control the non-LEC printer.



There is one large central computing facility 1in the builaing.
1t is tne only location with a computer operations stafi. (All
of the other locations are either unattencueu Or operateag
airectly by ena-users.) The large 1BM bh-Series mainframe 1s
locatea here along with a large system manufacturea by CDC.
There are tive large DEC "aatabase servers". Lach is composea
of a pair of Venus (3.5 times an 11/7bu) processors &ana lu
Gigabytes of on-line storage. The processors are totally
compatible with SUVAX workstations ana the hautllus computers.
'ney proviae rapic access to a number ot large, sharea
aatabases. Lach processor palr has a reaundant pair of HSC-5u
intelligent ailsk controllers managing ten KABZ (1.2 Gb) aisks.
The processors ana hSC-5us are connectea with a CI nign-speea
interconnect to achieve a high-availability VAX system cluster.

ln adaition to aatabase service, one of the VAA clusters also
runs tne DECNET hetwork Management Facility. This proauct
proviades continuous status ana performance information about
the network 1in the builuing. OUne or more of the cluscers also
runs MUX2uu software to interconnect the CDC computer with the

rest of the network.




ENGINEER'S WORKSTATION

Graphics - Oriented
SUVAX System with AZTEC
(21F + 21R)

Engineering Applications
Graphics Mgmt System

Programming Software
. FORTRAN
. PASCAL (ADA)
. Small Talk
. Step

Database Software
. Datatrieve
CDD
Local RDMS
FMS
Design by Forms

Communication Software
« DECNET
« SNA Access
« X.25 Access
. Xerox Access

Office Aids

. Word Processing
Mail
Calendar
File Cabinet
Telephone Mgmt.
Directory
Desk Calendar
Digicalc
Prof. Time Acctg.
Mini PERT/COST

. - L] - . . L] L]

Presentation Aids Package

Standard VMS Utilities

RC1.54.41

EQUIPMENT ON INDIVIDUAL DESKS

MANAGER'S WORKSTATION

CT2506 with 18 Mb
Mini-Wini and floppy

Graphics Mgmt System

Programming Software
. BASIC
. PASCAL (ADA)
. Small Talk

Database Software
. Datatrieve
. Local RDMS
. FMS
. Design by Forms

Communication Software
. DECNET
. SNA Access (includes
3270 emulation)
. X.25 Access
. Xerox Access

Office Aids

. Word Processing
Mail
Calendar
File Cabinet
Telephone Mgmt.
Directory
Desk Calendar
Digicalc
PERT/COST
Budgeting Package

SECRETARY'S WORKSTATION

CT220 with Floppies

Database Software
. Datatrieve
. Local RDMS
. FMS

Communication Software
. DECNET
. SNA Access (includes
3270 emulation)
. X.25 Access
. Xerox Access

Office Aids

. Word Processing
Mail
Calendar
File Cabinet
Telephone Mgmt.
Directory
Desk Calendar
Digicalc

In-House Publication
Package




‘NI within

EQUIPMENT SHARED BY SEVERAL DEPARTMENTS

IBM SYSTRM id

SERVES 10 DEPTS.

S$20K $300K
e i} l $20K
"XEROX" PRINTER HIGH QUALITY Serves
GATEWAY "XEROX" PRINTER OR 5 Depts.
PLUTO } L PHOTOCOMP SYSTEM i

BUILDING

paxeys ‘672

)
0

R81

R81 RB81

(

IBM SYSTEMS SYSTEMS at

CENTRAL FACILITY at other other
LOCATIONS LOCATIONS
§25K
SNA GATEWAY Serves DECNET, X.25
3 Depts. | GATEWAY/ROUTFER
PLUTO PLUTO

e ———— e e e —

PAGE PRINTER
FP1
10 - 12 pg/min

$25K

O COMPUTATIONAL ENGINE
NAUTILUS
2.5 X 11/780
ol ppte e %] 32 M
2 Gb
~— $300K
SERVES 2 DEPTS.

SFRVES 2 DEPTS.

RC 8/25/81




*adap b1

)

"TYPICAL"

DEPARTMENT (70 in BUILDING)

S

$55K

FILE SERVER

e o

RB1 | RB1 J11-U
1l Gb
|
L/ \-—/
LOC A -

RESTORACE TOR r UNIQUE FOREIGN DEVICES
Standards ON NI
Specifications
Shared Data
Disk Backup

NI within
BUILDING
LNI
INI
) )
|
P
|
IMANAGER SECRETARY | l SECRETARY ENGINFEER ENGINFFER
(0.7 % 11/780) (O.TLf 11 /720)
CT250 CT220 CT220 SUVAX SUVAX
10 Mb Wini Floppies Floppies 21 F + 21R 21 F + 21R
$8K $5K S5K $35K $35%
PBX PBX PBX PBX PBX
Connection

10 ENGINEFERS

RC B/25/R1




Texjuan 014

CENTRAL FACILITY

LARGE CDC

NUMBER CRUNCHER

NI within

VAX DATABASE SERVERS

and NETWORK MANAGEMENT

5 VAX CLUSTERS - S1M EACH

IBR1 H-SENRIES SYSTEM
VERY LARGF ON-LINE
DISK CAPACITY
3850 ARCHIVAL STORAGE

TWO VENUS PROCESSORS
(2 x 3.5 % 11/780 )
REDUNDANT HSC=50
10 - RB2 DISKS

10 ©6b
MUX200 SOFTWARE

ACCESSED VIA
SNA GATEWAYS

Building

RC 8/25/81




For purposes of pricing, we can consicer a Single aepariment

ana allocate its share of all the equipment usea by multiple

aepartments. (Note: This estimate does not incluae the cost
of the IBM anad CDC computing equipment.)

Ui1T DEPT. PERCENT

nNO. OF PRICE COUST Ok
UNITS LESCKIFTION Sh sh TUTAL
l.u hmanager's C725u b b 1%
2.0 Secretary's CT22u 5 lu 1
lb.u kEngineer's SUVAA 35 35 34
1.4 J11-V File Server (1 GB) 55 55 5
b.5 hautilus Computation Server (w/2Gb) 3bu 15u 15
b.5 EP1 Page Printer 25 13 1 -
Be33 DECNET' /X. 25 Gateway/hkouter 25 9 1
belo DECgateway/ShA 20 4 E
Lol "xerox" Frinter ana Gateway 32 32 3
b.bb Venus bLatabase bserver lbvp b4 b
hMiscellaneous N1 and LN1 cabling - “ -
costs
baraware witnin builaing 719 Tut
Layered Software Price 3wb ET7EY
Total Price tor Lepartment l,vzi

Price per kngineer = $1lu3Kk

The prices are approximate ana basea on best current estimates.
Tnere 1s no meaningful mechanism tocay for pricing the software
at a DbCsite with 7wb SUVAXs so the assumption was simply maae
that layerea software would constitute 3u% of the total system
price.

Since each of the personal computers has a telephone management
system with an auto-answer moaem, every user can dial into his
personal computer from a home terminal. (Tnere 1S no neea for
a terminal concentrator in tnis configuration.) 7The cost ot
home terminals has not been inclucgea but coula go as high as
$buk to provigde a CT25v for each of the ten engineers.




This is & very "rich" configuration in terms of both capability
ana price. The total spenaing on DEC haraware ana software 1s
close to $7Z million dollars. Wwhile this 1s very high, the
capital per engineer requiring this rich set of capabilities 1s
only $163,uwy (excluaing non-DiC gear). This customer makes
little distinction among the 7ub engineers. Lach recelves an
extraorainary array of haruware ana software tools. [kany other
customers have employee populations with greater ailversity of
talent, assignea task, ana computing requirements. ‘Tney woula
choose a DECsite configuration of greater aiversity. For
instance, tnere probably woulu be neavier use of tne lower cost
CT systems. Uf course, the option of matching the component
system to the neeas of each indiviaual user 1s one of the great
strengths of -DECsite.

PERFOURMAKNCE EXPECTATIOUNS:

The LECsite Simulation Program 1s avallable for customers who
neea to estimate the performance o: [roposea Dk(site
configurations. It asks guestions about the workloaa on each
of the systems in the network ana then estimates the response
time ana throughput which can be expectea. Using tnis tool,
customers can cesign the DkCsite contiguration which meets
thelr neeas.

HAINTENARKCE PhlLUSUPLY:

The DECsite Network kanagement Facility (n&F) runs continuously
on one of the VAX processors in the builaing. It monitors
network status, reports outages, ana proviaes perirormance
statistics. obince there are many non-bkC aevices on the NI,
the hWF 1s able to clagnose proolems to the ftalling unit on the
N1 so that appropriate maintenance personnel can be callea.

All of tne DEC equipment can be aiagnosea remotely from Ligital
Liagnostic (enters. 7The VAX systems (including SUVAXs) are
connectea airectly to the building's PbXx so they can be
alagnosea by ailrect telephone connection. OUther DEC proaucts
can be alagnosed the same way or through the NMF over the Nl.

SYSTEM MANAGEMENT PHILUSCPLY:

The DECsite configuration operates with a minimum ot personnel.
mMOSt Ot the eguipment runs unattendea (e.g., file servers,
gateways, etc.) or operatea by the enc-users (e.g., kPl print
server). Tne DEC egquipment 1n the central facility can run
unattenaea especially at night and over weéekenas. however, an
operator usually 1s 1n attenuoance auring the gay to respona to
NuF reports, mount tapes, etc.




GhRUWTH

System programming requirements also are minimal. bince the
system software 1S composea of stanaara DEC proaucts, the major
activity 1s installing new releases; ana this function 1s
supported by a stanaara feature in the NWF for Keeping track or
ana installing (via the N1) the software on each system in the
network.

Thus, the cata processing organlization 1s free to concentrate
on system planning, special application aevelopment, ana user
support. They are not burcaenea with simple user questions on
system usage, since each DEC macnine has a powerful on-line
help and seli-instruction tacility. Similarly, the staff works
only on relatively complex applications since simple ones can
be reaaily implemented by the users themselves. This
translates into highly productive computing achievea with
minimal staff -- an ever more important factor as trainea staft
gets harcer to fina ana more expensive to retain.

PATTERN :

UnIQUE

Tne customer ala not install the entire configuration on June
3ub, 1966. hKather, it grew as a series of incremental
acguisitions starting with the customer's tirst VAX in 197&.

The customer was able to match the preclse growtn pattern of
nis organization ana computing neeas. The system best-suiteu
to an inaiviaual's neeas was placea at that inaividual's adesk.
Tne snarea facilities were determinea on the basis of each
aepartment's actual requirements. As computational needs
increase 1n tne future, the number of computation servers can
be increazsed. Tne same applies to file, catabase, printing,
ana other requirenents.

CAPALILILIT1ES:

LLCsite proviues the customer with coherent computing:

Comprehensive - LUkCsite offers the broaaest possible
range ol computing from a small personal computer for
a few tnousana wollars to large VAX clusters for
several million. Software is available for office
automation, traaditional commercial aata processing,
anda engineering ana scientific applications. DECsite
also interconnects to tne customer's non-DEC
equipment.

Compatible - User productivity in LECsite
installations 1s significantly enhanceau by the
compatibility of tne DEC software. Re-programming
ana cata conversion are not reguirea to move from one
machine in tne network to another. Data manipulatead




by one program (e€.g., bLatatrieve) 1s immeclately
available ana useable by others (e.g., Digicalc,
Mail, etc.). This uniform, graceful treatment of
data means that users can apply tne indiviaual DLC
software proaucts in a simple, intuitive fashion.
Users can think about their information ana aecision
neeas insteaa of trylng to memorize a i11st oL strange
quirks associatea with eacn proauct.

Comprencnsible - The large number ot soitware

proaucts available on each DEC workstation brings

with it a canger. hLow can oralnary users iearn to

work efficiently with so many Separate prouucts? UL

course, each proauct has on-line help ana seli-

instruction facilities. But users neea to ao real

work, not stuay tne features of a computer program.

DECsite proaucts avola the long learning-time ana

rapid forgetting-time synarome by having & common, -
unifiea commana interiace. The rules for operating |
one program have the same style as those for all the

others. bLxperience witn one program makes 1t easy to

learn another. 1n combination with compatible

agata-handling, the DkCsite proaucts offer an

unparallelea enhancement to tne procuctivity of

system users.

CUMPETITIUN:

tach of the component pieces of a Lk(site configuration 1s a
hignly competitive, guality proauct 1n 1ts own rignt. hitn
broaa-basea competition from 1Bk, Japan, ana the packagers of
semicomputer chips ana with the civersity of markets 1n which
LLC operates, none oiL our products 1s without significant
competition. bkach must be built on funcamental strengths such
as VAX architecture, competitive packaging, cost-efiective
storage, etc.

The real uniqueness offerea by LECsite 1s 1ts sheer breaatn ana
coherence. here bLigital 1s without competition. O one else
can offer the same capabilities in 19b6.

1BM is tied to 37k (batch) software architecture because of FCh
competition. Integrating these traaitional procucts with the
smaller, more interactive style of cistributing computing
forces uesign compromises tnat Keep lbm proaucts secona-rate.
wWitnh Japan focusing on cost-cutting imitation of 1BM ana apple,
they are not likely to be leacers 1n the development Ol the new
computing style exemplified by DLECsite.




The repackagers of Intel ana other chips ao not nave the
breaath of haraware or software to compete witn DECsite. Xerox
may know the office, but its follow-through on programs outsiae
reprographics is questionable and their ability to compete 1n
the aata processing arena is well-establisnea!

Thus, DECsite does not relleve any competitive pressure on
indivicual products. but 1t gives DLC a unigue set of
capabilities ana a unigue market image baseua on tnhe guality of
our overall architecture ana vision. Tnat is a traaitional
strength whicn has always workea well for us. kany customers
buy a 32-bit VAX system not for what they neeua toaay but for
what they might neea in the future. So too, customers will
favor products that “play" in a DECsite environment not only
for what they can do by themselves but also for what tney can
U0 wnen combined with other DEC procucts.




APPENDLX

Goal & Constraints

1.

Typical customer site configuration that we want to sell in FY'E6
basea on (orporate Product Strategy.

Concentrate on builaing within worlawlue networks.
Consider Cl ana other technologies in addition to Nl.

Gur output shoula be a basis for a "Proauct brocnure" (Look
through a customer's eyes.)

Concentrate on proauct features/attributes that are not ownea DY
a single Program Uffice.

Characteristics of DECworla

1.
2.
3.
4.
5.
6.
l.
b.
9.

1.
13
12,
135

Component hooes - haraware/Software

Interconnects

Price

Applications being usead

Unigueness - customer benefits unique 1n the marketplace from DEC
Performance expectations

haintenance philosophy

Growth pattern

Relation to other communications facilities (PBX, Sha, X.25,
DECKET)

Relation to other competitor's systems

Conformance to stanaards (bkExternal/internal)

Connection of foreign entities to environment

System management philosophy

Critical Environments for Stuay??

1.
e
3.
4.
5.
6.

Laboratory/kesearch/kEngineering
manufacturing factory

Computer room

Small business

Office 1n large organizations
bmbedaea applications




Participants - Customers

Internationaliﬂarvester - Loren Gilmore
" General Motors -Dale Larson and Chip Lackey
E.I. duPont deNemour - George Keenan
General Electfic - Jim Fitzpatrick
U.S. Steel - Jeff Edmundson
Georgia Pacific - Gary Brannan
Simpson-Sears - Maurice Anderson
British Leyland - Mike Colin
Renault - Claude DuCrocq
Bayer-AG - Walter Neveling
ADP - Jim Watson

Pratt & Whitney - Arthur Simonian




2.

Systems Design Task

The second workshop again provided a loosely structured,
interesting task to wrap up the seminar. For this
workshop, the customers were divided into four groups of
three each, and the groupings were Primarily homecgeneous.
For example, one group was comprised of GM,. Renault, and
British Leyland customers; another was DuPont, U.S.
Steel, and Bayer AG.

The objective of the task was to examine specific
applications and their relation to the total
communication network as perceived by the customers
within five years. Monitor Mahoney provided each group
with a 4' x 5' piece of posterboard, glue, and paper
cutouts in shapes generated by an IBM template. The
shapes represented various hardware components of a
computer system. The four groups, based upon the
priorities of applications estzblished in Workshop T,
were assigned the task of designing, respectively, (1)
distribution/warehouse management, (2) an inspection and
test, (3) a wet make (process manufecturing), and (4) a
dry meke (discrete manufacturing) system. The groups
were encouraged to label the hardwazre with regard to any
special features or dimensions recqguired, 2nd were
encouraged to show how the. specific station communicated
with local 2nd remote hosts. The groups were given 45
minutes to complete the tasks.

The resulting systems are portrayed here (see following).
Each group presented their system for approximately ten
minutes. We will not attempt to re-create presentations
here, but point out key features. Further explanation of
the enclosed diagrams can be derived from enclosed notes

(see notes) or by contacting Bill Mzhoney or Wes Melling
of Mxl

Warehouse Management by: Simpsons-Sears, Georgia
Pacific, ADP

(-] Full crecdit/accounting/order entry communicated vie

CRT throughout <system - checks done on line at
warehouse.

o Color reguired to highlight bad credit, full orders,
generally to assist lower grade employee complete
transactions (need transaction processor).

o Lower right cart is a "picker" - human operated or
automated - color screen right on the cart, doing
transactions - possible wireless application.




Inspection & Test by: International Harvester, GCM,

Pratt & Whitney

Upper 1left is central engineering dtfawings bank,
billions of bytes storate required. Graphics, color
application.

Ultra-high-speed comm lines needed between work
station (lower left, right, center) and drawings bank
through local, central hosts.

Flow: Testor 2t work station suspects defect, uses
color graphics terminal to draw print from centreal
bank via central host and local plent host. Uses
color to highlight print area where defect suspected.
Records through terminal data on defective part or

assembly, sends to local host while drawing stored
locally or in terminal.

Other applications as listed at station (lower
right).

Process Manufacturing by: DuPont, Bayer AG, -U.S. Steel

o

Key is interconnect of plent hosts; USA is fully
interconnected - Europe ‘serially connected (cost
makes central cross too expensive).

RJE is comm architecture of today; SNA future.

Micro's handle I/0 processing at stations along
"dataway".

Terminals for maintenance, status checks, process
accounting, etc. Color, graphics utilized. Hard
copy required.




Press Plant by: GM, Renault, British Leyland

o Automotive process stamping out floor panels.

o Fully automated through computer controlled robots
which draw enéd stzmp steel. No humans within "comm
lines™ block. Humans outside at terminals check
status through sensors (micros) and t.v. monitors.
Keyboard and CRT terminals within robot space are for
maintenance personnel for troubleshooting 2nd status
only. Another possible color, graphics application.

o Dual "11/88" processors control robot network.
Message: We are good at utilizing 14A-bit
architecture, so please give us a bigger 11 vs.
conversion to 32 bits.

o Storage of completed panels connotes "picker"-type
apparatus as described in warehouse system, but more
likely pure robot.

Photographs of the complete? systems are within the
package. Response to the workshops on the part of
customers was very positive; they very much enjoyed being
left alone to interact and complete their tasks. One
issue did arise - the five year horizon; customers wanted
to know if they would have to wait five years for the
terminal we described. Art Willizms, Terminals Group,

-deftly explained that in the proposed modular terminal,

Digital was taking a Jlarge step toward producing @
terminals family whose technology would remain viable for
far beyond just five years; this contrasted with the
Company's past development of really point products in
the terminal area, and therefore, while five years might
be pessimistic in terms of the FCS of the first members
of the modular terminal family, it was a good estimate of
the timing of developing 2 solid family which would last
ten years and beyond.
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