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3. H. R. J. Grosch
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## Announcements

Identification Badges
It is asked that you wear the identification badge furnished you as it will facilitate getting acquainted with other members of your class. One of the values to be derived from the Customer Administrative School is the association with representatives of other companies with whom you can discuss subjects of mutual interest.

Class List
Enclosed is a preliminary list of the members of your class. It is suggested that you bring this with you on Monday for use during the opening session.

Recreation
The enclosed IBM Country Club guest card entitles the holder to use of all recreational facilities at the Country Club without charge.

Mail
$\overline{M a i l}$ addressed to our guests c/o Customer Administrative School or c/o IBM Homestead, Endicott, will be delivered to the school and distributed at recess and lunch periods.

Mail addressed to the IBM Homestead, Johnson City, will be delivered to the Homestead ind placed in the rooms. Outgoing mail at the Homestead should be dropped in slot of the office door.

Transportation
You will have an opportunity to consult with our transportation representative on Monday concerning return transportation and/or hotel reservations. If you have any government transportation orders or return tickets, it is suggested that you have them with you at that time.

Laundry, Pressing and Cleaning
Three days are required for laundry service. Bag and slips are in room closet. Please record name and room number on slip. Outgoing laundry should be left in right hand closet in vestibule. Tags for pressing and cleaning are in desk drawer. Outgoing clothing should be left in right hand closet in the vestibule.

Taxi Service
The following rates prevail:

| Homestead to Binghamton | 1.50 | Use Binghamton taxi |
| :--- | :--- | :--- |
| Homestead to Johnson City | 1.00 | Use Johnson City taxi |
| Homestead to Endicott | 1.50 | Use Endicott taxi |
| Endicott to Binghamton | 3.00 | Use Endicott taxi |
| Endicott to Johnson City | 2.00 | Use Endicott taxi |

Homestead: A coin-operated telephone is located on the lower floor of the Homestead for your convenience. Change may be obtained from the Homestead office. If you use the telephone on the main floor, it is requested that you ask the operator to give you the charge immediately upon completion of the call in order that you may record it on the slip provided for you in the telephone booth and settle with the Homestead office.

School: It is suggested that you ask the secretary in Room 204 to place the call for you, advising her whether you want to pay the charge or have the call placed collect.

It is requested that men wear their coats in the dining room and on the main floor of the Homestead.

In order that all may enjoy their visit and none be offended, we ask observance of a company rule prohibiting all intoxicants on IBM property.

We respectfully ask you to assist us in complying with a New York State Law which makes IBM liable for a misdemeanor if guests engage in gambling at the Homestead.

It is earnestly requested that no gratuities be extended to any member of IBM.

The Homestead basement is the shelter area for all Homestead properties.

IBM HONESTEAD
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| TABLE |  | NAME |  |
| :---: | :---: | :---: | :---: |
| 18 | MR | F V | ADAMS |
| 18 | MRS | F V | ADAMS |
| 15 | MR | L H | AMAYA |
| 2 | MR | G M | AMDAHL |
| 3 | MR | R W | ARMSTRONG |
| 10 | MR | $J$ W | BACKUS |
| 18 | MR | L G | barmes |
| 5 | MR | D E | BEEMAN |
| 5 | MRS | D E | BEEMAN |
| 16 | MR | K | B JORKMAN |
| 11 | MRS | D T | BLUM |
| 3 | MR | F $\times$ | BOYLE |
| 16 | MR | $R J$ | buckley |
| 11 | MR | G I | CARGIN |
| 10 | MR | $B \quad$ | CARLSON |
| 6 | MR | S L | CARR |
| 1 | MR | $J$ c | CHANCELLOR |
| 6 | MR | $W$ M | CHAUDOIN |
| 1 | MR | $J$ G | collette |
| 17 | MR | A E | COOPER |

TABLE NAME

| 14 | MRS | C | H GREENE |  |
| :--- | :--- | :--- | :--- | :--- |
| 10 | MR | R | $H$ | GREGG |
| 14 | MR | $J$ | $E$ | GRIFFITH |


| 14 | MR | D E HART |  |  |
| ---: | :--- | :--- | :--- | :--- |
| 5 | MR | $J$ | $J$ | HEARN |
| 15 | MR | W P HEISING |  |  |
| 3 | MR | H A HENDRICH |  |  |
| 3 | MRS | H A HENDRICH |  |  |
| 8 | MR | P | HICKEY |  |
| 6 | MR | A | HORNE |  |
| 16 | MR | J | HOSIE |  |
| 14 | MR | N E HOWARD |  |  |
| 18 | MR | R | HOWE |  |
| 8 | MR | G T HUNTER |  |  |
| 8 | MRS | G T HUNTER |  |  |
| 11 | MR | C | $C$ HURD |  |


| 11 | MR | W C DAVISON |
| ---: | :--- | :--- | :--- |
| 8 | MRS | W C CAVISON |
| 15 | MR | D L DITTBERNER |
| 5 | MR | W B DOBRUSKY |
| 12 | MR | W C DOUD |
| 12 | MRS | W C DOUD |
| 8 | MR | R F DUNKIN |


| 17 | MR | G | F KENNARD |  |
| ---: | :--- | :--- | :--- | :--- |
| 9 | MR | E | G KOGRETLIANTZ |  |
| 5 | MR | $H$ | $G$ | KOLSKY |
| 9 | MR | $J$ | $J$ | KRAMER |
| 9 | MRS | $J$ | $J$ | KRAMER |
| 12 | MR | E | KYLE |  |


| 1 | MR | T A ECK |  |
| :--- | :--- | :--- | :--- |
| 1 | MRS | T A ECK |  |
| 5 | MR | W J ECKERT |  |
| 17 | MR | D | ERMENTROUT |
|  |  |  |  |
| 8 | MR | 5 | FERNBACH |
| 9 | MR | T | FITZGERALD |
| 4 | MR | D H FURTH |  |

14 MR C H GREENE

| 11 | MR |  | O O CONNOR | 2 | MR | D W |  | SWEENEY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9 18 | MR | S | G OLDF IELD |  |  |  |  |  |
| 6 | MRS | U | S OWEN | 2 | MR | N |  |  |
|  |  |  |  | 2 | MRS | N |  | TATUSKO <br> TATUSKO |
|  |  |  |  | 1 | MR | C | L | TAYLOR |
| 6 | MR | D W | W PENDERY | 1 | MRS | C | L | TAYLOR |
| 14 | MR | $G$ | W PETRIE 3RD | 9 | MR | L | E | TAYLOR |
| 15 | MR | J K | P PLANCK | 9 | MRS |  | E | TAYLOR |
| 7 | MR | R D | PUTTY | 7 | MR | J |  | TEMPLETON |
|  |  |  |  | 7 | MRS | $J$ |  | TEMPLETON |
|  |  |  |  | 7 | MR |  | A | TERBOSS |
| 12 | MR | W A | A RAMSHAW | 7 | MRS | R | A | TERBOSS |
| 10 | MR | $P$ A | A RAUTH JR | 16 | MR | H | M | THOMAS |
| 17 | MR | W M | 1 REEDY | 16 | MRS | H | M | THOMAS |
| 7 | MR | 0 | REGAN | 11 | MR | H | E | TILLITT |
| 17 | MR | $J A$ | A RETKA | 2 | MR | A | F | TREVI |
| 18 | MR | D N | ROBBINS | 11 | MR | A | J | TRIMMER |
| 18 | MRS | D N | , ROBBINS |  |  |  |  |  |
| 4 | MR | S W | ROBERTS |  |  |  |  |  |
| 4 | MRS | S W | ROBERTS | 8 | LT | R | E | UTMAN |
| 14 | MR | L | RORINSON |  |  |  |  |  |
| 17 | MR | N | ROCHESTER |  |  |  |  |  |
|  |  |  |  | 12 | MR | A | A | VAYDA |
|  |  |  |  | 18 | MR | E | A | VOORHEES JR |
| 17 | MR $M R$ |  | SCHWARTZ JR SHINN |  |  |  |  |  |
| 5 | MR | G D | SIMON | 3 | MR |  | V |  |
| 15 | MR | W P | SIMONET | 6 | MRS | F | V | WAY |
| 16 | MR | $J$ | SMAGOR INSKY | 15 | MR |  | M | WICKER |
| 4 | MR | R B | SMITH | 15 | MRS | J | M | WICKER |
| 4 | MR | L. H | STINSON | 10 | MR | w | , | WILLIMAS |
| 14 | MR | $J F$ | STOCKMAN | 10 | MRS | W | L | WILLIAMS |
| 5 | MR | $J A$ | STRONG | 6 | MR | H | S | WOLANSKI |
| 2 | MR | W C | STYSLINGER JR | 6 | MRS | H | 5 | WOLANSKI |
| 3 | MISS | 1 M | SVENTEK |  |  |  |  |  |
| 16 | MISS | E 8 | SWANK |  |  |  |  |  |
| 8 | MR | E H | SWARTOUT | 10 | MR | L |  | ZWICKER |


| $\begin{array}{r} 11 \\ 9 \end{array}$ | $\begin{aligned} & M R \\ & M R \end{aligned}$ | L ${ }^{\text {L }}$ | T O CONNOR G OLDFIELD | 2 | MR | D W | SWEENEY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 18 | LT | F $T$ | T OWEN |  |  |  |  |
| 6 | MRS | $\cup$ S | S OWEN | 2 | MR | N | TATUSKO |
|  |  |  |  | 2 | MRS | N | TATUSKO |
|  |  |  |  | 1 | MR |  | TAYLOR |
| 14 | MR | 0 W | W PENDERY | 1 | MRS | $C$ L | TAYLOR |
| 14 15 | MR | $G$ W | W PETRIE 3RD | 9 | MR | L E | TAYLOR |
|  | MR | JK | $K$ PLANCK | 9 | MRS | L E | TAYLOR |
| 7 | MR | R D | D PUTTY | 7 | MR | $J$ | TEMPLETON |
|  |  |  |  | 7 | MRS | $J$ | TEMPLETON |
|  |  |  |  | 7 | MR | R A | TERBOSS |
| 12 | MR | W A | A RAMSHAW | 7 | MRS |  | TERBOSS |
| 10 | MR | $P$ A | A RAUTH JR | 16 | MR | H M | THOMAS |
| 17 | MR | W M | M REEDY | 16 | MRS | H M | THOMAS |
| 7 | MR | 0 | REGAN | 11 | MR |  | TILLITT |
| 17 | MR | $J A$ | A RETKA | 2 | MR |  | TREVI |
| 18 | MR | D N | N ROBBINS | 11 | MR | A J | TRIMMER |
| 18 | MRS | D N | N ROBEINS |  |  |  | TRIMMER |
| 4 | MR | S W | W ROBERTS |  |  |  |  |
| 4 | MRS | S W | W ROBERTS | 8 | LT | R E | UTMAN |
| 14 | MR | L | RORINSON |  |  |  | UTMAN |
| 17 | MR | N | ROGHESTER |  |  |  |  |
|  |  |  |  | 12 | MR | A A | VAYDA |
| 10 | MR |  | J SCHWARTZ JR | 18 | MR |  | VOORHEES JR |
| 17 | MR | A 6 | SHINN |  |  |  |  |
| 5 | MR | G D | SIIMON | 3 | MR | F V | WAGNER |
| 15 | MR | W P | P SIMONET | 6 | MRS | $F$ | WAY |
| 16 | MR | $J$ | SMAGORINSKY | 15 | MR |  | WICKER |
| 4 | MR | R B | 3 SMITH | 15 | MRS | $J \mathrm{M}$ | WICKER |
| 4 14 | MR | L H | STINSON | 10 | MR | W L | WILLIMAS |
| 14 5 | MR | $J F$ | STOCKMAN | 10 | MRS |  | WILLIAMS |
| 5 | MR | $J A$ | A STRONG | 6 | MR |  | WOLANSKI |
| 2 | MR | WC | STYSLINGER JR | 6 | MRS | H S | WOLANSKI |
| ${ }^{3}$ | MISS | 1 M | SVENTEK |  |  |  |  |
| 16 | MISS | E 8 | 3 SWANK |  |  |  |  |
| 8 | MR | E H | SWARTOUT | 10 | MR | L | ZWICKER |
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$\frac{\text { Thursday }}{9: 00-12: 00}$

1:00-3:00
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Friday

General Opening, Picture, Announcements
Boeing - "Engineering Computing Considerations" - Porter Douglas - Organization of a Computing Group" - Lowe
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THE DOMESTICATION OF A 701
by
John R. Lowe, Douglas Aircraft Company, Inc.
Santa Monica Division

## INIRODUCTION

The 701 is a computing instrument of enormous power, but efficiently applying this power to the problems of a large engineering department is not simple. Such matters as how much computing time is justifled. by certain jobs, co-ordination of the computing efforts of the various engineering groups, efficient coding techniques, and smooth flow of information between the engineers and the computing facility must be considered. Perhaps most important of all, engineering methods must be re-examined in the light of this new computing power.

This paper is largely an outline of methods found useful by Douglas, Santa Monica. No pretense is made that these methods are "best". They have been evolving for over two years and are still being improved.

## ORGANIZATION

The steps in solving a problem on a digital computer (and, with some changes of terminology, on any computer) are:
(1) State the physical problem
(2) Translate to a mathematical model
(3) Translate to a numerical form
(4) Translate to a machine code
(5) Compute
(6) Interpret the results in terms of (1).

The Computing Engineering Section operates as a service function for the rest of the engineering department. As such, it assumes full responsibility for steps (3), (4), and (5) and often assists in steps (2) and (6).

The Section is divided into a 701 coding group of twenty-six people, a 701 operating group of three people, an analog group, a standard punched-card equipment group, and a key-punch group. Most of the people in the coding and operating groups have a Bachelor's or Master's degree in mathematics or physics.

The coding group has a leader who schedules and assigns work, and who is responsible for its over-all efficiency. Under him are three coordinators. Each job to be coded is assigned to a co-ordinator and to a less experienced man who does most of the actual work. The coordinator is responsible for the choice of optimum techniques and for the technical integrity of the job.

## HANDLING NEW PROBLLEMS

An engineer wishing to have computations performed normally contacts the leader of the coding group and explains his problem. A co-ordinator and coder are assigned to the job. Their first efforts are to explore the job to determine its proper scope and decide whether or not existing programs cen handle it, wholly or in part. For instance, it may be discovered that Computing should properly do considerably more or considerably less of the total job than originally proposed by the engineer, or that some existing program, with slight modification, can solve the problem. Also, it is decided whether the job can best be done on the 701, standard punched-card equipment, analog computers, or on some combination of the three.

This analysis of a problem often reveals that its mathematical statement can be simplified. Manipulations of arrays of numbers are often best handled as matrix operations. The use of complex numbers may yield a simpler and clearer form than other representations. Another sinplification may be to integrate numerically rather than to evaluate the analytic expression for an integral.

A complete and exact statement of the problem is developed on vellum so that all interested persons can have bluelined copies. From this vellum
statement a computational statement is prepared, showing sequence of calculations, numerical techniques to be used, checks to be made, ranges of variables, input and output. Actual flow charts and coding are prepared from this computational statement.

The coder prepares test cases and checks out the job on the machine. He also prepares a complete write-up of the job, including operating instructions and loading vellums, and turns it over to the operating group for production runs. Thereafter the engineer deals with the operating group.

## CODING METHODS

The salient feature of the coding system is the facility it provides for handiling a problem in logical blocks, or regions. Normally, a master flow chart is prepared from the computational statement, each block representing a region. This process can be iterated, the blocks of the master flow chart being separately charted and each block again becoming a region, etc.

A specification is written for each region to be coded. From these specifications, the actual coding can be prepared and checked out by inexperienced people working independently of each other and requiring no knowledge of the problem as a whole.

These regions operate essentially as subroutines. They are controlled by a master routine which does no computation but contains the logic of the problem. Again, there may be a hierarchy of such master routines.

There are several advantages to this block system. It permits attacking a problem in its details rather than in its dismaying whole. By allowing several people to work on the coding at one time, elapsed time can be reduced. It minimizes the necessity for checking out large blocks of programing. It facilitates changes and permits easy use of all or part of one program in another program.

Three coding systems are being used: actual machine language, a floating point abstraction similar to the Los Alamos "Dual", and a matrix abstraction. Actual machine language accounts for the largest number of jobs and the largest volume of calculation.

Library subroutines are written on magnetic tape in a form such that they can be stored in any portion of memory, the necessary modifications of address parts being accomplished while reading from the tape. This tape is normally on unit \#4, being removed only for rare jobs requiring four tape units for data storage. Each time a problem is run, the required subroutines are called from the tape. The library presently contains about 8000 instructions. About five seconds are required to read the entire tape.

It is felt that standardization of coding methods is very important and considerable effort has been expended to insure this. Each coder has a copy of the Coding Manual which contains explanations of standard nomenclature and methods, and complete descriptions of all library subroutines.

Loading vellums are prepared by the coder for most programs. These are used by the engineers to submit data for production runs. Beside each number space, the identification of the quantity in the engineer's language and its storage location in the machine are shown. Positions of decimal points are carefully indicated. At the top of each sheet, the number of the input routine being used and the program number are printed. From these vellums the engineers have bluelines made as required. When the data for a particular run have been entered, the sheets go to the operating group and then to key-punch, which can punch and verify cards without further instructions. From key-punch the sheets and cards go back to the operating group which again has a.ll the information necessary for ruming the job.

Printed output is made easy to read and use. Careful attention is given to the printing format, including decimal points and alphabetic
headings. The form of the output is often a compromise between these considerations and economy of machine time.

## PARTICULAR PROCRAMS

1. Assembly Program. Blectrostatic storage is divided into three sections: instructions, data storage, and temporary storage. Instructions are introduced in the form of symbolic decimal cards in sequence by location. These are packed into the lower section of memory, translated from symbolic to actual form and assembled. The program computes the origins of temporary storage and data storage. Both symbolic and actual instructions are printed and the actual instructions are punched, 46 per card. In addition, the symbolic instructions are punched in binary, 15 per card. The symbolic binary deck can be combined with decimal symbolic changes as input to a re-assembly program for rapid modification of an assembly.

The fact that it is not necessary to specify origins to the assembly program makes it possible to assemble a block of instructions, or region, in various ways. For example, a region can be assembled with a few simple orders to test it, and later with other regions to form a complete program. Also, a region coded for one job can be lifted bodily and used in another job.

It is possible to specify origins for the three sections of storage, and this is done where it is convenient or necessary to have only a part of the total program in electrostatic storage at one time. In this case, each block, while assembled separately, must refer to the same origins of temporary and data storage.
2. Matrix Abstraction. This progran operates in the single address mode and provides 32 operations. All numbers are represented in single precision floating point form. Artificial storage units for matrices are established on tapes and drums. A tape may store any number of matrices up to its full capacity, but, of course, the normal rules of tape operation must be observed by the coder. The first word of every
matrix gives its number of rows and columns, this information being read in as part of a data matrix or computed as part of a result. The coding is independent of the sizes and shapes of the matrices, subject to the rules of matrix algebra and a limit of 625 elements in one matrix. The use of check sums is optional. To multiply two $25 \times 25$ matrices or to invert a $25 \times 25$ matrix takes about one minute.

Considerable care has been taken in this program to preserve accuracy in intermediate calculations. For example, in multiplying two matrices the positive and negative terms of a sumnation are summed separately, double precision, and then the two halves added and rounded to single precision form.

The matrix abstraction has been found useful for small matrix jobs and for exploratory calculations. However, it is usually considered to be too slow for extensive production use. As the library of matrix subroutines grows and as the coders become more familiar with them, the matrix abstraction is being used less and less.
3. Matrix Subroutines. A number of these are available, many in both fixed and floating point form, so that the programmer can take advantage of the peculiarities of his job. Of particular interest are:
a) Gauss-Seidel iteration of a quasi-diagonal matrix which minimizes storage requirements. In one case, this routine obtained a solution to a system of 100 equations in about five minutes.
b) Matrices containing mostly zero elements occur extensively in some types of engineering problems. Here it is economical of storage and time to store only non-zero elements together with their row-column identifications. A number of "addressed element" programs are available to handle these matrices. In one class of these programs the operands are on two tapes and the result is written on a third tape. In this manner very large matrices can be easily manipulated.
c) A routine which multiplies a rectangular matrix stored on a drum by a vector stored in electrostatic memory, all operations being done between drum copies.
4. Input Routines. A general input subroutine which allows the card to be divided into arbitrary fields of between one and eleven digits, the limit being 72 one-digit fields. The fields are converted as integers and stored in consecutive locations. In all practical cases, sufficient time for scaling and relocation is available between cards.
5. Output Routines.
a) A roving point print subroutine which prints six li-decimal digit numbers on a line. The calling sequence of the subroutine specifies the locations of the binary points in the numbers to be printed, and the subroutine determines the location of the decimal point, properly positions it in the card image and prints it in the proper place within the decimal number .
b) A general print subroutine which is similar to the general input subroutine. It operates on pre-scaled binary numbers stored in consecutive full or half words and forms a card image containing an arbitrary number of fields of from one to eleven decimal digits. Again the limit is 72 one-digit fields. Normally, a printer board which emits the decimal points must be wired for each application of this subroutine.
6. Memory Print-Out Program. This program takes adventage of the fact that all programs begin with standard instructions in memory locations zero through seven. It first dumps the contents of memory on a drum, prints out the contents, and finally restores memory to its original state. Instructions and numbers are printed in their proper form, four full words per line. Any line containing all zeros or all ores is omitted.
7. One Card Programs. Several one card utility programs are available:
a) A program to read instructions punched in either octal or binary, together with their locations, and store them in the proper locations. This is useful for modifying programs.
b) A memory to tape or drum progran which writes the contents of memory on any tape or drum, preceding it with self-load instructions. If tape or drum one is used, memory can be restored to its original condition by pressing the load button.
c) A first difference memory print-out program which compares an executed program with the original binary deck and stores zeros in place of those instructions which have not changed. The menory print-out program is then used to print the instructions which have been changed.
8. Plotting Program. Computed ordinates can be punched in binary, 120 per card. After a run through a collator and a reproducer, these summary cards are plotted on a 407 at 150 points per minute. Up to five curves, with different symbols for each curve, can be plotted on one page.

## FUTURE PROGRESS

Further contributions by computing to the engineering effort depend on three factors: better machines, better computing methods, and engineering techniques which better utilize the new power of computation.

The 701 would be much more useful for processing data if the entry and output of data could be speeded up. As one step in this direction, Douglas is planning to build a device for translating FWM magnetic telemetry tape into 701 tape.

Progress in computing methods seems to lie in the direction of mechanizing the coding. This should reduce errors, speed up programing, and conserve the time of valuable people and machines.

Development of better engineering techniques can take several directions. Problems formerly handled piecemeal now can be more efficiently handled as one job. Since programning is slow and costly, it is advantageous to generalize problems so that one program can handle several physical problems. Problems formerly solved by extensive testing, by making too many simplifying assumptions, or by "educated guessing" should be examined to
see if computing can help. Methods which were so slow that they could be applied only to anslysis of final designs can now be used at early stages to help develop the design.
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## ENGINEERING CONPUTING CONSIDEIHTIONS

## ABSTRACT

The barriers between engineers with problems to solve and mathematicians with large scale computing machines at their disposal are reviened and suagestions made to increase the teamwork between these groups necessary to solve exdsting engineering problems. The mininization of restrictive machine program planning rules and of problem solution set up time achieved through the use oi' a "free machine" is discussed. A method used to keep the benefits of an internally stored utility propra library without sacrificing machine freedom is outlined. Specifications for ceneral purpose or utility type programs are stated tocether with suggested ways of inplementing them. The role of the machine assembly procram and its assistance to the problem planner is explained. The importance of the profram write up in the dissemination of pertinent program information is emphasized, and a typical program write up included. Acknowled,ement is made of the assistance rendered by otiers to the Boeing Engineering Computing Facility in its installation and successful operation of the IBK
 neerinE tool.


## ENGINEERING COMPUTING CONSIDERATIONS

## I. Computing Considerations

The problems facing engineering organizations today encompass such a variety of physical problems as to make impractical if not impossible the fomation of a group of mathematical and engineering specialists capable, by themselves, of reducing the solutions to all problems to forms suitable for numerical solution. The engineer has in the past used his ingenuity, engineering experience, and what might be termed "garden variety" mathematics to attack his everyday problems. Such tools have repeatedly proven to be the means by which engineering problems, impractical to theoretically formulate, have been solved. He has developed the ability to make accurate simplifying assumptions based on experience to account for complex interelationships existing in the physical system being analyzed. The encineer's present ability and experience cannot be replaced by the mere substitution of comple mathematical equations, even though digital computing machines can now accomplish the solution of such equations in reasonable lengths of time. Instead, his abilities must be augmented by placing at his disposal an engineering tool limited only by his own ability to utilize it; the high speed stored program digital computing machine. A machine of this type, such as the IBM Model 701, with its ability to produce the proper combination of both logical and arithmetic results is capable of becoming a more integral part of engineering analysis than was possible for either the digital or analog computers which preceded it. Whether or not this capability is realized depends to a large extent upon the matual education of both engineers and mathematicians.

The IBM Model 701 must become an easily used and trusted tool before an engineer can be expected to fully exploit its capabilities in the solution of his problems. The average engineer feels, and not without justification, that if he goes into all the details of his problem a sufficient number of times to fix them in the mind of a machine programmer unfamiliar with the entineering physics and policies involved, more time would be expended than is available for the solution of the problem. He, therefore, only considers using high speed computing assistance when faced with analyses which require a volume of arithmetic computation beyond the scope of manual computation methods. Many an engineer has been initially oversold by the optomistic claims of mathematicians who were still "starry eyed" over the capabilities of their latest acquisition in computing machines, only to be badly
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disillusioned by the elapsed time required for his problem's solution. He overlooks the fact that he carved a piece from the middle of his real problem and passed this piece together with a minimum of supporting explanation alon; to the mathematician. He then expected this mathematician to come up with a comprehensive set of typical solutions among which he hoped to find part of the solution to his real problem by the exercise of his ingenuity and engineering experience.

The mathematician, on the other hand, tends to make solution method refinement and machine efficiency his primary goals instead of the minimization of the overall solution time required for the problem submitted to him. These are natural impulses arising from academic training in the first case and dictated by necessity in the latter case when using machines of limited storafe capacity and cyclic speed. The mathematician familiar with present day encineering computations is also often led by the circumstantial evidence of impractical parameter ranges, incompletely defined problems, poorly arranged initial data, and mathematically inelegant methods of solution to believe that the engineer doesn't know his own problem. Both the engineer and the mathematician need to revise their present concepts regarding the proper place in engineering analyses which can be most efficiently filled by the high speed digital computing machine.

The engineer must learn to translate his present engineering methods into mathematical and logical terms. He must learn to define in a machine progran the manner in which he now examines numerical results and makes decisions based on his experience. He must exercise his foresicht and provide in advance for contingencies which may arise during the numerical solution of his problem rather than dealing with each eventuality as it arises.

The mathematician with high speed digital computing equipment at his disposal must learn to pool his machine "know how" with the engineer's experience. He must develop methods which use the computing machine itself to handle as many of the clerical details of problems as possible. He must use methods of analysis which are easily understood by the engineer who is, after all, the one held responsible for the validity of the solution.

It is worthy of note that too rauch publicity of the "giant brain" variety, while excellent from the viewpoint of the lay person who does not have to deal with such "beasts," is actually a deterring factor to the engineer unfamiliar with computing machinery. He often resents the implication that a machine can do any but the most slavish type of arithnetical analysis better than he. He is sometimes fearful of committing his problem to the questionable mercy of a mechanical monster because of the rather lurid results described in the latest

science fiction magazine. An engineer may subconsciously hesitate to use machine assistance because the incredible computing speed advertised by machine manufacturers might work him out of his job as he visualizes it today. While such resentments or fears are never given voice, they nevertheless increase the barrier between the engineer and his confident use of computing machinery.


The combining of the engineer's knowledge of his problem with the nathematician's knowledge of numerical analysis methods becomes largely a one way street when the engineer must learn machine limitations and conventions set up by the mathematician interested solely in promoting * machine efficiency. The engineer, whose prinary work leaves him little tine for learning machine details, especially in the arbitrary convention category, is not at all impressed with machine efficiency but is chiefly concerned with mininizing: the total time and effort he must spend to solve his problem. He is by nature interested in the mechanics of computing devices themselves and will cladly make an intellicent effort to understand the physical concepts upon which their Cicsich was based. Once this is understood, however, he chaffs at haviny: to abide by arbitrarily chosen conventions such as a rule which denies him the use of a certain portion of the machine's memory bocause soneone else has stored some constants there for use at a Inter date, even thouch some of then may be useful to him in his own problem. He dislikes being forced into the rut of someone else's thinking; on how a computing device with the speed, capacity and versatility of the IBM Model 701 should be used. His educational and workinf background have trained him to understand complex mechanisms and to adapt them to new uses rather than to accept the original desicner's ideas as the only applicable ones. He is not, however, a complete individualist, since no one is more aware than he that the best results are achieved by intellicent compromise among the ideas of many competent individuals encaged in the various facets of a major problem. Hence he is willing to accept and use those ideas which contribute to the solution of his problem without at the same time disrupting his own plan or thought pattern for that solution.

The foregoing considerations coupled with the impracticability of obtaining enough machine specialists who are at the same time masters of the mary engineering sciences involved in aircraft design caused the Boeing Engineering Computing Facility to adopt the "free machine" concept for the operation of the IBM Model 701 computer. This concept is, that at the time a solution to any problem is planned for the Hodel 701, the entire machine is at the disposal of the planner. No portion of memory is reserved. He ma, use any or all of the tapes or drums as he pleases. He may use general purpose programs written by others or write his own programs. He may operate the Model 701 himself or use the computing facility's operators to run the machine solution at his direction. The IBM Model 701 may in fact be used by him in any way he chooses subject only to the design limitations of the machine itself.

The freedom of planning outlined in the preceding paragraph is not to be regarded as license. Good and bad computing practices are explained

to the engineer by the computing facility personnel. He is urged to employ general purpose procrams whenever possible to mininize problem procramming time. He is asked to participate in the selection of and specifications for the types of general purpose prograins useful in the numerical analyses he may encounter in his future work once he becomes familiar with the possibilities of the Model 701. He is given the assistance of skilled mathematicians and machine programers whenever he so requests. They may he em loyed as full partners in the solution planning or asked onl: to till in those portions of the machine proeramaing which reguire specialized detailed skill such as the timing of input-output components. Only in the case of obvious incompetency would an ensineer be denied the right to use the rodel 701 as he sees fit.


## III. The Program Library

A library of machine programs, especially those which are general purpose in nature, is required to elininate duplication of effort, minimize programing tine, reduce the specialized machine knowledge needed by an engineer using the wachine, decrease time lost because of progranming emors, simplify program checkout on the machine and permit machine participation in the assembly of programs to solve each particular problem. The free machine concept precludes setting aside any portion of the IBil Hodel 701's internal memory for library purposes when computing the solution to a problem. Yet, such an intermal library to which the machine itself has rapid access is an advanta, e which cannot be sacrificed even to provide a free machine. This fact caused the Boeint Encineering Computing Facility to divide machine solution planning into two distinct parts, namely "assembly time" and "computing tine." When the machine itself is to be used in the assembly of its own procrams, certain portions of the machine's menory capacity are of necessity reserved to hold the general purpose procram library, and a few restrictions consistent with the functions of an assembly program are inposed upon the problem planner. These reservations and restrictions do not apply at the time the problem's solution is actually computed by the Vodel 701. Programs may therefore be assigned to temporary electrostatic storage locations during assembly time while actually being designed to work from other electrostatic locations at computing time.

The time required for random block tape search eliminates the use of magnetic tape as a library storage medium if any faster method can be found. Electrostatic storage is far too small to contain a very comprehensive library and still provide a place in which to assemble the desired program components in practical sized pieces. These facts caused the Boeing facility to choose magnetic drums as the units in which a machine program library can be efficiently stored and rapidly referred to at assembly time. Since a library cannot be left permanently on the magnetic drums in a free machine operation, the iibrary must be kept in a form which permits rapid reloading. This form must also permit rapid library alteration, addition or deletion, and must be safeguarded against unwitting destruction or alteration by a user of the machine. While IBM cards meet some of the above specifications, the loading of four magnetic drums with information recorded on binary cards requires too much time when compared with the input rate of magnetic tape.

A magnetic tape meets all of the library storage and consecutive reloading requirements admirably. The entire contents of four magnetic drums may be recorded on approximately fifty feet of tape. The library tape may be left vermanently mounted on a tape unit to save the reel removal and mounting tine resulting from the rather cumbersone nethod erployed

on the IBM Model 701. The library tape may also be safeguarded from accidental erasure by mounting a metal leader on both ends of the library section. Only the deliberate lifting of the metal leader from the Euide roller will permit the library tape to be advanced to the reading or writing position. When not in the latter positions the library tape may be left on the take-up reel and the machine user's tape simply attached to the metal leader on the beginning of the library tape. Due to the variety of procram "building blocks" required by different engineering branches, separate libmries containing those pro!rams pecullar to units which use the Nodel 701 most extensively may also be kept in readiness in a similar fashion. This precludes liniting the total number of eeneral purpose prograns available from the machine's library by the stomge capacity of the four magnetic drums.

General purpose programs written in "regional" form may be assigned to any desired locations at the time they are entered in the machine's electrostatic storage from IBM cards. The card reading time consumed and the necessity of making new regional assignments each time a new location is chosen make it impractical to use general purpose programs in this form after their initial entry in the machine's library. The storage of such prograns within the machine library in regional form recuires an excessive amount of internal storage since for each instruction the regional location number, the operation code, and the regional address must be stored. This internal storage problen may be minimized by storing each general purpose program less its erasable storage in actual form relative to the locations it occupies in the magnetic drum library. That is, if the program occupied electrostatic storage addresses identical to its magnetic drum library addresses, it would actually operate the Model 701 correctly when control was transferred to it. A "relocation program" may then be used within the Model 701 to move any selected library program from the magnetic drums into electrostatic storace and correct the address parts of its instructions so that the program will work from whatever storage location it may be assigned to by the user.

The address parts of the single address instructions used by the IBM Model 701 fall into two categories, namely those which depend upon their relative location in a proeram sequence and those which do not. Each of the preceding address categories may be readily identified by referring to its accompanying operation code. For example, the address parts of such operations as ADD, SUBTRACT, TRANSFER, and etc., are nomally dependent upon their relative locations in a program while the address parts of such operutions as READ, SHIFT, REWIID, and etc., are normally independent of relative location. The Boeing relocation program checks the first "U" half words of a library program on the premise that they are "normal" in character and treats the renaining
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half words as "exceptions." Program or instructional constants are the type of half word usually placed in the exception portion of a library program. Normal instructions have their addresses modified if they are dependent on location and their addresses left unnodified if they are independent of location as the, are moved into eloctrostatic storage. The "exceptions" are not subject to modification and are therefore transferred without alteration.


## IV. The General Purpose Program

The final machine program used to compute the solution of a large scale problem using the IBM Model 701 computer must usually be constructed from a number of "building block" or "general purpose" programs coupled with that portion of the program unique to the particular problem being solved. The man hours required make it impractical if not impossible to write a completely new program for each new problem's solution. The advance preparation and repeated use of general purpose programs is therefore mandatory when a variety of problems must be handled. The basic requirenents of a general purpose program are;
a. That it be designed to permit assignment or reassignment by the Kodel 701 computer itself to any electrostatic storage location selected by its user.
b. That after completing its task the program must return machine control to a known location in the main program controlling the solution of the problem.
c. That it be self checking insofar as it is practical.
d. That in case of random machine error the program repeat itself and try to obtain a correct result without causing the machine to stop.
e. That in case repeated machine errors occur, the program stop the machine and indicate the type of failure which causes the check to fail.
f. That it permit complete control of its operation by the person using it.
g. That it be easily identifiable in a program library index both as to type and possible usefulness.

First with regard to identification, some systematic yet simple classification method is a distinct aid to a person consulting the index of a library of programs in the hope of finding assistance in the solution of his particular problem. The idea of using the original programmer's initials followed by a sequence number to identify general purpose programs is a worthy one irom the standpoint of individual credit but very confusing to a person trying to quickly discover which proprams might be of assistance to him. A straight all numeric code number is convenient from a library reference point of view and relatively simple to use once the code is learned. The addition of an alphabetic

prefix serves to key the person consulting the index as to the general type of the program, thus narrowing the group of program numbers he must actually decode to find the one best suited to his needs; especially if the alphabetic prefix has a phonetic connotation such as A for "arithmetic" program, C for "cand" program, and etc. The classification system for general purpose programs in use at Boeing identifies the type of program with an alphabetic prefix followed by a numerically coded number system identification and writing sequence. The writing sequence was included to identify the degree of sophistication the user might reasonably expect from the program since it is to be hoped that this will increase as machine operating and programing experience are obtained. The details of this classification system are as follows:

Programs written for the IBM Nodel 701 computer are classified at Boeing as a sequence of four alphabetic and numeric characters. The first character defines the purpose of the program. It is always a letter.

1st Letter

## Purpose

A Arithmetic programs - general purpose.
C Card reading or punching programs - general purpose.
D Drum read or write programs - general purpose.
F Function determination programs - general purpose.
J Job programs - special purpose.
M Matrix programs - general purpose.
N Numerical analysis programs - general purpose.
P Printing programs - general purpose.
S Statistical analysis programs - general purpose.
T Tape read or write programs - general purpose.
U Utility programs - general purpose.

|  |  | ENGINEEFING COIPUTINS CONSIDERATIONS | PAGE |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
|  |  | BOEING AIRPLANE COMPANY SEATTLE I4 WASHINGTON |  |

The second character defines the number system used in the program for all except the "J" purpose classification. In this latter case the second character is a letter indicating the Boeing Engineering Unit or Company Division which orisinates the job. In all other cases the second character is a number.

| $\frac{\text { Ind Number }}{y}$ | Number System |
| :---: | :--- |
| 0 |  |
| 1 | Decimal - stated point. |
| 2 | Decimal - floating point. |
| 3 | Binary - stated point. |
| 4 | Binary - floating point. |
| 5 | Unassigned. |
| 6 | Unassigned. |
| 7 | Combination of number systems. |
| 8 | Number system not relevant. |
| 9 | Octal - stated point. |
|  |  |


| CALC | Porter | $3-54$ | REVISED |  |
| :--- | :--- | :--- | :--- | :--- |
| CHECK |  |  |  |  |

For "J" classification only:


The third and fourth characters are a two digit sequence number to distinguish programs within the classifications of the first two characters. The first program in a given sequence is designated " 00.1

All general purpose programs written at Boeing begin with a standard basic linkage entry. An additional entry point may be provided in addition to the basic linkage entry if the program is desinned to read a control card from which it will obtain the necessary control data to

direct the program's operation. Binary control cards are used whenever possible to minimize stora e requirements. The control card pemaits control of the promm from outside the electrostatic storage while the basic linkage entry permits intermal progran control. Immediately following tho besic linkage entry, Doeing programs check the condition of the overilow indicator at the time the sub-procran was entered. Should the overflow indicator be "ON" at the time of sub-program entro, $\equiv$ "locked in" mochine Srop occurs which can only be cleared by manually transferring around the STOP. Such an "OVEFFLOW STOP" indicates that the procranmer has violated a basic rule by entering a sub-program while an overflow condition set up by his main piograin still exists. The rule that the overflow indicator must be "OFF" when enterine a sub-progran was set up to permit legal use of the overflow condition by a general purpose propm without disturbing, or beine disturbed by, an overflow condition set up by the main program. The Boeins general purpose programs do not use either the sense lichts or switches. These are left free for use in the min progra:, where both solution progress and external control are likely to be required.

A standard entry point for all gencral purpose program control data minimizes the clerical burden imposed upon a person trying to use it. Boeing general purpose programs are written so that the fifth half word location of the sub-procram's instruction sequence is assigned to hold the first item of control data, the sixth half word the next item of control data, and etc., until all control data items are entered. This saves the user from the rather grim chore of having to stuff his control data into the program at whatever point the person who wrote the sub-program decided he needed that piece of data. The entry section of a typical Boeing general purpose program is illustrated below:

| Location | Operation | Address | Explanation |
| :---: | :---: | :---: | :---: |
| 1000 | Store A | 1234 | Usually used to store point at which main program was left, in "Error Stop" location. |
| 1001 | TR OV | 1003 | Check overflow condition. |
| 1002 | TR | 1007 | Transfer around overflow STOP and constants if overflow is "OFF." |
| 1003 | STOP | 1003 | "Locked in" stop if overflow was "ON." |
| 1004 | (1st Cont | 1 No.) |  |
| 1005 | (and Cont | 1 No.) | Control Constants. |
| 1006 | (3rd Cont | 1 No.) |  |
| 1007 | Add | 1500 | Basic Linkage-word 1500 contains 2 in this example. |
| 1008 | Store A | 1245 | Store "exit transfer" address. |
| 1009 |  |  | Continue with sub-proeram. |



Since a general purpose program would not be used in cases where an unchecked simple progran is sufficient for the user's purpose, most Boeing sub-programs provide for at least two tries plus a comparison which must check before machine control is returned to the main program. When possible without the sacrifice of too much electrostatic storage space, an independent check is used. In any case the original data supplied to the sub-program is not altered by the action of the subprogram. This latter provision makes repetition possible in case random machine errors occur. Usually at least one more try at correct completion is made by the sub-program in case an error is detected, before the programed machine Error STOP is activated, thus minimizing the time lost because of random machine error. Should an error be again detected on the second try, the machine is presumed to be malfunctioning and stopped to permit the initial or control data to be checked for conformity to the sub-program's limitations. The storage of the main program's exit location as the address part of an Error STOP instruction is a help in keying the operator as to which of perhaps several uses of that sub-program is subject to error.

Programs which perform the transfer of blocks of data from one unit of the lodel 701 to another require a check sum against which the check sum calculated from the transferred data may be compared. It is confusing, and therefore one more source of error, for the problem planner to have to remember to add two to the half word count of his actual data every time he transfers it from one place to another. It is particularly annoying to be forced to leave room in electrostatic storage at the end of each block of data for a check sum, especially if the data blocks represent instruction sequences which must work as a complete unit at computing time. The Boeing general purpose programs therefore use the "invisible" check sum approach, that is, check sums being read from cards, magnetic tapes or magnetic drums are kept in the erasable storage of the transfer program and not affixed as the last full word of the data block itself in electrostatic storage. This permits blocks of data or instructions to be assembled in electrostatic storage without leaving space for check suns between blocks. When data are to be transferred from electrostatic storage to cards, magnetic tapes or magnetic drums, the check sum of the entire block of data to be transferred is calculated and stored in the erasable storage of the transfer program. The data are transferred, and then the calculated check sum is written as the last full word of the transferred record. Only when writing on the magnetic drums does the programmer heve to plan for storage space for the check sum. Card check sums are punched in specified cards or locations on a card and are therefore fixed in location so the programer does not have to consider them.
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The ability of the IBH hodel 701 itself to combine general purpose programs from its internal library with other instructions read from ary of its forms of input media enables it to materially assist in the assembly of the complete set of machine instructions required to solve large problems. Since the total number of instructions for a large problen may not all fit into the available electrostatic storage space at assembly time, provision must also be made in an assembly program for recording logical portions of the complete program on a suitable output media such as IBM cards or IBM magnetic tape for future re-entry in the Hodel 701 at computing time. An assembly program must in addition be able to provide the problem planner with partial listings of the assembled instructions to permit him to monitor the work done by the machine under his direction. The basic assembly program functions stated above, those of assembling, recording and providing a trail of the work done, must be accomplisned by the machine with a minimum of clerical detail required of the problem planner to be of maximum assistance to him while at the same time providing him with complete machine control at all times.

Since the majority of the engineers using the IBM Model 701 at Boeing are not familiar with either the octal or binary number systems, Boeing assembly programs are controlled by IBM cards punched in the decimal number system. The first five digit field in each decimal control card is interrogated by the assembly program to determine which of its functions to perform. The succeeding five digit fields in the card are punched with the minimum control data needed by the assembly program to activate the general purpose program actually performing the desired function. When the assembly program senses the code to bring a library program into electrostatic storage for example, it knows that the next control card field will contain the library number of the desired program, the following field the electrostatic storage location in which the first word of the library program is to be placed at assembly time and the field after that the electrostatic storage location in which the first word of the library program will be at computing time. These two latter locations may or may not be the same. Using the program library number as a guide, the assembly program then searches its library index to find the magnetic drum location, number of half words and the number of instructions affected by relocation for the general purpose program desired by the problem planner. These control data together with the specified electrostatic storage locations are inserted in a relocation program by the assembly program which then transfers machine control to the relocation program via basic linkage. After the library prom gram is successfully installed in electrostatic storage, the relocation program automatically returns machine control to the assembly prosram
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DaC STjer:
winch then reads another control card to find out what to do next. fipical functions performed by Soein
a. Punch a binary card self loading program and its associated contral card to perion automatic re-entry of assembled programs recorded in binary card form.
b. Write a tape sclf load program as the first unit record of a tape selected for subsequent recording of assembled programs.
c. Read regional instruction cards and convert them into an actual instruction sequence in specified electrostailc storage lccations.
d. Bring a general purpose proeran from the machine library and relocate it to work from specified electrostatic storage locations.
e. Read a sequence of instructions from previously recoried binary cards and place them in electrostatic storage.
f. Read a sequence of instructions from previously recorcied IBM nagnetic tape and place them in electrostatic storage.
g. Read a program comment and place it in electrostatic storage as a card image beginning at a specifled location.
h. Record a specified number of consecutive elcctrostatic storare location contents in biniry punched card form.
i. Record a specified number of consecutive electrostatic storage location contents as the next unit record on an IBM magnetic tape.
j. Print a specified number of consecutive electrostatic storage location contents as machine instructions in decimal and octal form.
k. Transfer machine control from the assevbly program to the progran just assembled.
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## VI. The Program Write Up

A general purpose program write up disseminates pertinent information used by a program planner in the selection, control, and usage of machine library programs. Unless these write ups follow a systematic outline and are edited for consistency, a rather heteroceneous collection of program information results. It is particularly important that this not be allowed to happen when engineerin personnel not intimately familiar with all the details of machine operation are trying to discover which general purpose programs will assist in the solution of their problems. It is also important that these personnel not be overwhelmed by a mass of detail, such as the list of actual machine instructions, at the time they consult the library of procram write ups. The Boeing Engineering Computing Facility has adopted the policy of placing the general purpose write ups exclusive of the program block diarram and list of instructions in one document and the program details in another. The document containing the write ups is iven wide circulation throughout the engineering departinent. The detail document is restricted in circulation principally to the mathematical services group itself where it may be consulted by any encineer actually interested in programming techniques. A typical Boeing general purpose program write up is given on the following pages and is self explanatory.

I. PUFOSE

This pro ram reads $V$ half words into consecutive locations in electrostatic stora e from a drum or writes $V$ half words on a drum from consecutive locations in electrostatic storage.

## II. KETHOD

A. Drun to electrostatic storage

After preparing the drum for reading, $V$ half words are copied into electrostatic storage. A check sum is then copied from the drum into the erasable storage of this program and used to check the data read from the drun.
B. Electrostatic storage to drum

Prior to beginuing writine, a check sum of the $V$ half words is forned and stored in the erasable storage of this procram. After preparing the drum for writinc, $V$ half words are copied onto the drum from electrostatic storage. The check sum is then copied into the next full word location on the drum.
C. Pro ram Limitations

Data can be successfully transferred by this program provided the starting location plus the number of half words does not exceed ${ }_{10}(4096)={ }_{8}(8000)$, i.e.,

$$
M+|v| \leq 4094
$$

where: $N$ is the firct word address in E. S. and provided that no part of this program lies between the first and last locations of data, i.e.,

$$
M+|V| \leqslant t \text { or }{ }_{10}(t+84) \leq M
$$

where $t$ is the startine location of this prosram. Note that $V$ does not inclucie the check sum.
D. Checkins

The full word check sur used by this progran for checkin is the standard check sun and is equal to the sums of the absolute values plus $2^{17}$ times the number of negative half words of data to be transierred. In writin on the cirum, this check sum is formed and written in thie full work drum location immediately following the last word of data trensierred. In reading from the drum a second check sum is formed and compared with the check sum copied from the drum. They mast agree exactly for the transfer to check.
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III. USAGE
A. Program Entry


| Basic <br> Linkage | $r$ | RADD | $r$ | $r$ | $r=$ location in <br> main program. |
| :---: | :---: | :---: | :---: | :---: | :--- |
| $"$ | $r+1$ | $T R$ | $t$ | $t$ | $t=$ first half |
| word location of |  |  |  |  |  |
| this program. |  |  |  |  |  |



Self Load (Does not apply)
B. Control Data - Basic Iinkage Entry

| ITEM | LOCATION |  | EXPLANATION |
| :---: | :---: | :---: | :---: |
|  | Decima | Octal |  |
| M | $t+4$ | $t+4$ | The first positive even location in E.S. of data to be transferred. |
| $\pm \nabla$ | $t+5$ | $t+5$ | The even number of half words to be transferred exclusive of the check sum. If $V$ is negative, the transfer is from drum to E.S. If $V$ is positive, the transfer is from E.S. to drum. Note that $0 \leq k+\|V\| \leq L 096$. |
| N | $t+6$ | $t+6$ | The positive drum number where $128 \leq N \leq 131$. |
| B | $t+7$ | $t+7$ | The first positive even drum address of data to be transferred. |


III. USAGD (cont'd)
B. (cont'd)

Control Data - Binary Control Card Entry

| ITEM | FORM |  | $\begin{aligned} & \text { CAPD } \\ & \text { COIUMNS } \end{aligned}$ | $\begin{aligned} & \text { CARD } \\ & \text { ROW } \\ & \hline \end{aligned}$ | EXPLANATION |
| :---: | :---: | :---: | :---: | :---: | :---: |
| M | STOP | M | 1-18 | 9 | The first positive even location in E.S. of data to be transferred. |
| $\pm \nabla$ | $\pm$ STOP | V | 19-36 | 9 | The even number of half words to be transferred exclusive of the check sum. If $V$ is negative, the transfer is from drum to E.S. If $\nabla$ is positive, the transfer is from E.S. to drum. Note that $0 \leqslant M+\|V\| \leqslant 4096$. |

N STOP N L5-62 9 The positive drum number where $128 \leqslant \mathbb{N} \leq 131$.

B STOP B 63-80 9 The first positive even drum address of data to be transferred.

S STOP* S 1-18 8 The location in E.S. to which control is to be given after successful completion of the data transfer.

*This instruction can be replaced by "Th $S$ " if a successful stop is not desired.

Transfer to location $(t+29)=8(t+35)$ of this program to cause it to read the above binary control card.
III. USAGE (cont'd)
C. Input Data

1. This program can transfer any number of half words of data Which can be contained in electrostatic storage exclusive of the locations occupied by this prosran. The number of half words to be transferred ( $V$ ) must be at least 2.
2. The form of the input dita is irrelevant.
3. Data to be read from a drum must have a check sum in the full word drum location immediately following the last sord of data, i.e., in drum location $B+|V|$.
D. Auxiliary Programs Required (None)
B. Program Storage Requirements

NO. OF

NO. ITKM

1 Program including erasable storage
2 Program without erasable storage
3 Instructions affected by Relocation
4 Program Constants
5 Erasable Storage
$\frac{\text { STARTING LOCATION }}{\text { Decimal Oc } 3 \text { I }}$
Decimal WORDS
$84 \quad 124$

| $t$ | $t$ | 84 | 124 |
| :---: | :---: | :---: | ---: |
| $t$ | $t$ | 76 | 124 |
| $t$ | $t$ | 72 | 110 |
| $t+72$ | $t+110$ | 4 | 4 |
| $t+76$ | $t+114$ | 8 | 10 |

Program Constants

|  | DECIMAL |  | Loc. | $\bigcirc \mathrm{CTAL}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Loc. | Op. | Address |  | Op. | Addres |
| $t+72$ | 00 | 0000 | $t+110$ | 00 | 0000 |
| $t+73$ | 00 | 0001 | $t+111$ | 00 | 0001 |
| $t+74$ | $\infty$ | 0002 | $t+112$ | 00 | 0002 |
| $t+75$ | 00 | 0003 | $t+113$ | 00 | 0003 |

F. Regional Constants
REGIONAL CONSTANT

F0000
B0000
E0000
72
4
8
110
4
10
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The installation and successful operation of the IBM Model 701 Electronic Data Processing Nachine by the Boeing Engineering Computing Facility as a powerful new entineering tool was made possible by information and assistance from several sources. The machine operating characteristics described so well by the IBM engineers from the Poughkeepsie laboratory gave us an excellent start toward understanding the equipment from the design standpoint. The discussions of programing techniques and the prepuration of utility prograns by the IBM Applied Science Department personnel equipped us to begin successful operation of the machine with a minimum of delay and confusion. Although neither the New York nor Poughkeepsie types of IBM utility programs were suitable for the type of operation assikned to the Boeing computing facility, both of these foms were invaluable as "bootstraps" to set up the system now in use before Boeine programs were operable. The IRM Speedcoding system is being used at Boeing for problems suitable for solution with abstract coding. Finally, the week spent by a number of Boeing personnel on the Kodel 701 installed at IBM World Headquarters in New York straightened out our thinking and prepared us far the inmediate use of our own machine.

Information received from the Los Alamos Scientific Laboratory was also greatly appreciated by the Boeing facility. We expect to place the "Dual" system in operation for any engineer requesting it and have derived a great deal of benefit from the T-1 Utility Program Manual. Although our method of operation is slightly different, we are encouraged by the success at Los Alamos achieved by "outsiders" programming their own problems.

Lastly, we desire to express our appreciation to the IBM Customer Engineering Department for their excellent performance which has resulted in such satisfactory operation of the Model 701 installed at Boeing Seattle plant. Without in any way minimizing the initial contributions of all others, the contimuing effort required of IBM service engineers to keep a rachine as complex as the IBM Model 701 in good operating condition is the largest single factor in its success, for without trouble free operation the best planning personnel are helpless.

| CALC <br> CHECK | Porter | $3-54$ | REVISED | DATE |
| :--- | :--- | ---: | ---: | :--- |
| AFPO |  |  |  |  |

ENGINEBRING COMPURING CONSIDEFATIONS

The United Aircraft Carporation Computation Laboratory has been operating an IBM 701 since early in October of 1953. Practically all of the work done on the machine during this period was performed through the medium of the Speedcoding System, a multiple address floating point interpretive routine prepared and distributed by the IBM Scientific Computing Service in New Tork City.

SpeedCo operates upon numbers which are expressed, inside the machine, in floating binary. The fractional part (or mantissa) of each of these numbers occupies one full 701 word. The corresponding exponent occupies the left half of the next full 701 word. The right half of this word is not used.

Primary input to, and final results from the calculator are expressed in floating decimal. Each piece of input data consists of a ten digit decimal fraction accompanied by a three digit exponent. All results printed by the calculator are also expressed in this form. Card reader input and printer output are both at the rate of 750 pleces of data per minute. Conversion between binary and decimal notation and between powers-of-two and powers-of. ten is completely automatic.

SpeedGo instructions each occupy two full 701 words. Each instruction provides for two distinct operations. FIrst, a three address arithmetic, trigonometric or exponential operation may be performed upon the floating point numbers handled by SpeedCo. (This three eddress portion of the SpeedGo instruction is also used to control blockwise transfers of information within electrostatic
and between electrostatic and tapes, drums, or the printer). Second, an ontirely unrelated single address operation may be included in order to provide conditional or uncorditional transfer of control, fixed point modiffication of addresses of the program, or control of cortain built-in checking features. These compound two operation four address instructions are interproted and executed at the rate of about 250 per second, which is roughly one-twentieth of the rate at which machine language solutions proceed. Our almost exclusive concentration on such a relatively slow coding system would appear to indicate that we feel that we can be rather prodigal of machine time. In a sense this is true. We are much more interested in minimizing the total time a problem spends in the Computation Laboratory than in minimizing the time it spends on the 701, And for the general range of our problems the coding and debugeing time represents by far the biggost portion of the total elapsed time. Hence considerations of overall efficiency of our operation require that we adopt coding procedures which are easy to use and which result in coded sequences which are easy to debug. It has been our experience that SpeedCo satisfles these requirements.

Our use of SpeedGo during this six month period has, ho rever, suggested the desirability of certain changes and modiflcations. Some of these we have already made; others are still in the planning stage. These changes are described below. (No special importance attaches to the order in which these changes are described. The presentation is in fact, more or less chronological).

## 1. Additional operation READ

SpeedCo, as originally written, assumed that all data and instructions for a problem wore loaded into the calculator and stored in electrostatic or on tapes or drums before the calculation began. Under these circunstances there
was no need for a SpeedCo instruction which would cause the card reader to resume operation (under control of the program) after some calculations had been performed. Hence speedGo provided no such instruction.

There are, however, numbers of problems at United Aircraft which can be much more officiently handled if the programmer is not restricted to loading all of the input information for the entire problem before the calculation begins. In many of these problems, for example, a much better mode of operation is as follows. The instruations and only as much data as is needed for the first case are read into the calculator and stored. The first case is calculated and the results are printed. Then, under program control, the card reader resumes operation and the data for the second case is read in. The second set of results is then calculated and printed. The card reader then starts up again and reads in the third set of data. And so on.

In onder to facilitate the solution of such problems the operation READ was added to SpeedCo. Whenever this instruction is executed, the cand reader Initiates the reading of the next card in the hopper. If this card is (as it should be) the self-loading SpeedCo 9999 card the cards following will be loaded and stored in the usual fashion,
2. Additional operations LEAVE and REYURN

In order to facilitate the use of SpeedCo language subroutines, the operations LEAVE and REYURN were added to SpeedCo.

Whenever LRAVE is executed the current contents of the SpeedCo program counter are stored in a special electrostatic register reserved for this purpose and control is then unconditionally transferred to the location given as the D address associated with LEAVE.

Whenever RETURN is executed control is unconditionally transferred to the SpeedCo instruction located in thet memory cell whose address exceeds by one the contents of the special register referred to above.
3. Additional operation OUT

Most of the problems encountered at United Aircraft are of such nature that the "bolance" provided in SpeedCo (no more than one single address logical operation for each three address arithmetic operation) is quite satisfactory. There are a very few problems, however, where the number of single address logical operations required greatly exceeds the number of arithnetic operations to be performed. Typical of these is the problem of solving a set of linear simultaneous equations. Here the number of arithmetic operations is very small compared to the number of logical operations. Hence a direct SpeedCo solution would be quite inefficient, since most of the instructions would consist of single address logical operations bracketted with time-wasting NO OPERATION three address arithmetic operations.

In order to permit more erficient solution of this sort of problem the operation OUT has been added to SpeedCo. Whenever this instruction is executed control is transferred to that address which is four times the $D$ address used with OUT. At this location the programmer will have stored a machine language routine which will carry out the necessary logical operations at full machine language speed. These logical operations having been completed, this machine language program will then transfer control back to the SpeedCo interpretive loop in order to permit resumption of floating point arithmetic calculations. 4. Additional operations WRITE NEW FTTE TAPE X

Some of the problems encountered at United Aircraft can be more easily coded if one can white more than one file of information on a single tape.

It has been discovered that this can be done successfully if the following procedure is used. After uriting the last recond of a flle, do not wite the end of file gap. Instead, the tape must be left undisturbed until the first record of the next file is to be written. At this time the end of file gap should be written, followed immediately by the writing of the first record of the next file. The timing here is important. The tape must not be permitted to stop after miting the end of file gap and before writing the first record of the next fyle. If it is permitted to stop, the machine will not be able to read the tape because of noise pulses at the end of the end of file gap.

The operations WRITE NBW FILE TAPE $X$ have been written with this in mind. Whenever one of these instructions is encountered an end of file gap is amitten on the designated tape and the first record of the next file is written. Since only one machine language instruction (a transfer) intervenes between the machine language instructions "Write End of File" and "Write Tape", the tape has no time to stop and hence the machine has no difficulty in reading the tape thus written.

## 5. Additional operations WRITE and READ ELECTROSTATIC TWO

The United Airoraft 701 was equipped with a second electrostatic memory frame during February of this year. It has been integrated into SpeedCo merely as a very fast form of awdiliary storage. The two instructions involved are WRITE ELDCTROSTATIC TWO and READ ELECTROSTATIC TWO.

Whenever WRITE ELECTROSTATIC TWO is executed a block of information is transferred from E.S.F. I to $\mathbb{E}_{0} S_{0} F_{0}$ 2. The given block extends from $A$ to $B$ in $E_{0} S_{0} F_{0} I$ and the relocated block extends from $C$ to $C+B=A$ in $E_{0} S_{0} F_{0}$. $2_{0}$

Whenever READ BLICCTROSTATIC TWO is executed a block of information is transferred from E.S.F. 2 to $\mathrm{S}_{0} S_{0} \mathrm{~F}_{0}$ I. The given block extends from $C$ to $C+B=A$ in $E_{0} S_{0} F_{0} 2$ and the relocated block extends from $A$ to $B$ is $E_{0} S_{0} F_{0} I_{0}$

It is interesting to note that problems which made extensive use of drum storage have beneftitted to a surprising extent by recoding them to place the most irequently consulted information in $E_{0} S_{0} F_{0}$ 2. In one case this out the running time for a moderate size problem in half; in another the running time for a rather long problem was cut by one-third. 6. DPBC and sim checks on data cards

SpeedCo was originally so written as to check data cards for double punches and blank columins. In addition, it also checked that every fractional. part and exponent read into the machine was identified either by a twelve punch for plus or an eleven punch for minus.

It does not appear to us that the restrictions inherent in these checks are justified by the advantages obtained. Operating experience with the United Aircraft machine seems to indicate that exrors of the sort caught by these checks are quite infrequent. We have therefore changed SpeedCo to permit the Ioading of data cards on which
(a) blank columns represent zeros.
(b) $x$ punches represent minus signs.
(c) no $x^{\prime}$ s represent plus signs。
7. Accumulating storage

SpeedCo wes oxiginolly so written that the result computed by ary one of the arithmetic, trigonometric, or exponential operations was sent to storage where it roplaced the previous contents of the register C. In many cases, however, it would cleariy be preferable to have this result add itself to the previous contents of $C$. We have changed SpeedCo in order to make this possible.

In order to permit the progranmer to exercise his choice as to whether the result is to replace the previous contents of $C$ or whether it is to be added to the previous contents of $C$, a quantity $K$ has been included in each SpeedCo instruction. $K$, which is punched in colum 14 of each instruction. card, can have either of the two values zero or one. If $K$ is zero, the result replaces the previous contents of C . If K is one, the result is added to the previous contents of $C_{\text {. }}$

Programs which malce frequent use of the operation ADD beneflt in two ways from this change. First (and most important) such programs are shortened considerably, since many of the additions required need not be separately progranmod but may be obtained morely by giving $\mathbb{K}$ for the preceding instruction the value one. Second, there is also a timewlse advantage since the interpretation time for this "accumulating storage" addition is very muoh less than the interpretation time for the regularly coded operation ADD. In the case of the combination multiply and add, for instance, a time saving of just under onefifth is achieved.
8. Decimal punching

A decimal punching subroutine has been added to SpeedCo. Flve floating point numbers are punched per card. Punching proceeds at the rate of 100 cards per minute.

## 9. Additional operation TABLE LOOK UP

Problems arising at United Aircraft frequently require the representation, within the machine, of empirical bivariate functions for which no analytic expressions exist. Usually we replace such functions by bivariate polynomials, making use of standard orthogonal polynomial approximation techniques. Occasionally, however, it turns out that the given function cannot be satisfactorily approximated in this fashion. In such cases we resort to tabulating the function using
quadratic interpolation in both directions. The resultant tables are then written on tape with each table comprising one unit record. A tape searching and interpolation routine called TABLE LOOK UP has been added to our SpeecCO, and this routine is used in comnection with this tape. The A address gives the location of ' $x$, the $B$ address gives the location of $y$ and the $C$ address gives the table number. When the instruction TABLB LOOK UP is encountered the machine first searches the tape for the correct table (unit record). It then searches this unit record for the correct section of the table. The interpolation coefficients for this section of the table are then read into electrostatic and the interpolation is performed.
10. SpeedCo "One-And-One-Hale"

In a very few cases problems have been encountered at United Aircraft which have required greater precision than is afforded by the 35 bit fractional part provided by SpeedCo. In order to take care of these unusual problems, we have moitton a special SpeedCo which provides 52 bit precision and which is called "SpeedCo OnemAnd-One-Hale". In this SpeedCo the data word occupies two fill 701 words and is arranged as follows. The first full word contains the most significant 35 bits of the fractional par't. The left half of the second full word contatns (as before) the exponent. The right half of the second full word (which was previousiy unused) now contains the least significant 17 bits of the complete 5R bit Practional part. The arithmetic operations have beon reuritten to provide 52 bit precision. The additional electrostatic space needed for these more precise subroutines hes been obtained by deleting the trigonometric and exponential operations. In all other respects SpeedGo One-And-One-Half is the same as the Unfted Aircrait SpeedCo. In particular, the decimal input and output remain at the same ten digit level of precision. The read in conversion process automatically gives the value zero to the least signiflcant 17
bits of each 52 bit fractional part. The print routine ignores these 17 bits entirely. Throughout the entire ealculation, however, these 17 bits are of course correctly handled by the arithmetic operations available in this special SpeedCo.
11. Assembly

A SpeedCo assembly program is presently being prepared. This program follows the general pattern of IBM Assembly Program S 02. It will provide in the case of SpeedCo problems, essentially the same features that S 02 provides for machine language problems. Regional programming will be used. The output of this program will usually be by decinal listing and binary punching, with eleven SpeedCo instructions punched on each binary card。

## 12. Projected changes

In order to realize more fully the advantages inherent in the doubled electrostatic memory capacity, it is obviously desirable to reurite SpeedCo so that it uses the ontire electrostatic as worling memory instead of (as at present) using half as working memory and half as fast auxiliary storage. This is of course a very far-reaching change since the interpretive loop and all subroutines which in ary wry use or operate upon SpeedCo addresses must be rewitten to conform to whatever new address numbering system is adopted for the larger working memory. This project is now under way at United Aireraft. In the new system, as in the old, each instruction and each data word will occupy two full 701 words. The first of these words will be located in a 36 bit coll in E.S.F. 1 and the second will be located in that 96 bit cell in $B_{0} S_{0} F_{0} 2$ whose address exceeds by one the address of the $E_{0} S_{0} F_{0} 1$ cell containfing the fyrst word.

Since the modiflications entailed in making this change are so extensive as to requiro the complete rewriting of large sections of SpeedCo, it has been decided that certain other desirable changes may as well be made at the same time. These changes are as follows.

## (A) Tracing

2. Change the interpretive loop so that tracing will begin only after the Instruction in location F has been executed n times. In all other respects tracing will be controllable by sense switches, as at present.
3. Make such changes to the traoing routine itself as may be needed to at least double the speed of tracing. Among these changes are the following.
(a) Decrease the quantity of information printed to such extent that only one type stroke per instruction is necessary.
(b) Delete the extensive system of checks, so that the routine itself will no longer encroach upon progranmer storage.
(c) In order to retain reasonable printer officiency, continue the present system of executing ten instructions, printing the tracing information for these ten instructions, executing the next ten instructions, printing their tracing information, etc. In oxder to speed this process $u p$, however, do not use drum storage to accumutate the ten line block of tracing information to be printed. Instead, store this information in electrostatic.

## (B) Checking

During the execution of each SpeedCo instruction approximately one-third of a millisecond is devoted to set up time for the built in checking routine,
even when this routine is not being used. But experience with the United Aircraft 701 shows that the machine makes very, very fow calculation errors of the sort detected by the checking routines built into speedGo. Hence it appears advisable to change this feature so that checleing is under sense switch control. This will have the advantage that only the occasional program which requires SpeedCo checleing will be burdened with any simnificant amount of checking set up time.

## (C) Tracing during checking

Change the tracing routine so that tracing during the second pass through a checking loop is under sense suitch control.
(D) Starting point control

SpeedGo is so written that the calculation always begins with the execution of the instruction stored in location 300 . This is to be changed in order to permit the programuer to specify ary register he chooses as the starting point of the calculation.
(E) Tape and drum identiflications

SpeodCo is so mritten that it is not possible to operate upon an instruction such as wRITE TAPF $K$ in ordor to change it to, say, WRITE TAPE K。 However, instructions of this sort would be very helpful in certain problems which transfer information back and forth between tapes and such instructions will therefore be added.
(F) READ BACKWARD TAPE $X$

These instructions will be deleted, since they have never been used.
(0) $R_{A}, R_{B}$ and $R_{C}$ Counters

SpeedCo provides three fixed point counters which are useful for a variety of purposes such as stepping addresses, counting the number of times some loop has been traversed, etc. The contents of these counters are usually controlled by means of TRAHSFER AND INCRVASE XYZ and TRANSFFRR ARD DECREASE XYZ instructions. Whenever one of these operations is
executed the contents of the designated counter or counters are increased or decreased by one and control is unconditionally transferred to the $D$ address given in the same instruction. Programing experience with SpeedCo indicates that these counters would be much more useful if some convenient means existed for incrementing their contents by amounts other than one. In order to accomplish this it has been decided to eliminate the transfer function from these instructions and make them merely counting instructions, with the $D$ address being used to speoify the desired increment. A skip feature will be incorporated into the DECRUASE operations which will aause the SpeedCo program to slip one instruction when the contents of the desimnated $R$ counter are decreased to zero. This will permit the coding of two-instruction loops which are terminated by means of a count-down-to-8ero-and-skip procedure.

## (H) Frror stios

Speedico signals the occurrence of certain errors such as tape check sum discrenancies by executing a program slefp of one or two inatructions. This arrangement is going to be reversed so that the skip occurs if the operation succeeds and does not occur if the operation fails.

## (J) Data aard forms

Two data card forms are to be incorporated into the rewritten system. The one form will be the same as the present form with 5 ten digit fractional parts and 5 exponents per card. The other, for use with jobs where a large volume of data of low precision has to be read in, will provide for 10 five digit fractional parts and 5 exponents per card. Pach exponent wiln apply to both of the five digit fractional parts to its left.
(K) TEFAVE and REPURN

These instructions presently provide for convenient transfers only between the main program and its subroutines. It has been decided that this
same principle should be extended in cascade fashion at leatt enough to also permit similar transfers between subroutines of the main program and subroutines of these subroutines.
(L) Numbering unit records on tape

It has been decided that the $C$ address of the tape reading and uriting instructions will be used to identify tape unit records. During the execution of WRITE TAPE the $C$ address will be written on the tape at the beginning of the record. During the execution of READ TAPE a tape search will take place which will locate and read the desired unit record. It would appear that this can be accomplished without inourring any significant time penalty.

TELETYPE COMMUNICAIIONS:
ITS APPLICAIIONS IN A COMPUTING SERVICE

BY: JOHIN B. HUGHES

The Numerical Analysis group at General Electric in Evendale, Ohio is presently engaged in the operation of an IBM 701 calculator. Relatively early in our operating history we found that a considerable portion of our problems were originating at remote points. Examples of these problems are test data reduction problem where the test facilities are located in Iynn, Massachusetts and design problems originating in the Stear Turbine Division of General Electric in Iynn and Schenectady.

Due to the urgency of the solution of these problems, a rapid communication system between these remote points and the Evendale 701 was necessary. In order to establish this communication a teletype network was installed. This network presently Is made up of four stations connected to a single circuit. These stations are: 1) Evendele, 2) Schenectady, 3) and two stations in Iynn. These stations time share the wire facility with practically all traffic being to and from Evendale.

The circuit facility and terminal machinery are standard Western Union rental equipment. All stations are equipeed with a model 15 sending-receiving teleprinter, a model 39 typing reperforator, a distributor transmitter, and selector equipment for the control of remote stations. This equipment allows the transmission of either taped data or date sent via a keyboard. The receipt of data is either or both a printer copy and a punchad paper tape. In order that the data may be converted to and from punched cards automatically, the IBM type 043 and 063 machines are used. The 043 will read standard teletype five hole tape and punch cards. The coding and card form are under control of a plugooari. The 063 performs the inverse operation of reading cards and producing teletype tape.

The two different types of problems, i.e., data reduction and design problems, impose somewhat different requirement upon the data transmission. In the case of design problems the amount of input data is relatively small but an error of a single digit in the transmission may produce disastrous results in the running of the problem. Furthermore, since the design problem may well fall into an area of investigation for which the designer has no intuitive feeling of what the answer should be, errors in the
results may go unnoticed. Data reduction on the other hand usually implies large volumes of data with somewhat less stringent requirements on accuracy. Generally the test data is taken for a multitude of similar operating points. If an error occurs it is detected relatively easily by plotting, examining trends, etc. For the above reasons two separate and distinct methods of data transmission and checking are used for the two different types of problems.

The design problems and analytical studies being transmitted to us from the Steam Turbine Division in Lynn and Schenectady are processed through the 701 as shown in Figure 1. The data is initially keypunched from a source document originated by the engineer specifying the problem. The cards are then check sumned on a 407 and the computed check sum is placed at the end of the deck of cards to be transmitted. The 407 also produces a copy of the input data so that a neat permanent record of data is available at the sending station. The cards are then processed to tape using the 063. Control information is automatically punched into the tape so that the teletype tape produced will cause the teleprinters to print formats comparable with the 407 . The tape is then transmitted by means of the tape reader. While the tape is being transmitted the teleprinter monitors the transmission. This gives the operator a visual check of the progress of the outgoing information. At the receiving station the data is again punched onto tape and interpreted on the tape. The teleprinter also monitors the transmission. The tape is then processed through the 043 which produces a deck of cards. If all is well, this deck of cards is a duplicate of the original at the remote point. The cards are then checked by recomputing the check sum and comparing this with the original. As a by-product of this check summing a copy of the input data is produced by the 407. Given on this copy of the input data is a program number which specifies the deck of binary program cards to be used for the calculation and refers the operator to a set of operating instructions for the 701. Normally the output of the 701 is decimal cards. These cards go through a similar process to return the results to the problem originator. In the event of an


FIG. 1. PROBLEM FLOW DIAGRAM
error the receiving operator checks through the input data to see if there are any erroneous characters on cards obviously in error. The teletype copy is then checked to determine if the error was in transmission or conversion. It it occured in conversion, the error can be fixed by reprocessing the tape or keypunching the error card. If the mistake is not easily found then the deck containing the check sum error is ratransmitted. The Keyboard facilities are used by the operators to give verbal instruction for reruns ete.

The processing of data reduction problems follows the same flow diagram for the conversion and transmission. The recording of data is originally done in the test cell as the test progresses. The data is recorded on standardized log sheets which have been designed to fit given instrumentation layouts and are not the most logical for transmission or programming. In order to simplify the recording of data onto cards the operator merely punches the $\log$ sheet data and appropriate identification numbers. The identification numbers are fixed for any given test but the amount of data taken may vary. The cards are then transmitted to Evendale. As the cards are made they are checked for proper format and for erroneous characters. The cards are then checked on a collator for proper identification numbers. The identification numbers are later converted to addresses by means of a table look-up in the 701. When the cards are read into the 701 , parts of the data are checked to see if they are within specified. ranges and if sufficient data has been transmitted to perform the calculation specified. If all tests are passed the 701 computes and prints the results with appropriate alphabetic headings. In some cases the results are punched on decimal cards so that graphs can be produced on automatic plotting equipment.

One additional field of work which we are embarking upon is the processing of test data which has been automatically recorded. Our test facility in Lynn has installed an automatic recording analog to digital converter. This device was built by the A. D. Little Co. It has the capacity for reading 50 channels of input and recording
the information by means of a Flexowriter. The Flexowriter also produces paper tape which can be transmitted for processing on the 701 . This system places additional requirements on the transmission of the data. The volume of data produced by such machinery may be tremendous and, therefore, require maximum speed and efficiency in communication with the data reduction center.

Several economic factors must be considered in the installation of a teletype system. The saving of time is the major advantage to be gained. In the case of test date reduction we are dealing with test facilities which have operating expenses in the order of $\$ 500$ per hour. It is imperative that the results of these tests be available at the earliest possible time so that the progress of the test may be determined. The calculation which we are doing would require a prohibitive amount of hand computing at the test site and mail service would probably introduce a two day delay. our total rental for the wire service and terminal equipment is about $\$ 1500$ per month for the four stations. This includes about 750 miles of wire facilities. At present the cost of transmitting decimal digits over this wire facility is the same order of magnitude as reading them into the 701. Then costwise, we are supplying these remote customers with a hypothetical 701 which has half speed input and output for data. We feel that there is a class of problems which are economical on this hypothetical machine. Of course the economics will vary with the length of line, type of problem, and alternate methods of solving the particular problems.

In the future we hope to see improved, cheaper, and more reliable methods of transmitting data. It would be a considerable advantage to have the remote customer in more direct communication with the machine. At present it does not appear practical to tie a machine such as the 701 directly to telegraphic facilities. Greater bandwidths and special equipment would be necessary. The IBM 065 card to card machine will allow us a more direct communication since there will be no intermediate medium such as tape and the transmission is self checking.

In conclusion I would like to acknowledge the effort of Mr. R. A. Butterworth of the Steam Turbine Division in planning the problem transmission system described.

A NOTE CONCERNING THE ORGANIZATION OF AN IBM TYPE 701 INSTALLATION

John D. Madden
P-505
7 April 1954

Summary
This is a brief report on three projects in the RAND Numerical Analysis Department. The first is a survey of the organizational setups used at various IBM Type 701 installations. The results give an insight into the philosophies influencing operation of each of eleven computing groups. The second is the development and validation of a test which will help to distinguish good prospects for computing jobs from bad ones. The last is the installation of a camera in the 701 room to expedite checking of machine proyrams. It is felt that the camera will allow divorciny the programmers from machine operation and that this will effect an increased efficiency in machine utilization.

## A NOTE CONCERNING THE ORGANIZATION OF AN IBM TYPE 701 INSTALLATION

This is a report on three projects in the RAND
Numerical Analysis Department - one virtually completed, another in process, and the last about to beyin. The organization Survey section is completely consistent with the title of the paper whereas the Test Project and Camera Project sections bear only indirectly on the organization of an installation.

Organization Survey
Early this year we decided to survey computing yroups that use IBM Type 701 machines. We were interested in ascertaining how each was set up organizationally. Accordingly, questionnaires* were sent to twelve companies that had 701's installed and "on rental." The participants are listed below.

Boeing Airplane Company
Douglas Aircraft Company. Inc. (El Segundo) Douglas Aircraft Company. Inc. (Santa Monica)

General Electric Company
General Motors Corporation
International Business Machines Corporation
U. S. Naval Ordnance Test Station (Inyokern,

China Lake, California)
Lockheed Aircraft Corporation
Los Alamos Scientific Laboratory
North American Aviation, Inc.
The RAND Corporation
United Aircraft Corporation
He believe that there are benefits for all in the
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unrestricted sharing of information of this kind. This provides the basic motivation for our undertaking the survey. Admittedly, our attitude is that of an organization which is not engaged in competition with like organizations.

Specifically, we were interested in collectiny data on three points. We realized that our programming and codiny yroup was under-staffed. This was evidenced by the fact that these people were frantically working to process the jobs and keep the machine busy on useful work while devoting too little time to the important job of preparing and revising general routines. We wondered if this situation obtained at other installations. Also, we were interested in comparing our proportions of the people in the various job classifications with the norm. We felt that we might gain by seeing these ifyures. Also, we wanted to ascertain if other installations were hiring people with specialist classifications which we had not considered.

The first five questions on the questionnaire are intended to frame the mode of operation of the reporting group. A compilation of the answers to these questions follows.

1. How many hours per day is your T01's power on? $36,20,17,16,16,11,11,10,10,9,9$ mean: 15

[^1]2. What percentage of your machine's production time* is logyed on problems coded and programmed by members of your Computing Department?

100, 100, 100, 100, 80, -80, 80, 75, 65, 20, 0
mean: 73

It is interesting to note that installations tend to have a completely "closed shop" or a completely "open shop" and the larger number of groups prefer Computing Department proyramming.
3. What percentage of your machine's production time is logged on problems which use abstract code and interpretive routines?

$$
100,95,90,90,00,70,30,25,25,13,0
$$

mean: 56

Here, there appears the same tendency to yo to one end of the scale or the other. However, in this case, installations are about evenly divided between abstract code emphasis and de-emphasis.
4. What percentage of your machine's production time is logged on problems of a one-shot nature (as distinguished from problems which recur week after week or month after month)?

$$
100,90,30,70,20,20,20,10,5,0
$$

mean: 42

[^2]
#### Abstract

Here the same tendency appears although one would suspect that some groups are answering one question and some groups another. This question was intended to determine the percentage of an installation's machine time used on codes which are run, filed away, and forgotten. However, we feel that some of the small answers reflect a different interpretation of the question.


5. How much production time is loyged on an averagelength problem?

$$
\begin{gathered}
25.0,10.0,3.0,2.5,2.0,1.0, .3, .3, .2, .2 \\
\text { mean: } .0
\end{gathered}
$$

Here, again, we suspect that these are not all answering the same question. In this case we were attempting to determine "the number of hours logged on completed jobs" divided by "the number of completed jobs." The small ones look too small. This is a difficult question to answer for many groups since they have very few "completed" jobs.

Entries in the table which constitutes item 6 on the questionnaire show that total personnel numbers range from fewer than fifteen to greater than fifty with a mean of thirty-three. In order to obtain the numbers of people in various job classifications, it was necessary to make these classifications broader since many persons occupy positions which fit in two or more of the suggested categories. Consequently, 701 operators and dispatchers are considered as one group; punched-card machine operators including keypunch operators comprise a second group; and
all programmers, coders and numerical analysts make up the third group. The mean proportion ratios for these three groups are approximately $1: 2: 7$. It is curious to note that this approximates closely the ratios selected by many groups.

The following results pertain to the specific points we wanted to investigote.

1. Our "programming, coding, and numerical analysis" staff is slightly larger than the average. We do not feel, however, that the fact that we are understaffed implies that groups with fewer people are also understaffed. There is too much variance in the manpower demands of different modes of operation of a computing department.
2. Our proportions of people in the various job classifications are quite close to the norm.
3. The specialist classifications (different from those suggested on the form) were "analoy operators" in one group and people engaged in "business applications" at another installation.

## Test Project

For some years we have been concerned about how we are to select yood prospects for our department out of a group of applicants. It is difficult to single out yood people from a group of recent graduates particularly when they have no work experience. Unfortunately this is the category of more than half
of those who apply. Judgment has been based on whether or not the man "talks" a good interview and on his college grades. Neither of these is a certain criterion. In fact, it is not clear that we want the people with the best marks.

He have experienced the situation in which two persons with virtually identical backgrounds are hired, are given similar opportunities, and one proves to be considerably more valuable than the other. Also, we have cases of persons who were almost rejected who have become useful additions to the department. One man, in particular, had lower than usual grades and "talked" an average interview. He has since developed into a leader in our group. It is discouraging to contemplate the number of good men who have gotten away because we failed to recognize their worth.

In the interest of getting a better indication of the aptitude of persons before they are hired or rejected, we asked psychologists in the RAND Social Science Division to aid us in obtaining a test which would help discriminate between the likely and unlikely applicants. Dr. Robert L. Chapman consented to undertake this.

We started the project by looking over many tests and trying to predict whether or not each test measured attributes which were desirable or undesirable to us. We were interested in tests which would give a negative correlation with what we considered desirable as well as those which would show a positive correlation. A group of tests was selected and administered to all of the people in our department and to people in the Inyokern and Douglas, Santa Monica installations. This gave us a sample
of about 100. The test scores were correlated with ratings of the subjects made by supervisory people in each installation. The final, finished results of the study are not complete. However, it appears that three "factors" are important. They are called "reasoning," "space," and "stability." Somewhat simplified definitions of these qualities follow.


In order to determine the amount of each of these attributes which an applicant has, we have been using two tests the Thurstone Primary Mental Abilities test and the Thurstone Temperament Schedule test. Evidence as to the usefulness of the tests is, of necessity, pretty much of a "testimonial" nature. All persons who were hired after testing well, have worked out well. We did hire two men who had low "stability" scores. Both of these men had records of frequent job changes and both have since left us. It is not too difficult to extrapolate "chronic dissatisfaction with job situations" from a lack of stability qualities.

It should be emphasized that we do not use the test as an absolute determiner. We believe that it should be considered no more than an indication of the potential of the individual. Apparently, some people enjoy taking tests whereas
others are upset by a testing situation and fail to do as well as they should. However, subjects do not score better than they are capable of, hence, high scores on the tests indicate an abundance of the quality being measured.

One attribute which the tests do not sense is "drive." We have not found a way to select persons with this characteristic and we feel that it is important. By "drive" we mean an attitude which will not allow the individual to drop a problem until he has completely solved it. We have the case of $t$ mo men both of whom had almost identically high test scores - one is good and the other is very good. This is due to a tremendous amount of "drive" in the latter man. We are still searching for a way to determine this characteristic.

## CAMERA PROJECT

We are building a camera for installation in our 701 roon to photograph the machine's console panel. We expect that this will be a help in code-checking and an aid toward trying out a pair of theories concerned with the efficient operation of a computing department.

For some time we have felt that a degree of job specialization in a computing installation is desirable. In our punched card work, a programmer writes a detailed outline of the work that musi be done and submits it to the machine room where operators process the cards in accordance with the written instructions. We think that this system has advantages over one in which an individual does all of the work on one job. It assures our having experienced people workiny with the machinery; it allows us to process jobs on an around-the-clock basis; and it tends to force
the programmer to think "real hard" about the job before it gets to the machine rather than while it is on the machine or after a difficulty has appeared.

We theorize that the advantages of this system realized in punched-card work are also obtainable in 701 work. Further, it would appear that the saviny is increased due to the relatively larger machine rental of the 701. Most of our 701 "production" work (as distinguished from code-checking and assembly) is done by 701 operators from "procedures" written by the programpers. Some of the code-checking is done in this manner.

The other theory which we would like to test is the following: We believe that much code debugying may be done by merely observing the 701 console panel when the machine stops rather than indiscriminately resorting to such props as memory print-outs (MPO's) and tracing. Also, we believe that the average cost of discovering a coding error will be smaller if the programmer first tries to find his difficulty using clues available on the console panel and then goes to other schemes where necessary.

We have gone through at least two stages in developing a code-checking technique. At the beginning we used tracing to a great extent. This was in large part due to habits developed over a period of years in checking CPC codes and, before that, in checking-out 604 and 605 control panels. When we determined the relative merits of tracing and MPO's and compared these with their relative costs, we placed emphasis on MPO's. Now, we are tending toward sparing use of MPO's and yreater use of the "stop information" only.

In order to divorce the programmers from operation of the machine and at the same time to encourage a test of our codecheck theory, we are installing the camera. Whenever an unpredicted stop occurs, either during a production run or curing code-check, a photograph of the console panel will be taken, time-stamped, and returned to the programmer along with the rest of his materials. The programmer will try to determine the reason for the stop using the panel clues and take appropriate action. In some cases this will involve requesting the operator to run to the same place and get an MPO.

It is true that the operator could read and record the information on the panel instead of photographing it. And, he might, in this way, be able to record the pertinent information faster, or at least cheaper, than we can with the camera. However, if the contents of $A, M Q$, and/or Memory Register are desired, it is clear that the picture is more efficient. Further, the photograph will make it more difficult to overlook any information available on the panel. For instance, the picture will indicate whether or not the operator has set the Sense Switches correctly.

The camera will be mounted on the wall across the room from the console. The pictures will require a time exposure of about one second. For this interval, enough lights in the room will be turned out (automatically) so as to avoid losing the console lights and at the same time to record the switch settings. A time exposure is required because the orthochromatic Polaroid film is relatively insensitive to the red light of the neons.
$\mathrm{P}-505$
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This camera idea is not new with us. For some time the people at MIT have been using a camera to plotoyraph the Whirlwind I control panels. Their purpose is somewhat different from ours, however. The device is used as an aid in tracking down intermittent machine errors. The pictures give then a permanent record of the condition of each toggle and of each control switch setting at the time an error occurs. We, too, shall have the information for this purpose but our primary aim is to expedite code-checking.

$$
\begin{array}{r}
\mathrm{P}-505 \\
\mathrm{p} .12
\end{array}
$$

701 Facility Questionnaire
1.
2. What percentage of your machine's *production time is logged on problems coded and programmed by members of your Computing Department?
3. What percentage of your machine's production time is logged on problems which use abstract code and interpretive routines?
4. What percentage of your machine's production time is logged on problems of a one-shot nature (as distinguished from problems which recur week after week or month after month)?
5. How much production time is logged on an average-length problem?

How many of your Computing Department people fit, primarily, in each of the slots in the table below? Add appropriate categories if they do not already appear.

Supervisory
Non-Supervisory
"Production time"is used in the sense of good machine time excluding assembly and code-check.

QUICK AND DOUBLE QUICK:
FLOATING POINT ABSTRACTIONS

Donald W. Gantner
Computing Engineer
Douglas Aircraft Company, Inc. El Segundo Division

QUICK and DOUBLE QUICK are single address, floating quaternary point abstractions, employing single precision and double precision arithmetic respectively. The companion abstractions utilize identical codes and hence a problem, once progranmed, may be run in either system at the discretion of the analyst.

Originally, QUICK was concelved to fill the need for a 'quick and dirty' programming system. The last part of the phrase was dropped when development and refinement produced an abstract system which was obviously useful for other than one-shot jobs. The system may still be described as QUICK, since refinements were not allowed to submerge the original requirements which follow:

1. That the system be stralghtforward so as to preclude virtually all programming errors.
2. That it be simple, requiring a minimum of training and experience as a prerequisite to successful programming.
3. Most important, and as a result of the first two requirements, that the elapsed time between recelpt of the problem and the delivery of correct solutions be minimized.

An abstract system was clearly needed, for despite the admirable flexibility of the machine operations, fixed
binary arithmetic can be considered neither simple nor straightforward to those educated in the decimal system. Furthermore, if the abstract instruction is tailored to the specific application, a single abstract instruction can initiate execution of a series of instructions correctly, thus reducing programming and programming errors.

The requirements immediately dictated a floating point system with its inherent relief from scaling, shifting, record keeping and assorted apprehensions. Quaternary point was indicated since it affords faster floating than binary point, and yields more significance for any given word size. Finally, the basic single address system was chosen as best satisfying the requirements of simplicity and straightforwardness.

DOUBLE QUICK was developed when it was discovered that QUICK was sufficiently fast to warrant its use over a large range of problems. DOUBLE QUICK serves two purposes. Primarily, it is a double precision system, yielding twice the accuracy obtained from QUICK. In addition, 1t most adequately stifles the cries of 'deception' frequently heard from the fixed point proponents, and occasionally from the customer. They claim, and rightly so, that one is lulled into a false sense of security by the appearance of eight or more digits in the final result. By the simple expedient of running a representative case or cases in both abstractions, fears are allayed or substantiated by observing the significant digit agreement. Should the fears be substantiated, one has the option of running the whole problem in DOUBIE QUICK. Since it is considerably slower than QUICK, its use would normally be restricted to emergencies seldom found in engineering problems.

The principal features of QUICK are enumerated below:

## DATA INPUT

Input is in decimal, eight significant digits with sign
and an exponent whose range is $\pm 38$. Data are converted to binary and stored in the location designated on the data card. In continuous reading, input is accomplished at the rate of 600 floating point numbers per minute.

## DATA OUTPUT

Output is in decimal, eight significant digits with sign and an exponent whose range is $\pm 38$. Results may be printed in any of six print positions, up to $s 1 x$ results per line. In addition, a four-digit identification number may be printed in the left margin. In continuous writing, 900 floating point numbers may be printed per minute.

## ARITHMETIC

All arithmetic operations, except those on addresses, are carried out in floating quaternary point arithmetic. Calculations are carried out to thirty-five bits of significance, rounded to twenty-eight, and the result stored with its associated seven bit exponent. Exponents too large or too small for the range cause the machine to stop or the result to be made exactly zero respectively. The intemal range of the exponent is the same as that for input and output.

STORAGES
Only electrostatic is accessible. At present, 2560 half-words are available for the programer to divide as he will between instructions (half-words) and data (fullwords). It is expected that this will be reduced to approximately 2000 half-words upon completion and insertion of the proposed function programs.

## SPEED

Arithmetic operations requiring floating are performed at an average rate of more than four hundred per second. All other operations are performed at rates between 1060 and 2700 per second. See table below for more complete break-down.

## CHECKING

Memory-print-out at the rate of 1200 words per minute, and tracing at the rate of 900 instructions per minute are available. Tracing yields the location of every sixth instruction and the contents of the A register in floating decimal notation.

## OPERATIONS

The table below lists the possible operations, with codes, times, and result of the operation. Times are approximate and will be increased by excessive floating. Programming is done in alphabetic code. $\alpha$ is the address part of the abstract instruction. $A$ and $M$ are permanent registers; $c(\alpha)$ means the contents of electrostatic location $\alpha$; and $a(\alpha)$ means the address part of the contents of location $\alpha$.

| CODE | OPERATION | RESULT | TIME M.S. |
| :---: | :---: | :---: | :---: |
| AD | Add | $c(A)+c(\alpha) \rightarrow A$ | 2.57 |
| RA | Reset Add | c $(\mathrm{a}) \rightarrow \mathrm{A}$ (a) ${ }^{\text {a }}$ | 66 |
| MA | Multiply Add | $[c(M) \times c(a)]+c(A) \rightarrow A$ | 3.15 |
| SU | Subtract | $c(A)-c(a)=A$ | 2.57 |
| RS | Reset Subtract | $-\mathrm{c}(\mathrm{a})-\mathrm{A}$ | . 66 |
| MS | Multiply Subtract | $-[c(M) \times c(\alpha)]+c(A) \rightarrow A$ | 3.15 |
| MP | Multiply | $c$ M $\mathrm{M} \times \mathrm{c}(\alpha)-\mathrm{A}$ | 2.27 |
| DV | Divide Absolute Value | $\begin{aligned} & c(A) \div c(\alpha) \rightarrow A \\ & \|c(A)\| \rightarrow A \end{aligned}$ | 2.28 .66 |
| AV | Absolute Value |  |  |
| DA | Add Address | $c(A)+a(\alpha) \rightarrow A$ | . 94 |
| AR | Reset Add Address | $a(\alpha) \rightarrow A$ | . 94 |
| US | Subtract Address | $c(A)-a(\alpha) \rightarrow A$ | . 9 |
| SR | Reset Subtract Addr. | $-a(a)-A$ |  |
| TS | Store Address | $a(A) \rightarrow a$ | . 66 |
| IM | Load M | $c(\alpha) \rightarrow M$ | . 66 |
| AM | $A$ in $M$ | $c \mid A) \rightarrow M$ | . 73 |
| ST | Store | $c(A)-a$ | . 66 |
| NO | No Operation | No operation | . 49 |
| HT | Halt and Transfer | Halt, Transfer to a | -37 |
| TR | Transfer | TR to a Unconditionally | - 37 |
| TZ | Transfer on Zero | TR to a if $A=0$ | -71 |
| TP | Transfer on Plus | TR to $\alpha$ if A is positive | . 71 |
| TN | Transfer on Neg. Post Mortem | TR to $\alpha$ if $A$ is negative (see below) | . 66 |
| RD | Read | (see below) |  |
| PR | Print | (see below) |  |
| $\begin{aligned} & \mathrm{RT} \\ & \mathrm{FU} \end{aligned}$ | Square Root Function | $\sqrt{c(a)} \vec{f}\left[\mathrm{c}(\mathrm{A}) \mathrm{A}^{\text {a }} \rightarrow \mathrm{A}\right.$ (see below) | 3.77 |
| Az | - almost gero | add. Jior saze of $\in$, |  |

Most of these operations are self-explanatory. An easily memorized two letter alphabetic code is used. Note also that the codes for fixed-point operations on addresses are identical to their floating-point counterparts with the letters interchanged. Mixing fixed and floating-point operations should be avoided unless the internal operation of QUICK is thoroughly understood. The several operations Post Mortem, Read, Print and Function, require explanation and are interesting from the development standpoint.

Post Mortem (PM) is the code which controls tracing, when executed in conjunction with three sense switches. A high speed tracing system with only partial display of register status was considered to be more useful than a complete display with much slower tracing. Consequently, QUICK traces at six times the conventional rate but prints only the contents of the A register, plus every sixth location for orientation.

A valuable feature of the tracing procedure is the ease with which it may be initiated or discontinued. PM codes are sprinkled judiciously through the program or may be keyed in manually. With sense switches off, execution of a PM is identical to execution of a No Operation.


Inspection of the diagram and the possible sense switch settings discloses the flexibility of the arrangement. When a PM is reached, the operator may at will continue high speed calculation indefinitely, continue high speed to the next PM, initiate tracing, discontinue tracing and return to high speed, continue tracing indefinitely, continue tracing to the next $P M$, etc. In addition, tracing may be discontinued at any time by turning the sense switches off, whereupon high speed computation is resumed. During tracing, all normal printing is suppressed.

A simple example may clarify the incomplete diagram. Suppose a program contains ten PM operations and it is desired to trace between the fourth and sixth Post Mortems only. Placing sense No. 1 on, No. 2 and No. 3 off, the program is started. Upon reaching the first PM, a program stop occurs. The operator depresses the start button and notes that the first PM has been passed. Counting the stops encountered, he starts the machine two more times, arriving at the fourth Post Mortem. Senses No. 2 and No. 3 are now turned on, the machine is started, tracing is initiated and continues to the fifth PM. The start button is depressed once more and tracing continues to the sixth PM. Placing senses No. 1 and No. 3 off and starting the machine causes return to high speed calculation.

Briefly then, one may desire to continue or discontinue either tracing or high speed calculation. Sense No. 1 provides for stopping the program at the appropriate position, sense No. 2 allows the decision of continuation or discontinuation to be made, and sense No. 3 implements the decision.

The Read instruction causes the floating decimal numbers, on cards in the Card Reader, to be converted to floating quaternary numbers and to be stored in electrostatic memory. A data card contains four floating decimal numbers, each with an associated location. This location 18 added to the address part of the Read instruction to form the address at which the floating-point number will be stored. This
feature enables the progranmer to use symbolic codinf, meanwhile maintaining the same simplicity of data input as is possible in absolute progranming. Reading continues without further instructions until a blank card is reached or an appropriate punch is detected, at which point execution of the abstract program is resumed.

Execution of a Print code produces various results, dependent upon the address part of the instruction. Addresses $0-6$ are storing addresses and 10,20 and 40 are printing addresses. Specifically, an address of zero stores the address part of the contents of the A register for future printing at the left margin as an identification. Addresses 1-6 store the contents of the A register for future printing at the print positions $1-6$ (left to right). The printing addresses 10,20 , and 40 cause (1) single, double or quadruple spacing before printing, (2) conversion of the numbers stored by addresses $0-6$ to decimal, (3) printing of these converted numbers. Where duplicate storing addresses are given between printing addresses, the last number stored will be printed. Where a storing address is not used, that print position will be blank. The printing addresses $0-6$ may be programmed in any order. Continuous printing (150 lines per minute) is possible where computing time between printing addresses does not exceed approximately 100 milli-seconds.

The Function code is another whose address determines the specific operation to be performed. Dependent upon this address, some function of the contents of $A$ is computed and stored in $A$. The instruction is run through a multi-way switch, similar to the main switch, and thence to the particular section of electrostatic memory containing the pertinent program.

The functions are not yet completely programmed. In order to increase the usefulness of QUICK and to further accelerate programming, plans call for inclusion of about twenty functions. Preliminary work indicates that this can
be accomplished with less than four hundred instructions, placing the emphasis on speed for $s 1 x$ or eight most frequently used functions, and emphasizing conservation of storage for the others. In addition, several codes will be available for insertion of unusual functions not included in the twenty above. Similar to a library subroutine, a simple binary card loading process will make their utilization in a program as easy as the standard functions.

It may be observed that four of the possible thirtytwo operations have not been used. Although many additional useful operations occur to one almost immediately, it was deemed wise to let experience dictate their form. Had the codes been used and later changed to represent more desirable operations, earlier programs would be invalidated.

QUICK programs are written in symbolic coding and are assembled by a slightly modified version of a standard assembly program developed at El Segundo. The assembly program, QUICK, and the alteration instructions for tracing, are stored semi-permanently on one drum, providing fast and handy access. Assembly of a QUICK program produces a binary program deck, parallel listing of the program (before and after assembly), and stores the assembled program in electrostatic memory, ready for running.

It was intimated in the opening paragraphs that the area of economical application of QUICK is greater than might be suspected. Versus non-abstract, fixed point symbolic programing, QUICK offers the following economic advantages:

1. Fewer re-assemblies, through fewer programming errors and hence less machine time for check-out.
2. No time spent in tape search for subroutines, nor in reading subroutines from tape.
3. Reduced programer's time through faster initial programming and less correction time. Against these advantages must be weighed the disadvantages of greater machine time for production runs. The ratio is of
the order of twelve to one. This appears to be an overwhelming argument against QUICK until one considers the actual rather than the percentage increase.

The solution of many problems can be effected by execution of less than a miliion abstract instructions. In these cases, QUICK will almost invariably produce the result more economically. Consider that the abstract instructions are executed at the rate of approximately 60,000 per minute, that programming time is cut from fifty to ninety percent, that five minutes is the minimum machine time required for additional assembly and check-out, that tape searches of from half a minute to two minutes are completely eliminated, that time for reading data and printing results is not increased.

Suppose now that one has a recurring problem which hae been previously checked out. If less than 100,000 instructions are to be executed, QUICK will generally do it in less time.

QUICK is clearly useful in cases where the range of parameters is such that overflow or loss of accuracy occurs for certain parameters at the extremes of the range. Scaling and re-scaling are expensive operations, especially so when the trouble was not predicted and a re-run is required.

The above are clear cut areas in which QUICK excells, despite the training of the programmer. Superimposed upon them, and making feasible the use of QUICK for much larger programs, are the considerations of programers' inexperience and mental attitude. Where the degree of arithmetic skill is not high, QUICK is a crutch. For the able mathematician, QUICK affords relief from the tedium of bookkeeping, freeing the mind for ingenious programing and clearer analysis.

In addition, the advantages of having DOUBLE QUICK for proof of accuracy and as a double precision tool, available without re-programming, must be evaluated in any decision regarding a choice of prograning systems.

In conclusion, it appears that for all but the largest or best behaved engineering problems, use of QUICK may be advantageous. The inherent properties of abstractions, symbolic coding, and floating point arithmetic should combine to simplify and accelerate programming in the average computing installation.
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The purpose of this paper is to present an IBM Type 701 matrix abstraction, with emphasis on the environment in which it was developed and the one in which it now operates. Environment in this case means the reasoning behind the matrix abstraction, its evaluation, its particular function, programs used in conjunction with it, applicable problem types, programming techniques, and the philosophy of 1 ts operation. In addition, examples will be given to illustrate the effect of the abstraction on such aspects as economy and efficiency when performing particular matrix operations. Emphasis is not placed on the detailed coding of the routine, number of commands used, portion of electrostatic memory occupied, and other pertinent facts because the coding must usually fit a very particular set of restrictions, whereas the environment is of a much more general nature and consequently of more interest at large.

At the outset of developing the matrix abstraction (January, 1953)
we at Lockheed had no experience whatsoever with actual problems on the IBM Type 701 or on any machine of similar type and magnitude. In fact, at this time we were still in a state of ecstasy with the thought of tremendous speed and a wealth of memory, as compared to the IBM Card-Programmed Calculators and IBM Type 604's which we were then operating. The task before us was to prepare ourselves and the 701 for the solution of problems involving matrices. One of the first steps was to consider the matrix operations which were being done on the existing equipment. The bulk of matrix additions, multiplications, inversions, and simultaneous inear equation solutions were run on the 604 . The majority of the eigenvalue problems, that is those requiring the solution of all roots and vectors, were solved using both the 604 and CPC. The high order eigenvalue problem which required the solutions of only the dominant roots and vectors and the low order problem requiring all roots were done entirely on the CPC along with such problems as low order simultaneous linear equations resulting from least square problems. The operations being done on the 604 were generally of the three address type, that is, two operands were fed into the machine and a resultant matrix emerged punched in cards. The resultant matrix was in a form which could be either an operand in the next operation or be printed. The flexibility, the third address, of such a system is due to the manual and mechanical operations performed between the 604 calculations. The disadvantage, however, is that the handing has always been the greatest source of error.

The question then: How do we program matrix operations for the 701 so that they can be used on various order matrices, in any sequence, and still retain the present flexibility? The direct approach might be, since we have a machine which will do the job of both the 604 and the CPC, to use the 701 in the capacity of either the 604 or the CPC with a stored program which is equivalent to the corresponding plugboard. As absurd as it is to use the 701 in this manner, the actual cost of doing the job would be less than on 604's as will be illustrated later. Assuming we have 701 routines $t$ perform

each of the operations, the next question considered was how to eliminate all the manual handling required between two 604 matrix operations. It looked as though we needed a special routine to load the data, other routines to perform the operations, routines to do the handiling mentioned above which includes storing intermediate results, and still others to cause output of results. With the routines mentioned we can solve the handling problem as it was associated with 604 and CPC operation. However, we have magnified the task corresponding to that of placing the plugboard into the 604 or the CPC, i.e., the manual handing of all the routines and their linkage. Also, manual juggling of routines is considerably more susceptible to error than is the handling of plugboards.

How can we eliminate the handling and manual linkage of the routines? One possibility is to keep the routines in symbolic form punched in binary cards and have a 701 assembly program which is capable of arranging the routines in a prescribed sequence prior to the running of each problem. In addition, we must have a special program or have incorporated in the operational routines, a scheme for locating the result of one operation in position for the next command to operate on.

The next step in the direction of the complete abstraction might be to locate all of the routines in a specified portion of the machine memory, and assemble them, as required, from the memory rather than from cards.

Finally, of course, there is the complete matrix abstraction which performs matrix operations and logic automatically upon command. The decision to be made between the last two phases of automation is: Shall we retain the flexibility and assemble the program for each problem, or shall we forfeit some flexibility and gain from simplicity? At Lockheed we chose the latter.

The matrix abstraction, through IBM Type 701 machine coding, alters the machine to one which performs, as such, operations and logic required in the general matrix problem. The basic routineraccomodates 24 th or lesser order matrices with real or complex elements. To provide for matrix storage, sixty portions of the total memory have been assigned abstract addresses which will store a maximum of sixty 24 th order complex number matrices.

The arithmetic operations are performed double precision floating point, with the number word consisting of a sign bit for the characteristic, a sign bit for the exponent, a 27 bit characteristic, and a 7 bit exponent. The matrix number word is exactly the same composition as the number used in FLOP. (FLOP, a contraction for'floating octal point, is Lockheed's general floating point abstraction for the 701.) Because of the exactness of the number words, the systems may be used in conjunction as one very complete abstraction. Together the two abstractions provide for accomplishing both scalar and matrix arithmetic in floating point, and for
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performing logic either in machine commands or in one of the abstractions. Both the matrix abstraction and FLOP use full words for commands as they do for numbers; however, the command word structures are somewhat different.

## MATRIX OPERATIONS

COMMAND WORD
In the command word, the following components are specified as required for each instruction.

$$
\begin{aligned}
& O P=\text { Operation } \\
& A=\text { Storage address of }[A] \\
& { }^{1} \ell=\text { Number of rows in }[A] \\
& \mathrm{m}=\text { Number of columns in }[\mathrm{A}] \\
& B=\text { Storage address of }[E] \\
& \mathrm{n}=\text { Number of columns in [B] } \\
& B=\text { is explained in commands }
\end{aligned}
$$

The number of rows in [B] is specified by $l$ or $m$ depending on the command. Each component is 2 octal digits except $\beta$ which is four. $A$ and $B$ can be any of the 60 matrix storage addresses.

ARITHMETIC OPERATIONS
$A D D$ Computes the sum of the matrix in storage $A$ and the matrix in storage $B$.
SUBTRACT [A] - [B] Subtracts the matrix in storage $B$ from the matrix in storage $A$.
MULTIPLY $[A]$. [B] Computes the product of the matrix in storage $A$ and the matrix in storage $B$.

SCALAR MULTIPLY $B \cdot[A]$ Multiplies the matrix in storage $A$ by the scalar in electrostatic address $\beta$.

INVERT $[A]^{-1} \quad$ Computes the inverse of the matrix in storage $A$
FORM CHECK SUMS

CHECK
Computes a row and column of check sums for the matrix in storage A.

Checks the sum of the elements of the matrix in storage A against its check sums to a specified number of figures. If the matrix does not check, the machine stops and the difference between the check asked for and the actual number of figures it does check to is displayed in the accumulator.
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The result of the operations ADD, SUBTRACT, and MULTIPLY may be stored in any of three specified matrix storage locations. For the SCALAR MULTIPLY and INVERT operations, the result location is fixed. Check sums are automatically calculated on the commands ADD, SUBTRACT, MULTIPLY, and SCALAR MULTIPLY.

## LOGICAL OPERATIONS

TRANS POSE
STORE

STORE B

TRANSFER

FLOP

WRITE END OF FILE AND RENIND

Forms the transpose of the matrix in storage $A$. The contents of matrix storage $B$ is replaced by the matrix in storage $A$.

The matrix in storage A replaces the contents of a portion of electrostatic memory where $\beta$ specifies the electrostatic address of the ( 1,1 ) element. The command also can reverse itself and store any portion of electrostatic in any matrix location. The command is used for expanding and diminishing the order of a matrix.

Causes the machine to take its next matrix command from electrostatic address $\beta$.

Causes the machine to interpret all subsequent commands as FLOP commands.

Causes the tape addressed to either Write EOF and rewind or just rewind depending on whether the tape is in write or read status.

## INPUT - CUTPUT OPERATIONS

LOAD
PRINT

PRINT (SENSED)

PUNCH:

Loads the matrix from cards into matrix storage $A$.
Prints the matrix in storage $A$. The elements are shown as a characteristic and decimal exponent, and are printed in matrix form. A matrix identification number is printed, as well as row and column identification which is printed down the left side and across the top of the page.

Prints the matrix in storage $A$ or skips the commard depending on the position of a sense switch. The command is used for printing intermediate results, usually while a problem is being checked out.

Purches the matrix in storage A. Each card contains a matrix identification number and matrix row and column identification of the first element in the card, a card check sum, and a maximum of 11 complex elements.
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The descriptions given with each command are not necessarily complete, although the basic function is indicated.

The time (to the nearest second) required to perform the basic arithmetic operations is tabulated below. The time shown is for complex number operations, and for both operands of the same order with no zero elements.

| ORDER | ADD and SUBTRACT | MULTIPLY |
| :--- | :---: | :---: |
| 2nd | 2 er | 3 |
| 6th | 3 | 8 |
| 10 th | 4 | 30 |
| 16 th | 7 | 106 |
| 24 th | 14 | 304 |

Since the system is a modified three address, the operation times include access of the two operands and time for storing the result. For real number operations the time is slightly less than one-third of that shown for complex number elements. The reason complex operations were incorporated into the routine rather than using dcuile order real operations is apparent when one compares the time involved The 24 th order maximum in the routine was selected because it is a practical one for the 701 and ala, seemed satisfactory for the anticipated problems. If the proulems exceed 24 th order the abstraction may still be used since it readily lends itself to partitioning methods 1 for all arithmetic operations.

Having brought the matrix abstraction through its development stages, let us now consider the environment in which it operates. The digital group at Lockheed is purely a service group involved primar1ly with the solution of design and production type engineering problems. These problems vary in magnitude from large to very small with respect to programming time, machine time, and combinations of both. Therefore the computing group must be capable of solving almost any problem. Not only must the problem be solved but it must be solved within a specified time which may be anything from immediately to a year hence. With such a wide range of possibilities it is absolutely necessary that some preparation be done in advance if the customer is to be satisfied. We consider the matrix abstraction as part of this preparation.

Everyone should be and usually is interested in the economy and efficiency of the computing operation. As insignificant and inefficient a job as could be chosen for the IBM Type 701 is the single multiplicaption of two matrices where both operands are in cards and the results are to be printed. For illustration purposes, let us perform the aperation of miltiplying two loth order matrices to form a loth order product, and compare the time and cost of doing this job by hand, on the I:3M Type 604 and auxiliarj equ:pment, arij in the IBM Type 701 using the matrix abstraction.


The first few problems attempted with the matrix abstraction were of the ideal type. They were the formation of aerolastic matrices ${ }^{2}$ and contained approximately fifty serial matrix operations to be performed for three sets of data. The program was coded and checked practically error free. The 701 also cooperated, doing the problem with ut any machine errors. You can imagine that by now we had the impression that the abstraction was the alleviator of all the 604 and CPC procedure 111s. Then came the task of programming the Myklestad method for dynamic structural analysis. The method is full of matrix operations and looked ideal for the abstraction. The structural analysis problem is what we call a routine problem, one which may use the same program for solution thousands of times with varied data over a period of years. Since the program will run hours on the machine it behooves us to make the program as efficient as possible at a cost of programming time which is eventually more than saved in machine time.

Well, the matrix abstraction did nct achieve the utmost in machine speed on this problem due to the fact that the program left the matrix abstraction frequently between matrix commands for non-matrix logic and calculations of single elements. Since it was necessary to reload the matrix abstraction from the magnetic drum to electrostatic after each non-matrix operation, it soon became evident that about $15 \%$ of the machine time could be saved if the abstraction were not used. In connection with the problem mentioned it should be emphasized that it was of the routine type and additional time was availanie for codinf. The job stated is perhaps an extreme because it
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could not be planned in such a way as to avoid the drum time involved; however, many problems may be restated and the operations done in a sequence which will allow the matrix operations to be done without referring to other means for non matrix $\log 1 c$ and computations between the matrix commands.

A routine $j o b$ such as the $|A-B \lambda|$ eigenvalue problem which consumes a large percentage of the 701 machine time at Lockheed is another example of the type problem which should definitely not be programmed in the matrix abstraction even though floating point is used. As explained, if the job is routine and will eventually run for possibly hundreds of hours, the programming time spent on the routine to save machine time will be paid for manyfold. There is a point of diminishing return, however.

Opposed to the aforementioned routine type problems, we recently had a problem from the preliminary design group which had to do with the sweep angle and aerolastic design criteria of a wing. The details are of a classified nature; however, to be of real value, the customer needed answers immediately. The problem involved approximately 100 matrix operations and used almost every command in the matrix abstraction. There were very few cases run, which, including checkout time, only consumed 4.5 hours of machine time. The programming time was a minimum and required only one man full time and one more part time, a total of about 25 man hours for the job. Needless to say, the $j \partial b$ probably could not have been done in less elapsed time any other way, and because of the number of different matrix operations required and the relatively few cases run, there is much doubt that the program could have been checked out and run in the amount of machine time used even if there had been unlimited elapsed time avail able.

The two extreme usages of the matrix abstraction have been brought forth in the previous examples. Somewhere between the two is a point of diminishing return which, of course, will vary appreciably with the computing organization. For example, if you are caught short for coders, or with inexperienced coders, the point of diminishing return will be far removed from where it will be if you have a large staff of very experienced coders. Thus the matrix abstraction assumes its place in the organization.

Another very important usage of the matrix abstraction is in research of matrix methods, such as any number of methods for solution of the eigenvalue problem which can be broken down into a sequence of standard matrix operations. In the search for a method, we again have a consideration: Shall we spend weeks coding the method and find it is finadequate after 15 minutes running time on the machine or ahall we code it in a few days and find the method doesn't work after 20 minutes run time? If the method works the first time, there are always refinments to try which may be programmed with many times fewer changes than if the program were in absolute coding. Also in trying to develop a method, one is perplexed with the programming,

perhaps the inadequacy of the method, machine errors, methods of checking, and many others which are at least somewhat reduced when using an abstraction. If you have ever found yourself in the above predicament you know that assistance from any direction is more than welcome.

A speaker in Los Angeles once commented that the 701 enables him to find that his method is inadequate faster than by any other means. If he is not using one, it might be added that with the assistance of a matrix abstraction he could probably find the same results even faster.

In conclusion, let us summarize a few of the more interesting points mentioned: A history of development was presented; some flexibility was forfeited for simplicity; the matrix abstraction should be used with other scalar abstractions; the abstraction is best utilized, in general, on short one-time jobs, and is indispensable on a long program job which consumes little running time and requires a minimum of elapsed time; very small matrix jobs are practical on the 701; for the most part, no routine job should be coded with the matrix abstraction; there is a place for the matrix abstraction in research of matrix methods; in evaluating a matrix abstraction, attempt to locate the exact role it will assume with respect to the type of problem to be solved, philosophy of operation, personnel in the organization and economy desired; make the abstraction fit your restrictions as well as your requirements.
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# Los Alamos Debugeing Programs and Techniques 

As Used on the IBM 701
by Edward A. Voorhees, Jr.

## Introduction

If the experience st other IBM 701 installations coincides with our experience at Los Alamos, I believe we may agree that the main bottleneck in the course of a problem is the period beginning after the coding of the problem has been assembled on cards and ending with the successful calculation of the first results, 1.e., the debugging period. Also, in some problems, the code will never take on efixed form, for with the entry of new parameters it is often necessary to modify the code and, in some cases, to actually recode portions of the problem. Frequently, this situation will require the use of debugging programs and techniques.

At present, there seem to be two main general debugging methods: (a) memory print-out and (b) tracing. Memory print-out may be defined as the listing of a stored program (or a selected part thereof) whose instructions are not being executed concurrently with the execution of the listing program. A tracing program is one that lists the instructions and certain additional information as the instructions of the stored program are actually being executed. It would seem that, in general, the memory print-out method makes for more efficient use of the machine, whereas, the tracing method makes the detection of coding errors easier for the individual at the expense of the machine. There are quite a few exceptions to this statement which arise because of the particular nature of the error being sought.

At Los Alamos a large majority of the coding (and debugging) is performed by persons who are not full-time coders. Many of these people are very capable coders, but for them coding is only a tool of their profession - a tool not unlike operating a slide rule or hand calculator before the advent of large scale computers. As a result, our debugging programs and techniques have been developed with these people in mind, and the trend has been to somewhat favor the person instead of the machine in the developing of new debugging programs. It has been our experience that the beginning coder will rely almost exclusively on tracing programs and that, as he gains experience, he will make increasing use of memory print-outs. The experienced individual will use either tracing or memory print-out, making his choice on the basis of the nature of the suapected error and the difficulty he anticipates in finding it.

Our method of time scheduling serves, however, as a check against idle or excessive wasted time during the debugging phase of the problem. This is accomplished by scheduling short periods of time, of the order of 10 minutes, in general, for debugging during the daytime and longer periods of time during the evening and night for "production" running.

The particular programs described below are used for debugging programs coded in machine language. Our two interpretive coding systems, the single-address Dual system and the three-address Shaco system, each has its own peculiar debugging program and technique. Since $80 \%$ of current problems are coded in machine language, (and the figure is gradually increasing) no further development of debugging routines for these systems

All menory print-out programe print information in octal, and all tracinc programs print information in octal and decimal. Electrostatic storage will be referred to as memory in the remainder of the paper.

## Memory Print-out Programs

a. 186 is a program to print in octal the contents of electrostatic storage except for the 151 half-words which it, itself, occupies. The program will search memory, beginning at the first half-word following itself, for the first half-word neither plus zero nor minus all ones. It will then print the location of that half-word, the half-word, and the following ten helf-words, regardless of the composition of these ten words. It then continues the search and prints whenever the above condition is satisfied. 186 may be located anywhere in electrostatic storage.

186 is commonly employed when the problem stops unexpectedly and 151 consecutive half-words of atorage are avallable. After noting the location of the stop and inserting the print board, the operator loads a properly located 186 deck of cards and the listing is issued automatically. Occa.sionally, 186 is used at an intentional stop to obtain memory listing. A memory malfunction is occesionally detected through 186, in which case the particular memory drawer at fault can be determined. At present, we are revising 186 to print $n(8 \leq n \leq 11)$ instructions to a line to accomodate those people who find an octal print-out with 8 instructions to the line easier to read.
b. 982 is essentially a 186 program that will print all of memory except for the two full-words with locetion -0000 and -0002 . This is accomplished through a self-loading program that tranafers all of memory except for these two full-words to a drum. This program is intended for use with those programs which are so large that 151 half-words are not available for storing 186. After the listing is complete, memory is restored to its original form with the exception of the two full-words destroyed by the self-loading program. The listing is identical with that obtained from 186.
c. 784 is a program which lists all references made by a specified consecutive range of instructions to a specified consecutive range of half-words. The program operates in the following manner. The first half-word of the specified range of half-words, (viewed as an instruction) and its location are printed and marked with an asterisk. Then the address of each instruction of the set of instructions is examined, and, whenever the address is equal to the location of the half-word being considered, the instruction is printed. When the set of instructions has been completely searched in this manner, the next consecutive halfword is printed and the search is begun again. This continues until the set of half-words is exhausted. A control card specifies the location of the first and last instructions and the location of the first and last half-words. When the search indicated by control card is complete, the progrom stops and pressing the START button causes the program to read the next control card. The ranges indicated may be of unit length.

This program is quite useful after having the machine COPY CHECK with control being where it was never intended to be. The offending tranefer order cen readily be detected by seerching the code for references to this half-word.
d. 785 is a program to compare original ordinary binary program carde with the progran stored in the machine. 786 is identical, except that it compares regional binary cards with the stored program. The program first transfers all of memory, except for the contents of -0000 and -0002 , to a drum. It then reade the first card of the coders program, reads the corresponding set of words from the drum, and then prints all half-words that do not agree. The print-out consists of the location of the half-vord, the half-word from the program card, and the half-word from the drum. This process continues until all program cards have been checked. The listing is double-spaced arter the printing for each card.

This program has been very widely used, not only in debugging codes, but also in the detection of machine errors. If the code has been mutated by a memory malfunction, this will appear in the listing along with the instructions with variable addresses. The incorrect instruction can be spotted almost inmediately by a person familiar with the program. Uau:liy, the appropriate action can then be undertaken without delay. Occasionally 785 is used to check a corrected binary deck against an old binary deck where the listed discrepancies are assumed to be known.

## Tracing Programs

a. 794 is a tracine program that can be used in one of two weys: (a) To list, all instructions with a specified operation, and (b) to list all instructions whose adoresses lie within a specified range. All listing is done during the execution of the progran. A sense ewitch determine whether the program should or should not stop on negative transfer orders. A second sense switch is used to inform the program as to whether operation or adoress tracing is desired. It is also possible, by means of a third awitch, to have the instructions READ, WRITE, and READ BACKWARD "dumny" executed. If these ordera are not "dumny" executed, control is relinquished by the tracing program end $E$ iven to the input-output program involved. Information printed includes the status of the overflow indicator, the overflou bits, the location of the instruction (octal), the instruction (octal), the sign and first 17 bits of the accunulator (octal), the $s 1 \mathrm{gn}$ and complete contents on accumulator, $M Q$, and storage referred to in the address part of the instruction (all as decinal fractions).
b. 796 is a tracing program that 11 sta all transfer and sense orders as they are being executed, i.e. 796 traces logic. A control card determines the location of the firct inotruction to be traced. A conditional transfer or sense that is not executed, i.e., has no effect on control, 1s not printed. No sense suitches are used by 796. The program has been coded for a two electrostatic frane 701. The appllcation of the program is readily apparent.
c. 795 is a high-speed tracing program which can be used with either a single or double electrostatic frame machine. Provision is made to accommodate any number of "traps", a "trap" being defined to be a portion
of the coder's progran which is to be traced. If a portion of the program is not being traced it is executod at full speed. After the coder's progran has been loeded, 795 is loaded with $n+1$ control cards. The first n cards desicnate the range of the $n$ deared traps and the $n+1$ st cord contains the location of the first instruction ( $R$ ) of the coder's program. On each of the $n$ trap cards is the location of the first instruction of the $\operatorname{trap}\left(M_{i}\right)$ and the location of the logt instruction of the trap ( $\mathrm{N}_{\mathrm{i}}$ ), $\mathrm{M}_{1} \leq \mathrm{H}_{1}$. As 795 reeds the ith trap control card, it replaces the instruction $\bar{I}_{1}$ with a transfer to a portion, $D_{1}$, of the tracing progran. Then 795 otoree $M_{1}, N_{f}$ and the contents of $M_{1}$ in the $D_{f}$ block. It then reads the $1+1$ st control card and repeats the procedure in the $D_{1}+1$ block, continuing to read control cords until an " $R$ " card is reached, whereupon control is transferred to $R$. Each $D_{f}$ block is 6 half-words in lencich, hence the number of trape which may be opecified is limited to the emount of space which io available in the machine for the trap table ( $\mathrm{D}_{\mathrm{i}}$ ) block.

When the coder's program reaches the instruction $M_{i}$, control is traneferred to 795 and tracing begun, with or without printing depending on the position of a sense switch. When instruction $\pi$ is reached, it is traced and afterward control is relinquished by 795 and given to the coder's program at instruction $N_{i}+1$.

When a trap is encountered, the paper is spaced, and the contents of the accumulator, Ne, and overflow bits before the execution of the first instruction are printed, provided the "print" switch is on. The paper is speced whether printing occurs or does not occur. If the instruction READ, WRITE, or READ BACKWARD is encountered while tracing, it is listed but not executed. All COPY orders are "dumny" executed by loading the NQ with the contents of the memory location referred to in the COPY instruction. All other inetructions, including $\pm$ SEWSE $40_{8}$, and $\pm 00$ and - Ol transfers between the first and second bonks of memory, are executed.

If, while a particulor trap is being treced, the coder no longer wighes to trace this trap, he may "erase" this trap by depressing a sense switch which will replace the "transfer to tracing" order in $M$ with the original instruction.

The information printed consists of the locetion of the instruction; the instruction; the status of the overflow indicator; the overilow bits; and the sign and contents of the accumulator, MQ , and storage location being referred to in the eddress part of the instruction in octal and decimal.

## Conclusion

These prograns constitute the major portion of our library of programs used in debugging problem programs. Any of these programs are available to IBM 701 installations. We at LOs Alanos would be interested in any sucgestions for the improvement of these programs. We would also be interested in any idees for debugging programs thet you have utilized. We feel that only through the exchange of idees can each installation benefit from the experience gained at other installations.

by Dura W. Sweeney

The process of coding, coding assembly, and check-out of the assembled code is the most demanding upon the coder's attention and, In many cases, his time. Therefore, it is necessary to furnish the coder with a simple but highly versatile coding syatem and assembly program, and a variety of utility programs to aid him in the detection and correction of coding errors.

As a result of our self-service system at Los Alamos, many people with virtually no experience with internally progranmed machines have undertaken the coding of large problems for the 701. The first such coders are now quite adept, but more people are still starting to learn to code. This hes required a veraetile coding system with as few reatrictions and conventions ouiside of the use of the thirty-two operations as possible, because of two reesons. First, that both the new and experienced coder use a system based as closely as possible upon the machine language, and second that the new coder be unhampered by restrictions so that he may be free to devise new coding techniques. Another requirement is that the assembly program for this system must be casily usable and virtually fool-proof.

## Regional Programming

Regional programing is one of the coding systems which fits these requirements and is used almost exclusively at Los Alamos. A brief description of the system follows.

The coder uees three mein divieions of electrostatic storage. They are storage for problem constants, storage for numbers calculated by the code, and storage occupied by the code itself. Any or all of these divisions may be sub-divided. For example, the storage for numbers calculated by the code may be sub-divided into erasable storage used in certain coding loops and storage used to contain numbers for later printing. Using regional programing, the coder aseigns a letter to distinguish each variety of storage. These letters are in the range from $A$ to $H$ and from $J$ to $Q$. The letters A, B, E, and $F$ are the nost commonly used and denote respectively storage for universal constants, storage for problem constants, erasable storage, and storage for code.

The coder makes a flow diagram or breaks the problem into amell logical calculations. Then each block of the flow diagram or logicel part of the problem is assigned a number in the range from zero to ninety-nine.

This number and letter are combined and called the regional index, and the coder may diatinguish at a glance the part of the problem and type of storage referred to. Each regional index is followed by a regional location which is in the range from 0000 to 4095 . Codirs proceeds with the coder filling these various blocks of storage starting from regional location zero.

The coding form used is divided into column which correspond to card colums. One column contains a digit to designate whether this is a control
cord or a card containing coding. The next seven colume contain the regional location index and regional location. The next three columne contain the sign and operation parts of the address. The next seven columns contain the regional address index and recional address. Then, twenty columns are allowed for comments about the code followed by eight columns which contain the alphobetic oubreviation of the operation. Each line of the codjog form contains one hall-word instruction and corresponds to one punched card.

When the coding is finished, the coder preweres a control card for each regional index. This control card indicates the absolute location in electrostatic storage which the assembly program will assign to the regional location. The coler may assign these locations so that there are no geaps in his code or may locate different regions with gaps between them to be filled with other sections of code. In the course of coaing, it is neceasary to use operations whose address parts do not refer to electrostatic memory, such as shift orders. This type of address is characterized by the regional index, OOR, and no control card is necessary for this index, as the address is already abrolute and does not need to be located. After the control cards are prepared, the coder is ready to use the assembly program.

## Regional Assembly Progrem

Regional Assembly Program, 607, has been written at Los Alamos to replace a similar program, called S02, written by IBM. 607 uses the Card Reader, Printer, Punch and Electrostatic Storage only. Normally, all control carde are read into the 701 prior to the reading of the cards containing the regional code. Each card is read, assembled, checked, and stored in electrostatic storefe before the next card is read. After each card is assembled, its location is checked against the previous card's location. If the locations arc in consecutive order, card reading is resumed until forty-four cards (forty-three cards in the case of regional binary punching) are assembled. If non-consecutive locations are encountered or if forty-four cards have been rend, card reading stops, one binary card is punched and a page is printed showing the original code and the assembled code in both decimal and octal notation. Then card reading is resumed.

607 allows three types of control cards. One type is used to assign absolute locations to regional locations and regional addresses; one type is used to expand or contract regional locations and addresses; and one type is used to change one regional index to another. Up to two hundred control cards may be entered.

607 also allows one other type of card which is used to introduce half-word or full-word constants into regionsl locetions before assembly. This type of card contains the usual regional location index and regional location, but the operation and regional address are zero, and the regional address index is OOR. The sign of the operation specifies whether the s.nformation punched in the conments columns is to be converted to a halfword or a full-word. The constent is considered a fractional nuraber consisting of twelve digits and a sign. It is followed by a tro digit decimal acaling factor and a two digit binary scaling factor. The decimal scale factor is in the range 00 to 11 to indicate the number of integers in the constant. The binary scale factor is in the range 00 to 35 to indicate the number of binery integers in the converted constant. In the
case of a half-word conctant, the constant is converted to binary end stored in the operation and address part of this card's location. In the case of a full-word constant, the left half-word 15 stored in this card's operation and address part, then another card image is formed in electrostatic storage with location one greater than the previous location, and the right half-word is stored in this card imoge's operation and address part.

607 checks each card for double punching and blank columns. It checks each original regional location index, regionsl location, operation, regional address index and regional address to see if they are within the prescribed ranges. It checks each assembled regionsl location index, location, regional address index, and adaress to see that they are still within the prescribed ranges. It also checks that there is a control card giving an absolute location for each regional location and address. 607 also checks each constant for double punch1ng or blank colunme and checks that the binary scaling is large enough to accormodate the decimal scaling, and that the rounding of the converted twelve digit number to thirty-five bits (or seventeen bits) does not overflow.

All printing and punching is controlled by Sense Switches. 607 contains one print program and three different punch programs. The first punch program punches binary cards containing up to forty-four half-words in the eight through the twelve-row of the card. The nine-row conteins the check eum, the half-word count, and the location of the firat word. The second punch progran punches new regional decimal cards. The third program punches what we term regional binary caras.

Let me digress here, briefly, to explain regional binary cards and their importance to the 701 user.

## Regional Binory Cards

Every half-word of code consists of an operation and address. This address must either refer to a location in electrostatic, or, in the case of operations such as Read, Write, Sense, or shift orders, not refer to any electrostatic location. We will derine all addresses which refer to electrostatic locations as variant addresses. All others will be defined as invariant addresses. The significance of this definition is that a variant address will change if the program is relocated in electrostatic, but an invariant address will not.

A regional binary card containe a designation es to the variance or invariance of the address of each half-word on the card. Regional binary carde contain up to forty-three half-words per card inctead of the fortyfour on ordinary binary cards.

This designation of variance or invariance of addrecsee now leads to several important new applications. All suitable utility programs, such as print, punch, tape and drum programs, have been assemiled in regional binary form so that the coder may locate these programs where he pleases in the machine without having to reassenble them as a part of his oun code using, $60 \%$. A self -loading, card-reeding program, called 025, for loading regionn binary carak has been written which allowe the user to enter an increment to be added to all locetions and variant eddresses on succeeding regional binary carcs. Several sets of regional. binary cards, each with a different increment may he londed successively. Probably
the most important application is the regional binary assenbly program, 620.

## Rerional Binaxy Asbembly Procram

Regional blaary aesembly progrom, 620, will expand a program and insert new orders, contract a program and delete unwated ordere, replace incorrect orders with correct ordere, and permanently relocate programe.

620 reade fort $f$-three half-words per card compered to Co7's one haliword per card. 620 elso prints seven times as much octal information per yage as 607 does. Only one control card is allowed in 620 at one time, but this curd may coutein a lower cut-address, and facrenent, and an upper eutweddreas. This allows the user to add on incrensent to any location or veriant adress greater than or equal to the lower cut-eddress, but leas than the upper cut-address.

All halr-words ure read, assembled and stored ax full words, with location as the acidress part of the Jeft hal.f-vord and the sign, operation, and addrees in the right half-word. The operation pert of the left halfword is "GTOP" if the eddress is variant and "TR" if the addreas is invariant. These full words are all positive. Drums 128 and 129 are reset to the full vords, minus zero. Now each locetion is doubled and used as the Set Drum adaress for Drum 228, if it is in the range 0000 to 4094 , and for Drun i29, ir it is in the rance 4096 to 8190 ; then the full word is stored in that drum location. This gives a full-word arum location corresponding to each half-word electrontatic location. fifter this "Borting" operation, the drums are eearched, new binsry cards are punched, and octal liatings printed.

## Correction of Errore

Los Alamos' procedure for the detection of errors is explained in another article; the remainder of this paper will be devotod to methods of correction of such errors.

If the coder is interested in the correction oi an instruction, he may use one of several methods. The ditrect correction of the binary card is the most commonly used. The coder may block out incorsect punches in the binary card end then punch the correct bita, or he may only correct the instruction itself and use progranis 925 or 925 which willl read the corrected cerd into electroststic storbe, recompute the check-sum and punch a correct card. ( 925 operates on ordinary binary cards, and 926 operttes on regional binary cnris.) Two other methots of correction are evallable, but both require more 701 time than the previous methor? described. The coder niay punch a correct regional decirol card, end reassemble a correct binary card using 607; or he may punch a card simflar to a regional hinary card containing the correct inatruction, place this behind the incorrect reaional binary card, ant, using 6ro, obtaln a correct regional binary card.

The mod difficult pext of cole coriection is the insertion or several additionel orilers tr the indule of the code. If there are very Pew such corrections, the coder replaces the ansuruction following the place, where the insertion is to be made by a wrensfor order to sore unused portion of electrostatic storage. There he locater the orpere to be inserted and the replaced order and transfers back to the main eode.

If many of these so called "patchea" are ineerted, it becomes very difficult to follow the sequence of the program.

Both 607 end 620 allow the coder to form reps in his code in which the inserted ordere are to be loceted. In this ce,be, ad well os the cese in which the ecder deletes wawented ordors end closes up as enp, the 701 does the "booksoping" so that increments are properiy added to the locations to be chenged, and so that all addreasces are aloo properly changed. Thia method, usine efther 620 or 607, allows the coder to keep his procram in cequential electrostatic locetions without unnecessary transfers. In actual practice, the coder yoes 680 to correct hia program, then, if necescory, nukes is ilnal acoembly with 607, after ineerting the regional docincl correction and control cards, to obtain a finel correct lietinc showing the progran commente end absolute decimal and octal progran.
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SINGLE ADDRESS ASSEMELY PROGRAM

GENERAL DESCRIPTION

## OBJECTIVES:

1 To provide a means of converting a program written in a symbolic decimal and alphabetic form to an absolute binary form.
2 To keep the symbolic form used as simple and direct as possible.
3 To avoid having to break any but the very largest program into blocks for assembly.
4 To produce a listing of the assembled program showing the symbolic and absolute forms as well as a description of the steps taken.
5 To punch binary cards which are ready for loading and execution. Each binary card to contain word count, initial address, check sum, and a signal as to whether or not it is the last card of $s$ group.
6 To approach as nearly as possible the speed of continuous card reading and printing regardless of the size of the program being assembled.
7 To provide certain checks on the program being assembled.

## PHILOSOPHY:

The reason for wanting to write a program in a symbolic form rather than in an absolute form is found in the programer's desire for "elbow room" in developing the progran. The analysis of even the best organized problem may be found in fault and changed after the program has been partially completed. The need for additional instructions in one part of a program often becomes apparent as another part is written. This sort of change is disastrous when the program has been written in absolute form.

More often than not, it is convenient to write the core of a program first, and then build out from that toward the begimning and end of the program. It is impossible in this case to know what absolute location each instruction will eventually occupy when the program is complete. But we do know that when the program is complote, auccessive instructions wdill occupy successive absolute locations. Hence we may adopt an arbitrary sequence of digits to stand for the location of the instruction. Call this the symbolic location. Then the only regularity demanded of the set of symbolic locations is that they be in order. No other restrictions need be placed on the symblic locations used.

It is convenient, though not necessary, to adopt some canvention as to the use of the sequence of digits making up the symbolic location. The coding usually falls into several logical sections. It is common practice to call them regions. The order of the instructions within a region is called the sequence number. Finally, at least one digit is needed for insertions between adjacent sequence numbers. Two decimal digits for region number gives the possibility of one hundred regions within a program. Up to one hundred instructions can be written in each region by using two more decimal digits for sequence number within a region. Finally, one decimal digit used for insertions gives the possibility of nine insertions between each instruction. Thus a total of five decimal digits used for symbolic location would seem ample for easy flexible programing.

Now since five decimal digits will convert to, at most, seventeen binary bits, a symbolic location will occupy one half word. This is important because the maxdmum size of the program which can be assembled depends directly on the space required for each symbolic location.

In general, the data required by a program fall into two classifications. There are the data required by the program every time it is executed. Call this permanent data. And there are the data which change each time the program is executed. Call this variable data. There will be data which fall in between the two classifications somewhere, but the following will still hold. In the interest of minimum loading time, the permanent data should probably be converted and punched on binary cards. This might also be done to variable data if it is going to be loaded more than once, but even if it is loaded from decimal cards, there should be as many numbers per card as possible. Bither of these alternatives strongly suggests a compact data arrangement. This consists of a single area for a whole program with pieces of data assigned to consecutive locations within the area. The area itself can be assigned by the assembly program to the absolute locations immediately following the last instruction.

The need for freedom to make insertions in the instruction area all during the preparation of a program stems from the sequential way in which the machine executes the instructions. This is not the case with data, so no difficulty arises from assigning the data compactly within the data area.

A certain amount of erasable or temporary storage is also needed by the program during its execution. In general, a temporary location is used only briefly by the program and can be reused several times during the course of the program. As in the case of data, there is no programming objection to assigning the temporary locations compactly in a single temporary area. This facilitates an efficient use of a minimum number of temporary locations. The temporary area can be assigned by the assembly program to the absolute locations immediately following the data area.

The program has been broken, then, into three distinct areas in electrostatic storage-the instruction area, the data area, and the temporary area. Addresses referring to the instruction area will be
called symbolic type addresses. Those reforring to the data area will be called data type, and those reforring to the teaporary area will be called temporary type. There is a fourth type of address mich overlaps the other three. This is the absolute type by which reforence is made directly to an absolute location anywhere in electrostatic storage or to an input-output unit, switch, light, otc.

Each of the four types of address requires different bandling during the assembly process in order to correctly assign the corresponting absolute address. A symbolic address necessitates a search for the correaponding symbolic location. Since any instruction in a program may refer by way of its address to any other instruction in the program, it is necessary to have in electrostatic storage a file of all the symbolic locations used in the program being assembled. If each symbolic location requires only one half word in the file, the limit on the number of instructions viich can be assembled at one time is equal to 4096 minus the number of half words required by the assembly program ttself.

This fille of symbolic locations can be built up by retaining in electrostatic storage each symbolic location as the instructions are read to onotcard. The remaining information on each card can be written on tape so that the cards will not have to be read again. When all of the instructions have been read and the file of symbolic locations is cosplete, the instructions can be read back from tape one at a time, and the symbolic type addresses used as the arguments in a search of the file of symbolic locations. The absolute file location in which the correct symbolic location is found is linearly related to the absolute program location. In fact, since the symbolic locations each occupy a half word in the file, the difference botween the file origin and the assigned program origin is of course the difference between any flle location and the corresponding program location. This difference can be stored and applied against each absolute file location which results from the search of the symbolic locations to yield the program location as assembly proceeds.

At the time the instructions have all been read into the machine and the file of symbolic locations completed, the number of instructions in the program being assembled can be calculated. Now, if the programmer has specified the absolute location at which his program should begin and the number of hall words of data used in the progran, the data area origin and the temporary area origin can be calculated. The data origin becomes the first even address following the last instruction, and the teriporary origin becomes the first even address following the la st data location. Then the absolute equivalent of a data type address or a temporary type address can be calculated by adding the relative address to the respective origin. If the number of half words of temporary storage is also specified, a chock can be made to be certain the program is not located too high in memory.

The three values which the programmer has been asked to specify, the program origin, the number of half words of data, and the number of half words of temporary, are written in absolute as the addresses of the last three instructions.

When the tape is read back record by record and each instruction is assembled into absolute form, immediate printing saves both time and storage space. Tape reading and symbolic searching can be completed quite easily between continuous print cycles. Since the program listing should be in direct oder, the instructions have to come off the tape one by one in the same direct order. But it would be advantageous to avoid having to wait for the tape to rewind between writing and reading. This can be done if the instructions are written on the tape in reverse order and then the tape is read backwards. The cards can be sorted into reverse order as easily as into direct order. And the file of symbolic locations used can be set up starting at half word 4095 and working back. The last file location entered then becomes the file origin.

An alphabetic operation code is convenient to avoid having to memorize the absolute operation codes. It can be short and still be sufficiently memonic. It is desirable to have some kind of a check that the operation code written is allowable and that it has been keypunched correctly. The latter check demands some regularity in the codes; for example, that they all be two letter alphabetic dodes. This is far from sufficient as a check, but it will catch a great many errors.

With regard to the first check, if the alphabetic codes are chosen so that the numeric underpunching is unique, the underpunching can be used as the argument in a table lookup operation to obtain the corresponding absolute code. Along with the absolute code, a test amount can be picked up to indicate that the underpunching is an allowable combination. This type of operation lookup also has the advantage of a readily accessible table if changes are desired. Additional operations for an interpretive scheme may be added for assembly.

The sign of an instruction is important when that instruction is to be modified, but otherwise it has a meaning which does not follow directly that of a full- or half-word reference. Many of the instructions are never modified, and when one is, the programmer's attention is directed to that instruction specifically. Consequently, the use of a 1 or a 2 instead of a sign in the symbolic instruction to mean one half word or tro half words (a full word) is perhaps slightly more direct. This might not matter to the experienced programer, but it may make a difference to the part-time man.

CAPACITY: Will assemble a program containing up to 3700 instructions.
SPEED: Requires approximately 850 milliseconds per instruction assembled. Most of this time is used in card reading and printing. Tape writing takes place between cards without slowing card reading. Then tape reading, assembly, and drum writing* take place between printing the assembled instructions one per line at full printing speed. Finally

When the program being assembled contains more than 1850 instructions
drum reading" and binary punching take place. This speed can almost be doubled if a listing of the assembled progran is not required. Putting sense suitch $\# 5$ dow eliminates printing.

COMPONEXTS USED
Makes use of the card reador, all of electroetatic storage, tape fl or tape \#2 (under the control of sense suitch \#2), drum (4*, the printor if a listing of the assembled program is desired, and the pumch.

CHECKS
The symbolic instructions are sequence checked as they are read. Any instruction out of sequence will result in a programaed stop.

The punch pattern on the cards is checked as the cards are read. Any punching which is contrary to the numeric-alphabetic pattern will result in a programed stop.

The operation code is checked as the cards are read. Underpunching which does not match one of the standard codes will result in a programmed stop.

In these three cases, the offending card is the third one from the end if the cardsare fed out. In the last two cases, running a corrected card followed by the remainder of the cards into the reader and pressing the start butt on will continue the process where it was interrupted. This is not possible in the case of the sequence orror because the 701 tapes cannot be stepped back a unit record while they are in write status.

The number of instructions is checked during card roading, and a programed stop will occur if an attenpt is made to read in more than 3700 instructions.

A check sum is carried udth each unit record on tape and will result in a programed stop in the event of a tape error.

If printing is to take place, a check is mede to be cortain that the correct printer board is in. If thenet, a programsed stop will occur. If the start button is pressed after the correct board has been put in, the assembly process will continue.

A check is made to be certain that every symbolic address has a corresponding symbolic location. If this is not the case, a programmed stop will occur. If the start is pressed, the assembly process will continue with an indication being printed beside the instruction with the bad address. This dddress check is applied only to those instructions having symbolic addresses.

When the program being assembled contains more then 1850 instructions

The total amount and location of electrostatic storage used for instructions, data, and temporary storage is checked to be certain that the high arder end of electrostatic storage is not exceeded. If it is, a programed stop will occur.

In all of the above stops, one of the sense lights (see section on sense lights) is turned on to help identify the cause of the stop.

INPUT
Input to the card reader consists of symbolic instructions punched one per card. See the section on machine assembly for the exact card columns. The principle reason for reading only one instruction per card is to maintain the ease of inserting or deleting single instructions.

The input must include three dumny instructions for the purpose of specifying three pieces of information about the program to be assembled. The three highest instructions must have as their address parts respectively the program origin, the number of half words of data, and finally the number of half words of temporary storage as shown in the following example:

| 99997 | ST AI | 2000 | Program origin |
| ---: | ---: | ---: | :--- |
| 99998 | YE AL | 48 | Half words data |
| 99999 | YE A1 | 20 | Half words temporary |

OUTPUT
Output consists of both printing and punching. The program is listed one instruction per line in both symbolic decimal and absolute octal. Remarks are printed to help in following the course of a program. The absolute is printed in octal rather than decimsl because octal is the form most useful in using the console, memory printouts, etc.

The assembled program is binary punched forty-four instructions per card. The nine-left row of each card is used for control information for that card. Columns $10-14$ contain the full word count on that card. Colums 15-26 contain the address for the first instruction on that card to read into. Columns $33-44$, when other than zero, signal that the card is the last of a group and give the a ddress to which control is to be transferred when the card has finished reading. The l2-right row, or the last half row punched if the card is not full, contains the check sum, a simple sum of all the other half rows on the card, including the 9 -left control word.

## ASSEABLED PROGRAM LOCATION:

There is no restriction on the area of electrostatic storage for which a program may be assembled. However, if a program origin is specified so high that instructions, data, and temporary will exceed the remainder of storage, an error stop will occur. (See the section on checks).

The instruction area begins at the program origin which has boen spaedfied by the programmer. The data origin is assigned by the assembly prograie to the first even location following the last instruction (the third of the three final dummy instructions). The origin of temporary storage is assigned by the assembly program to the first even location following the last data location. This has been deternined by the programmer's specification of the number of helf words of data.

## ELECTROSTATIC STORAGB USE DURING ASSEMBLI

The assembly prograi itself occupies absolute decimal locations 40 thru 395. The self-loading binary reading program for loading the assembly program occupies absolute deciral locations 0 thru 35. Locations 36 thru 39 are used as absolute transition area between the two halves of the assembly program.

The fille of symbolic locations used is located in direct order against the high order end of electrostatic storage. If the number of instructions in the program being assembled is 1850 or less, the assembled instructions are stored beginning in absolute decimil location 396 until they are binary punched. If there are more than 1850 instructions, they are stored on drum \# 4 in pairs after assembly until they are binary punched.

## Block Diagram



## Block Diagram



## LOCATION

Consists of five decimal digits which may be used in any way desired as long as the locations for a program are monotonically increasing. A suggested division of the five is to use the first two for region number, the third and fourth for sequence number within the region, and the fifth for insertions.

Consecutive absolute locations beginning with the program origin specified by the programmer as the third from the last instruction are assigned to the successive symbolic locations during the assembly process.

## OPERATION

Consists of a two-letter alphabetic code as shown in the attached table of operations. These have been chosen for their memonic value and for unique inderpunching. The absolute operation codes are assigned by the assembly program during the execution of its first part.

There are two operations shown which are not standard. The first is ET for "Batract." This is a programming convenience only, since the assembly program assigns to it the absolute operation code of the Send Address order. ET must be used only with full-word addresses. The second is YE for "Your Entry." This is used in calling sequences when the address part is the specification of some absolute amount such as a magnitude. The reason for using this operation is found in the North American change routine. The YE operation part tells the change routine that the address part is an absolute amount and not to be changed as though it were an address when insertions or deletions of instructions are made elsewhere in the program. This in no way affects anyone who is not using the change routine.

Any or all of the alphabetic codes may be changed quite easily. The assembly program binary cards punched 0111201 thru 0111203 in colums 1 thru 7 are the data for the flrst part of the assemoly program. The data origin for this first part is 354 . The operations table runs from D1 11 thru D1 99. The absolute equivaient of any alphabetic operation code should be in the relative data location DI xx where $x x$ is the alphabetic underpunching of the alphabetic code. This location should also contain 2525 for the legitimate operation check. In other words, the entidies in the operations table are each a half word in length. The first or high order twelve bits are used for the legitimate operation check amount, 2525. The last or low order five bits contain the absolute operation code. Note that this is the reverse of the usual operation-address order. The location of a given entry in the operations table can be computed by adding octally the underpunching of the alphabetic operation code to the base of the table, 354g. Any new codes must be two-letter codes since the punch pattern check tests these card colums along with the rest.

## ALPHABETIC OPFRATION CODES

Stop and Transfer ..... ST
Unconditional Transfer ..... UT
ŌVerflow Transfer ..... OV
Flus Transfer ..... PT
Zero Transfer ..... ZT
SUbtract ..... SU
Reset and Subtract ..... RS
Subtract as if plus ..... SP
No Instruction ..... NI
ADd ..... AD
Reset and Add ..... RA
Add as if Plus ..... AP
Send Result ..... SR
Send Äddress ..... SA
Send $\overline{1 / 2}$ ..... SQ
Load 19 ..... LQ
Multiply ..... MI
Multiply and Round ..... MR
DiVide ..... DV
Round ..... RN
Long Left Shift ..... LL
Long Right Shift ..... LR
Accumulator Left Shift ..... AL
Accumulator Right Shift ..... AR
Real ..... RD
Read in Reverse ..... RR
WRite ..... WR
Write End of File ..... EF
ReWind ..... RW
Set Drum Address ..... DA
Sense and Skip or Control ..... SS
Copy and Skip ..... CS
Extract ..... ET
Your Entry ..... YE
ALPHABBTIC TYPE CODES
Absolute ..... A
Symbolic ..... S
Temporary ..... T
Data ..... D

## TYPE

Consists of a tro-columin description of the address on that instruction. The first column is alphabetic and tells whether the address is written in absolute or is a reference to the symbolic area, data storage area, or temporary storage area. The letters for these are $A$, S, D, or T respectively.

The second colum is a one if the address refers to a half-word location and a tio if the address refers to a fullword location. This column is the equivalent of the sign when the instruction is in absolute form.

An advantage of using this type colum is that the address column is then left completely free of arbitrary restrictions on the choice of regions.

## ADDRESS

Consists of flve decimal digits. If the address is a reference to a symbolic location, the five decimal digits must be identical to the five decimal digits of the symbolic location referred to. An address with type "S" which does not have a corresponding symbolic location $w 11$ result in an orror stop.

If the address is a reference to a data or a temporary location, the absolute address will be obtained by adding the written address to the respective origin. The programmer usually assigns data or temporary locations compactly beginning with the respective origin, but this is not a requirement. When either or both of these areas have not been assigned compactly, special care should be taken that the specified number of half words of deta or temporary covers both used and unused words in the area.

If the address is a reference to an absolute location, the type is " $A$ " and the absolute address is exactly as written.

If the address is a modifiable address, it should be written as type "A" with brackets in the address colums. The brackets are then keypunched as a numeric $X$ followed by four zeros. It is possible to include absolute, data, or temporary addresses within the brackets, but not symbolic addresses. A reference to full-word data location 2 (later to be modified) would be written D2 _ 2and keypunched D2 20002.

## REMARKS

Anything which can be keypunched and for which there are characters on the 716 printer can be written in the remarks column. Thirty-five card columns.are reserved for these remarks. They are written onto and
read from the tape without chock sum. Only the loft side of the card image is included in the tape check sum.

An adequate description of each instruction written in the remarks column as the program is prepered will prove very userul when the program is being tested ar changed. These remarks on the listing of the assembled program will be of assistance to the oodor during the checkout period.

## EXAMPLES

The attached form $E D-622-3$ serves as an example of the form used at North American for symbolic programing and contains some isolated instructions from the assembly program to illustrate the manner in which the symbolic decimal input is written.

The first instruction has symbolic location 02020 and is a Read operation with absolute address 2048 , the address of the card reader.

Instruction 02070 is a Store operation in temporary full word 56. Instruction 08040 is a Transfer on Overflow to symbolic half-word location 08050. Inetruction 08250 is a Subtract operation with the address data hale-word location 1.

Instruction 12180 is a Divide by data full-word locatira 6. Instruction 12240 is a Reset and Add operation idth address being a modifiable half ward. Instruction 22120 is a Copy operation adth address being a modifiable full word. Both of these modifiable addresses are initially setup by the program it self and altered by instructions in the same loop.

Finally, instruction 26150 is a Subtract tomporary half-ward location 58.

SYMBOLIC DECIMAL CARD FORM
See "SYMBOLIC INPUT" far more detailed description of symbolic instruction.

Card colunn
1-8
9
10-14

15-16

17

18

19-23
$24-45$
46-80

## Contents

Indi cative information if desi red
Must be left blank
Symbolic location. Must have single numeric punch in each column.

Alphabetic operation code. Must have an alphabetic punch in both columns.

Alphabetic A, S, T, or D for type address. Must be alphabetic.

Numeric 1 or 2 for half or full-word address, respectively. Must be numeric.

Address. Must have a single numeric punch in each column. Numeric $X$ in first colum will give bracket. In this case, must not have digit punch also.

Should be left biank
Remarks. May be mixed alphabetic, numeric, or blank.

CARD ORDER AND READER BOARD
The symbolic decimal cards must be sorted into reverse order on columns 10 thru 14 , the symbolic location. This puts the three program specification cards first. The binary cards for the assembly program are then split into two parts. Cards 0110001 and 0111201 thru 0111208 are put on the front of the reversed symbolic decimal deck. Cards ol 11209 thru 0111219 are put on the back of the reversed decimal deck. The whole deck is then ready for the card reader.

A standard reader board reading card columns 9 thru 80 straight into calculate entries left and right will read both the binary and the decimal cards correctly.

## SENSE SWITCHES

Switch \#1: Not used by assembly program

Switch \#2: Tape selection switch
Up - Tape \#l used for intermediate storage
Down - Tape \#2 used for intermediate storage
Switch \#3: Bad operation correction switch
Up - Pressing the start button after a non-allowable operation stop adll cause the assembly process to continue after a marker has been left indicating that the instruction on whtch the stop occurred has a bad operation code.
Down - Pressing the start button after a non-allowable operation stop will cause the card on which the stop occurred to be reread. This assumes that the operator has rum the cards under the brushes out, corrected the third from the last, and run it along with the following cards into the reader again.
Switch \#4: Tape reading orror reread switch
Up - Pressing the start button after a tape check sum stop will cause the assembly process to continue after a marker has been left indicating that the instruction on which the stop occurred had a tape error.
Down - The unit record on which the stop occurred will be reread if the start button is pressed. If the original stop was caused by a reading orror, a second attempt to read the unit record may very well be successful.
Switch \#5: Print switch
Up - A complete listing of the program being assembled will be printed out at the rate of 150 instructions per minute.
Down - No listing of the program being assembled will be printed.
Switch \#6: Program following swit ch
Up - When the assembly process has been completed and the binary cards punched, a program stop will occur.
Down - When the assembly process has been completed and the binary cards punched, the programmed equivalent of the load button will occur for the purpose of reading in any self-loading program which follows the assembly program.

## PROGRAMMED STOPS AND SENSE LIGHTS

For the purpose of being able to quickly ascertain the nature of a stop during the assembly process, one of the sense lights is turned on for each of the stops. The assembly process is troken into two parts, reading cards and printing or reading tape. The part being executed, plus one of the four lights will uniquely identify any one of the eight stops. The stops, associated lights, printing marker if there is one, and recomended course of action are shown below:

## While reading cards:

Octal Loc. Light Marker Meaning and Course of Action
02561 None Decimal cards out of sequence. Put in sequence and restart from beginning.
Octal Loce Light Marker Meaning and Course of Action
02122 None Punch pattern bad. Run cards out, fix third from last, run it and following cards into reader, and press start button.
$0237 \quad 3 \quad 8$
Alphabetic operation code bad. Continue or reread bed card. See description of sense sudtch \#3 use. File too large. Attempting to assemble more than 3700 instructions. Break up into blocks to assemble.
While printing or reading tape*:

| Octal Loce | Lisht | Marker |
| :---: | :---: | :---: |
| 0136 | 1 | None |
| 0175 | 2 | 6 |

$0470 \quad 3$ None

## Meaning and Course of Action

 Wrong printer board. Put correct board in and press start button. *Tape check sum error. Continue or reread unit record. See description of sense switch \#4 use. Check punched binary card for error.*Upper limit of electrostatic storage exceeded. Reassign program origin and begin over again.
$0257 \quad 4$
$4 \quad 7$
*No such location in file for this symbolic address. Press start button to continue.

* In the event one of the last three error stops occurs while assembling wi thout printing (sense switch \#5 down), put sense switch \#5 up befare pressing the start button and let one or two lines print before putting it down again. This will give a recard of the instruction being assembled on which the stop occurred.


## PRINTER BOARD AND ALTERATION SWITCHES:

## Alteration Switch \#1

Normal - Spacing across the printed sheet is wder and more open. Somenthat easier to read. Occupies approximately 8 inches.
Transferred - Spacing across the printed sheet is narrower in order to fit on a narrow form. Occupies approxdmately 7 inches.

Alteration Switch \#2
Normal - Double spacing
Transforred - Single spacing
The printer board wiring is shown on the attached wiring diagram. The printing is not echo checked since the critical part of the output is the binary punching. Zero control is not wired. The co-selectors are used for the horizontal spacing. The date is emitted thru a selector controlled by the carriage overflow impulse for printing on the first line of each sheet.

PRINTER BOARD WIRTNG


## DESCRIPTION OF THE LISTING

The attached listing is the assembly program assembled by itself. Any program being assembled will list in this same form if sense switch \#5 is up.

The symbolic decimal coding is printed to the left in exactly the same form as written. Brackets are printed as two slashes.

The absolute octal form of the program is printed in the center. Absolute octal was chosen rather than absolute decimal becanse of the necessity of using octal in connection with the console, memory printouts, etc. The idea of printing both was discarded because of its tendency to confuse.

The remarks or description of the instruction is printed to the right exactly as punched.

If a marker has been left by one of the error stops, it will print to the left of the symbolic decimal on the line with the instruction in error.

PUNCH PANEL

The punch panel is a standard seventy-two column board with cal-ulate exits left and right being punched straight into card columns 9 thru 80.

## BINARY CARD FURM AND LOADING

The binary cards punched by the assembly program are in the following form. The nine left row is used as a control word and contains (I) the number of full words on the card, excluding the control word itself and the check sum, in columns 10-14, (2) the address into which the nine right word on the card is to read in colurans $15-26$, (3) the signal as to whether or not the card is the last of a group, and if it is, to what location control is to transfer when the card has been read. The last is in colums 33-44. It is zero on all except those cards on which a transfer of control away from the reading program is desired, i.e., the last card of a program.

The last half row punched (the 12 ri cht row in the case of a full card) is the check sum for that card. It is the simple sum of all the other half rows on the card with the overflows disregarded. The nine left row is included in the check sum.

The binary cards punched may be loaded for execution with a copy of the first card of the first part of the assembly program. This card is identifled with an $O 110001$ in columns 1 thru 7. It is a self-loading binary card-reading program which occupies and makes use of absolute octal locations 0 thru 43. When already in storage it can be entered
for the purpose of reading more binary cards by transferring to absoluce location 0006 . A check sum error while reading in binary cards will cause a stop at octal location 0036. The difference between the card check sum and the calculated cheok sum will show in the accumulator at the time of the stop. The card in error should be reread by running it into the reader and transferring to $0006_{8}$ or by reloading card 01100 O1 ahead of it.

Any binary data cards being loaded should precede the program cards since the program will be executed as soon as the last program card has been read.

This binary card form was chosen because it was felt that it would lend itself to the most compect punching and reading programs while at the same time maintaining the advantage that each card is an independent unit recard.

## Symbolic Decimal

Loc. Op. Tjpe Addr. 01010 RA D1 00009 01020 SA S1 12430 01030 RA S1 19001 01040 SA S1 14070 01050 RA Sl 19008 01060 SA S1 16020 01080 RA D1 00006 01090 SR A2 00036 01100 SR A2 00038 01110 RA D1 00010 01130 SR Al 00001 01140 SS Al 00070 01150 UT S1 01230 01160 RA S1 19012 01170 SA S1 01230 01180 SA S1 12320 01730 RW A1 00256 02010 WR Al 02052 02020 RD A1 02048 02030 RA D1 00006 02040 SR T2 00050 02050 SR T2 00052 02060 SR T2 00054 02070 SR T2 00056 02080 RA S1 19002 02090 SA Sl 04010 02095 SA S1 04020 02100 SA S1 14010 02110 RA S1 19003 02120 SA S1 08180 02130 SS A1 00064 04010 CS A2 / / 04020 RS A2 / / 04030 PT Al 00006 04040 RA S1 04010 04050 SA S1 05010 04060 SA Sl 10010 04070 SU Dl 00001 04080 SA S1 10020 04090 SU D1 00001 04100 SA S1 04120 04120 CS A2 / , 04125 SU D1 00002 04130 SA Sl 04010 04135 SA S1 04070 04140 RS S1 02040 04150 SA S1 08160 04160 SA Sl 08170 04170 AD Dl 00001 04180 SA Sl 08190 04190 SA S1 08200 05010 LQ AZ / /

## Absolute Octal

## Loc. Op. Addr.

$0050+120365$
$0051+150277$
$0052+120334$
$0053+150321$
$0054+120343$ $0055+150323$ $0056+120367$ $0057-140044$
$0060-140046$
$0061+120366$
$0062+140001$
$0063+360106$
$0064+010070$
$0065+120347$
$0066+150070$ 0067 + 15 nフ57 $0070+340400$ $0071+324004$ $0072+304000$ $0073+120362$ $0074-140602$ 0075-14 0604 0076-14 0606 0077-14 0610 $0100+120335$ $0101+150107$ $0102+150110$ $\cap 1 \cap 3+15$ ก313 $0104+170335$ $0105+150160$ $0106+360100$ $0107-370000$ $0110-060000$ $0111+030006$ $0112+120107$
$0113+150133$
$0114+150174$ $0115+050355$
$0116+150175$ $0117+050355$ $0120+150121$ $0121-370000$ $0172+050356$ $0123+150107$ $0174+150110$ $0125+060074$ $0126+150156$ $0127+150157$ $0130+110355$ $0131+150161$ $0132+150162$ $0133-170000$

| 05020 | LL Al | 00005 | 0134 | +24 | 0005 | $x$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 05030 | AL Al | 00001 | 0135 | +26 | 0001 | x |
| 05040 | LR A1 | 00006 | 0136 | +25 | 0006 | x |
| 08010 | RA S1 | 04120 | 0137 | +12 | 0121 | TEST FOR ZERO ROW |
| 08020 | SU S1 | 19004 | 0140 | +05 | 0337 | TEST FOR ZERO ROW |
| 08030 | 2T S1 | 08120 | 0141 | +04 | 015? | x |
| 08040 | OV S1 | 08050 | 0147 | +02 | 0143 | RESET OVERFLOW INDICATOR |
| 08050 | RA D1 | 00008 | 0143 | +12 | 0364 | SET END OF GROUP INDICATOR |
| 08060 | LL Al | 00001 | 0144 | + 74 | ก001 | DIGIT INTO ACCIMULATOR |
| ก8ก7ก | OV S2 | 08150 | 0145 | -n? | 0155 | LOOP END IF LACT DIGIT |
| 08080 | SR T? | 00049 | 0146 | -14 | ncon | CONVERSION TO RINARY |
| 08000 | AL Al | 0000? | 0147 | +76 | กกก2 | $x$ x |
| 08100 | AD T2 | 00048 | 0150 | -11 | 0ヶ0) | $\times$ |
| 08110 | UT S1 | 08060 | 0151 | +01 | 0144 | RETURN FOR NEXT DIGIT |
| 08120 | RA S1 | 19005 | 0157 | +12 | 0340 | ALTER TRANSFER FORK ADDRESS |
| 08130 | SA S1 | 08180 | 0153 | +15 | 0160 | altr transfer fork adoress |
| 08140 | UT S1 | 08040 | 0154 | +01 | 0142 | RETURN TO CONVERSION |
| 08150 | AL Al | 00018 | 0155 | +26 | 002? | POSITION CONVERTED GROUP |
| 08160 | AD AI | 1 | 0156 | +11 | 0000 | ADD SINGLE SUM CONVERSION CNTRS |
| 08170 | SR Al | 11 | 0157 | +14 | noon | $x$ A Single Sua conversion entrs |
| 08180 | UT A1 | 11 | 0160 | +01 | กกกก | AVOID DBLF SUMS IF ROW O THRU 1; |
| 08100 | AD Al | 11 | ก161 | $+11$ | 0000 | ADD DOURLE SUM CONVFRSION CNTRS |
| 08200 | SR Al | 11 | 0162 | +14 | - 0 On | $\times$ - |
| 08210 | RS Sl | 08170 | 0163 | +06 | 0157 | ALTER SINGLE SUM ADDRESSES |
| 08220 | SU D1 | 00002 | 0164 | +05 | 0356 | ADORESSES |
| 08230 | SA S1 | 08160 | 0165 | +15 | 0156 | - |
| 08240 | SA S1 | 08170 | 0166 | +15 | 0157 | X |
| 08250 | SU D1 | 00001 | 0167 | +05 | 0355 | ALTER DOUBLE SUM ADDRESSES |
| 08260 | SA S1 | 08190 | 0170 | +15 | 0161 | $x$ ALTER DOUBLE SUM ADORESSES |
| 08270 | SA S1 | 08200 | $\bigcirc 171$ | +15 | 0162 | x |
| 08280 | SU S1 | 02070 | 0172 | +05 | 0077 | LOOP END TEST |
| 08290 | PT S2 | 08040 | 0173 | -03 | 0142 | CONVERT NEXT GROUP |
| 1001 | RS 41 | , | 0174 | +06 | ก300 | MINUS LFFT HALF WORT |
| 10020 | SU Al | 11 | 0175 | +05 | 0000 | MINUS RIGHT HALF WORD |
| 10030 | AR Al | 00018 | 0176 | + 77 | 0022 | MINUS RIGHT HalF WOR |
| 10040 | AD T2 | 00056 | 0177 | -11 | 0610 | PREVIOUS PARTIAL CK SUM |
| 10050 | SR T2 | 00056 | 0200 | -14 | 0610 | STORE NEW PARTIAL CK SUM |
| 10060 | RS 51 | 10010 | 0201 | +06 | 0174 | TEST FOR END OF CARD |
| 10070 | AD S1 | 19006 | 0202 | +11 | 0341 | $x$ ( $x$ ( |
| 10080 | PT S1 | 04010 | 0203 | +03 | 0107 | X |
| 12010 | RA T1 | 00050 | 0204 | +12 | 0602 | ADD SINGLE SUM CONVERSION CNTRS |
| 12020 | AD T1 | 00052 | 0205 | +11 | 0604 | $\times$ ( $\times$ ( |
| 12030 | AD T1 | 00054 | 0206 | +11 | 0606 | $\times$ |
| 12040 | SU D1 | 00003 | 0207 | + 05 | 0357 | SUBTRACT CONVERSION TEST SUM |
| 12050 | 2T S2 | 12100 | 0210 | -04 | 0213 | TRANSFER IF CORRECT |
| 12080 | SS Al | 00065 | 0211 | +36 | 0102 | PUNCH PATTERN FRROR STOP |
| 12 กan | ST S1 | ก2010 | ก21? | $+00$ | กロ71 | $\times$ |
| 12100 | RA D1 | 00006 | 0213 | +12 | 0367 | CLFAR HIGH ORDFR OF CONVERTED |
| 12110 | SR T1 | 00050 | 0214 | +14 | 0607 | SYMBOLIC OPFRATION AND ADDR |
| 12120 | SR T1 | 00052 | 0215 | +14 | 0604 | $x$ x $x$ ( $x$ ( |
| 12130 | SR T1 | 00054 | 0216 | +14 | 0606 | $\times$ |
| 12140 | LO T2 | 00052 | 0217 | -17 | 0604 | ORTAIN SYM OPER AS DIVIDEND |
| 2150 | DV D2 | 00006 | 0220 | -22 | 0367 | DIVIDE BY TEN |

12160 SR A2 00002 12170 RA Dl 00006 12180 DV D？ 00006 12190 SR T2 00048 12200 SQ A2 00004 12210 RA AI 00005 12220 AD S 119009 12230 SA SI 12240 12240 RA Al／／ 12245 LQ D1 00006 12250 LR A1 00023 12260 SU D2 00004 12263 ZT S1 12296 12266 SS A1 00067 12270 ST SI 17273 12273 SS Al 00071 12276 UT SI 12283 12280 UT S 102020 12283 RA DI 00001 12286 AR Al 00017 $\begin{array}{lll}12290 & \text { AD T2 } & 00004 \\ 12293 & \text { SP T2 } & 00004\end{array}$ 12296 RA T1 00051 12300 SU Al 00001 12303 PT SI 12313 12305 RA TI 00051 12307 SR Al 00001 12310 UT SI 12320 12313 SS Al 00065 12316 ST SI 01010 12320 WR A1 00256 12330 LL Al 00035 12340 AD T1 00049 12350 AD T2 00054 1236 U SR T2 00048 12370 RA A2 00002 12380 AR A1 00001 12390 TT S1 12420 12400 RS T2 00048 17410 SR T？ 00048 12420 RA Tl 00051 12430 SR A1／／ 12440 RA SI 12430 12450 SA Al 00039 12460 SA T1 00050 12470 SU DI 00001 12480 SA SI 12430 12490 SU SI 19013 12500 PT S2 13010 12530 SS Al 00068 12540 ST SI 01010 13010 RS T1 00048 13020 SU T1 00049

0221－14 0002
$0277+12$ ก362 0フフ3－72 ก36？ $0224-140600$ $0225-160004$ $0226+120005$ $0277+110344$ $0230+150231$ $0231+120000$ $0232+170367$ $0233+250027$ $0234-050360$ $0235+040247$ $0236+360103$ $0237+000240$ $0240+360107$ $0241+010243$ $0242+010072$ $0243+120355$ $0744+270021$ $0245-110524$ $0246-140524$ $0247+120603$ $0250+050001$ $0251+030255$ $0252+120603$ $0253+140001$ 0254 ＋01 0257
$0255+360101$ $0256+000050$ $0257+320400$ $0260+240043$ $0261+110601$ 0262－11 0606 $0263-140600$ $0264-120002$ $0265+270001$ $0266+040271$ $0267-060600$ กフフก－ 14 กลกก $0271+120603$ $0272+140000$ $0273+120272$ $0274+150047$ $0275+150602$ $0276+050355$ $0277+150272$ $0300+050350$ $0301-030304$ $\cap 3 \cap 2+36 \cap 1 \cap 4$ $0303+000050$ $03 \cap 4+050600$ $0305+050601$

FIRST REMAINDER IS SYM SIGN CLEAR ACCUMULATOR
DIVIDE BY TEN
SECOND REMAINDER IS TYPE
CODED OPERATION AS FULL WORD
CODED OPERATION AS HALF WORD ADD RASE OF ASSFMRLY DATA ADDRESS OF TRUE OPERATION CODE ORTAIN TRUE OPERATION CODE CLEAR MQ
SHIFT OPERATION TO MQ
SUBTRACT OPERATION CK CONSTANT AVOID ERROR INDICATION IF OPERATION
ERROR INDICATION NO SUCH OPFRATION
$\times$
CONTINUE OR REREAD BAD OPFRATION CONTINUE
REREAD BAD OPERATION CORRECTED LEAVE INDICATION OF BAD OPERATION X
$x$
x
SEQUENCE CHECK OF LOCATIONS $\times$
SEQUENCE ERROR IF PLUS REPLACE LAST WITH CURRENT LOCATION $x$
CONTINUE
SEQUENCE ERROR
X
PREPARE TO WRITE ON TAPE SHIFT OPERATION BACK TO ACCUM ADD TYPE OF ADDRESS
ADD SYM ADDR TO OPER AND TYPE
STORE OP AND TYPE AND ADDR SYMBOLIC SIGN
SHIFT FOR 1 OR 2 ODD OR EVEN AVOID MINUS ACTION
ATTACH MINUS SIGN IF NEGATIVE
$\times$
SYMBOLIC LOCATION
STORE IN FILE
FILE ADDRESS
LAST FILE ADORFSS LFFT HFRF
FILE ADDRESS FOR TAPE WRITING
ALTER FILE ADDRESS
$\times$
SUBTRACT FILE LOWER LIMIT
AVOID ERROR INDICATION
FRROR FILE TOO LARGF
X
COMPLFTF CHFCK SUM
$\times$

DETAIL LISTING PART I (Continued)


```
DETAIL LTSTING PART I (Continusd)
25.
```

DATA
$\left.\begin{array}{lcc}\text { Location } & \text { Contents } & \text { Binary Masnitude } \\ \hline \text { D1 } 0 & 4096 & 17 \\ \text { D1 } 11 & 1 & 17 \\ \text { D1 } & 2 & 2\end{array}\right)$

## TMPPORARY

## Location Use



Card Image

T2 48 Conversion Working Storage
Address Type
Operation, Type, and Address


Conversion Summing Locations

Partial Check Sum

| 20001 | SS | A1 | 00070 | 0050 | +36 | 0106 | CHANGE TAPES IF 2 DOWN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20002 | UT | S1 | 20010 | 0051 | +01 | 0056 | $X$ X |
| 20003 | RA | S1 | 49010 | 0052 | $+12$ | 0501 | $x$ |
| 20004 | SA | S1 | 20010 | 0053 | +15 | 0056 | $x$ |
| 20005 | SA | S 1 | 22010 | 0054 | +15 | 0140 | $x$ |
| 20006 | SA | S 1 | 22286 | 0055 | +15 | กวロก | X |
| 20010 | EF | A1 | 00256 | 0056 | +33 | 0400 | WRITE END OF FILF ON TAPE |
| 20020 | WR | A1 | 00512 | 0057 | +37 | 1000 | PREPARE TO IDFNTIFY PRINTER R $\triangle$ ARD |
| 20030 | SS | A1 | 00521 | 0060 | $+36$ | 1011 | $X$ ( $x$ ( |
| 20040 | RA | Al | 00036 | 0061 | +12 | 0044 | PROGRAM LOCATION MINUS FILE LOCATIO |
| 20050 | SU | Al | 00039 | 0062 | +05 | 0047 | $\times$ X |
| 20060 | SR | T1 | 00054 | 0063 | $+14$ | 0604 | x |
| 20080 | AD | D1 | 00003 | $\bigcirc 064$ | +11 | 0511 | ADD 4006 |
| 20090 | $A D$ | D1 | 00001 | 0065 | +11 | 0507 | ADD ONE TO CARRY IF ODD |
| 20100 | $A R$ | A1 | 00019 | 0066 | $+27$ | 0023 | FORCE LOW ORDER RIT TO ZERO |
| 20110 | AL | A1 | 00019 | 0067 | $+26$ | 0023 | $X$ ( |
| 20120 | SR | T1 | 00055 | 0070 | $+14$ | 0605 | ORIGIN DATA STORAGE |
| 20130 | AD | Al | 00037 | 0071 | +11 | 0045 | ADD NUMRER HALF WORDS DATA |
| 20140 | AD | D1 | 00001 | 0077 | +11 | 0507 | ADD ONE TO CARRY IF ODD |
| 20150 | AR | A1 | 00019 | 0073 | $+77$ | $0 \cap 23$ | FORCE LOW ORDFR RIT TO ZFRO |
| 20160 | AL | A1 | 00019 | 0074 | $+26$ | กก23 | $\times$ - |
| 20170 | SR | T1 | 00056 | 0075 | +14 | 0606 | ORIGIN TEMPORARY STORAGE |
| 20180 | AD | Al | 00038 | 0076 | +11 | 0046 | ADD NUMBER HALF WORDS TEMPORARY |
| 20190 | SU | D1 | 00007 | 0077 | +05 | 0515 | SUBTRACT 4097 |
| 20200 | PT | S 1 | 47010 | 0100 | +03 | 0467 | ELECTROSTATIC EXCEFDED IF PLUS |
| 20310 | RA | A1 | 00039 | 0101 | +12 | 0047 | OBTAIN THE LOWER SEARCH EXTREME |
| 20320 | SU | D1 | 00001 | 0102 | +05 | 0507 | $\times$ |
| 20330 | SR | Tl | 00057 | 0103 | +14 | 0607 | $\times$ |
| 20340 | RA | D1 | 00000 | 0104 | +12 | 0506 | SET FIRST DA ADDRESS TO ZERO |
| 20350 | SA | S1 | 31230 | 0105 | +15 | 0311 | $\times$ |
| 20360 | RA | T1 | 00055 | 0106 | $+12$ | 0605 | ORTAIN NUMRER HALF WORDS IN PROG |
| 20370 | SU | A1 | 00036 | 0107 | +05 | 0044 | $X$ - |
| 20380 | SR | T1 | 00059 | 0110 | $+14$ | 0611 | $\times$ |
| 20390 | SU | D1 | 00006 | 0111 | +05 | 0514 | TEST SILE OF PROGRAM |
| 20400 | PT | S1 | 20450 | 0117 | +03 | 0117 | LARGE PROGRAM IF PLUS |
| 20410 | RA | S1 | 31180 | 0113 | $+12$ | 0305 | SET DRUM GATES FOR SMALL PROGRAM |
| 20420 | SA | S 1 | 31150 | 0114 | +15 | 0302 | $X$ ( $\times$ ( |
| 20430 | RA | S1 | 49009 | 0115 | +1? | 0500 | X |
| 20440 | UT | S1 | 20480 | 0116 | +01 | 0122 | $\times$ |
| 20450 | RA | S 1 | 49007 | 0117 | +12 | 0476 | SET DRUM GATES FOR LARGE PROGRAM |
| 20460 | SA | S1 | 31150 | 0120 | +15 | 0302 | $x$ |
| 20470 | RA | S 1 | 49008 | 0171 | +12 | $\bigcirc 477$ | $x$ |
| 20480 | SA | S 1 | 37030 | 0122 | +15 | 0370 | $\times$ |
| 20490 | RA | S1 | 31270 | 0123 | +12 | 0315 | SET DRUM READ TEST ADDRESS |
| 20500 | SU | T1 | 00059 | 0124 | +05 | 0611 | X |
| 20510 | SA | S 1 | 49006 | 0125 | +15 | 0475 | X |
| 20530 | SS | A1 | 00073 | 0126 | +36 | 0111 | SKIPS IF NO PRINTING DESIRED |
| 20535 | UT | S2 | 20550 | 0177 | -01 | 0131 | TRANSFER IF PRINTING DFSIRED |
| 20540 | UT | 52 | 20610 | 0130 | -01 | 0137 | NO PRINTING DESIRED |
| 20550 | SS | Al | 00065 | 0131 | +36 | 0101 | TURN ON SENSE LITES |
| 20584 | MY | A1 | 00000 | 0132 | +20 | 0000 | ALLOW TIME FOR SELECTOR PICKUP |
| 20585 | MY | Al | 00000 | 0133 | +20 | 0000 | $X$ ALC |

20001 SS Al 00070
20002 UT S1 20010
20004 SA S1 20010
20005 SA S1 22010
20006 SA Sl 22286
20010 EF Al 00256
20020 WR A1 00512
20030 SS A1 00521
20040 RA AI 00036
20060 SR T1 00054
20080 AD D1 00003
20090 AD D1 00001
20100 AR A1 00019
20110 AL Al 00019
20120 SR T1 00055
20130 AD Al 00037
20140 AD D1 00001
20150 AR A1 00019
20160 AL Al 00019
20180 AD AI 00038
20190 SU D1 00007
20200 PT Sl 47010
20310 RA A1 00039
20320 SU D1 00001
20330 SR T1 00057
20350 SA S1 31230
20360 RA T1 00055
20370 SU Al 00036
20380 SR T1 00059
20390 SU D1 00006
20400 PT S1 20450
20410 RA S1 31180
20420 SA S1 31150
20430 RA S1 49000
20440 UT SI 20480
20450 RA Sl 49007
20470 RA S1 4900 ?
20480 SA S1 37030
20490 RA S1 31270
20500 SU T1 00059
20510 SA S1 49006
20530 SS A1 00073
20535 UT S2 20550
20540 UT S2 20610
20584 MY AI 00000
20585 MY A1 00000

## 27.

| 20586 | MY | Al | 00000 | 0134 | +20 | 0000 | X |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20590 | SS | Al | 0052? | 0135 | $+36$ | 1017 | IS CORRECT PRINTER BOARD IN |
| 20600 | ST | S 1 | 20030 | 0136 | + 00 | 0060 | STOP IF NOT |
| 20610 | SS | Al | 00064 | 0137 | $+36$ | 0100 | TURN OFF SENSE LITES IF SO |
| 22010 | RR | Al | 00256 | 0140 | +31 | 0400 | PREPARE TO READ IN REVFRSE |
| 22020 | CS | T2 | 00052 | 0141 | -37 | 0602 | COPY TAPE CHECK SUM |
| 22030 | UT | S1 | 22050 | 0142 | +01 | 0144 | AVOID END OF FILE OUT |
| 22040 | UT | S2 | 37010 | 0143 | -01 | 0366 | END OF FILE OUT |
| 22050 | CS | T2 | 00050 | 0144 | -37 | 0600 | COPY WORD |
| 22060 | RA | 51 | 22050 | 0145 | +12 | 0144 | SET FIRST ADDRESS OF COPY LOOP |
| 22070 | AD | D1 | 00002 | 0146 | +11 | 0510 | ALTER COPY ADDRESS |
| 22080 | SA | S1 | 22120 | 0147 | $+15$ | 0153 | $X$ AL |
| 22090 | SA | S1 | 22130 | 0150 | $+15$ | 0154 | STORE ADDRFSS FOR CK SUM |
| 22100 | SU | D1 | 00001 | 0151 | $+05$ | 0507 | $\times$ |
| 22110 | SA | S 1 | 27140 | 0157 | $+15$ | 0155 | x |
| 22120 | CS | A2 | $1 /$ | 0153 | -37 | 0000 | COPY LEFT WORD |
| 22130 | RA | A1 | 11 | 0154 | +12 | 0000 | LFFT WORD AGAINST CK SUM |
| 22140 | $A D$ | A1 | 11 | 0155 | +11 | 0000 | $X$ - $\times$ |
| 22150 | $A R$ | A1 | 00018 | 0156 | $+27$ | 0022 | X |
| 22160 | AD | T2 | 00057 | 0157 | -11 | 0602 | x |
| 22170 | SR | T2 | 00052 | 0160 | -14 | 0602 | $\times$ |
| 22180 | RA | S 1 | 22120 | 0161 | $+12$ | 0153 | SET RIGHT COPY ADDRESS |
| 22190 | AD | D1 | 00002 | 0162 | +11 | 0510 | $x$ |
| 22200 | SA | S 1 | 27210 | 0163 | $+15$ | 0164 | $\times$ |
| 22210 | CS | A2 | 11 | 0164 | -37 | 0000 | COPY RIGHT WORD |
| 22220 | UT | S 1 | 22070 | 0165 | +01 | 0146 | CONTINUE IN LOOP |
| 22230 | SR | A1 | 00396 | 0166 | +14 | 0614 | INSTRUCTIONAL CONSTANT |
| 22240 | RA | T1 | 00050 | 0167 | +12 | 0600 | COMPLETE CK SUM CHECK |
| 22250 | $A D$ | T1 | 00051 | 0170 | +11 | 0601 | X |
| 22260 | AR | Al | 00018 | 0171 | $+27$ | 0027 | $x$ |
| 22270 | AD | T2 | 00052 | 0172 | -11 | 060? | $\times$ |
| 22275 | ZT | S1 | 24010 | 0173 | +04 | 0206 | ZERO TRANSFER IF CORRECT |
| 22280 | SS | Al | 00067 | 0174 | +36 | 0103 | TURN ON LITE 3 FOR TAPE ERROR |
| 22281 | ST | S 1 | 22282 | 0175 | +00 | 0176 | ERROR STOP TAPE ERROR |
| 22282 | SS | Al | 00077 | 0176 | $+36$ | 0110 | RFREAD OR GO ON |
| 22284 | UT | S 1 | 22290 | 0177 | +01 | 0202 | LEAVE MARKER AND GO ON |
| 22286 | RD | Al | 00256 | 0200 | $+30$ | 0400 | STEP BACK |
| 22285 | UT | S 1 | 20610 | 0201 | +01 | 0137 | REREAD |
| 22290 | RA | D1 | 00001 | 0202 | +12 | 0507 | ERROR INDICATION TAPE ERROR |
| 22300 | AR | Al | 00015 | 0203 | +27 | 0017 | $X$ X |
| 22303 | AD | T2 | 00017 | 0204 | -11 | 0532 | x |
| 22306 | SR | T2 | 00012 | 0205 | -14 | 0532 | X |
| 24010 | RA | S 1 | 24030 | 0206 | +12 | 0210 | ORIGIN OF TRANSFER REGION |
| 24020 | AP | T1 | 00048 | 0207 | +13 | 0576 | OPERATION AND TYPE |
| 24030 | SA | S 1 | 24040 | 0210 | +15 | 0211 | STORE TRANSFER FORK ADDRESS |
| 24040 | UT | A1 | 11 | 0211 | +01 | 0000 | TRANSFER TO TYPE TRANSFER |
| 24050 | UT | S2 | 25010 | 0212 | -01 | 0264 | TRANSFER FOR ABSOLUTE TYPE |
| 24060 | UT | S2 | 26010 | 0213 | -01 | 0216 | TRANSFER FOR SYMBOLIC TYPE |
| 24070 | UT | S2 | 27010 | 0214 | -01 | 0260 | TRANSFER FOR TEMPORARY TYPE |
| 24080 | UT | S 2 | 28010 | 0215 | -01 | 0267 | TRANSFER FOR DATA TYPE |
| 26010 | RA | T1 | 00057 | 0216 | +1? | 0607 | ORTAIN LOWER EXTREME |
| 26020 | SR | T1 | 00052 | 0217 | $+14$ | 0602 | STORE AS WORKING LOWER |
| 26030 | RA | D1 | 00003 | 0220 | $+12$ | 0511 | ORTA IN UPPER EXTREME |


| 26040 | SR T1 | 00053 | 0221 | ＋14 | 060 | $K$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26050 | RA Tl | 0005？ | 0222 | ＋12 | 060？ | REGINNING OF SFARCH LOOP |
| 26060 | AD T1 | 00053 | 0223 | ＋11 | 0603 | SUM OF UPPER AND LOWER EXTREMES |
| 26070 | AR Al | 00001 | 0224 | ＋27 | 0001 | MEAN OF UPPER AND LOWFR EXTRFMFS |
| 26080 | SR Tl | 00058 | 0225 | ＋14 | 0610 | STORF MFAN |
| 26090 | SA Sl | 26100 | ก2つ6 | ＋15 | กつつ7 | STORF MFAN AS ADIRFSS |
| 26100 | RA Al |  | 0277 | ＋12 | 0000 | CONTFNTS MFAN LOCATION |
| 26110 | SU Tl | 00040 | 0230 | ＋05 | 0577 | SUBTRACT SYMROLIC ADDRFSS |
| 26120 | 2 T S1 | 26260 | 0231 | ＋04 | 0247 | OUT OF LOOP IF SEARCH COMPLETED |
| 26130 | PT S1 | 26200 | 0232 | ＋03 | 0241 | AVOID MINUS ACTION |
| 26140 | RA Tl | 0005？ | 0233 | ＋12 | 0602 | RESET ADD OLD LOWER |
| 26150 | SU Tl | 00058 | 0234 | ＋05 | 0610 | SUBTRACT NEW LOWER |
| 26160 | PT S1 | 26300 | 0235 | ＋03 | 0252 | ERROR NO SUCH SYMBOLIC ADDRESS |
| 26170 | RA Tl | 00058 | 0236 | ＋12 | 0610 | MEAN RECOMES NEW LOWER |
| 26180 | SR T1 | 00052 | 0237 | ＋14 | 0602 | STORE NEW LOWER |
| 26190 | UT S1 | 26060 | 0240 | ＋01 | 0223 | RETURN FOR NEXT TRIAL |
| 26200 | RA T1 | 00058 | 0241 | ＋12 | 0610 | RFSFT ADD THF MFAN |
| 26210 | SU Tl | 00053 | n＞4 | ＋05 | 0603 | SUBTRACT OLD UPPFR |
| 26220 | PT S1 | 26300 | 0243 | ＋03 | 0252 | ERROR NO SUCH SYMBOLIC ADDRESS |
| 26230 | RA Tl | 00058 | 0244 | ＋12 | 0610 | RESET ADD THE MEAN |
| 26240 | SR Tl | 00053 | 0245 | ＋14 | 0603 | STORE NEW UPPER |
| 25250 | UT S1 | 26050 | 0246 | ＋01 | 022？ | RETURN FOR NEXT TRIAL |
| 26260 | RA S1 | 26100 | 0247 | ＋12 | 0227 | RESET ADD FINAL SEARCH LOCATION |
| 26270 | AD Tl | 00054 | 0250 | ＋11 | 0604 | OBTAIN ACTUAL ADDRESS |
| 26290 | UT S2 | 29030 | 0251 | －01 | 0266 | END OF INSTRUCTION ASSEMBLY |
| 26300 | RA D1 | 00001 | 0252 | ＋12 | 0507 | NO SUCH SYMBOLIC ADDRESS |
| 26310 | AR Al | 20016 | 0253 | ＋27 | 0020 | $x$ x |
| 26313 | AD T2 | 00008 | 0254 | －11 | 0526 | $x$ |
| 26316 | SR T2 | 00008 | 0255 | －14 | 0576 | $x$ |
| 26320 | SS Al | 00068 | 0256 | ＋36 | 0104 | $\times$ |
| 26330 | ST S1 | 31010 | 0257 | $+\infty 0$ | 0767 | $\times$ |
| 27010 | RA T1 | 00056 | 0260 | ＋12 | 0606 | ORIGIN OF TEMPORARY |
| 27020 | UT S1 | 20020 | 0261 | ＋01 | 0265 | $\times$ |
| 28010 | RA Tl | 00055 | 0262 | ＋12 | 0605 | ORIGIN OF DATA |
| 28020 | UT Sl | 29020 | 0263 | ＋01 | 0265 | － |
| 29010 | RA D1 | 00000 | 0264 | ＋12 | 0506 | ZERO |
| 29020 | AD T1 | 00049 | 0265 | ＋11 | 0577 | ADD SYMBOLIC ADDRESS |
| 29030 | SA T1 | 00048 | 0266 | ＋15 | 0576 | STORE ACTUAL ADDRESS |
| 31010 | RA Tl | 00050 | 0267 | ＋12 | 0600 | Filf．location |
| 31020 | AD T1 | 00054 | 0270 | ＋11 | 0604 | ORTAIN ACTUAL LOCATION |
| 31030 | SR T1 | 00050 | 0271 | ＋14 | 0600 | REPLACE FILF LOC WITH ACTUAL LOC |
| 31040 | RA T1 | 0004 ${ }^{\text {a }}$ | 027） | ＋12 | 0576 | ACTUAL INSTRUCTION |
| 31050 | SR Al | 00394 | 0273 | ＋14 | 0612 | STORE IN TFMPORARY LOCATION |
| 31060 | RA S1 | 31050 | 0274 | ＋17 | ก273 | ALTER TEMPORARY LOCATION RY |
| 31070 | AD D1 | 00001 | 0275 | ＋11 | 0507 | $X$－ |
| 31080 | SA S1 | 31050 | 0276 | ＋15 | 0273 | x |
| 31081 | SA S1 | 31083 | 0277 | ＋15 | 0301 | NEXT TEMPORARY LOCATION |
| 31082 | RA D1 | 00000 | 0300 | ＋12 | 0506 | ZERO |
| 31083 | SR A1 | ， | 0301 | ＋14 | 0000 | CLEAR NEXT TEMPORARY LOCATION |
| 31150 | UT Al | ， | 0302 | ＋01 | 0000 | PRESET DRUM GATE |
| 31160 | RS S1 | 31050 | 0303 | ＋06 | 0273 | TEMPORARY LOCATION |
| 31170 | AD S1 | 22230 | 0304 | ＋11 | 0166 | TEMPORARY TEST LOCATION |
| 31180 | PT S1 | 31300 | 0305 | $+03$ | ก320 | TRANSFER IF PAIR NOT RFADY |

26040 SR T1 00053
26050 RA Tl 000h？ 26060 AD T1 00053 26070 AR A1 00001 26080 SR Tl 00058 26090 SA Sl 76100 26110 SU T1 00040 26120 2T Sl 26260 26130 PT S1 26200 26140 RA T1 0005？ 0150 SU TI 00058 26300 26180 SR T1 00052 26190 UT S1 26060 26200 RA T1 00058 26210 SU T1 00053 26220 PT S1 26300 26230 RA T1 00058 26260 RA S1 26100 26270 AD T1 00054 26290 UT S2 29030 26300 RA D1 00001 26310 AR A1 D0016 26313 AD T2 00008 26316 SR T2 00008 26320 SS Al 00068 26330 ST S1 31010 27020 UT Sl 20020 28010 RA T1 00055 28020 UT S1 29020 29010 RA D1 00000 29020 AD T1 00049 29030 SA T1 00048 31010 RA Tl 00050 31020 AD T1 00054 31030 SR T1 00050 31040 RA T1 0004， 31050 SR Al 00394 31060 RA S1 31050 31070 AD D1 00001 31080 SA S1 31050 31081 SA S1 31083 31082 RA D1 00000 31083 SR A1／／ 31160 RS S1 31050 31170 AD S1 22230 31180 PT S1 31300

31190 WR Al 00131 31200 RA Sl 31270 31220 SA Sl 31050 31230 DA A2 / , 31240 RA S1 31230 31250 SU D1 00002 31260 SA S1 31230 31270 CS A2 00394 31280 RA Dl 00000 31290 SR A2 00394 31300 SS Al 00073 31305 UT S2 31320 31310 UT S1 20610 31320 WR Al 00512 31330 RA T1 0004 31340 AL Al 00011 31350 ZT S1 33010 31360 SS Al 00520 33010 RA D1 00002 33020 SR T2 00052 33025 RA T1 00048 33030 PT S1 33040 33035 SS A1 00518 33040 LR Al 00035 33050 RA T1 00050 33060 AR Al 00017 33070 LR A1 00013 33080 LL A1 00003 33090 AL Al 00020 33100 AD S1 49001 33110 SA Sl 33160 33120 SA S1 33170 33130 RA T2 00052 33140 AR Al 00001 33150 SR T2 00052 33160 AD AZ / , 33170 SR A2 / / 33180 AL Al 00027 33190 2T Sl 33080 35010 RA S1 49002 35020 SA S1 35030 35030 CS A2 / , 35040 RA S1 35030 35050 SU D1 00002 35060 SA Sl 35030 35070 SU Sl 49003 35080 PT S1 35030 35090 UT Sl 20610 37010 WR Al 00512 37020 SS Al 00519 37030 UT Al / / 37040 RA Sl 49005 37050 SR S1 31300
$0306+320203$ $0307+120315$ $0310+150273$
$0311-350000$
$0317+120311$
$0313+050510$
$0314+150311$
$0315-370612$
$0316+120506$
$0317-140612$
$0370+360111$
$0321-010323$
$0322+010137$
$0323+321000$
$0324+120565$
$0325+260013$
$0326+040330$
$0327+361010$
$0330+120510$
0331-14 0602
$0332+120576$
$0333+030335$
$0334+361006$
$0335+250043$
n336 + 12 n60n
0337 + 270021
$0340+250015$
$0341+240003$
$0342+260024$
$0343+110471$
$0344+150351$
$0345+150352$
$0346-120602$
$0347+27$ กกก1
$0350-14$ 060?
ก351-11 กกกก
$0352-140000$
$0353+260033$
$0354+040341$
$0355+120472$
$0356+150357$
0357-37 0000
$0360+120357$
$0361+050510$
$0367+15$ 0357
$0363+050473$
$0364+030357$
$0365+010137$
$0366+371000$
$0367+361007$
$0370+010000$
$0371+170474$
$0372+140320$

PREPARE TO WRITE ON DRUM RESET TEMPORARY PAIR ADDRESS X
SET DRUM ADDRESS
MODIFY DRUM ADDRFSS
X
$x$
COPY WORD
RESET PAIR LOCATION TO ZERO
X
SKIPS IF NO PRINTING DFSIRED
DRINTING DESIRFD
NO PRINTING DESIRED
PREPARE TO WRITF PRINTER
11 LEFT ROW IMAGE
$\times$
TRANSFER IF NO $x$
PICKUP PRINT SELEC FOR PAREN
COLUMN INDICATOR
X
ASSEMBLED INSTRUCTION
AVOID PICKING SELECTOR IF PLUS
PICK FOR MINUS
SHIFT TO MQ
ACTUAL LOCATION
$X$
SHIFT INTO MQ
BEGIN CONVERS ION LOOP
FOUR TIMES DIGIT EQUIV TO ADDR
ADD CARD IMAGE RASE
CORRECT ROW IMAGE ADDRESS
X
ALTER COLUMN INDICATOR
$\times$
X
ADD CORRFCT ROW IMAGF
STORE IN CORRECT ROW IMAGE
TEST FOR END OF CONVERSION
REMAIN IN LOOP IF ZERO
SET UP FIRST COPY ADDRESS
$X$
COPY WORD
ALTER COPY ADDRESS
$\times$
x
TEST FOR END OF LOOP
REMAIN IN LOOP
TRANSFER TO NEXT TAPE READ
EJFCT LAST PAGE IN PRINTFR
EJECT LAST PAGE IN PRINTER
PRESET DRUM GATE
WRITE LAST WORD ON DRUM
X

37060 UT S1 31190 37070 RD Al 00131 37080 DA A2 00000 37090 CS A2 00394 37100 RA S1 37090 37110 SU D1 0000? 37120 SA S1 37090 37130 SU S1 49006 37140 PT S1 37090 40010 RA D1 00005 40020 SR T1 00053 40030 AL A1 00011 40040 AD Al 00036 40050 SR T2 00000 40060 RA T1 00059 40070 ZT S2 42010 40080 WR Al 01024 40090 SU Dl 00005 40100 ZT S1 40120 40110 PT SI 40210 40120 RA Al 00036 40130 AR Al 00018 40140 AD T1 00000 40150 LR A1 00030 40160 RA T1 00059 40170 SR T1 00053 40180 AR A1 00010 40190 LR A1 00005 40195 SQ T2 00000 40200 RA D1 00000 40210 SR T1 00059 40220 CS T2 00000 40230 RA T2 00000 40240 SR T2 00002 40250 RS S1 40290 40260 AD T1 00053 40270 SR T1 00052 40280 RA T2 00002 40290 CS A2 00394 40300 AD A2 00394 40310 SR T2 00002 40320 RA S1 40290 40330 SU DI 00002 40340 SA S1 40290 40350 SA S1 40300 40360 AD T1 00052 40370 PT S1 40280 40380 CS T2 00002 40383 RA T2 00000 40386 AD T1 00053 40390 UT S1 40050 42010 RA T1 00055 42017 SR A1 04094
$0373+010306 x$
0374 +30 0203 READ RECORD FROM DRUM
$0375-350000 x$
$0376-370612 x$
$0377+120376 x$
$0400+050510 x$
$0401+150376 x$
$0402+050475 x$
$0403+030376 x$
$0405+140603 \quad$ FIRST CARD
$0406+260013 x$
0410-14 0516 X
$0411+120611$
$0412-04 \quad 0456$
$0413+32 \quad 2000$
$0414+050513$
$0415+040417$
$0416+030431$ $0417+120044$ $0420+270022$
$0421+110516$
$0422+250036$
$0423+170611$
$0424+140603$
$0475+27$ n073
$0426+75$ n005 $x$
$0430+120506$
$0431+140611$
$0432-370516$
0433-12 0516
$0434-14 \quad 0520$
$0435+060441$
$0436+110603$
$0437+140607$
$0440-120520$
$0441-37 \quad 0612$
$0442-110612$
$0443-140520$
$0444+120441$
$0445+050510$
$0.446+150441$
$0447+150442$
$0450+110602$
$0451+030440$
$0452-370520$
$0453-120516$
$0454+110603$
$0455+010410$
$0456+170605$
$0457+147776$
$0404+120513$ HALF AND FULL WORD COUNT FOR
$0407+110044$ 1ST ADDRESS FOR $15 T$ CARD INTO

0427 -16 0516 STORE CONTROL WORD FOR LAST CARD $x$ $x$ $x$ $x$
$\times$
$x$ X

REGINNING OF PIUNCH LOOP
OUT IF PUNCHING FINISHED
DREPARE TO PUNCH
SURTRACT 44
TO LAST CARD ACTION
AVOID LAST CARD ACTION
FIRST TO EXELX
X
FIRST TO READ INTO
X
HALF AND FULL WORD COUNT FOR LAST
$X$
$x$

CLEAR ACCUMULATOR
NUMBER HALF WORDS LEFT
COPY a LEFT ROW
START CK SUM
X
SETUP TEST LOOP WORD
X
$x$
PARTIAL CK SUM
COPY WORD
ADD TO CK SUM
X
ALTER LOOP ADDRFSSES
$\times$
$x$
$x$
TEST FOR END OF LOOP
REMAIN IN LOOP IF PLUS
COPY CK SUM
FIRST INTO FOR NEXT CARD
X
RETURN TO PUNCH NEXT CARD
SFTUP DATA ORIGIN
$\times$

```
4 2 0 1 4 ~ R A ~ A 1 ~ 0 0 0 3 7 ~ 0 4 6 0 ~ + 1 2 0 0 4 5 ~ S E T U P ~ N U M B F R ~ H A L F ~ W O R D S ~ D A T A ~
4 2 0 1 6 ~ S R ~ A l ~ 0 4 0 9 5 ~ 0 4 6 1 ~ + 1 4 ~ 7 7 7 7 ~ X ~
4 2 0 1 3 \text { SS Al 00074 0462 +36 0112 SKIP IF ANOTHER PROGRAM READY}
4 2 0 2 0 ~ S T ~ A l ~ 0 0 0 0 6 ~ 0 4 6 3 ~ + 0 0 ~ 0 0 0 6 ~ P R O G R A M ~ F I N I S H
4 2 0 4 0 \text { RD Al 02048 0464 +30 4000 EQUIVALANT OF LOAD BUTTON}
42050 CS A2 00000 0465 -37 0000 x
42060 UT Al 00000 0466 +01 0000 x
4 7 0 1 0 \text { SS Al 00066 0467 +36 0102 ES CAPACITY EXCFFDFD ERROR}
47020 ST S1 20310 0470 +0n 0101 x
4 9 0 0 1 ~ S T ~ T 2 ~ 0 0 0 3 6 ~ 0 4 7 1 ~ - 0 0 ~ 0 5 6 7 ~ 0 ~ L E F T ~ R O W ~ I M A G E ~ A D D R E S S ~
4 9 0 0 2 ~ S T ~ T 2 ~ 0 0 0 0 0 ~ 0 4 7 2 ~ - 0 0 ~ 0 5 1 6 ~ 9 ~ L E F T ~ R O W ~ I M A G E ~ A D D R E S S ~
49003 CS T2 00048 0473-37 0576 CARD IMAGE END TEST ADDRESS
49005 UT S1 37070 0474 +01 0374 DRUM WRITE RETURN ADDRESS
4 9 0 0 6 ~ C S ~ A 2 ~ / ~ / ~ 0 4 7 5 ~ - 3 7 0 0 0 0 ~ D R U M ~ R E A D ~ C O P Y ~ L O O P ~ T E S T ~
4 9 0 0 7 ~ S T ~ S 1 ~ 3 1 1 6 0 ~ 0 4 7 6 ~ + 0 0 ~ 0 3 0 3 ~ D R U M ~ G A T E ~ A D D R E S S E S ~
49008 ST S1 37040 0477 +00 0371 x
49009 ST S1 40010 0500 +00 0404 x
4 9 0 1 0 ~ S T ~ A 1 ~ 0 0 2 5 7 ~ 0 5 0 1 ~ + 0 0 ~ 0 4 0 1 ~ T A P E ~ 2 ~ A D D R E S S ~
4 9 9 9 7 ~ S T ~ A l ~ 0 0 0 4 0 ~ 0 5 0 2 ~ + 0 0 ~ 0 0 5 0 ~ P R O G R A M ~ O R I G I N ~
4 9 9 9 8 ~ S T ~ A 1 ~ 0 0 0 0 8 ~ 0 5 0 3 ~ + 0 0 ~ 0 0 1 0 ~ N U M B E R ~ H A L F ~ W O R D S ~ D A T A ~
4 9 9 9 9 ~ S T ~ A l ~ 0 0 0 6 0 ~ 0 5 0 4 + 0 0 ~ 0 0 7 4 ~ N U M R F R ~ H A L F ~ W O R D S ~ T F M P O R A R Y ~
```



By Bruce G. Oldfield
U. S. Naval Ordnance Test Station

China Lake, California

The development and testing programs at the Naval Ordnance Test Station (NOTS) produce a large amount of data. Success in these programs is often very dependent upon the rapid and accurate reduction of this raw data to useful numerical measures. There are many different kinds of recording Instruments used on the ground and aircraft ranges at NOTS, and consequently there are many types of data produced, each requiring a different method of reduction. The reduction of the Askania theodolite data is one of the most important of these problems, and is the one that will be discussed in detail in this presentation.

The theodolite camera was first used at NOTS in 1945. Since this early beginning, there have been vast improvements in the camera, the methods of data reduction, and the computational facilities. This is well illustrated by contrasting the original combination of a Mitchell theodolite, simple film reader, and projection method for solution on a hand computer, with the present combination of a greatly improved Askania theodolite, mechanized film reading with the Iconolog punch film viewers, three camera weighted least squares solution and the 701 for the actual computation. 601,602 , and 604 Multipliers

The Computing Branch did its first theodolite reduction on a 601 multiplier in 1948. The Assessment Branch was soon interested in obtaining more accurate trajectories by making additional corrections to the angular data
and by using a more refined method of computation. A 602 multiplier was obtained and a modified least squares solution was set up which required forty different control panels. The best average time that was ever achieved was six minutes per point; however, there were often machine errors and breakdown which substantially increased the actual computing time. This same method was used on the 604 multiplier when it was acquired, and on that machine the procedure required only twenty control panels, was faster, and was much less susceptible to errors and breakdowns.

## Card Programmed Calculator (CPC)

The two methods previously mentioned could be computed with the step-by-step techniques of the 602 and 604 . The present least squares method* requires the approximate coordinates of each point to use as weighting factors in the final solution, which means that points along the trajectory must be computed in a sequential manner. This method, as set up for the model I CPC, required that four separate runs be made. In order to solve this problem in a more efficient manner, NOTS was very interested in a better 604 . The subject was discussed with IBM representatives and resulted in the delivery of the original model II-604. For the first time it then became possible to sequence the complete theodolite computation. The deck required 295 instructions, three data cards, and approximately 165 seconds per point. With the arrival of the Model II Tabulator, the theodolite problem was set up on a very efficient multi-channel board which could enter as many as three eight-digit numbers and one five-digit number and exit with two eight-digit numbers each card cycle. This method required

[^3]80 seconds per point. By that time a faster and more versatile computer was the only way to make a significant improvement in the computational procedure.

## 701 Calculator

The computation of theodolite data on the 701 falls into three general categories: a searching routine, a computing routine, and an editingcomputing routine. These three categories will now be discussed in greater detail.

## Searching Routine

Each flight is normally covered by a number of theodolite cameras stationed at various points along the range line. The problem is to use a particular set of two or three cameras for a specified part of the trajectory, change combinations several times for other parts of the trajectory, and quite often actually recompute sections of the trajectory using a different combination of cameras. To accomplish this generality of selection in a simple way, the following information and processes are used.

Camera Station Constants. Each station has an identification number and 13 constants associated with it. Each set occupies twenty half-words which are read into the 701 and stored at the beginning of the computation. As many as ten different stations can be used on any one trajectory.

Camera Station Coordinates. Each station is located by three position coordinates which may remain constant for several years. The identification numbers and position coordinates of twenty-one different stations are read into the 701 at the beginning.

Camera Data. The Askania records at a rate of four frames per second The developed film is read on an Iconolog film reader, which is connected to an IBM summary punch that records on each card a station number, a frame number, and six quantities relating to the azimuth and elevation angles. The data from all the stations are read into the 701 at the beginning; provision is made for as many as 297 different points.

Control Numbers. The last type of information consists of three translation constants, three slant range constants, and as many as 10 different sets of control numbers. These control numbers designate the stations to be used and the frame numbers to be considered by this combination. For example, one might have stations 2, 5, and 9 , frames 10 to 29 , followed by stations 2, 9, and 11, frames 21 to 57, followed by a two station solution such as 5,11 , and 0 , frames 50 to 75 .

Since all of the information is read in at the beginning, the constants, coordinates, and data must be searched on the basis of the control numbers. The station constants and the station coordinates are searched just once for each set of control numbers. The first frame number is found for each station and then by advancing each frame address, all points are considered until the last frame constant is reached. This process rejects any point whose frame number is missing from one or more stations. The control information is considered one set at a time until all of the desired combinations have been computed.

## Computing Routine

Computation of the desired space coordinates and residual angles for trajectory points is achieved by the following steps.

Corrected Angles. The first step is to compute the corrected azimuth and elevation angles for each camera. This computation takes the data along with the station constants and coordinates and adjusts both angles for such things as tracking corrections, leveling error, refraction correction, curvature of the earth, zero point correction, and dial eccentricity correction.

Space Position. From these corrected azimuth and elevation angles the direction cosines of each station's line of sight are computed. Using these direction cosines, the least squares coefficients for a set of three simultaneous equations are found. These equations are solved for the space coordinates of the missile.

Residual Angles. The next step is to compute the residual angles. A residual angle is defined as the difference between the measured azimuth or elevation angle of any station and the azimuth or elevation angle as computed from the space coordinates just determined above. These residuals should be quite small, and they provide an excellent check on the accuracy of the original data as well as on the accuracy of each 701 computation.

The following 12 quantities are computed for each point and must be stored: Frame number; $x, y, z$ coordinates; slant range; six residual angles; and the time. It would be desirable to compute a number of points before storing the answers on drum or tape, but this would mean a compromise with the amount of original data which could be handled at any one time. Consequently, each set of answers is stored on the drum as soon as it has been computed.
 Editing-Computing Routine

## e

 reormer त ematí atgs a kC d belłifrrebt al ft, botBLoqartxe This routine gives, in most cases, a complete set of velocity andacceleration computations. The program is on bintry cards, which follow the last data card, and is called for as soon as the computations are completed. The answers on the drum are read back into electrostatic storage and examined in the following way.
(1) All missing frame numbers are counted and identified. Using this information the data is relocated, filling in zeros for each block of missing data.
(2) The residual angles are examined and tested against a specified tolerance. Any point that has a residual exceeding this tolerance is identified and consequently rejected.
(3) The $x, y, z$ values are now found for all missing and all rejected points. A second degree formula is used which extrapolates forward if there are three good values, and also extrapolates backward if there are three good values. The average of these two extrapolated values is used as the new value. If there are three good values in only one direction, that extrapolation is used. (A previously extrapolated value is not considered a good value.) If there are not three good values in either direction, the routine notes this fact by leaving zero for the $x, y$ and $z$ coordinctes.
(4) There is now available as complete a set of space positions as the program can get, so the next step is to compute the velocity and the acceleration.
(5) The results are now printed, each line representing one point. The form of the results are frame numuer, $x, y, z$, velocity, acceleration, slant range, six residual angles, and time. If the point has been extrapolated, it is icentified by a zero frame number.
(6) An automatic data plotter is used in the preparation of the final report, so it is desirable to record the results on punched cards. The form of the punched results are frame number, $x, y, z$, velocity, acceleration, slant range, time for the position data, and time for the velocity.

The approximate 701 time required for a typical trajectory may be of interest. Let us consider a three-station, 90 -point trajectory as an example. The time required to read in, compute, print, and punch the 90 points would be as follows:

| Card reading time (program | 24 seconds |
| :--- | ---: |
| Card reading time (data) | 112 seconds |
| Computing time | 95 seconds |
| Printing time | 36 seconds |
| Punching time | 54 seconds |
| TOTAL TIME | 321 seconds |

Thus, this example would require 3.57 seconds per point, which is higher than the usual case since the time per point is reduced if a number of data points are used several times. This occurs when different combinations are required involving the same points.

The following are some interesting consequences of the 701 method. (1) The computation is more accurate even though the same equations are used as with the CPC. The method uses an approximate value of $x, y$ and $z$ in order to correct the angles for refraction and curvature of the earth and in order to weight the least squares coefficients. These are minor corrections and consequently the previously computed point on the trajectory is adequate to estimate the corrections unless it happens to be a bad point. In such a case sizeable errors can be introduced into the values for the
succeeding point. This difficulty is eliminated on the 701 by always computing $x, y$ and $z$ a second time. (2) It is now quite common to request more combinations and more points on each test. In fact, on any given trajectory the tendency has been to compute almost twice as many points as would have been previously requested. (3) The editing-computing routine has caused a significant decrease in the number of man-hours spent on each test. In most cases the results can be plotted and sent out directly, with an estimated saving of twelve to twenty man-hours per test, which often means a saving of a week or more in issuing the final report because better scheduling is possible.

Work is continuing in an effort to improve the accuracy of the theodolite data. These efforts include improvements in the Askania camera, consideration of other methods of reduction, and an investigation of the bias of each Askania camera.
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By Harley E. Tillitt<br>U. S. Naval Ordnance Test Station China Lake, California

At the U. S. Naval Ordnance Test Station, an attempt has been made to use the 701 Calculator as a tool in the task of searching library files for documents referring to special subjects. The present system includes only reports which have been written in certain agencies throughout the country and does not include periodicals or books. Furthermore, the subjects are for the most part related to the development and testing of items of naval ordnance.

In any organization that includes research and development in its functions, it is economical in both time and money to be able to determine what has been done in a field before new programs are started. Scientists and engineers, therefore, are anxious to learn what is in the literature prior to starting some new task. Frequently, however, the labor of searching library files is so great or so unprofitable that it is either not done, or is done very incompletely.

One of the reasons for the difficulty in searching is that the cataloge ing of reports may be such that important aspects of their contents are obscured. For example, the following report, Equilibrium Composition and Thermodynamic Properties of Combustion Gases, could logically be cataloged under one or more of several subject headings, which might or might not be appropriate, depending somewhat upon the technical skill of the cataloger.

This particular report was filed in the Inyokern Technical Library under two subjects: Gases and Physics. Both of these are standard Library of Congress subject headings, and are more or less descriptive of the report. However, under each subject heading there were found to be several hundred other reports filed, in itself a situation that could discourage searching. More serious however, was the fact that scientists interested in such a category of ordnance development might be equally likely to search under the subjects of Combustion or Physical Chemistry. Most serious however, was the fact that there was no indication in the cataloging process that one of the main contributions of the report was to describe a numerical method by means of which the thermodynamic properties were computed. As a result, for one reason or another, the report was, in certain respects, lost, as far as many interested individuals were concerned.

To avoid some of the difficulty of cataloging documents by subject heading, a system can be used that depends upon a document being described by several single terms called descriptors. ${ }^{1}$ In the library application of this system, there is a card for each descriptor. As documents come to the library they are given an acquisition serial number and this number is entered upon as many different descriptor cerds as seem necessary to describe the document.

In the example above, if the serial number of the report had been 1234, this number might have been entered on the following cards: Thermodynamics; Combustion; Gases; Computation; Fuel; Impulse; Pressure; Temperature; Entropy; Enthalpy; Adiabatic. Some descriptors do not seem relatdd
${ }^{1}$ One discussion of this type of system is given in a series of 8 technical reports by Mortimer Taube of Documentation Incorporated, Washington 6, D.C. These reports were prepared under Contract No. AF 18(600)-376 for the Armed Forces Technical Information Agency in the period July 1952 to March 1953.
to the title, but could have been assigned after a brief inspection of the contents by the cataloger. To use such a system when information of a certain type is desired, an individual would list descriptors that would, in his opinion, describe his needs. These descriptor cards would then be pulled from the files and be visually compared for numbers that matched on the several cards. Reports corresponding to these matching serial numbers would then be withdrawn.

The original purpose of the 701 program to be described was to mechanize the above procedure with a view to the possible establishment of a daily schedule for library searching.

In designing the 701 system, attention was given to the current size of the file and the expected growth during the next five years. The two quantities considered were the expected total number of serial numbers and the total number of descriptors. It was estimated that during the next five years there would be no more than 30,000 serial numbers nor more than 5000 descriptors. Furthermore, it was estimated that in searching for documente on a particular subject no more than 8 descriptors would be listed and that any one of these would not have more than 1000 serial numbers associated with it.

This coordinate index system has only recently been put into use at the Naval Ordnance Test Station, and at the time the 701 programming was started there had been established a list of approximately 2500 descriptors. New descriptors are being added at the rate of about 100 per month, with an anticipated upper limit of 5000 . On these 2500 cards there had been recorded a total of about 20,000 numbers describing nearly 4000 documents, indicating that each serial number was recorded on an average
of 5 different descriptor cards.
At the present time, additions are being made to the system at the rate of about 500 documents per month. This currently represents approximately 4000 additional entries of serial numbers per month, since the catalogers are becoming more experienced with the system and are now using about 8 descriptors per document.

The 701 operations are quite simple and go through nearly the same steps as are required in a normal hand search. These steps are as follows:
(1) Install the master tape reel on which the file has been written. (The present arrangement of information on the tape is that each descriptor and associated report serial numbers form a unit record. The unit records are on the tape in order of increasing descriptor number.)
(2) Load the searching program plus from 1 to 20 cards on each of which are punched the 2 to 8 descriptors called $K^{1} s$, that describe the subject of interest. (After loading, transition is made to the search program itself。)
(3) Report serial numbers which appeared under all selected descrip tors are printed.

The following brief descriptions show the purpose of several programs used in the system.

It can be seen that A and B will be used only once, when the system is started; C through $G$ whenever a search is made; and H and I when additions are made as required by the continued acquisition of documents. Program A. Read into electrostatic storage as many decimal cards as required for a descriptor group.

Program B. Compute a check sum for a cescriptor group and write it plus the group on tape.

Program C. Read a group, including its descriptor, from tape and match the descriptor against the 2 to $8 K^{\prime} s$.

Program D. If a group descriptor matches any K write the group un drum.
Program E. After either 8 groups have been written on drum, or all of the $K^{1}$ 's exhausted, read the first two groups from drum and match report serial numbers. Store the matches where the first group had been.

Program F. Read subsequent groups from drum one at a time and continue to match those that remain with each new group, storing these, where the first group had been.

Program G。 When all groups have been read from drum and matched, print the final matches that remain.

Program H. Read a group from cards. Determine whether this is an addition to a group already on the tape or a group having a descriptor not previously used.

Program I. If the group in $H$ is an addition to an old group, produce a new check sum for the old group plus the addition. If the group in $H$ is new, produce a check sum for it. In either case collate the new information with that on the tape and write it on a second tape.

One of the objectives of the experiment is to attempt to reduce the amount of time spent in entering new serial numbers onto cards. This is a
hand job requiring manipulation of the file and the recording of numbers, which is a slow process as well as a source of interference with individuals wishing to use the file at the same time. With the use of Programs H and I, the system can be kept up to date without the need for hand operations except for the listing of additions on the sheet of paper as contrasted with making card entries.

A second objective is to attempt to establish a daily schedule for document searching. Presumably, this would eliminate conflicts that arise when more than one person happens to want to use the file at the same time. Also, it is possible that if the mechanics of searching are such that scientists and engineers can delegate the task to their secretaries (and the 701), the general use of reports will be increased, with presumably beneficial results. At the present time from 10 to 20 searches are made per day.

Although there are cases when an individual may wish to search at once, it is believed that most such "urgent" needs can be planned to meet a schedule, especially if such a schedule would include two periods, such as 11:30 AM and 4:00 PH. There has been no real experience on this part of the experiment as yet.

At present only one search can be made at a time. This is because the system is built to accommodate 8 descriptors per search, each of which might contain up to 1000 serial numbers. However, as indicated above, up to 20 searches can be made to follow in order with only one loading.

An improvement planned but not yet in effect is that of searching for $8 \mathrm{~K}^{\prime} \mathrm{s}$ but also printing those serial numbers that match for $7,6,5,4$, 3 , or $2 K^{1}$ s。

It is difficult to estimate the 701 time required for what may become a typical scheduled searching period. This depends upon several factors,
including the total number of searches to be made in one period, the number of $K^{\prime} s$, the number of serial numbers per descriptor, and the location of the descriptor groups on the tape.

The time required to load the cards, which include the program and the $K^{1}{ }^{1}$, plus the pushing of card reader and load buttons, is about $10-15$ seconds. A search for $8 \mathrm{~K}^{\prime}$ s through 300 groups, with from 5 to 40 serial numbers each, all located at the front of the tape, requires about 10-15 seconds. The minimum time of search, therefore, is the range of $20-30$ seconds.

As the file increases in size, by new descriptor groups being entered and new serial numbers being added to old groups, the time per search will approach that required to read the tape.

If the present estimate of 4000 new entries per month proves to be correct, there will be about 240,000 plus the present 20,000 in five years。 Since these are recorded as half words, there would be room to load the file on one 1200 foot tape. Therefore, a maximum search would require about the time needed to read 1200 feet of tape, or approximately 4 minutes. The Inyokern Technical Library staff suggests that if the labor of putting entries on cards is reduced, the number of descriptors assigned to a docum ment may be greatly increased, perhaps by a factor of two. If this should happen, a single tape might not be suffieient.

In summary, this paper describes a method by means of which the 701 Calculator can perform certain library searching tasks. Depending upon several variables, a single search may require as little as 20 seconds or as much as 4 minutes. The system is at present in the nature of an experiment, and whether or not it will prove to be economical or practical remains to be seen.


ATION IN IBM is primarily an organized nge of ideas, facts and experiences. Everyone Company takes part in some form of systemaarning, and the participation continues from year. Educational programs, covering both recourses for vocational preparation and volunrses meeting general interests, make a threetribution to the development of IBM people, and service.
the beginning of his work in IBM, Mr. Thomas on, president of the Company for 35 years and in of the Board since 1949, laid the founda$r$ and guided the development of the educarograms which have been identified with every f the business. The early beginnings, steady ment, and wide range of education in IBM are d by the following outline of some of the parprograms and the years in which they were ed:
instruction in applications of products, and in IBM icies, 1915.
verring instruction in the installation and mainte ace of IBM equipment, 1918.
pmers' Operators training, 1929.
Lopment Engineering training, 1932.
MAKER apprentice training, 1932.
ms Service training of women field representatives IBM, 1935.
pmers' Administrators and executive instruction in M Accounting, statistics, and scientific research, 1936. NCED applied mathematics and computation, 1946. Graduate engineering studies, 1949.
while, other types of instruction which were streams for what became a comprehensive genI vocational education program, as well as manIt and job training activities, had beginnings a the 20 's and 30 's. And with the completion of school building in 1939 at Endicott, New York, its largest manufacturing plant and engineering hment, IBM had a useful symbol of the signififf education in the operations of the Company.
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## ABSTRACT

A procedure for the calculation of aerodynamic characteristics for lifting surfaces by V. M. Falkner's Vortex Lattice Theory has been used at Convair on a study of over 500 wing planforms. This study has supplied the aerodynamicist with predictions of the lift curve slope, spanwise loading, spanwise center of pressure, induced drag coefficients, aerodynamic center and local wing pressure coefficients for the various wing planforms. The uniform simplicity of the vortex lattice allows straightforward calculations which can be handled successfully on electronic calculators. Due to the large number of calculations required for one wing planform, application of this theory has become practical only with the aid of a high speed, large storage capacity electronic calculator.

## INTRODUCTION

In the evaluation of a given airplane design proposal the accurate estimation of the aerodynamic characteristics of the configuration is of primary importance. For the purpose of developing various prediction methods, Convair has set up at its Fort Worth Division a group devoted to the study of generalized lift and drag problems. The prediction methods are usually derived from experimental data correlation based on available theoretical results. This paper summarizes the adaptation on of these theoretical methods, the Falkner subsonic lifting surface theory, to the IBM 701 calculator.

In the field of aerodynamic theory the existence of an exact solution is the exception rather than the rule. As a result a given method is only as accurate as the approximations used to arrive at its solution and, because of the various possible approximations, many methods exist for the solution of the various aerodynamic problems. For example, at least 15 methods, suggested by various authors, exist for the solution of the subsonic lifting wing problem. Of the various lifting wing methods the three currently receiving the most interest are the Weissinger modified lifting line theory, the Multhopp continuous lifting surface theory and the Falkner vortex lattice theory. The latter two, being lifting surface theories, define chordwise loading on the surface whereas the lifting line theory assumes a given chordwise distribution. This consideration ruled out the use of the Weissinger theory. The Multhopp theory, though slightly more accurate than the Falkner theory, is more difficult to adapt to a calculator because of the occurrence of incomplete elliptic integrals in a part of the downwash summation procedure.

The Falkner theory was chosen for use in this study for the following reasons:

1. It is only slightly less accurate than the Multhopp theory.
2. Being a lifting surface theory, it provides solutions for the chordwise loading.
3. Because of its mathematical simplicity it is relatively easier to adapt for calculation and also easier to extend to related lifting wing solutions such as the downwash in space and biplane problems.

The Falkner theory arranges (or concentrates) the vortex sheet of the wing into a number of elements of line vorticity which are arranged in a lattice over the surface. The circulation of a given vortex can be calculated and knowing the circulation, the downwash can be obtained. The downwash effect of all of the vortices is then obtained at a series of stations or control points. The results obtained at the control points can be written into a set of equations, the solutions of which are used to obtain the total circulation of the wing at various span stations. If the circulation is know, it is possible to obtain various aerodynamic characteristics such as, the lift curve slope, the spanwise loading coefficients, the spanwise center of pressure, the coefficient of induced drag, the local aerodynamic center, the complete aerodynamic center and the local wing pressure coefficient among others.

Moreover, by modifying the procedure, it is possible to determine changes in lift caused by camber and twist, the effectiveness of flaps, the downwash in space to obtain airflow characteristics in the vicinity of the wing, and other quantities determined by the downwash or circulation.

The Falkner method of calculating these characteristics was summarized into a set of equations by Kulakowski (reference 5), which were programmed for the IBM-701 calculator.

The method was restricted, previously, to the study of a few carefully chosen wing planforms because of the great amount of computational labor involved (estimated by Falkner at twelve to fourteen days per wing planform). The time required for the present pregram, on the 701 , is about ten minutes.

The greatly reduced time of calculation makes possible the use of this procedure for generalized wing studies. The program has been applied at Convair to over 500 planforms and a preliminary investigation of the results have indicated that the theory is valuable enough to justify an additional study of around 800 more planforms.

## EQUATIONS

The equations used in the calculations are summarized below. These equations have been formulated from Falkner's Vortex Lattice Theory by Mr. L. J. Kulakowski, Senior Aerodynamics Engineer, Convair-Fort Worth Division (ref.5).

$$
\begin{aligned}
& \text { 1. } y_{p}^{*}=20 \bar{\eta}_{p} \\
& \text { 2. } x_{p}^{*}=-\frac{20}{\tan \epsilon}\left[\left|\bar{\eta}_{p}\right|+\frac{2 \nu_{p}-1}{12}(1-a)\left(\frac{1}{1-\lambda}-\left|\bar{\eta}_{p}\right|\right)\right] \\
& \text { 3. } y_{0}^{*}= \\
& \text { 4. } x_{0}^{*}= \\
& \text { 5. } y^{*}=-\frac{20}{\tan \epsilon}\left[|\mu|+\frac{2 v_{0}-1}{12}(1-a)\left(\frac{1}{1-\lambda}-|\mu|\right)\right] \\
& \text { 6. } x_{p}^{*}-y_{0}^{*}= \\
& \text { 7. } F=\frac{x_{p}^{*}-x_{0}^{*}}{} \begin{aligned}
& x^{*}-\sqrt{x^{* 2}+\left(y^{*}+1\right)^{2}} \\
& x^{*}\left(y^{*}+1\right) \frac{x^{*}-\sqrt{x^{* 2}+\left(y^{*}-1\right)^{2}}}{x^{*}\left(y^{*}-1\right)} \\
& \text { 8. } F= \frac{1}{y^{*}+1}-\frac{1}{y^{*}-1} \\
& \text { 9. } \sum F \sqrt{1-\mu^{2}}\left[G_{\nu, A}\left(a_{0,0}+\mu^{2} a_{0,2}+\mu^{4} a_{0,4}\right)\right. \\
&\left.+G_{v, B}\left(a_{1,0}+\mu^{2} a_{1,2}+\mu^{4} a_{1,4}\right)\right]=1 / 40 \\
& \text { 10. } \sum F \sqrt{1-\mu^{2}}\left[G_{\nu, A}\left(a_{0,0}+\mu^{2} a_{0,2}+\mu^{4} a_{0,4}\right)\right. \\
&\left.+G_{v, B}\left(a_{1,0}+\mu^{2} a_{1,2}+\mu^{4} a_{1,4}\right)\right]-1 / 40=R
\end{aligned}
\end{aligned}
$$

11. $\sum F\left[G_{r, A}\left(a_{0}^{\prime} \sqrt{1-\mu^{2}}+P_{a} p_{a, 0}+P_{b} p_{b, 0}\right)\right.$

$$
\left.+G_{\nu, \mathrm{B}}\left(a_{1}^{\prime} \sqrt{1-\mu^{2}}+P_{a} p_{a, 1}+P_{b} p_{b, 1}\right)\right]=-R
$$

12. 

$$
\begin{aligned}
& P_{a}=0.0478104 \sqrt{1-\eta^{2}}+\frac{5}{\pi}\left[(0.10-\eta)^{2} \log _{e} A_{2}\right. \\
& \left.+(0.10+\eta)^{2} \log _{e} B_{a}+2 \eta^{2} \log _{e} c_{a}\right] \\
& \text { WHERE: } \quad A_{a}=\frac{0.9949874(1-\eta)+0.9 \sqrt{1-\eta^{2}}}{\left|0.9949874(1-\eta)-0.9 \sqrt{1-\eta^{2}}\right|} \\
& B_{a}=\frac{0.9949874 \sqrt{1-\eta^{2}}+0.9(1-\eta)}{\left|0.9949874 \sqrt{1-\eta^{2}}-0.9(1-\eta)\right|} \\
& c_{a}=\frac{\sqrt{1-\eta^{2}}-(1-\eta)}{\sqrt{1-\eta^{2}}+(1-\eta)}
\end{aligned}
$$

13. 

$$
\begin{aligned}
& P_{b}=0.0960329 \sqrt{1-\eta^{2}}+\frac{5}{2 \pi}\left[(0.20-\eta)^{2} \log _{e} A_{b}\right. \\
&\left.+(0.20+\eta)^{2} \operatorname{Loge}_{b} B_{b}+2 \eta^{2} \log _{e} C_{b}\right] \\
& \text { WHERE: } A_{b}=\frac{0.9797959(1-\eta)+0.8 \sqrt{1-\eta^{2}}}{\left|0.9797959(1-\eta)-0.8 \sqrt{1-\eta^{2}}\right|} \\
& B_{b}=\frac{0.9797959 \sqrt{1-\eta^{2}}+0.8(1-\eta)}{\left|0.9797959 \sqrt{1-\eta^{2}}-0.8(1-\eta)\right|} \\
& C_{b}=\frac{\sqrt{1-\eta^{2}}-(1-\eta)}{\sqrt{1-\eta^{2}}+(1-\eta)}
\end{aligned}
$$

14. $F_{0}(\eta)=\sqrt{1-\eta^{2}}\left(a_{0,0}+\eta^{2} a_{0,2}+\eta^{4} a_{0,4}\right)$

$$
+\sqrt{1-\eta^{2}} a_{0}^{\prime}+P_{a} p_{a, 0}+P_{b} p_{b, 0}
$$

15. $F_{1}(\eta)=\sqrt{1-\eta^{2}}\left(a_{1,0}+\eta^{2} a_{1,2}+\eta^{4} a_{1,4}\right)$

$$
+\sqrt{1-\eta^{2}} a_{1}^{\prime}+P_{a} p_{a, 1}+P_{b} P_{b, 1}
$$

16. 

$$
\begin{gathered}
\frac{c_{L_{\alpha}}}{A R}=\frac{\pi^{2}}{8}\left[8\left(a_{0,0}+\frac{1}{2} a_{1,0}\right)+2\left(a_{0,2}+\frac{1}{2} a_{1,2}\right)+\left(a_{0,4}+\frac{1}{2} a_{1,4}\right)\right. \\
+8\left(a_{0}^{\prime}+\frac{1}{2} a_{1}^{\prime}\right)+0.50888\left(p_{a, 0}+\frac{1}{2} p_{a, 1}\right) \\
\left.+1.01517\left(p_{b, 0}+\frac{1}{2} p_{b, 1}\right)\right]
\end{gathered}
$$

17. $\frac{C_{l} C}{C_{L} \bar{c}}=\frac{4 \pi A R}{C_{L_{\alpha}}}\left[F_{0}(\eta)+\frac{1}{2} F_{1}(\eta)\right]$
18. $\eta_{C P}=\frac{4 \pi A R}{c_{L_{\alpha}}}\left[\frac{1}{3}\left(a_{0,0}+\frac{1}{2} a_{1,0}+a_{0}^{\prime}+\frac{1}{2} a_{1}^{\prime}\right)\right.$

$$
\begin{aligned}
& +\frac{2}{15}\left(a_{0,2}+\frac{1}{2} a_{1,2}\right)+\frac{8}{105}\left(a_{0,4}+\frac{1}{2} a_{1,4}\right) \\
& \left.\quad+0.01595\left(p_{a, 0}+\frac{1}{2} p_{a, 1}\right)+0.03229\left(p_{b, 0}+\frac{1}{2} p_{b, 1}\right)\right]
\end{aligned}
$$

19. $\frac{x_{a c}}{c}=\frac{1}{4} \frac{F_{0}(\eta)+F_{1}(\eta)}{F_{0}(\eta)+\frac{1}{2} F_{1}(\eta)}$
20. $\frac{\bar{x}_{A C}}{C_{R}}=\frac{1-\lambda}{1-\alpha} \eta_{C P}+\frac{4 \pi A R}{C_{L_{\alpha}}}\left\{\left(\frac{\pi}{16}-\frac{1-\lambda}{12}\right)\left(a_{0,0}+a_{1,0}+a_{0}^{\prime}+a_{1}^{\prime}\right)\right.$

$$
\begin{aligned}
& +\left(\frac{\pi}{64}-\frac{1-\lambda}{30}\right)\left(a_{0,2}+a_{1,2}\right)+\left[\frac{\pi}{128}-\frac{2(1-\lambda)}{105}\right]\left(a_{0,4}+a_{1,4}\right) \\
& +\frac{1}{4}[0.04996-0.01595(1-\lambda)]\left(p_{a, 0}+p_{a, 1}\right) \\
& \left.+\frac{1}{4}[0.09967-0.03229(1-\lambda)]\left(p_{b, 0}+p_{b, 1}\right)\right\}
\end{aligned}
$$

21. $\frac{A R C_{D_{i}}}{C_{L}^{2}}=4\left(\frac{A R}{C_{L_{\alpha}}}\right)^{2} \int_{0}^{1} \frac{\omega}{V}\left(\frac{\Gamma}{4 S V}\right) d \eta$
22. $\frac{\Gamma}{4 S V}=\pi\left(F_{0}+\frac{1}{2} F_{1}\right)$
23. $\frac{\omega}{V}=\left(\frac{\omega}{V}\right)_{\nu}+\left(\frac{\omega}{V}\right)_{P}$
24. $\left(\frac{\omega}{V}\right)_{p}=\pi\left(p_{a, 0}+\frac{1}{2} p_{a, 1}\right)\left(\frac{\omega}{V}\right)_{P_{a}}+\pi\left(p_{b, 0}+\frac{1}{2} p_{b, 1}\right)\left(\frac{\omega}{V}\right)_{P_{b}}$
25. $\left(\frac{\omega}{V}\right)_{\nu}=\frac{1}{\sin \phi} \sum_{n=1}^{3}(2 n-1) A_{2 n-1} \sin (2 n-1) \phi$
26. $\sin \phi=\sqrt{1-\eta^{2}}$
27. $A_{1}=\pi\left(a_{0,0}+\frac{1}{2} a_{1,0}+\frac{1}{4} a_{0,2}+\frac{1}{8} a_{1,2}\right.$

$$
\left.+\frac{1}{8} a_{0,4}+\frac{1}{16} a_{1,4}+a_{0}^{\prime}+\frac{1}{2} a_{1}^{\prime}\right)
$$

28. $A_{3}=\pi\left(\frac{1}{4} a_{0,2}+\frac{1}{8} a_{1,2}+\frac{3}{16} a_{0,4}+\frac{3}{32} a_{1,4}\right)$
29. $A_{5}=\frac{\pi}{16}\left(a_{0,4}+\frac{1}{2} a_{1,4}\right)$

Note 1:
For the twelve values of $X^{*}$ and $Y^{*}$ calculated using the tip correction vertices ( 0.9625 ), $X^{*}, Y^{*}$, and $F$ (equations $5,6,7$, and 8 respectively) must be multiplied by four.

Note 2:

Note 3:

Note 4:

Equations $12,13,14,15,17$, and 19 which are functions of $\eta$ are calculated for eleven values of $\eta$ incremented equally from $\eta$ equal 0 to $\eta$ equal one.
Values of the Simpson Factors used in the integration in equation 21 found in Table 1. Values of $(W / V)_{P_{a}}$, and $(W / V)_{P_{b}}$ used in equation 24 are found in Table 1.

The general scheme of calcclation is as follows. For a given wing planform defined by $a, \lambda$, and $\epsilon$, (Figure 1 ), and a given control point with generalized coordinates $\left(\nu_{p}, \eta_{p}\right)$, (Figure 2), and a vortex with generalized coordinates $\left(\nu_{0}, \mu\right)$, (Figure 2), calculate equations through 9. Repeat this calculation for each of the 126 vortices representing the wing vorticity, summing at equation 9. This series of calculations will result in an equation (equation 9), in six variables, the Falkner "a" functions. Repeat this procedure for each of the control points, 1 through 6, (Figure 2), and the result is a set of six equations in the six "a" functions. This set may be solved for the Falkner "a" functions.

The solution for the "a" functions (derived by writing the downwash equations at control points 1 through 6), does not satisfy the boundary conditions at control points 7 through 10 because of wing planform slope discontinuities. The discrepancy may be determined by writing the downwash equations for points 7 through 10 and using the "a" functions in equation 10.

Using the same set of vortices, and contrel points 1,2 , $7,8,9,10$, calculate equations 1 through $8,10,11,12$, and 13 , summing, for each control point, at equations 10 and 11 , This results in a set of six equations (equation ll) in the six "p" functions, which may be solved for the Falkner "p" functions.

It may be noted that the calculation for control points 1 and 2 has been repeated. This was done in order that six equations could be formed. The residual, or loading error, $R$, (equation 10 ), should be zero for control points 1 and 2 .

At this point, six "a" functions and six "p" functions have been calculated. These calculations have taken about $92 \%$ of the total time of calculation of this problem. What remains is the calculation of the wing aerodynamic characteristics, using the "a" and "p" functions.

Given the Falkner "a" and "p" coefficients, equations twelve through twenty are calculated. They give the lift curve slope (equation 16), the spanwise loading (equation 17), the spanwise center of pressure, (equation 18), the local aerodynamic center (equation 19), and the aerodynamic center of the complete wing (equation 20). The spanwise center of pressure and the local aerodynamic center are calculated for eleven span positions from the root to the wing tip, represented by values of $\eta=0, .1, .2, .3, .4, .5, .3, .7, .3, .9$, and 1.0.

The induced drag is obtained from equation 21. The integration indicated is performed using a Simpson integration procedure. Since the rate of change of the integral becomes large in the vicinity of the wing tip (large $\eta$ ) special revised Simpson factors are used. These factors were calculated by Falkner and are tabulated in Table 1. The $(W / V)_{P_{a}}$ and $(W / V)_{\mathrm{P}_{\mathrm{b}}}$ used in equation 24 are included in Table 1.


Figure 1 Diagram of Wing Planform Parameters

Figure 2 Diagram of Vortex Lattice and Control Points

Table 1.

| $\eta$ | $(\mathrm{W} / \mathrm{V})_{\mathrm{P}_{\mathrm{a}}}$ | $(\mathrm{W} / \mathrm{V})_{\mathrm{P}_{\mathrm{b}}}$ | Simpson Factors |
| :---: | :---: | :---: | :---: |
| 0.00 | 1.0 | 1.00 | 1 |
| 0.05 | 0.5 | 0.75 | 4 |
| 0.10 | 0.0 | 0.50 | 2 |
| 0.15 | 0.0 | 0.25 | 4 |
| 0.20 | 0.0 | 0.00 | 2 |
| 0.25 | 0.0 | 0.00 | 4 |
| 0.30 | 0.0 | 0.00 | 2 |
| 0.35 | 0.0 | 0.00 | 4 |
| 0.40 | 0.0 | 0.00 | 2 |
| 0.45 | 0.0 | 0.00 | 4 |
| 0.50 | 0.0 | 0.00 | 2 |
| 0.55 | 0.0 | 0.00 | 4 |
| 0.60 | 0.0 | 0.00 | 2 |
| 0.65 | 0.0 | 0.00 | 4 |
| 0.70 | 0.0 | 0.00 | 2 |
| 0.75 | 0.0 | 0.00 | 4 |
| 0.80 | 0.0 | 0.00 | 2 |
| 0.85 | 0.0 | 0.00 | 4 |
| 0.90 | 0.0 | 0.00 | 1.800 |
| 0.95 | 0.0 | 0.00 | 4.52 |
| 1.00 | 0.0 | 0.00 | 0.67 |

Programming of this problem was begun shortly before Convair received the 701. The program was written in the IBM Speedco System. There were three main reasons for this choice of coding system. First, preliminary investigations of the calculations involved showed that for the input data which was to be used, there was large variation in some of the calculated values with different problems. Some quantities, if scaled for maximums, would result in only two significant digits for the minimums. Since it would be obviously impractical to scale differently for different problems, it was felt that at least some of the calculations should be written in a floating point system. At this time there were no floating point sub-programs available at Convair. The second reason was the decision that the problem should be done as quickly as possible and in as simple a form as possible. This qualified Speedco in several ways. Time would not be required to write floating-point sub-routines, the time required to scale the fixed point operations would be saved, and the programming would be carried out in the familiar threeaddress arithmetic. The third reason was incidental to the first two. In anticipation of other problems to use Speedco, it was necessary to become familiar with the system as soon as possible.

As a consequence of the use of Speedco, the available ES storage was limited to 713 positions. This necessitated the division of the program into three major blocks, the $F$ program, the M program and the G program. The F program brings in the problem data via the card reader, computes the $a$ and the $p$ coefficients, brings the $M$ and $G$ programs off the drums, and is the program which controls the flow of the entire problem, The M program takes the coefficients of the a's and the $p^{\prime} s$ and computes the $a$ and $p$ coefficients using a standard elimination method to reduce the matrices. The G program takes the $a$ and $p$ coefficients and computes and prints out the required results.

The flow of the problem is as follows: The M program is loaded onto drum; the G program is loaded onto drum; the F program is loaded into ES followed by the data for the first problem. The F program computes the 42 quantities required for the solution of the six equations in the Falkner a coefficients and then dumps all of ES except that occupied by Speedco onto a tape (for availability in case of machine error). The F program then calls the M program from drum and transfers control to the M program. The M program computes the a coefficients and transfers control back to the $F$ program which then calculates the required matrix elements for the $p$ functions. Once again the ES is placed on tape (with the exception of that occupied by Speedco). The F program transfers control to the M program which computes the $p$ coefficients and transfers.
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control back to the $F$ program. The $F$ program reads the $G$ program off the drum and into the ES occupied by the M program and transfers control to the $G$ program. The $G$ program computes and prints out the results and transfers control to the F program which repeats the cycle by activating the card reader for the next set of problem data.

This flow is developed in more detail in figures 4,5 , and 6 and in figure 3.

The data for this problem is in two groups, the problem data and the program data. Because the theory imposes the same vortex network on all surfaces, it is possible to reduce the problem data to three quantities, $a, \lambda$, and $\boldsymbol{\epsilon}$, which define uniquely the shape of the wing according to the figure 5 . The coordinates for the vortices and control points are loaded previous to the first problem and serve for all problems. These coordinates might have been generated by the program, but the programs for the generating functions would have taken approximately the same amount of ES, so they were loaded as program constants, simplifying the program.

The breakdown of storage is as fallows; problem data, 3 ; program data, 110; erasable, 100 (this includes the print area of 85); program F, 230; program G, 257; program M, 75.

The Speedco checking system was used for all of the arithmetic operations, except the summation operations. After running problems with this program to the extent of more than

15 machine hours, it was noted that at no time had the program stopped as a result of an error within the checking loop but that in all cases of machine error, the program was damaged badly enough to cause the machine error to become obvious because of tight loops, stops, etc. Therefore, the Speedco check was removed from the program which cut the time per problem from approximately 15 minutes to 10 minutes. However, at the same time, it was decided that the machine was making a sufficiently large number of errors that it would be advisable to incorporate a set-back routine to cut the possible maximum time loss for a given problem. It had been noticed that in several cases Speedco had failed at times when the program was very close to the print-out stage. In these cases it was felt that very little time could be saved by searching the Speedco program for possible manual set-back or correction procedures and so, unless the stop was a well defined program stop, the problem was started over, resulting in a loss of almost 15 (or 10 ) minutes. This can be rather costly in terms of machine time, particularly if the machine is not behaving exactly as it should.

For this reason, the entire usable ES is placed on tape at two points in the course of the calculation; at the end of the calculation of the $\mathrm{Na}_{\mathrm{a}}$ " equation coefficients (or about time 4 minutes) and similarly after calculation of the "p" equation coefficients (about time 9 minutes). Thus, although
time may still be lost due to machine error, the possible maximum has been cut from about ten minutes to around five. The second dumping has the following "bonus" benefit. When one set of results are printed out, they are almost immediately erased in ES by other numbers. If the operator has not set up the printer correctly (the wrong board, carriage tape, alteration switches, etc.), the final portions of the program may be repeated (from the last dump - including the print-out) with the loss of only around a minute of machine time.

The ES on tape is called back (in case of trouble) by a four card deck which is loaded after resetting memory and which is followed in the card hopper by the data cards for those problems not completed.

Prior to print-out, there is no check on the calculations. At print-out there is a visual check of the results by the operator to insure that certain key results lie within predetermined limits. If they do not, the problem is rerun from the last dump. If the results remain the same, the problem is rerun from the beginning. As a second check certain results are plotted as soon as possible. This will almost always catch errors in the output data or results of this problem. Luckily, over $95 \%$ of the machine errors in the running of the program have been spotted as unfamiliar situations on the control panel or as errors in the results which were obvious to the operator.

The matrix reduction used here was not a sub-routine but was programmed specifically for this program. Because of this it was possible to compress it into a small portion of ES.

The program makes use of an instruction not in the standard Speedco list (although it is now standard at Convair). The "Read Card Reader" instruction transfers control to the Speedco loading program which reads any cards which may be ready in the card reader. This loading is terminated by the standard Speedco termination card which transfers control to Speedco location 300. This instruction allows the program to load only as much data as is required for the current problem and therefore the operator is given a check on the progress of the program which is independent of the printed results.

When the program was completely checked out, it was loaded and ES from 1200 to 4056 was punched in binary, resulting in a binary deck of around 65 cards of instructions and program data. This contrasts very favorably with the more than 700 decimal Speedco cards.


Figure 3 Generalized Flow Chart of Computation Procedure

$$
\text { FIGURE - } 4 \text { FLOW CHART FOR COMPUTATION }
$$



$$
\begin{aligned}
& \text { 43 } \\
& \text { SET BLOCK } 20,36 \text {, } \\
& \text { 3B TO PATH NO.1 } \\
& \text { SET BLOCK } 42 \text { TO } \\
& \text { PATM NO. S SET } \\
& \text { MATRIX CTR. }=7 \\
& \text { SET } \eta_{\text {P CTR. }}=3 \\
& \text { IN SLOCK } 32 . \\
& \hline
\end{aligned}
$$

$$
\begin{array}{|}
\hline \\
\hline 44 \\
\begin{array}{|c|c|}
\hline \text { TAKE } G \text { OFF DRUM } \\
\hline
\end{array} \\
\hline \text { LOAD OUTPUT OF }
\end{array}
$$

$$
\text { NaTM NO. } 1 \text { ERASABLE BTGE. }
$$

$$
\begin{aligned}
& \text { LOAD OUTPUT OF } \\
& \text { MATRIX INTO STD. } \\
& \text { ERASABLE BTGE. }
\end{aligned}
$$

$$
\begin{aligned}
& V^{\text {PaTh NO. } 2} \\
& T R \in
\end{aligned}
$$

FROM $F$


Figure-6 FLOW CHART For COMPUTATION Program M

## RESULTS

A discussion of the results of this project may be divided into two sections, the application of the 701 to the problem, and the degree of success of the theory.

The 701 program is assumed correct; the word assumed is used because there conceivably are data combinations, not yet used, which would result in unforseen situations, not considered in the programming. The program was never checked, digit for digit, with any standard solution, and for this reason, also, there is a possibility of undetected program errors which, for the solutions used for comparison, would result in small or insignificant errors. There were three set of solutions available for comparison and checking.

One; a set of solutions was published by Falkner which could not be compared exactly because of the fact that they were calculated using eight control points instead of the ten used at Convair. In addition to this, they were calculated, to a large extent, on desk calculators, probably carrying less than the ten digits used by Speedco.

Second; a solution was calculated, at Convair, using the ten control points, on desk calculators. This solution also carried less than ten significant digits and hence, could not be checked against the 701 solution.

Third; a problem was run on the Convair CPEC's carrying eight digits in a floating decimal scheme. This problem was
run four times resulting in three different sets of results. The two sets which agreed were identical to eight places in about $75 \%$ of the results, with the other $25 \%$ showing significant discrepancies in the sixth, seventh, and eighth places.

The 701 solution, when all of the "Bugs" were removed, checked all three of these solutions (that is, the Falkner, the Convair hand solution, and the CPC solution) to at least three significant digits in the final results. In addition to this it checked the CPC results, final and intermediate, to four, and in most cases, five or more significant digits. All of the arithmetic operations had been checked in detail, and the logic operations had been checked as carefully as possible. These considerations led to the belief that the program was correct.

Insofar as the numerical methods are concerned, it appears that the ten significant digits carried are sufficient to produce good results. In the case of some wings of low $\epsilon$, the calculation of $X^{*}$ results in the subtraction of two numbers of the order of thousands, resulting in an $X^{*}$ of the order of only two or three significant digits. But this occurs only for four or six of the vortices in a set of 126 , and so, cannot be regarded too seriously.

How successfully the theory obtains the aerodynamic characteristics is a question which cannot be answered as readily. It is difficult to make quantitative comparisons
among the various theories. Probably the best, ultimate test is the comparison of the theory with experimental results.

The decision made at Convair, with respect to the theory, is; 2.0 the Falkner theory probably does a better job, for the wings considered, than any of the existing theories with the exception of the Multhopp theory; b. the modified 10 point solution, (involving the root correction control points), for most cases, results, in better correspondence than the standard 6 point solution with the more exact Multhopp theory and with experimental results and some theoretical results; c. the Falkner theory, in common with the other theories, is not too good when applied to wings with pointed tips.

In Figures 8,9, and 10 are comparisons of the local aerodynamic center with the vortex lattice 6 point, the vortex lattice 10 point, and the Multhopp theories. It might be noted that as the amount chopped off of the tip increases, the three curves more closely approach each other, even though the aspect ratio is decreasing.

In tables 2,3 , and 4 , the spanwise loading is compared using the three previously named and Weissinger theory. In this case all of the values are close and in the case of the more outboard stations, the plots of these curves (with the possible exception of the vortex lattice 6 point solution) become indistinguishable. Tables 5 and 6 give similar comparisons of the complete wing aerodynamic center and the lift curve slope, respectively.

The values obtained by the Weissinger and Multhopp theories used in this comparison were taken from reference 4 . The Multhopp values were assumed the most correct.


Figure 7a Wing A
$a=3 / 7, \quad \lambda=5 / 9, \quad \epsilon=45^{\circ}, \quad A R=1.714$


Figure 7b Wing B
$a=3 / 7, \lambda=7 / 18, \quad \epsilon=45^{\circ}, \quad A R=2.640$


$$
\begin{gathered}
\text { Figure } 7 \mathrm{c} \quad \text { Wing C } \\
\mathrm{a}=3 / 7, \lambda=2 / 9, \epsilon=45^{\circ}, \mathrm{AR}=3.818
\end{gathered}
$$

Figure 7 Diagram of Example Wings





TABLE $2 \frac{\boldsymbol{C}_{\boldsymbol{\ell}} \boldsymbol{C}}{C_{\mathbf{L}} \overline{\boldsymbol{C}}} \quad$ Wing $A$

| $\eta$ | Vortex Lattice <br> point | Vortex Lattice <br> lo point | Multhopp <br> lG point | Weissinge <br> 4 point |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 0.0 | 1.239 | 1.224 | 1.235 | 1.227 |
| 0.1 | 1.235 | 1.225 | 1.231 | 1.222 |
| 0.2 | 1.221 | 1.218 | 1.222 | 1.213 |
| 0.3 | 1.197 | 1.197 | 1.201 | 1.196 |
| 0.4 | 1.160 | 1.162 | 1.173 | 1.161 |
| 0.5 | 1.108 | 1.111 | 1.120 | 1.110 |
| 0.6 | 1.034 | 1.038 | 1.044 | 1.040 |
| 0.7 | 0.933 | 0.937 | 0.944 | 0.944 |
| 0.8 | 0.791 | 0.795 | 0.808 | 0.808 |
| 0.9 | 0.579 | 0.582 | 0.598 | 0.598 |
| 1.0 | 0.000 |  |  | 0.000 |
|  |  |  |  | 0.000 |

TABLE $3 \quad \frac{\boldsymbol{C}_{\boldsymbol{\ell}} \boldsymbol{L}}{\boldsymbol{C}_{\boldsymbol{L}} \overline{\boldsymbol{Z}}} \quad$ Wing $B$

| $\eta$ | Vortex Lattice <br> point | Vortex Lattice <br> lo point | Multhopp <br> lo point | Weissinger <br> 4 point |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 0.0 | 1.223 | 1.195 | 1.208 | 1.200 |
| 0.1 | 1.218 | 1.202 | 1.212 | 1.203 |
| 0.2 | 1.206 | 1.200 | 1.204 | 1.198 |
| 0.3 | 1.183 | 1.183 | 1.188 | 1.188 |
| 0.4 | 1.150 | 1.153 | 1.153 | 1.161 |
| 0.5 | 1.102 | 1.107 | 1.109 | 1.120 |
| 0.6 | 1.036 | 1.043 | 1.041 | 1.050 |
| 0.7 | 0.944 | 0.951 | 0.949 | 0.948 |
| 0.8 | 0.812 | 0.819 | 0.816 | 0.816 |
| 0.9 | 0.606 | 0.611 | 0.609 | 0.609 |
| 1.0 | 0.000 | 0.000 | 0.000 | 0.000 |

## TABLE $4 \frac{c_{\ell} c}{c_{L} \overline{\boldsymbol{c}}}$ Wing $C$

| $\eta$ | Vortex Lattice <br> point | Vortex Lattice <br> lO point | Multhopp <br> l6 point | Weissinger <br> p point |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 0.0 | 1.257 | 1.217 | 1.220 | 1.211 |
| 0.1 | 1.250 | 1.227 | 1.230 | 1.210 |
| 0.2 | 1.231 | 1.223 | 1.225 | 1.202 |
| 0.3 | 1.199 | 1.199 | 1.199 | 1.189 |
| 0.4 | 1.154 | 1.158 | 1.158 | 1.164 |
| 0.5 | 1.094 | 1.102 | 1.102 | 1.120 |
| 0.6 | 1.018 | 0.028 | 1.028 | 1.033 |
| 0.7 | 0.920 | 0.930 | 0.930 | 0.930 |
| 0.8 | 0.788 | 0.798 | 0.798 | 0.798 |
| 0.9 | 0.589 | 0.000 | 0.597 | 0.597 |
| 1.0 | 0.000 |  | 0.000 | 0.000 |

TABLE $5 \quad \bar{x}_{a d} / \bar{c}$

|  | Wing A | Wing B | Wing C |
| :--- | :--- | :--- | :--- |
| Vortex Lattice, 6 point | 0.5217 | 0.6198 | 0.7579 |
| Vortex Lattice, 10 point | 0.5282 | 0.6563 | 0.7657 |
| Weissinger, 4 point | 0.5385 | 0.6502 | 0.7563 |
| Multhopp, 16 point | 0.5318 | 0.6640 | 0.7714 |

TABLE $6 \quad{ }^{C} I_{\infty}$

|  | Wing A | Wing B | Wing C |
| :--- | :--- | :--- | :--- |
| Vortex Lattice, 6 point | 2.190 | 2.810 | 3.268 |
| Vortex Lattice, 10 point | 2.163 | 2.771 | 3.217 |
| Weissinger, 4 point | 2.088 | 2.681 | 3.129 |
| Multhopp, 16 point | 2.136 | 2.735 | 3.204 |

## DISCUSSION

This problem was previously programmed at Convair for the Model I and Model II CPC, using a floating decimal board with all of the necessary operations. Because of the large number of operations involved, it was broken down into four separate programs, one to obtain and punch out the coefficients of the Falkner "a's", one to obtain and punch out the coefficients of the Falkner "p's", one a 6 X 6 matrix reduction, and one to obtain and print the aerodynamic characteristics. The first program took approximately six and one half hours, the second took about seven and one half hours, the third about two minutes, and the fourth took about ten minutes making a total running time for one problem of about 14 to 15 hours. It was learned that the results were not reliable, but that in running the machines continuously for $6-8$ hours on one set of coefficients, a machine error was almost certain to occur. This meant that it would be necessary to either incorporate a check of some kind, essentially doubling the running time of the problem, or to assume the results were good and hope that in the plotting of the results the errors would be obvious. Because of the time required and because of the uncertainty about the results, it was decided that the problem could not be handled efficiently by the CPC.

However, a problem which was much too large for the CPC turns out to be almost ideal for the 701. The decimal program
and program data cards, once the program has been checked out, are punched out in binary, making a total of 60 to 70 cards to be loaded as the program. (The number is flexible since the program is occasionally modified and the decimal change cards are inserted behind the binary deck). The problem data consists of three numbers on one card, and the output is 34 lines of print. Thus in 10 minutes of running time, one card is read, 34 lines are printed, and less than fifteen seconds are spent in reading drums and writing tape.

The time required may be further contrasted with the required time of 14 days estimated by Falkner to compute one solution. However, the time of ten minutes is somewhat excessive in the sense that the large number of logical operations used by this program are all, of necessity, performed in the Speedco System. This tends to slow down the running. First, the fact that the logic commands must be first interpreted by Speedco and then executed means a delay. Second, it was noted that, for this problem at least, the standard machine commands, or instructions, probably would have led to a more flexible, more natural logic. Unfortunately, time has not been available to reprogram this problem. If it were to be started over again, it would probably be programmed using standard machine instructions and, in addition, using floating point programs for these arithmetic steps which require them. The computing time per problem would certainly drop; how much, has not been estimated.

The program has behaved very nicely in the sense that to date, no unforeseen situations have appeared. Because of its almost complete use of ES and drums, it has become a fair indicator of how well the machine is operating on a particular day.

Because of the uniformity of the results, it has been decided that the theory and the method of calculation might well be applied to the study of further effects. At the present time, the 701 program is being modified to calculate several aerodynamic properties not covered in the original set-up. It appears that the Falkner theory will be a long-range project at Convair.
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NUMERICAL SOLUTION OF THREE SIMULTANEOUS SECOND-ORDER DIFFERENIIAL EQUATIONS ARISING IN THE LOW ENERGY MESON THEORY OF THE DEUTERON

Harwood G. Kolsky
Los Alamos Scientific Laboratory
Los Alamos, New Mexico

## 1. Introduction:

Considerable progress has been made during the past few years toward getting a consistent picture of the structure of the nucleus by use of the meson theory of nuclear forces. In this theory the nucleus is postulated as being composed of neutrons and protons (called nucleons collectively) with very strong, very short-range forces being transmitted between them by particles weighing about 280 times as much as an electron, called pi-mesons. An excellent account of the historical development and status of the theory has been given in a series of lectures by H. A. Bethe (refs. 1,2).

Although the qualitative success of the meson theory is very good, attempts by theoretical physicists to predict accurate quantitative results from the theory have so far led to contradictions. Since the deuteron is the simplest of the compound nuclei, containing only two nucleons, it has naturally been the object of intense research in recent years. Most workers have used the perturbation approach to the theory, that is, the nucleon-nucleon interaction is expanded in a power series of a coupling constant, $G$. This approach was very successful when applied to atoms and electromagnetic fields, mainly because their coupling constant is quite small ( $1 / 137$ ). In meson theory, however, one finds the coupling constant to be the order of $1 / 2$, so the equations are strongly perturbed indeed. In view of this, the fact that serious difficulties arise in using the perturbation method is perhaps not surprising.

An approach which yielded an approximate second-order equation for two particles interacting in a scalar nieson field was developed independently by Taum (ref. 3) and Dancoff (ref. 4). M. Lévy (ref. 5) extended this formalism to include higher order processes involving multiple meson
exchange and pair creation. To incorporate radiative corrections, he used the relativistic two-body equation of Bethe and Salpeter (refs. 6).

From these theoretical considerations, Levy was able to deduce potential functions which for the low energy case could be substituted in the ordinary Schrödinger equation to give a set of equations for the radial wavefunctions of the deuteron. From these wavefunctions one can compute values for the physically observed properties of the deuteron and thus have a check on the theory. By the suitable selection of the parameters in his potentials, Lévy vas able to get rather good agreement with the experimental quantities.

In spite of this apparent success, his work was no sooner published than Lévy's methods fell under attack by other workers in the field. In particular, Klein (ref. 7) felt that the derivations, although probably correct in general, lacked cogency in certain details and caupleteness. Following a procedure which was as internally consistent as possible, Klein derived a set of potentials which differed from Levy's in the second and higher terms of the perturbation expansion. The present calculation (ref. 8) was an attempt to check these potentials against the experimental results.

It must be stated in all fairness, that although Klein's potentials were accepted as being more correct, they gained a pyrrhic victory, because it proved to be impossible to fit the experimental quantities using them without the introduction of additional adjustable parameters.

At the present time, there is a widespread feeling anong workers in the field that perhaps the whole perturbation approach to the meson theory of nuclear forces is doomed and something much more elegant is needed. As yet no such theory has put in its appearance, although one can be certain that there will be plenty of computing needed to check it when it does come.
II. The Differential Equations:

The differential equations for the radial wavefunctions ( $u, v, u$ ) of the deuteron may be written as follows for the low energy case: (See ref. 5)
(A) For the singlet-S state:

$$
\frac{d^{2} v}{d x^{2}}=S(x, a) v(x) \quad \text { for } x \geqslant x_{c}
$$

with boundary conditions $\quad v(x)=0$ for $x \leqslant x_{c}$
and asymptotic form $v(x) \sim 1+\frac{x}{\mu \varepsilon_{s}}$ for large $x$
(B) For the triplet-S and triplet-D states:

$$
\begin{aligned}
& \frac{d^{2} u}{d x^{2}}=U(x, a) u(x)+W(x, a) \quad w(x) \\
& \frac{d^{2} w}{d x^{2}}=W(x, a) u(x)+Y(x, a) w(x) \quad \text { for } x \geqslant x_{c}
\end{aligned}
$$

with boundary conditions

$$
u(x)=v(x)=0 \quad \text { for } x \leqslant x_{c}
$$

and asymptotic forms

$$
u(x) \sim e^{-\eta x}
$$

$$
v(x) \sim \rho \mathrm{e}^{-\eta x}\left[1+\frac{3}{\eta x}+\frac{3}{(\eta x)^{2}}\right]^{\mathrm{f}}
$$

for large $x$

Where the functions $S, U$, etc. may be written to terms of second degree in a:

$$
\begin{aligned}
& S(x, a)=a[L(x)+a M(x)] \\
& U(x, a)=\eta^{2}+a[L(x)+a M(x)] \\
& W(x, a)=a[N(x)+a R(x)] \\
& Y(x, a)=\eta^{2}+\frac{6}{x^{2}}+a[P(x)+a Q(x)]
\end{aligned}
$$

where

$$
\begin{aligned}
& M=\text { mass of nucleon } \\
& \mu=\text { mass of pi-meson } \\
& \epsilon=\text { binding energy of deuteron ground state }(-2.23 \mathrm{Mev}) \\
& \eta^{2}=-\frac{M}{\mu} \epsilon \\
& \mathrm{a}_{\mathrm{s}}=\text { zero energy singlet effective scattering length } \\
& \mathrm{a}=\frac{G^{2}}{4 \pi}=\text { the meson coupling constant } \\
& x_{c}=\text { the "cutoff" radius of the interaction }
\end{aligned}
$$

The functions $L(x), M(x)$, etc. depend on the particular potential used. The equations have been written in the above form so that one can change the potential by changing the calculations for $L(x)$, etc. without having to recode the rest of the problem provided, of course, one keeps just squared terms in a. In terms of usual notation, the functions are:

$$
\begin{aligned}
& a L(x)=\left(\frac{M}{\mu}\right) V_{C 2}(x) \\
& a^{2} M(x)=\left(\frac{M}{\mu}\right) V_{C 4}(x) \\
& a N(x)=2^{\frac{1}{2}}\left(\frac{M}{\mu}\right) V_{T 2}(x) \\
& a^{2} R(x)=2^{\frac{3}{2}}\left(\frac{M}{\mu}\right) V_{T 4}(x) \\
& P(x)=L(x)-2^{-\frac{1}{2}} N(x) \\
& Q(x)=M(x)-2^{-\frac{1}{2}} R(x)
\end{aligned}
$$

where $V_{c 2}$ means the $G^{2} / 4 \pi$ term of the central force, $V_{T 4}$ means the $\left(G^{2} / 4 \pi\right)^{2}$ term of the tensor force, etc.

For Levy's potentials, the functions were:

$$
\begin{aligned}
& L(x)=-\frac{1}{4}\left(\frac{\mu}{M}\right) \frac{e^{-x}}{x} \\
& M(x)=-\frac{3}{2 \pi}\left(\frac{\mu}{M}\right) \frac{1}{x^{2}}\left\{K_{1}(2 x)+\left(\frac{\mu}{M}\right) \frac{1}{\pi} K_{1}^{2}(x)\right\} \\
& \mathbb{N}(x)=2^{\frac{3}{2}}\left\{1+\frac{3}{x}\left(1+\frac{1}{x}\right)\right\} L(x) \\
& R(x)=0
\end{aligned}
$$

For Klein's potentials, they were:

$$
\begin{aligned}
& L(x)=-\frac{1}{4}\left(\frac{\mu}{M}\right) \frac{e^{-x}}{x} \\
& M(x)=+\frac{1}{8 \pi}\left(\frac{\mu}{M}\right)^{3} \frac{1}{x}\left\{\frac{K_{1}(2 x)}{x}\left(\frac{81}{x^{2}}+44\right)+K_{0}(2 x)\left(\frac{81}{x^{2}}+12\right)\right\} \\
& N(x)=+2^{\frac{3}{2}}\left\{1+\frac{3}{x}\left(1+\frac{1}{x}\right)\right\} L(x) \\
& R(x)=-2^{3 / 2} \frac{1}{8 \pi}\left(\frac{\mu}{M}\right)^{3} \frac{1}{x}\left\{\frac{K_{1}(2 x)}{x}\left(\frac{15}{x^{2}}+4\right)+K_{0}(2 x)\left(\frac{12}{x^{2}}+0\right)\right\}
\end{aligned}
$$

where $K_{0}(x)$, and $K_{1}(x)$ are Bessel functions of purely imaginary argument (ref. 9)

The formulas for calculating the experimental quantities from the above wavefunctions are as follows:
(A) The singlet effective range

$$
I_{r_{0}}=\frac{2}{\mu} \quad \int_{0}^{\infty}\left\{\left(1+\frac{x}{\mu a_{c}}\right)^{2}-v^{2}\right\} d x
$$

(B) The triplet effective range

$$
3_{r_{0}}=\frac{2}{\mu} \int_{0}^{\infty}\left\{e^{-2 \eta x}-\frac{u^{2}+w^{2}}{1+p^{2}}\right\} d x
$$

(c) The electric quadrupole moment of the deuteron

$$
Q=\frac{2^{\frac{1}{2}}}{10 \mu^{2}} \int_{0}^{\infty} x^{2}\left(u w-2^{-\frac{3}{2}} w^{2}\right) d x / \int_{0}^{\infty}\left(u^{2}+w^{2}\right) d x
$$

(D) The effective proportion of $D$ State

$$
P_{D}=\int_{0}^{\infty} w^{2} d x / \int_{0}^{\infty}\left(u^{2}+w^{2}\right) d x
$$

III. Numerical Procedure:

The step-wise integration of the differential equations was done using centered-difference equations. For example, for $v(x)$ :

$$
v_{n+1}=v_{n}+\left(v_{n}-v_{n-1}\right)+\left(\frac{d^{2} v}{d x^{2}}\right)_{n}(\Delta x)^{2}
$$

The error in this formula is $\frac{(\Delta x)^{4}}{12} v_{n}^{I I}$, as can be shown by substituting in Taylor series expansions for $v_{n+1}$ and $v_{n-1}$.

Since the equation for $v(x)$ is not coupled to those for $u(x)$ and $v(x)$ except through the cut-off boundary condition, $x_{c}$, it can be solved separately. Solving it for various values of $a$, one gets a function of $x_{c}$ vs a in tabular form. The equations for $u(x)$ and $\mathbf{w}(\mathbf{x})$, when solved together, give a second function of $x_{c}$ vs a. The final solution for all three equations is the $x_{c}$ and a corresponding to the intersection of these two functions.

The 701 calculations were done using the Dual Coding System (ref. 10), a floating decimal interpretive routine perfected at Los Alamos. Dual was considered ideal for this problem, since it contains a built-in exponential calculation, and takes care of all questions of scaling. Since the total running time of the problem is very short compared to the time spent in setting it up, the slight increase in machine time required in using Dusl is considered insignificant.

The calculation was broken into the following parts:
(A) Evaluate $L(x), M(x), N(x), R(x)$.
(B) Integrate $\mathrm{v}(\mathrm{x})$.
(C) Integrate $u(x)$ and $w(x)$.
(D) Evaluate the experimental check quantities for $v(x)$.
(E) Evaluate the experimental check quantities for $u(x)$ and $w(x)$.

In (A) a separate code was made for each potential tried. The Bessel functions were somewhat of a problem because, although "reasonable" series expansions for them exist for large values of the argument, they can be computed only with difficulty for values near 1 (ref. 9). This problem was solved in the present case by having tables of the $K$ 's to be used punched up and stored in the 701. The functions $M(x)$ and $R(x)$ for values of $x \leqslant 4.0$ were computed using these tables. For $x$ greater than 4.0 , the series expansions were used. Tables of L, M, N, R vs $x$ were then punched out in binary form ready to be loaded with the other routines.

In solving the equations for $u(x)$ and $w(x)$, it was necessary to find a value of $\rho$ in the asymptotic expression for $w$ such that $u$ and w went to zero at the same value of $x_{c}$. This proved to be rather tricky to code, since if the value of $\rho$ is very far from the correct value, one or the other of the wavefunctions will fail to cross the axis and will start climbing toward positive infinity. Decisions had to be made to advance the value of $\rho$ in the right direction if one of the functions exceeded a certain large value. After $u$ and $w$ both cross the axis, ordinary linear interpolation was used to select the next guess on $\rho$ to bring them to the same $x_{c}$. Another interesting case arises when there exists no solution for $x_{c}$ for the value of a being tried. In this case there is a region of $\rho$ 's where both $u$ and $w$ start to increase without limit and neither crosses the axis. A special decision was required to take care of this case and prevent the machine from going berserk looking for a solution.

When the final values of $a$ and $\rho$ have been found, the code ( $E$ ) is called in, which evaluates the following integrals using the trapezoidal rule while the equations for $u$ and $w$ are being solved numerically:
(A)

(B)

(c)

$$
\int_{x_{e}}^{x_{x}} x^{2}\left(u w-2^{-\frac{1}{2}} u^{2}\right) d x
$$

From these and their analytic extensions from $x_{B}$ to infinity, the experimental quantities listed in II were easily found and printed out.
IV. Results:

To check out the system, Levy's potentials were tried first. Several attempts were made changing the size of $\Delta x$, etc. to test the numerical methods. The results checked out within the rather large experimental error quoted in his paper, although the solution was not as clear-cut as one would have hoped.

In trying Klein's potentials, listed in II, it soon became apparent that no solutions existed for any values of a small enough to be interesting. It was finally necessary to use different values of a for the first power terms and square terms to get meaningful results. Although there is nothing in the theory which forbids one using different values of the coupling constant for the different terms, it means that the system is really more complicated than has been assumed, and that any attempt to extend the perturbation theory to higher degree terms is probably hopeless.

One example of the type of results obtained is:
taking for $V_{2}: a_{2}=15 ;$ for $V_{4}: \quad a_{4}=5 ; \quad x_{c}=0.28$

|  | Calculated Results | Experimental Values $($ ref 11 |
| :--- | :---: | :---: |
| $\mu_{r_{0}}$ | $1.5424 \times 10^{-13}$ | $1.55 \pm .30 \times 10^{-13}$ |
| $\mu 3_{r_{0}}$ | $1.6821 \times 10^{-13}$ | $1.197 \pm .024 \times 10^{-13}$ |
| $Q$ | $2.7647 \times 10^{-27}$ | $2.738 \pm .016 \times 10^{-27}$ |
| $P_{0}$ | 0.06355 | .02 to .06 |

Since one can get reasonably good agreement with experiment for a considerable range of parameters $a_{2}, a_{4}, x_{c}$ or for that matter, a considerable variety of potentials, Any thought of working backwards from the experimental data to the theory is futile, unless one is interested in a purely phenomonalogical approach.
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## by Bengt Carlson

The Monte Carlo Method is, by now, a well known and widely used statistical technique for obtaining numerical solutions to problems in applied mathematics. It has, for instance, been applied successfully to the evaluation of multiple integrals, the inversion of matrices, and to the solution of differential and integral equations of various types. The method was originally proposed by Dr. S. Ulam of Los Alamos and formalized by Dr. J. von Neumann, early in 1948 , as a method for solving neutron diffusion problems. The mathematical description of such problems usually takes the form of an integro-differential equation. Rather than solve this equation directly, a very difficult task even in simple cases, one would, using the Monte Carlo technique, "follow" a large number of neutrons, collect the appropriate statistics, and, from the latter, extract the solution. It was evident from the beginning that the success of the method would be closely connected with the development of high speed computing machines. Nevertheless, much work was done by hand, using graphical aids and desk calculators, and, as calculators of moderate speed, such as the 604 and $C P C$, became available, work of this kind increased considerably.

In this paper, an example of a Monte Carlo calculation performed on the 701 will be presented to illustrate the principal techniques involved; those relating to the method, as well as those connected with the best utilization of the 701. A problem in the diffusion of $\gamma$-rays in an electron gas will be considered for this purpose. The deteils of this problem will be discussed later.

It might be mentioned now that the 701 performed this particular problem elegantly and with impressive speed, at least 1000 times faster than possible on the punch-card equipment mentioned, without, however, entirely suppressing one's desire for still faster and more versatile calculators; for we are handling and anticipating far more elaborate applications of the Monte Carlo Method.

## The Geometry of Diffusion.

A particle may be specified as to location and direction by six variables, the position by the coordinates $x, y$, and $z$, and the direction by the cosines $\alpha, \beta$, ard $\gamma$, where $\alpha^{2}+\beta^{2}+\gamma^{2}=1$. In addition, a number of parameters may be attached to the particle, such as its energy or velocity. A particle may be followed from one collision through the next by prescribing three numbers, the prescription depending on the physical laws involved. One quantity $l$, the path length to the next collision, is required to find the new location, $x^{\prime}=x+\alpha \ell, y^{\prime}=y+\beta l$, and $z^{\prime}=z+\gamma \curlywedge$. Two quantities, $\nu \equiv \cos \theta$ and $\delta \equiv \cos \phi$, defining the direction of scattering, are required to find the new direction. Here $\theta$ and $\varphi$ represent the deflection and azimuthal anifles, respectively. Using the tools of spherical trigonometry, the following formulae were derived for the new direction cosines: $\quad \alpha^{\prime}=\alpha \nu+\delta \sqrt{1-\alpha^{2}} \sqrt{1-\nu^{2}}$,

$$
\begin{aligned}
& \beta^{\prime}=\left[\beta\left(\nu-\alpha \alpha^{\prime}\right)+\gamma \sqrt{1-\alpha^{2}} \sqrt{1-\nu^{2}} \sqrt{1-\delta^{2}}\right] \div\left(1-\alpha^{2}\right), \text { and } \\
& \gamma^{\prime}=\left[\gamma\left(\nu-\alpha \alpha^{\prime}\right) \pm \beta \sqrt{1-\alpha^{2}} \sqrt{1-\nu^{2}} \sqrt{1-\delta^{2}}\right] \div\left(1-\alpha^{2}\right)
\end{aligned}
$$

where the upper signs are chosen if $0 \leqslant \phi<\pi$, the lower if $\pi \leqslant \varphi<2 \pi$.
If spherical, rather than Cartesian coordinates are used, it is convenient to take $r^{2}$ and $r \mu$ as position and direction variables where $\mu$ is the direction cosine of the particle with respect to the radius $r$. In this case, the new location is given $b r^{,^{2}}=r^{2}+\ell^{2}+2 \ell r \mu$. The direction $r \mu$ is replaced $b_{y} \overline{r \mu}$ in the process where $\overline{r \mu}=\ell+r \mu$.

The direction after scattering is given by $(r \mu)^{\prime}=\nu \overline{r \mu}+\delta \sqrt{1-\nu^{2}} \sqrt{r^{2}-\overline{r \mu}^{2}}$. Random Numbers and Random Variables.

The quantities $l, \nu$, and $\delta$ are determined with the aid of random numbers biased according to the physical laws involved in the problem. There are several methods for generating random numbers, or, at least, reasonable facsimiles thereof. Two methods are in general use. In the middle square method, a 34 -bit (referring to the 701 ) fraction $\lambda_{1}$ is selected and squared and the middle 34 bits $\left(\lambda_{2}\right)$ of the 68 -bit product regarded as a random number. A chain of such numbers $\left\{\lambda_{i}\right\}$ is then generated by subjecting $\lambda_{2}$ and its successors to the same procedure. In the method described in a letter by Dr. D. P. Wall to Dr. C. C. Hurd, as a variation of the method due to Dr . D. H. Lehmer, a fixed 35 -bit fraction $\lambda_{0}$ ending with the bits 101 is multiplied by a selected 35 -bit fraction $\lambda_{1}$ ending with 1 , and the last 35 bits $\left(\lambda_{2}\right)$ of the product are regarded as a random number. By repeating this procedure, multiplying $\lambda_{2}$ and its successors by $\lambda_{0}$, a chain of 33-bit random numbers $\left\{\lambda_{1}\right\}$ is generated. The last two bits are always the same and must, therefore, be excluded. The number $\lambda_{1}$ must, in each case, be selected so that a chain of supficient length for the problem is generated.

A variable $x, a \leqslant x \leqslant b$, is said to be a random variable, if to $x$ corresponds a probability density function $p(x), a \leqslant x \leqslant b$, such that $\int_{a}^{b} p(x) d x=1$. For random numbers generated by one of the methods mentioned above, $0 \leq \lambda<1$ and $p(\lambda) \equiv 1$. If we now want to relate two random variables $\lambda$ and $x$, and if $p(\lambda) \equiv 1$ and $p(x)$ subject to the integral condiction stated, we have $d \lambda=p(x) d x$, hence, by integration, $\lambda=\int_{a}^{x} p(x) d x \equiv P(x)$, and, by inversion, $x=P^{-1}(\lambda)$. To amplify this, note that the probability of $\lambda$ being in the range $\left(\lambda_{1}, \lambda_{2}\right)$ equals $\lambda_{2}-\lambda_{1}=P\left(x_{2}\right)-P\left(x_{1}\right)$, which is precisely the probability that $x$ be
in the range $\left(x_{1}, x_{2}\right)$. The above concepts may be generalized to the case where the variable is discrete and to the case where $p$ is a function of several variables. Now, it may not always be possible to perform the integration and inversion analytically, but numerical procedures exist which accomplish the same thing, precisely or approximately. We shall return to this subject later.

The probability of a particle penetrating a distance $l$ is, in many cases, given in the form $p(\ell)=\sigma e^{-\sigma \ell}$ where $\sigma$ is a function of the particle parameters, as well as the scattering material. In this case, the integration of $p(\ell)$ gives $\lambda=P(\ell)=1-e^{-\sigma \ell}$ and the inversion $\ell=-\frac{\ln (1-\lambda)}{\sigma}$. The values of the azimuthal scattering angle are, in many applications, equally likely, hence $p(\phi)=\frac{1}{2 \pi}, P(\phi)=\frac{\phi}{2 \pi}$, and $\phi=2 \pi \lambda$.

Scattering and Absorption of $\gamma$-rays.
The Monte Carlo Method was applied to the problem of finding the emerging energy spectrum at the surface of a sphere of radius a due to a central source of $\gamma$-rays of initial energy $e_{0}$, with $e_{0}$ in the MEV range. The scattering material was, in this particular case, taken to be tungsten $(z=74)$. The processes of scattering and absorption of $\gamma$-rays by the electrons were considered, the former defined by the Klein-Nishina formula, and the latter by a $1 / e^{7 / 2}$ law. This is not a realistic treatment of the problem, since, in this e and $Z$ range, ( 1 ) the absorption law given is only an approximate one, and (2) processes other than those mentioned are not unimportant. Nevertheless, this furnishes us with a good test problem.

The quantities $\ell$ and $\delta$ are determined, using random numbers, as described previously with $\sigma=\sigma_{a}+\sigma_{\mathrm{B}}$, where:
(1) $\left\{\begin{array}{l}\sigma_{a}=c_{a} / e^{7 / 2}, \\ \sigma_{s}=c_{s} \frac{3}{8 e^{2}}\left[\frac{2 e^{2}(1+e)}{(1+2 e)^{2}}+1+\left(e-2-\frac{2}{e}\right) \ln (1+2 e)\right],\end{array}\right.$
with $C_{a}=1.475$ and $c_{s}=3.063$ for tungsten. Note that both $\sigma_{a}$ and $\sigma_{s}$ are functions of the $\gamma$-ray energy $e, e \leq e_{0}$. The direction $\mathcal{V}$ is calculated from $\mathcal{V}=1-\frac{1}{e^{T}}+\frac{1}{e}$ where $e$ and $e^{\prime}$ are the energies before and after scattering. The probability function associated with $e^{\prime}, \frac{e}{1+2 e} \leq e^{\prime} \leq e$, is given by:
(2) $p\left(e^{\prime}, e\right)=\frac{\frac{e}{e^{1}}+\frac{e^{1}}{e}+\left(1-\frac{1}{e^{1}}+\frac{1}{e}\right)^{2}-1}{\frac{2 e^{2}(1+e)}{(1+2 e)^{2}}+4+\left(e-2-\frac{2}{e}\right) \ln (1+2 e)}$. These formulae may be found in a text by W. Heitler ${ }^{1)}$ or in the collection of tables prepared under the direction of H. Mayer ${ }^{2)}$.

## Calculation of Functions by Approximate Methods.

Although $p\left(e^{\prime}, e\right)$ can be integrated analytically, it cannot be so inverted. The inverted function is, however, tabulated in the report by H. Mayer. We, therefore, chose to approximate it by a rational expression which could be easily calculated. We obatined:

$$
\text { (3) } e^{\prime}=p^{-1}(\lambda, e)=\frac{e}{1+s \lambda+(2 e-s) \lambda^{3}} \text {, }
$$

where $s=e /(1+.5625 e)$, a formula which was regarded as sufficiently accurate for the problem at hand. It could, however, easily be improved upon, if necessary.

This brings up an important point. Since the final result will be statistical in nature, and hence appear with a probable error which one

1) W. Heitler: The Quantum Theory of Rediation.
2) H. Mayer: Iables of the Compton Effect Cross Sections and Energies, LANS-1199.
cannot normally afford to bring below, say, the 1\% level, it is not worthwhile calculating functions appearing as part of calculation to excessive accuracy. The table look-up method is, therefore, used extensively. The functions $-\ell n x, \cos \pi x$, and $\sqrt{1-x^{2}}$ were, for instance, stored in the 701 , each function occupying 128 half-word locations, $x$ being $n / 256$ in each case, $n=1,3,5, \ldots, 255$. Similarly, $\sigma_{a}+\sigma_{\mathrm{B}}$ and $\sigma_{\mathrm{a}} /\left(\sigma_{\mathrm{a}}+\sigma_{\mathrm{s}}\right)$ were calculated just once and stored for the arguments $e=e_{0}-\frac{n}{32}, n=1,2, \ldots$ down to $e=\frac{11}{32}$, the cut-off energy for which the probability of absorptin is about $97 \%$. A square root routine was required, and this was based on the approximate formula:
(4) $\sqrt{x}=\frac{.16022+x}{.70719+.45303 x}, \quad \frac{1}{4} \leqslant x \leqslant 1$,
which is good, on the average, to $1 / 4 \%$. Similar formulae have been derived for $-l n x$ and $\sin \frac{\pi}{2} x$ with average absolute errors of .001 and .0002 , respectively:
(5) $\begin{cases}-\ln x=\frac{1-x}{.42135+.6 x}, & \frac{1}{2} \leqslant x \leqslant 1, \\ \sin \frac{\pi}{2} x=x \frac{11-3 x^{2}}{7+x^{2}}, & 0 \leqslant x \leqslant 1 .\end{cases}$

These formulae were, however, not used in the problem we are now discussing. Details and Results of the Calculation.

We have now outlined the techniques and stated or derived the formulae required for the problem. The logical structure of the calculation is best visualized with the aid of a flow diagram. Some of the notations have to be explained. IN represents the number of initial particles, $n$ the number, i the accumulated track count, and $\sum l$ the accumulated path length of escaping particles. The random numbers $\lambda_{1}, \lambda_{2}, \lambda_{3}$, and $\lambda_{4}$ were generated all in one cycle by the second method mentioned, $\lambda_{1}$ being the first 7 bits,
$\lambda_{2}$ the next $10, \lambda_{3}$ the next $\varepsilon$, and $\lambda_{4}$ the last $\varepsilon$; a total of 33 bits. Two print-outs were provided for, one printing the data obtained for an individual escape, the other printing a table or results.

The problem was coded in fixed-point with the use of regional programing and tie absolute code obtained by using Assembly Program 607. These topics are discussed in a paper b; D. Sweeney. The de-bugeing was done using Tracing Program 795, discussed by i. Voorlees in another paper. About 300 orders were required for the problem, plus 300 fullwords of storage for constants and tables, plus a print program.

The results of a calculation with $e_{0}=3 \mathrm{nc}^{2}$ units ( 1.533 le ) and $a=5.13 \mathrm{~cm}$ ( 4.17 mean free path units) are given in the table ard represent about 20 minutes of "el time Mus, an average of 2100 particles was processed per minute, or about a track length every 10 milliseconds, a very satisfactory speed.

Certain integral results are of primary interest, such as the percentages of escaping particles ( $T_{n}$ ) and of escaping enters ( $T_{e}$ ). The correct value of $T_{O}$, the number of particles escaping without collisions, is given in parentheses at the bottom of the table. Mus number is, of course, equal to $\epsilon^{-\boldsymbol{\sigma}\left(e_{0}\right) a}$ and gives us a Eros check on the randomness of the "random numbers" generated.

A quantity which is of particular interest is the average pat: length which a particle traverses in the spier before escape ne. Note that tins average is only $2 \%$ longer than the radius. A calculation similar to the one reported on here was perfortic $\dot{a}$ to verily that the calibration procedure associated with a certain experiment was satielactor: I In is procedure assumed, in fact, that the path length correction was small.

In ennclusion, I would like to mention that a solution of this problem car also ie obtained by solving a certain integro-differontial
equation numerically, but this would be a far more time-consuming approach than the one discussed here. Neither approach is very practical without a calculator comparable in speed to the 701 . Nevertheless, much work has been done in this field using semi-analytical methods developed for the purpose, in conjunction with less powerful computing equipment.

Table
Leakage Spectrum for a Central Source of $\gamma$-rays in a Sphere.

$$
e_{0}=3.0 \mathrm{mc}^{2}(1.533 \mathrm{MEV}), \mathrm{a}=5.13 \mathrm{~cm} .
$$

| $e\left(\mathrm{mc}^{2}\right)$ | No. of <br> escapes | Av. no. of <br> collisions | Av, length <br> of path |
| :---: | :---: | :---: | :---: |
| 3.00 | 649 | 0 | 5.13 |
| $2.75-3.00$ | 185 | 1.06 | 5.14 |
| $2.50-2.75$ | 245 | 1.25 | 5.17 |
| $2.25-2.50$ | 231 | 1.41 | 5.21 |
| $2.00-2.25$ | 220 | 1.67 | 5.26 |
| $1.75-2.00$ | 209 | 2.02 | 5.31 |
| $1.50-1.75$ | 198 | 2.04 | 5.38 |
| $1.25-1.50$ | 157 | 2.35 | 5.40 |
| $1.00-1.25$ | 100 | 2.62 | 5.52 |
| $.75-1.00$ | 47 | 3.13 | 5.52 |
| $.34-.75$ | 11 | 3.55 | 5.47 |
| $.34-3.00$ | 2252 | 1.26 | 5.24 |

Refs: The Stayistint Lab. Univ, of Flovidn Gamsmille, Fla. (Mord's4) "Bibliden phys of The Monte Carlo Motion + assocínted Material. "

Both: H.Kahn: "apple of Monte carlo" (kern unttom,war)


On the solution of linear equations by Diagonalizing the coefficients matrix.
By E.c. kogbetliantz
§1. In our report $\neq 2$ (November 1953) the diagonalization of real symmetric matrices wis extended to flermition matrices. Using instead of plane 2 orations through real angles the rotations through complex angles $z=\theta+i \varphi$, to thar the unitary transformation $u_{n}\left(z_{n}\right)=u_{n}\left(\theta_{n}+i \varphi_{n}\right)$

$$
u_{n}\left(z_{n}\right)=\left(\operatorname{lh} 2 \varphi_{n}\right)^{-\frac{1}{2}} \cdot\left(\begin{array}{lc}
\cos z_{n} & -\sin \bar{z}_{n} \\
\sin z_{n} & \cos \bar{z}_{n}
\end{array}\right)
$$

depends on two real parameters $\theta_{n}$ and $\varphi_{n}$, we tueseeded in forming the modal matrix $M$ of a thermilion matrix $H$. It was obtained in the form of an infinite (product
(2)

$$
M=\prod_{n=1}^{\infty} u_{n}\left(z_{n}\right)
$$

So that
(3)

$$
\bar{M}^{\prime} H M=L
$$

where $L$ is a diagonal matrix the elements of Which are characteristic roots (eigenvalues) of $H$. The siagonalization of H yields a direct

Solution of the system of $n$ complex equations P. 2
(4) $\quad H x=h$
thus avoiding its $t$ frauspormation into the equivalent system of in real equations with a squuveric coffficients matrix. The relation (3) sires indeed

$$
\begin{aligned}
& H=M L \bar{M}^{\prime} \\
& H^{-1}=M L^{-1} \bar{M}^{\prime}
\end{aligned}
$$

This simple way of investing $H$ yields the solution:

$$
\begin{equation*}
x=H^{-1} / h=M L^{-1} \bar{M}^{-} h \tag{5}
\end{equation*}
$$

It seems to me thar the program Boo (real symmetric matrix) should be replaced by prog y ramming the diugonalization of hermitian wat rices since this new program would include B00 as its special case. If the dingonalization of Hermitian matrices is programmed, As appliarron to the solution of the system (4), that is, to (5) should be included. There are reasons which make we believe Chat for marrices of large order this new solution method will be not only more economical but also more accurate. In any case the comparis on of two different methods is fruitfull.
82. The diagonalization of a hermitian Page. arrix yields its characteristic roots, bur the facer That the diagonal matrix $L$ in (3) has as its elements the characteristic roots of $H$ is nt at all used in the solution of (4) by the method (5) This observation suggests" "further generalzarion of our solution method $C_{0}$ most general equations (6)

$$
G x=g
$$

Where the non-singular matrix $G$ is a several complex matrix. Diugmalizing $G$ facilitates its sizer inversion, avoiding the Dranyfomation of the system (6) into the equivalent fystem (4) with $H=\bar{G}^{\prime} G^{*}$ and $h=\bar{G}_{q}$. This beansformation in itself is easy, but the subsequent solution of (4) is long fine the order of $G$ (and $H$ ) is doubled, unless a diagrualizarion of $H=\vec{G}^{\prime} G$ is applied. Bur, instead of applying the diagonulizarion to $H=\bar{G}^{\prime} G$, it is possible to dagsnulize a general complex matrix (non-singular) tireatly and this report deals with such a
Direct procedure applied to $G$.
*) $H=\overline{G^{\prime}} G$ is hermitian.

IP is a well known fact that, given any non-P. 4 Singular complex square maters Gै, two unitary transformations $T$ and $T$ do exist such that (7)

$$
\Psi G T \equiv K
$$

where $K$ is a Diagonal matrix the elements of Which are not characteristic roots of $G$, but are related $\tau_{0}$ those of two matrices $\bar{G} G$ an GG'. Thesetwo hermitian matrices have the fame dearaereristic roots which are real and /positive numbers $\lambda$; The elements $K$ of the diagonal matsix $K$ obtained in our me hod have the squares of their moduli equal to characteristic 20015 of $\bar{G}^{\prime} G$ and $G \bar{G}^{\prime}:|k ;|^{2}=\lambda$.

Inverting $(7)$, we have

$$
G=U K T^{\prime}
$$

ans therefore

$$
G^{-1}=M^{-1} T^{\prime}
$$

and the direct solution of $(6)$ is obtained:

$$
\begin{equation*}
x=G^{-1} q=T K^{-1} \bar{U}^{\prime} \cdot q \tag{8}
\end{equation*}
$$

The two unitary transformations $\overline{O^{\prime}}$ and $T$ are dotaine in our method as infinite convergent foroduets of unitary trangformastons of the type (1):
(9)

$$
\begin{aligned}
& T=\lim _{N=\infty} \prod_{q=1}^{N} u_{q}\left(z_{q}\right) \\
& \bar{U}^{\prime}=\lim _{N=\infty} \overleftarrow{u}_{q}^{\prime}(\bar{\xi}) \prod_{q=1}^{N}
\end{aligned}
$$

The squbsls $\pi$ and $\Vdash$ renting the products of right ( $\mu$ ort-) an left (re-) factors zespecirvely. The complex angles $z g$ and $z_{g}$ are: $z_{q}=\theta_{q}+i \varphi_{q}, z_{q}=\xi_{q}+i \eta_{q}$. In fracice, finite products $\prod_{1}^{N / g}, \prod_{1}^{N}$ are used with sufficiently large $\mathcal{N}$ to insure a gov affroNimarions to the infinite products representing $T^{\prime}$ and . The choice of four faramevers $\theta, \varphi, \xi$ and $\eta$ at each Sep is described in the $\oint 6$.
§3. Seseription of the trauspormation $u(z)$.
Using the Kronecker's symbols $S_{i j}$ which vanish for $i \neq j$, while $\delta_{i i}=1$, the identity matrix I of nth order becomes $\underline{I}=\left(\left(\delta_{i j}\right)\right) ; i, j=1,2, \ldots n-1, n$. Its four elements $\delta_{k k}=1, \delta_{k m}=\delta_{m k}=0$ and $f_{m m}=1$, $(1 \leqslant k<m \leqslant n)$, are at the intersections of the $K$-th and $m$-th zoos and columns. Replacing them

I by the four elements of a rotation matrix (5) through a complex angle $z=\theta+i \varphi$ namely $b y$

$$
\left(\operatorname{ch} 2_{\varphi}\right)^{-\frac{1}{2}} \cdot\left(\begin{array}{lr}
\cos z & -\sin \bar{z} \\
\sin z & \cos \bar{z}
\end{array}\right)
$$

Ire build a unitary matigix $X_{i k m}(z)$

The $U_{k m}(z)$ is unitary because

$$
\begin{aligned}
&|\cos z|^{2}+|\sin z|^{2}=\operatorname{Cos} z \cdot \cos \bar{z}+\sin z \cdot \sin \bar{z}= \\
&=\operatorname{Cos}(z-\bar{z})=\cos [\theta+i \varphi-(\theta-i \varphi)]=\operatorname{Cos} 2 i \varphi=\operatorname{ch} 2 \varphi .
\end{aligned}
$$

Replacing $z$ by $\zeta=\xi+i \eta_{1}$, we, have $u_{\mathrm{km}}(\zeta)$ fo tor

$$
u_{k=m}^{\prime}\left(\overline{\zeta_{l}}\right)=\left(c_{h} 2_{p}\right)^{-\frac{1}{2}},
$$

Denoting the values of $k$ and $\underline{\underline{m}}$ at the $j$ th step by $\kappa_{j}, \tilde{m}_{j}$, as well as those of $z$ and $\zeta b_{y} z_{j}$ and $\sum_{j}$ we introduce the abbreviations

$$
u_{k m_{j}}\left(z_{j}\right)=u_{j}(z) ; \quad u_{j_{j} m_{j}}^{\prime}\left(\bar{\zeta}_{j}\right)=\bar{u}_{j}^{\prime}(z)
$$

Using this notation, the riagonalization of a mat

Zixstet is performed by forming the eque.ce $P . T$
If matrices

$$
A_{0}, A_{1}, A_{2}, \ldots A_{j-1}, A_{j},
$$

defined by the recurrence relation
(10)

$$
A_{j}=\bar{u}_{j}^{\prime}(\xi) \cdot A_{j^{-1}} \cdot u_{j}(z)
$$

$\left(A_{0}=A\right)$
Therefore

$$
A_{N}=\stackrel{u_{n}^{\prime}}{\prime}(s) \prod_{n=1}^{N} \cdot A \cdot \prod_{n=1}^{\mathcal{N}} u_{n}(z)
$$

and

$$
\begin{equation*}
\lim _{N=\infty} A_{N}=K \tag{11}
\end{equation*}
$$

where $K$ - as it will be shown - is a diagonal mat $2 x$ thanks to choice of $z_{i}, \zeta_{j}$.
§4. To determine the complex angles $z_{j}=0 ;+i g j$ $\eta_{j}=\xi_{j}+i . \eta_{j}$ we need four conditions. They are obtained as follows. Transforming at the $j$-Th step the matrix $A_{j-1}=\left(\left(a_{k m}^{i-11}\right)\right)$ into $A_{j} \equiv\left(\left(a_{k m}^{(j)}\right)\right.$, we make vanish in $A_{j}^{-1}$ the luvs elements $a_{k_{j} m_{j}}^{(j)}$ and $a_{m_{j} N_{j}}^{(j)}\left(k_{j}<m_{j}\right)$ located, at the in tersection of the $k_{j}$ th row with the $m_{j}$-th column and at that of the $m_{j}$. th now with the $k g$-th Elumn. This gives us fourcequations for the four real unknowns $A_{j}, \varphi_{j}, \xi_{j}$ ant $\eta_{j}$.

The sequence (S) of Transformations of $A$ is cyclic, $\frac{n(n-1)}{2}$ treys forming a cycle since in a cycle we make vanish one after another all $\frac{n(n-1)}{2}$ pairs of OfP-Diagonal elements typmetrical with respen to the principal diagonal.

A particular fixed pair $\left(a_{p g}, a_{g p}\right)$ vanishes only once turing a cycle and it reappears again in the next step, but weakened, its modulus being Diminished in an average ratio of $\frac{1}{2} \sqrt{2}$. At each Step the sum. of squares of moduli of Diagonal elements increases, while the norm of $A$ is in variant. After a certain number of cycles the moduli of all off-diagonal elements become less than a prescribed upper bound. In other warts, in our transformation the off Diagonal elements tend uniformly to zero when the number of cycles $\%$ increases. In practice, the diagonalization will be considered as approximately achieved after a sufficiently large number of steps $N=n(n-1) \cdot p / 2$ Where the number of cycles $p$ nationally defends on the desired accuracy.
inc speed of convergence in (11) is determines by P. 9 The four that -as we will see in the $\delta-$ in the average, the moduli of off - 2 iagonal elements decrease in the ratio of one to $e^{-\frac{1}{2}}$ per cycle, to that after $p$ cycles they are divided by $e^{p / 1}$.

If at the beginning the original matrix was divided $b_{y}$ the modulus of its largest off diagonal element making thus the moduli of all its off--diagonal elements less Chan one, then after 46 cycles the average modulus of all off-siagonal elements will be less

$$
e^{-23} \simeq 10^{-10} \approx 2^{-33}
$$

§5. We now describe how the matrix $A$ is transformed during one step. We suppose that $A=\left(\left(a_{r s}\right)\right)$ becomes $C=\left(\left(C_{r s}\right)\right)$, where

$$
C \equiv u_{k m}^{\prime}(\bar{\zeta}) \cdot A \cdot u_{k m}(z)=u_{k=m}^{\prime}(\bar{\zeta}) \cdot B
$$

with

$$
B=\left(\left(b_{r s}\right)\right)=A \cdot u_{k m}(z)
$$

Denoting Chip and Chin by $\gamma$ and $\gamma^{*}$ respectively, we have for the elements of $B$ :
as well as

$$
\text { foo } r, s \neq k, m
$$

$b_{k j}=a_{k j}$ and $b_{m j}=a_{m j}$, if $j \neq k, m$. Hut, for $j \neq k, m$, we obtain also

$$
\begin{aligned}
& \sqrt{\gamma} \cdot b_{j k}=a_{j k} \cdot \cos z+a_{j m} \cdot \sin z ; \sqrt{\gamma} \cdot b_{j m}=-a_{j k} \sin \bar{z}+a_{j m} \cos \bar{z} \\
& \sqrt{\gamma} \cdot b_{k k}=a_{k k} \cos z+a_{k m i} \cdot \operatorname{tin} z ; \sqrt{\gamma} \cdot b_{k m}=-a_{k k} \operatorname{tin} \bar{z}+a_{k m} \cos \bar{z} \\
& \sqrt{\gamma} b_{m k}=a_{m k} \cos z+a_{m m} \cdot \sin z ; \sqrt{\gamma} \cdot b_{m m}=-a_{m k} \sin \bar{z}+a_{m m} \cos \bar{z}
\end{aligned}
$$

The elements of $C$ are therefore as follows:

$$
\begin{gathered}
c_{i j}=b_{i j}=a_{i j} \text { for } \quad i j \neq k, m \\
\left(\sqrt{\gamma^{*}} \cdot c_{k j}=a_{k j} \cos \bar{\zeta}+a_{m j} \operatorname{tin} \bar{\zeta} ; \sqrt{\gamma^{*}} \cdot c_{m j}=-a_{k j} \cdot \sin \zeta+a_{m j} a_{m} \bar{\zeta} \overline{\left(\sqrt{\gamma} \cdot c_{j k}=\right.}=a_{j k} \cos z+a_{j m} \sin z ; \sqrt{\gamma} \cdot c_{j m}=-a_{j k} \sin \bar{z}+a_{j m} \cos \bar{z}\right.
\end{gathered}
$$

as well as

$$
\begin{aligned}
& \left.c_{k x} \cdot \sqrt{\gamma \gamma^{*}}=a_{k m} \operatorname{Cos} z \cos \bar{\zeta}+a_{k m} \sin z \operatorname{Cos} \overline{\bar{\zeta}}+a_{m k} \operatorname{Cos} z \sin \bar{\zeta}+a_{m m} \sin z \cdot \sin \bar{\zeta}\right) \\
& c_{k m} \cdot \sqrt{\gamma \gamma^{*}}=-a_{k k} \sin \bar{z} \operatorname{Cos} \bar{\zeta}+a_{k m} \operatorname{Cos} \bar{z} \operatorname{Cos} \bar{\zeta}-a_{m k} \sin \overline{\bar{z}} \cdot \sin \bar{\zeta}+a_{m m} \operatorname{Cos} \bar{z} \cdot \operatorname{din} \bar{\zeta} \\
& c_{m k} \cdot \sqrt{\gamma \gamma^{*}}=-a_{m k} \operatorname{Cos} z \sin \zeta-a_{k m} \sin z \sin \zeta+a_{m k} \cos z \cos \zeta+a_{m m} \sin z \cos \zeta \\
& \left.C_{m m i} \cdot \sqrt{\gamma \gamma^{*}}=a_{k k} \sin \bar{z} \cdot \sin \zeta-a_{k m} \operatorname{Cos} \bar{z} \sin \zeta-a_{m k} \sin \bar{z} \cos \zeta+a_{m m} \cos \bar{z} \cos \zeta\right)
\end{aligned}
$$ The formulae $(13)$ yield the important relation

(14) $\quad\left|c_{k_{k}}\right|^{2}+\left|c_{k m}\right|^{2}+\left|c_{m k}\right|^{2}+\left|c_{m m}\right|^{2}=\left|a_{k k}\right|^{2}+\left|a_{k m}\right|^{2}+\left|a_{m k}\right|^{2}+\left|a_{m m k}\right|^{2}$
as astral as the second invariant:
5)

$$
c_{k k} \cdot c_{m m}-c_{k m} \cdot c_{m k}=a_{k k} a_{m m}-a_{k m} a_{m k} .
$$

The formulae (12) entail moreover the equalities
$(16)\{$

$$
\begin{align*}
& \left|c_{j k}\right|^{2}+\left|c_{j m}\right|^{2}=\left|a_{j k}\right|^{2}+\left|a_{j m}\right|^{2} \\
& \left|c_{k j}\right|^{2}+\left|c_{m j}\right|^{2}=\left|a_{k j}\right|^{2}+\left|a_{m j}\right|^{2}
\end{align*}
$$

Which, Together with (14), prove Chat the norm of $A$ is invariant of our transformation:

$$
\|C\|=\sum_{i, j}\left|c_{i j}\right|^{2}=\sum_{i, j}\left|a_{i j}\right|^{2}=\|A\| .
$$

§6. Choice of $z=\theta+i \rho$ and $\zeta=\xi+i \eta$.
Denting $\tan x, \tan \zeta$ and the conjugate of $a$
by $t=\tan z, \tau=\tan \rangle$ and $\bar{a}_{k k}$, we can write
the conditions $c_{\mathrm{km}}=0, c_{m k}=0$ which determine the choice of $z$ and $z$ as follows:
(17) $\left\{\begin{array}{l}a_{k m} \tau \cdot t-a_{m m} t+a_{k k} \cdot \tau-a_{m k}=0 \\ \bar{a}_{m k} \cdot \tau t+\bar{a}_{k k} \cdot t-\bar{a}_{m m \cdot} \cdot \tau-\bar{a}_{k m}=0\end{array}\right.$

Eliminating first $\tau$ and then $t$, two quadratic equations are of trained:
(18) $(D+A-i E) t^{2}+F \cdot t-(D+A+i E)=0$
(19) $\left(D-A-i E^{*}\right) \tau^{2}+F^{*} \tau-\left(D-A+i E^{*}\right)=0$

Where the real constants $A, D, G, E^{*}, F, F^{*}$ are deduced from four complex numbers $a_{k x}$, $a_{\mathrm{km}}$, $a_{m k}$ and $a_{m m}$ as follows. First jut

$$
\begin{aligned}
& \frac{1}{2}\left(a_{k k}+a_{m m}\right)=M+i \cdot m \\
& \frac{1}{2}\left(a_{k k}-a_{m m}\right)=P+i \cdot p \\
& \frac{1}{2}\left(a_{k m}+a_{m k}\right)=N+i \cdot n \\
& \frac{1}{2}\left(a_{k m}-a_{m k}\right)=Q+i \cdot q
\end{aligned}
$$

then form

$$
(20)\left\{\begin{array}{r}
A=P Q+p q ; B=P M+\text { pom } ; C=N Q+n q ; \\
D=M N+m n ; F=2(B-C) ; F^{*}=2(B+C) \\
E=m Q-q M+(p N-n P) \\
E^{*}=m Q-q M-\left(p N-{ }_{n} P\right)
\end{array}\right.
$$

In other words $D, A, E, E^{*}$ are such that

$$
\begin{aligned}
& D+A+i E=\frac{1}{2}\left[a_{k k} \bar{a}_{k m}+a_{m k} \bar{a}_{m m}\right] \\
& D-A+i E^{*}=\frac{1}{2}\left[\bar{a}_{k k} a_{m k}+\bar{a}_{k m} a_{m m}\right]
\end{aligned}
$$

Solving (18) fort we can choose the
Sign before the square ion of the dissiminant. Thus, choosing the sign phys:

$$
\begin{align*}
& \text { the Sign plan: }  \tag{21}\\
& t=\frac{D+A+i E}{R+B-C}
\end{align*}
$$

with

$$
R^{2}=(D+A)^{2}+(B-C)^{2}+E^{2}
$$

the abbreviator $R$ denoting the positive square root $+\sqrt{R^{2}}$. We can now confute

$$
\begin{aligned}
& +\sqrt{R^{2}} \text {. We can now conguler } \\
& \tan 2 \theta=\tan (z+\bar{z})=(t+\bar{E})(1-t \cdot \bar{t})^{-1}=\frac{D+A}{B-C} \\
& \operatorname{Ch}^{2} \varphi=-i \tan (z-\bar{z})=-i(t-\bar{t})(1+t \bar{t})^{-1}=E / R
\end{aligned}
$$

Denoting $(D+A)^{2}+(B-C)^{2}$ by $\omega^{2}$ and $\operatorname{Cos} 2 \theta$
by $\delta$, so that
$\cos 2 \theta=\delta,(D+A)^{2}+(B-C)^{2}=\omega^{2}, R^{2}=\omega^{2}+E^{2}$, we have in the general case when $\omega \neq 0$ :

$$
\begin{array}{ll}
\sin 2 \theta=\frac{D+A}{\omega} & ; \delta=\operatorname{Cos} 2 \theta=\frac{B-C}{\omega} \\
\operatorname{Sh} 2 \varphi=\frac{E}{\omega} & ;
\end{array} \quad \gamma=\operatorname{Ch} 2 \varphi=\frac{R}{\omega}>1 .
$$

$\left(\begin{array}{c}22 \\ \omega \neq 0) \\ \end{array}\right.$
Designating the sign of a real number $r$ $\sigma(v)$, so that $|v|=r \cdot \sigma(v)$, we observe chat $\sigma(\operatorname{Sin} 2 \theta)=\sigma(D+A) ; \quad \sigma(\varphi)=\sigma(E)$ and $\sigma(\delta)=\sigma(B-C)$ The numerical value $\delta$ or $\cos 2 \theta$ doe not
determine $\theta$ ai we add now the condition P. 14 $|\theta|<\frac{\pi}{2}$ Thus, choosing as $\theta$ an acute an ole we have $\sigma(\cos \theta)=1$ and therefore $\sigma(\sin \theta)=$ $=\sigma(\sin 2 \theta) \equiv \sigma(D+A)$. Finally, $z=\theta$ tic is determined completely since we know the four real numbers $s_{1}, c_{1}, s_{2}, c_{2}$ defined by:

$$
\begin{aligned}
& \text { numbers } s_{1}, c_{1}, s_{2}, c_{2} \text { defined } s_{1} \text { : } \sin \theta=\delta(D+A) \cdot\left(\frac{1-\delta}{2}\right)^{\frac{1}{2}} \quad c_{1}=\operatorname{Cos} \theta=\left(\frac{1+\delta}{2}\right)^{\frac{1}{2}}>0
\end{aligned}
$$

(23) $S_{2}=\frac{S h \varphi}{\sqrt{\gamma}}=\sigma(E) \cdot\left(\frac{\gamma-1}{2 \gamma}\right)^{\frac{1}{2}} \quad S_{2}=\frac{C h \varphi}{\sqrt{\gamma}}=\left(\frac{\gamma+1}{2 \gamma}\right)^{\frac{1}{2}}>0$ All four are less than one in absolute value $e_{1}$ and $c_{2}$ being always positive.

Replacing $E, F, \omega, R$ respectively by $E^{*}, F^{*}$, $\omega^{*}, R^{*}$ where $\omega^{* 2}=(D-A)^{2}+(B+C)^{2}$ and $R^{*^{2}}=\omega^{*^{2}}+E^{* 2}$, we have

$$
\begin{aligned}
R^{*^{2}} & =(D-A)^{2}+(B+C)^{2}+E^{*^{2}}= \\
& =(D+A)^{2}+(B-C)^{2}+E^{2}=R^{2}
\end{aligned}
$$

So that $R^{*}=R$. Solving
(19) we have

$$
\begin{equation*}
\tau=\frac{D-A+i E *}{\epsilon R+B+C} \tag{24}
\end{equation*}
$$

where $\epsilon$ is the symbol of rouble sign $\pm 1 \quad$ P. 15 The value of $E$ cannot be chosen arbitrarily. The relations (17) entail

$$
\tau\left(a_{k k} \bar{a}_{m k}+\bar{a}_{\text {km }} a_{k m}\right)+\left|a_{k m}\right|^{2}=t \cdot\left(\bar{a}_{k k} a_{k m}+a_{m \cdot m} \cdot \bar{a}_{m k}\right)+\left|a_{m k}\right|^{2} .
$$

Observing that $\left|a_{k m}\right|^{2}-\left|a_{m k}\right|^{2}=4(N Q+n g)=4 C$, this can be written as follows

$$
\tau \cdot\left[D-A-i E^{*}\right]+C=t \cdot(D+A-i E)-C
$$

that is, using (21) and (24):

$$
\epsilon R-B=R-B
$$

and we see thar $E=+1$. Thus,
(25)

$$
\tau=\frac{D-A+i E^{*}}{R+B+C}
$$

and

$$
\begin{aligned}
& \tan 2 \overline{2}=\frac{\tau+\bar{\tau}}{1-\tau \cdot \bar{\tau}}=\frac{D-A}{B+C} \\
& \text { th } 2 \eta=-i(\tau-\bar{\tau})(1+\tau \bar{\tau})^{-1}=E^{*} \\
& \text { ch }
\end{aligned}
$$

Denting $\operatorname{Cos} 2 \xi$ by $\delta^{*}$, we obtain
(26) $\left\{\sin 2 \xi=\frac{D-A}{\omega^{*}} ; \delta^{*}=\cos 2 \xi=\frac{B+C}{\omega^{*}}\right.$
to) $\operatorname{Sh} 2 \eta=\frac{E^{*}}{\omega^{*}} ; \gamma^{*}=C h 2_{\eta}=\frac{R}{\omega^{*}}>1$, provided $\omega^{*} \neq 0$.

Choosing again as $\xi$ an acute angle so That $|\xi|<\frac{\pi}{2}$ and $\cos \xi>0$, we finally know $\zeta=\xi+i \eta$ completely. $\zeta$ is characterized by four real numbers $s_{1}^{*}, c,{ }_{1}^{*}, s_{2}^{*}$ and $c_{2}^{*}$. All four are less chan one in alsolute value, $C_{1}^{*}$ and $C_{2}^{*}$ being positive.

They are given by frllousing expressions:
(27)

$$
\left\{\begin{array}{l}
S_{1}^{*}=\sin \xi=\sigma(D-A) \cdot\left(\frac{1-\delta^{*}}{2}\right)^{\frac{1}{2}} \\
G_{1}^{*}=\operatorname{Cos} \xi=\left(\frac{1+\delta^{*}}{2}\right)^{\frac{1}{2}}>0 \\
S_{2}^{*}=\frac{S h \eta}{\sqrt{\gamma^{*}}}=\sigma\left(E^{*}\right)\left(\frac{\gamma^{*}-1}{2 \gamma^{*}}\right)^{\frac{1}{2}} \\
C_{2}^{*}=\frac{C h \eta}{\sqrt{\gamma^{*}}}=\left(\frac{\gamma^{*}+1}{2 \gamma^{*}}\right)^{\frac{1}{2}}>0
\end{array}\right.
$$

where $\gamma^{*}=C h 2 \eta$.

S7. Computation of $a_{k N}, c_{m m}$.
The notations used in this paragraph ate as follows. The real part and the coefficient of $i=\sqrt{-1}$ of a complex number $\alpha+i \beta=r$ are designated by $\alpha=R(v)$ ans $\beta=\operatorname{In}(r)$,

$$
\theta+\xi=s, \theta-\xi=d, \varphi+\eta=\sigma, q-\eta=\delta,
$$

$$
\begin{array}{ll}
M \cos d+Q \sin d=T & m \cos d+q \sin d=t \\
Q \operatorname{Cos} d-M \operatorname{tin} d=U & q \cos d-m \sin d=u \\
N \operatorname{Sin} s+P \cos s=V & m \sin s+p \cdot \cos s=v \\
-P \sin s+N \cos s=W & -p \sin s+n \cos s=w
\end{array}
$$

Using These notations, we zewzite the equations $c_{k m}=0, c_{m k}=0$ and the expressions of $c_{k k}$ and $c_{\text {um }}$ as follows:

$$
\begin{aligned}
& \frac{1}{2} \sqrt{\gamma \gamma^{*}} R\left(c_{m m}-c_{m m}\right)=\text { U.Ch } \delta-v \cdot \operatorname{Sh} \sigma=0 \\
& \frac{1}{2} \sqrt{\gamma \gamma^{*}} \operatorname{Im}\left(c_{m-}-c_{m *}\right)=\text { V. Sh } \sigma+n \cdot C_{h} \delta=0 \\
& \frac{1}{2} \sqrt{\gamma \gamma^{*}} R\left(c_{k m}+c_{m m}\right)=\text { W.Ch } \sigma-t \cdot \operatorname{Sh} \delta=0 \\
& \frac{1}{2} \sqrt{\gamma \gamma^{*}} I_{m}\left(c_{m_{m}}+c_{m *}\right)=T \cdot \operatorname{Sh} \delta+w \cdot \operatorname{Ch} \sigma=0
\end{aligned}
$$

Therefore

$$
\frac{\text { fire }}{V}=\frac{-u}{V}=\frac{\operatorname{sh\sigma }}{\operatorname{ch} \delta} ; \quad \frac{W}{t}=\frac{-w}{T}=\frac{\operatorname{sh\delta }}{C h \sigma}
$$

On eke other hand, since $\mathrm{ch}^{2} \delta+\mathrm{sh}^{2} \sigma=z=8 \gamma^{*}$ :
(28)

$$
\left(\begin{array}{l}
\frac{1}{2} \sqrt{\gamma \gamma^{*}} R\left(c_{k k}+c_{m m}\right)=T C_{h} \sigma-w \delta_{h} \delta=\gamma \gamma^{*} T / C h \sigma \\
\frac{1}{2} \sqrt{\gamma \gamma^{*}} I_{m}\left(c_{k k}+c_{m m}\right)=W \text { sh } \delta+t c_{h} \sigma=\gamma \gamma^{*} \cdot t / C h \sigma
\end{array}\right.
$$

$$
\frac{1}{2} \sqrt{\gamma \gamma^{*}} R\left(c_{k k}-c_{m m}\right)=V . c_{h} \delta-u \text {.Sh } \sigma=\gamma \delta^{*} V \text {./Ch } \delta
$$

$$
\frac{1}{2} \sqrt{\gamma \gamma^{*}} I_{m}\left(c_{k k}-c_{m m}\right)=U \operatorname{sh} \sigma+v \cdot c_{h} \delta=\gamma \gamma^{*} \cdot v / c h \delta
$$

Thus, letting $c_{k n}=c_{k k}^{\prime}+i c_{k k}^{\prime \prime}, c_{\text {mum }}=c_{m \ldots n}^{\prime}+i c_{m m}^{\prime \prime}$ :
$(28 \mathrm{Cy})$

$$
\begin{aligned}
& \text { Thus, letting } c_{k k}=c_{k k}^{\prime}+c_{k k}^{\prime}, c_{\text {mim }}=c_{m m}+c_{m m} \\
& \left\{^{R}\left(c_{k k}\right)=c_{k k}^{\prime}=2 \sqrt{\gamma \gamma^{*}} \cdot\left[V c_{k}+T C_{k} \delta\right] /\left(\gamma+\gamma^{*}\right)\right. \\
& \operatorname{Im}\left(c_{k k}\right)=c_{k k}^{\prime \prime}=2 \sqrt{\gamma \gamma^{*}} \cdot\left[v \cdot c_{h \delta}+t . c_{h} \delta\right] /\left(\gamma+\gamma^{*}\right)
\end{aligned}
$$

$$
\begin{aligned}
& R_{m}\left(c_{m m}\right)=c_{m m}^{\prime}=2 \sqrt{\gamma \gamma^{*}} \cdot\left[T C_{h} \delta-V C_{h}\right] /\left(\gamma+\gamma^{*}\right) \\
& \operatorname{I}_{m}\left(C_{m m}\right)=c_{m m}^{\prime \prime}=2 \sqrt{\gamma \gamma^{*}} \cdot\left[t \cdot c_{h} \delta-v \cdot c_{h}\right] /\left(\gamma+\gamma^{*}\right)
\end{aligned}
$$

These formulae are reduced now as follows. In $\$ 7$ we defined the eight numbers $s_{1}, c_{1}, s_{2}, c_{2}, s_{1}^{*}, c_{1}^{*}, s_{2}^{*}, c_{2}^{*}$. Expressing Chs, Chr, $\%, V$, t and $r$ in terms of These
eight numbers, we obtain:

$$
\begin{gathered}
T=M\left(c c^{*}+s_{1} s_{1}^{*}\right)+Q\left(s_{1} c_{1}^{*}-c_{1} s_{1}^{*}\right) \\
V=N\left(s_{1} c_{1}^{*}+c_{1} s_{1}^{*}\right)+P\left(c_{1} c_{1}^{*}-s_{1} s_{1}^{*}\right) \\
C h \delta=\left(c_{2} c_{2}^{*}-s_{2} s_{2}^{*}\right) \sqrt{\gamma \gamma^{*}} ; C h \sigma=\left(c_{2} c_{2}^{*}+s_{2} s_{2}^{*}\right) \sqrt{\gamma \gamma^{*}}
\end{gathered}
$$

the expressions for $t$ and $v$ being brained from those for $T$ and $V$ replacing in them the capritall letters $M, N, P, Q$ \&y small one.

The final rules for the computation of $E_{\text {kerr }}, C_{m u m}$ can be formulated as follars. Form the numbers $G$ an $H$ defined by

$$
\begin{aligned}
& G=(M+P) c_{1} c_{1}^{*}+(M-P) s_{1} s_{1}^{*}+(N+Q) s_{1} c_{1}^{*}+(N-Q) c_{1} s_{1}^{*} \\
& H=(M-P) c_{1} c_{1}^{*}+(M+P) s_{1} s_{1}^{*}-(N-Q) s_{1} c_{1}^{*}-(N+Q) c_{1} s_{1}^{*}
\end{aligned}
$$

Then, replacing in the righrhani members the capital leturs $M, N, P, Q$ by small ones $m$, $n, p, q$, form the corresponding numbers $g$ an $h$.

$$
(00)\left\{\begin{array}{l}
c_{K K}^{\prime}=\frac{2 \cdot \gamma \gamma^{*}}{\gamma+\gamma^{*}} \cdot\left[G \cdot c_{2} c_{2}^{*}-H s_{2} s_{2}^{*}\right] \\
c_{K K}^{\prime \prime}=\frac{2 \cdot \gamma \gamma^{*}}{\gamma+\gamma^{*}} \cdot\left[g \cdot c_{2} \varepsilon^{*}-h \cdot s_{2} s_{2}^{*}\right]
\end{array}\right.
$$

$$
(29)\left\{\begin{array}{l}
c_{m m}^{\prime}=\frac{2: \gamma^{*}}{\gamma+\gamma^{*}} \cdot\left[H \cdot c_{2} c_{2}^{*}-G \cdot s_{2} s_{2}^{*}\right] \\
c_{m m}^{\prime \prime}=\frac{2 \cdot \gamma^{*}}{\gamma+\gamma^{*}} \cdot\left[h \cdot c_{2} c^{*}-g \cdot s_{2} s_{2}^{*}\right]
\end{array}\right.
$$

Finally, the ald off diagonal elements of () are conjured with the aid of formulas

$$
\begin{aligned}
& \sqrt{\gamma^{*}} \cdot c_{k j}=a_{k j} \cos \bar{\zeta}+a_{m j} \sin \bar{z} \\
& \sqrt{\gamma^{*}} \cdot c_{m j}=-a_{k j} \cdot \sin z+a_{m j} \cdot \cos \overline{ } \\
& \sqrt{\gamma} \cdot c_{j k}=a_{j k} \cdot \cos z+a_{j m i} \cdot \sin z \\
& \sqrt{\gamma} \cdot c_{j m}=-a_{j k} \sin \bar{z}+a_{j m} \cos \bar{z},
\end{aligned}
$$

where $\sin z=\left(s, c_{2}+i s_{2} c_{1}\right) \sqrt{\gamma}$

$$
\begin{aligned}
& \operatorname{Cos} z=\left(e, c_{2}-i s_{1} s_{2}\right) \sqrt{\gamma} \\
& \operatorname{Sin} \zeta=\left(s,{ }_{2} c_{2}^{*}+i s_{2}^{*} c_{1}^{*}\right) \sqrt{\gamma^{*}} \\
& C_{\cos } \zeta=\left(c_{1}^{*} c_{2}^{*}-i s_{1}^{*} s_{2}^{*}\right) \sqrt{\gamma^{*}}
\end{aligned}
$$

Therefore

$$
\left.\begin{array}{l}
c_{k j}^{\prime}=\left(a_{k j}^{\prime} c_{1}^{*}+a_{m j}^{\prime} \cdot s_{1}^{*}\right) \cdot c_{2}^{*}-\left(a_{k j}^{\prime \prime} s_{1}^{*}-a_{m j}^{\prime \prime} c_{1}^{*}\right) \cdot s_{2}^{*} \\
c_{m j}^{\prime}=\left(a_{m j}^{\prime} c_{1}^{*}-a_{k j}^{\prime} s_{1}^{*}\right) c_{2}^{*}+\left(a_{m j}^{\prime \prime} \cdot s_{1}^{*}+a_{k j}^{\prime \prime} c_{1}^{*}\right) s_{2}^{*}  \tag{0}\\
c_{j k}^{\prime}=\left(a_{j k}^{\prime} \cdot c_{1}+a_{j m}^{\prime} \cdot s_{1}\right) c_{2}+\left(a_{j k}^{\prime \prime} s_{1}-a_{j \dot{\prime}}^{\prime \prime} c_{1}\right) s_{2} \\
c_{j m}^{\prime}=\left(a_{j m}^{\prime} c_{1}-a_{j k}^{\prime} s_{1}\right) c_{2}-\left(a_{j m}^{\prime \prime} \cdot s_{1}+a_{j k}^{\prime \prime} \cdot c_{1}\right) s_{2}
\end{array}\right\}
$$

as well as

$$
\begin{aligned}
& \text { as well as } \\
& l_{1 j}^{\prime \prime}=\left(a_{k j}^{\prime \prime} e_{1}^{*}+a_{m j}^{\prime \prime} s_{1}^{*}\right) c_{2}^{*}-\left(a_{m j} e_{1}^{*}-a_{k j}^{\prime} s_{1}^{*}\right) s_{2}^{*} \\
& c_{m j}^{\prime \prime}=\left(a_{m j}^{\prime \prime} \cdot c_{1}^{*}-a_{k j}^{\prime \prime} s_{1}^{*}\right) c_{2}^{*}-\left(a_{m j}^{\prime} s_{1}^{*}+a_{k j}^{\prime} c_{1}^{*}\right) s_{2}^{*} \\
& c_{j k}^{\prime \prime}=\left(a_{j k}^{\prime \prime} e_{1}+a_{j m}^{\prime \prime} s_{1}\right) c_{2}+\left(a_{j m}^{\prime} c_{1}-a_{j k}^{\prime} \cdot s_{1}\right) s_{2} \\
& c_{j m}^{\prime \prime}=\left(a_{j m}^{\prime \prime} \cdot c_{1}-a_{j k}^{\prime \prime} s_{1}\right) c_{2}+\left(a_{j m}^{\prime} \cdot s_{1}+a_{j k}^{\prime} \cdot c_{1}\right) s_{2}
\end{aligned}
$$

In other words, eight numbers
(31)

$$
\begin{aligned}
& \beta=a_{j m}^{\prime} c_{1}-a_{j k}^{\prime} s_{1} \\
& \mu^{\mu}=a_{j m}^{\prime \prime} c_{1}-a_{j k}^{\prime \prime} s_{1} \\
& \beta^{*}=a_{m}^{\prime} \cdot c^{*}-a_{k j}^{\prime} s_{1}^{*} \\
& c^{*}=a_{m j}^{\prime \prime} c^{*}-a_{k j}^{\prime \prime} \cdot s_{1}^{*}
\end{aligned}
$$

once computed, the eight numbers $c^{\prime}{ }_{j}^{\prime}, c_{m j}^{\prime \prime}$; ere. have the following from:

$$
\left.\begin{array}{l}
c_{k j}^{\prime}=\alpha^{*} \cdot c_{2}^{*}+c^{*} \cdot s_{2}^{*} \\
e_{m j}^{\prime}=\beta^{*} c_{2}^{*}+\lambda^{*} \cdot s_{2}^{*} \\
c^{\prime}=\alpha c_{2}-c^{*} s_{2} \\
c_{k}^{k}=\beta c_{2}-\lambda s_{2} \\
c_{j m}^{\prime}=c_{2}
\end{array}\right\}(32)\left\{\begin{array}{l}
c_{k j}^{\prime \prime}=\lambda^{*} \cdot c_{2}^{*}-\beta^{*} \cdot s_{2}^{*} \\
c_{m j}^{\prime \prime}=c^{*} \cdot c_{2}^{*}-\alpha^{*} \cdot s_{2}^{*} \\
c_{j k}^{\prime \prime}=\lambda \cdot c_{2}+\beta s_{2} \\
c_{j m}^{\prime \prime}=\mu c_{2}+\alpha s_{2} \\
j^{\prime}
\end{array}\right.
$$

S8. Hiscustion of exceptional cases when $\omega=0$, or $\omega^{*}=0$, or $\omega=\omega^{*}=0$.
The general solviron ( $\S \S 6 \& 7$ ) holds for $\omega \cdot \omega^{*} \neq 0$.
Here we sind the special six cases, when $\omega \cdot \omega^{*}=0$ :
I) $\omega \neq 0, \omega^{*}=0$

- II) $\omega=0, \omega^{*} \neq 0$;
III) $\omega=\omega^{*}=0$, but $E^{2}=E^{*^{2}} \neq 0$;
IV) $\omega=\omega^{*}=E=E^{*}=0$, but ${ }_{n} Q \neq 0$;
IV) $\omega=\omega^{*}=E=E^{*}=n=0$, but $Q \neq 0$;
VII) $\omega=\omega^{*}=E=E^{*}=Q=0$, But $n \neq 0$.

Case I)
In this case $\omega^{*}=0$, that is, $B-C=D+A=0$, Put $\omega>0$ so that $R^{2}=E^{*^{2}}=\omega^{2}+E^{2}>\omega^{2}>0$. This $\left|E^{*}\right|=R \neq 0$. The equation for $\tau=\tan Z$ becomes $1+\tau^{2}=0$, since $F^{*}=0$, anis therefore $\tau=\tan (\xi+i \eta)= \pm i$ which gites

$$
(1 \mp t h \eta)(\tan \xi \mp i)=0
$$

Nut $|\tan \xi \mp i|^{2}=\sec ^{2} \xi \geqslant 1$ and thus $\operatorname{eh} \eta= \pm 1$, $\eta= \pm \infty$ and $\gamma^{*}=\operatorname{ch} 2 \eta=+\infty$. $S_{2}^{*}, c_{2}^{*}$ as limits for $\gamma^{*} \rightarrow \infty$, we find

That $C_{2}^{*}=1 / \sqrt{2}, s_{2}^{*}=\sigma\left(E^{*}\right) / \sqrt{2}$, the parameter $\mid P .23$ E being arbitrary in this case. We choose $\xi=0$ because otherwise the sign of $5,{ }^{*}$, which is firled by $\sigma\left(s_{1}^{*}\right)=\sigma(D+A)$ would remain intetormined since $D+A=0$. Thus, we have usual for unlace (23) tor $s_{1}, c_{1}, s_{2}, c_{2}$, while (27) are replaced by

$$
s_{1}^{*}=0, c_{1}^{*}=1, s_{2}^{*}=\frac{\sigma\left(E^{*}\right)}{\sqrt{2}}, c_{2}^{*}=\frac{1}{\sqrt{2}}
$$

In this case (29) become

$$
\left\{\begin{array}{l}
c_{k k}^{\prime}=R\left(c_{k k}\right)=\gamma \cdot \sqrt{2} \cdot\left[G \cdot c_{2}-\sigma\left(E^{*}\right) \cdot H s_{2}\right] \\
c_{k k}^{\prime \prime}=\operatorname{Im}\left(c_{m k}\right)=\gamma \cdot \sqrt{2}\left[g \cdot c_{2}-\sigma\left(E^{*}\right) \cdot h s_{2}\right] \\
c_{\text {mm }}^{\prime}=R\left(c_{\text {man }}\right)=\gamma \sqrt{2}\left[H c_{2}-\sigma\left(E^{*}\right) \cdot G s_{2}\right] \\
c_{\text {mim }}^{\prime \prime}=\operatorname{Im}\left(c_{m m m}\right)=\gamma \sqrt{2}\left[h c_{2}-\sigma\left(E^{*}\right) \cdot g s_{2}\right]
\end{array}\right.
$$

with

$$
\begin{array}{ll}
G=(M+P) c_{1}+(N+Q) s_{1} ; & g=(m+p) c_{1}+(n+q) s_{1} \\
H=(M-P) c_{1}-(N-Q) s_{1} ; & h=(m-p) c_{1}-(n-q) s_{1},
\end{array}
$$

the other elements of the transformed matrix $C$ being given by the frommlae (32) in which $\alpha^{*}=a_{k j}, \beta^{*}=a_{m j}^{\prime}, \lambda^{*}=a_{k j}^{\prime \prime}$ and $c^{*}=a_{m j}^{\prime \prime}$, to $\left.{ }^{33}\right)$ thaT, $\sqrt{2} \cdot c_{k j}^{\prime}=a_{k j}^{\prime}+a_{m j}^{\prime \prime} \cdot \sigma\left(E^{*}\right) ; \sqrt{2} \cdot c_{k j j}^{\prime \prime}=a_{n j}^{\prime \prime}-a_{m j}^{\prime} \cdot \sigma\left(E^{*}\right)$ $(33)\left(_{\sqrt{2} \cdot c_{m j}^{\prime}}=a_{m j}^{\prime}+a_{k j}^{\prime \prime} \sigma\left(E^{*}\right) ; \quad \sqrt{2} \cdot c_{m j}^{\prime \prime}=a_{m j}^{\prime \prime}-a_{k j}^{\prime} \cdot \sigma\left(E^{*}\right)\right.$.

The expressions of $c_{j k}^{\prime}, c_{j k}^{\prime \prime}, c_{j m}^{\prime}, c_{j m}^{\prime \prime}$ do not change. P. 24 Case II)
This case goes ns differ from $I$ ): $\gamma=\infty, E \neq 0$ so that $s_{1}^{*}, c_{1}^{*}, s_{2}^{*}, c_{2}^{*}$ are given by (27) butiexpressions (20) are replaced by
(23') $s_{1}=0, c_{1}=1, s_{2}=\sigma(E) / \sqrt{2}, c_{2}=1 / \sqrt{2}$.
The formulae (29) become
$\left(2 g^{\prime \prime}\right) \int_{\left.c_{k k}^{\prime}=\gamma^{*} \cdot \sqrt{2}\left[G c_{2}^{*}-\sigma(E) \cdot H s_{2}^{*}\right] ; c_{m m}^{\prime}=\gamma^{*} \cdot \sqrt{2}\left[H c_{2}^{*}-\sigma(E) \cdot G s_{2}^{*}\right], \gamma^{\prime \prime}\right]}^{c^{\prime \prime}}$
Where

$$
\begin{aligned}
& =\gamma^{*} \cdot \sqrt{2}\left[g \cdot c_{2}^{*}-\sigma(E) \cdot h \cdot s_{2}^{*}\right] ; c_{m m}^{\prime \prime}=\gamma^{*} \cdot \sqrt{2}\left[h c_{2}^{*}-\sigma(E) \cdot g s_{2}^{*}\right] \\
& G=(\mu+P) e_{1}^{*}+(N-Q) s_{1}^{*} ; H=(M-P) e_{1}^{*}-(N+Q) s_{1}^{*} \\
& g=(m+\rho) c_{1}^{*}+(n-q) s_{1}^{*} ; h=(m-) c_{1}^{*}-(n+q) s_{1}^{*} .
\end{aligned}
$$

The formulae (32) give $c_{y_{j}}^{\prime}, c_{y_{j \prime \prime}^{\prime \prime}}^{\prime \prime} c_{m j}^{\prime}, c_{m j}^{\prime \prime}$, while the expressions of $c_{j k}^{\prime}, c_{j k}^{\prime \prime}, c_{j m}^{\prime}, c_{j m}^{\prime \prime}$ are replaced $b_{y}$ (34) $\{$

$$
\begin{aligned}
& c_{j_{k}}^{\prime} \cdot \sqrt{2}=a_{j k}^{\prime}-a_{j_{n}^{\prime}}^{\prime \prime} \cdot \sigma(E) ; c_{j_{k}}^{\prime \prime} \sqrt{2}=a_{j_{k}}^{\prime \prime}+a_{j m}^{\prime} \cdot \sigma \\
& \begin{array}{l}
{ }_{k} \cdot \sigma(E) ; C_{j m}^{\prime \prime} \sqrt{2}=a_{j m}^{\prime \prime}+a_{j k}^{\prime} \cdot \sigma(E) . \\
C_{\text {ass }} \text { II) }
\end{array} \\
& \text { In this case } \gamma=\gamma^{*}=\infty \text {, so that } \\
& c_{1}^{*}=c_{1}=1 ; s_{1}^{*}=s_{1}=0 ; \quad c_{2}^{*}=c_{2}=\frac{1}{\sqrt{2}} ;\left\{\begin{array}{l}
s_{2}=\sigma(E) / \sqrt{2} \\
s_{2}^{*}=\sigma\left(E^{*}\right) / \sqrt{2}
\end{array}\right.
\end{aligned}
$$

The formulae (29) do not hold and the expressions of $C_{k_{k}}, C_{m m}$ are deduced from (28), observing that at the limit for $\gamma, \gamma^{*} \rightarrow \infty$, we have

$$
\begin{aligned}
& \lim _{\gamma, \gamma^{*}=\infty}\left\{\left(\gamma \gamma^{*}\right)^{-\frac{1}{2}} \cdot C h \sigma\right\}=C_{2} C_{2}^{*}+S_{2} S_{2}^{*}=\frac{1}{2}\left[1+\sigma\left(E E^{*}\right)\right] \\
& \lim _{\gamma_{1} \gamma^{*}=\infty}\left\{\left(\gamma \gamma^{*}\right)^{-\frac{1}{2}} \cdot C h \delta\right\}=C_{2} C_{2}^{*}-S_{2} S_{2}^{*}=\frac{1}{2}\left[1-\sigma\left(E E^{*}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& \lim _{\gamma, \gamma^{*}=\infty}\left\{\frac{\operatorname{sh}^{\prime} \sigma}{\sqrt{\gamma \gamma^{*}}}\right\}=s_{2} c_{2}^{*}+s_{2}^{*} c_{2}=\frac{1}{2}\left[\sigma(E)+\sigma\left(E^{*}\right)\right] \text { P.2t } \\
& \lim _{1}\left\{\frac{S h \delta}{\sqrt{\gamma \gamma^{*}}}\right\}=s_{2} c_{2}^{*}-s_{2}^{*} c_{2}=\frac{1}{2}\left[\sigma(E)-\sigma\left(E^{*}\right)\right]
\end{aligned}
$$

Since in the case III) $\theta=\xi=0$, we have $T=M$, $t=m, V=Q, u=q, V=P, V=p, W=\mathcal{N}$ and $w=n$. Therefore, the result is:

$$
\begin{aligned}
& c_{k x}^{\prime}=M+P+(M-p) \sigma\left(E E^{*}\right)-(n+q) \sigma(E)+(n-q) \sigma\left(E^{*}\right) \\
& c_{k x}^{\prime \prime}=m+p+(m-p) \sigma\left(E E^{*}\right)+(N+Q) \sigma(E)-(N-Q) \cdot \sigma\left(E^{*}\right) \\
& c_{m m}^{\prime}=M-p+(M+P) \sigma\left(E E^{*}\right)-(n-q) \sigma(E)+(n+q) \cdot \sigma\left(E^{*}\right) \\
& c_{m m}^{\prime \prime}=m-p+(m+p) \sigma\left(E E^{*}\right)+(N-Q) \sigma(E)-(N+Q) \cdot \sigma\left(E^{*}\right)
\end{aligned}
$$

The elements $C_{k}, C_{k j}, c_{j m}, c_{n j}$ are given by formulae (33) and (34).

Case IV )
Since in this case $\omega=0, \omega^{*}=0$ we see that $B \pm C=0$ and $D \pm A=0$. Therefore, in this case all six numbers $A, B, C, D, E$ and $E^{*}$ vanish:
(35)

$$
\begin{aligned}
& P M+p m=0 \\
& M N+m n=0 \\
& p N-n P=0
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\frac{m}{M}=\frac{q}{Q}=-\frac{N}{n}=-\frac{P}{P}=\lambda \tag{35}
\end{equation*}
$$

where $\lambda$ is a real number. No transformation is needed when $\left|a_{\text {keen }}\right|^{2}+\left|a_{m k}\right|^{2}=0$, thus since

$$
\left|a_{k m}\right|^{2}+\left|a_{m k}\right|^{2}=2\left(\mathcal{N}^{2}+Q^{2}+n^{2}+q^{2}\right)=2\left(1+\lambda^{2}\right)\left(n^{2}+Q^{2}\right)>0
$$

we know that $n^{2}+Q^{2}>0$; $n$ and $Q$ cannot vanish simultaneously. In the case IV) we supprose that both $\frac{n}{}$ and $\underline{Q}$ are Different from zero. We deduce from $(35)$ that

$$
\frac{a_{k k}}{M+i p}=\frac{a_{m m}}{M-i p}=\frac{a_{k m}}{Q+i n}=\frac{a_{m k}}{-Q+i n}=1+i \lambda
$$

The conditions $e_{k m}=0$ and $C_{m k}=0$ zeduce now to the only equation

$$
(Q+i n) \sin z \operatorname{din} \zeta+(M+i p) \operatorname{Cos} z \sin \zeta-(M-i p) \operatorname{Cos} \zeta \sin z+(Q-i n) \operatorname{Cos} z \operatorname{Con} \zeta_{=0}
$$ Since we have only one couglexe equation $S$ is arbitrary and we take $C=z$. Thus $t=r$ is a 2001 of the quarratice equation

(36)

$$
(Q+i n) t^{2}+2 i p t+Q-i n=0
$$

and

$$
\begin{equation*}
t=\frac{R-\beta}{Q^{2}+n^{2}}(n+i Q) \tag{37}
\end{equation*}
$$

$$
\text { with } R=\sqrt{Q^{2}+n^{2}+p^{2}} \text {. }
$$

show
$\tan 2 \theta=(t+\bar{t})(1-t \bar{t})^{-1}=\frac{n}{\beta}$
$\operatorname{Ch} 2 \varphi=-i(t-E)(1+t \bar{E})^{-1}=\frac{Q}{R}$ which gives

$$
(n \neq 0)
$$

(38)

$$
\begin{cases}\sin 2 \theta=\frac{n}{\sqrt{p^{2}+n^{2}}} & \delta=\cos 2 \theta=\frac{p}{\sqrt{p^{2}+n^{2}}} \\ S_{h} 2 \varphi=\frac{Q}{\sqrt{p^{2}+n^{2}}} & \gamma=\operatorname{ch} 2 \varphi=\frac{R}{\sqrt{p^{2}+n^{2}}}\end{cases}
$$

Taking as $\theta$ an ante angle, we have
$(388.50$

$$
\begin{aligned}
& c_{2}=c_{2}^{*}=\left(\frac{\gamma^{\gamma}+1}{2 \gamma}\right)^{\frac{1}{2}} \\
& s_{2}=s_{2}^{*}=\sigma(Q)\left(\frac{\gamma-1}{2 \gamma}\right)^{\frac{1}{2}}
\end{aligned}
$$

The signs of $S_{1}$ and $S_{2}$ are perfectly setermined because of $n \neq 0$ and $Q \neq 0$. If $Q=0$, then $\varphi=0$. Since $\gamma=\gamma^{*}$ and $\zeta=z$ the expressions ( 28 lis )
give

$$
\begin{array}{ll}
c_{k_{k}}^{\prime}=T+\gamma V & c_{m m}^{\prime}=T-\gamma^{\prime} V \\
c_{i c k}^{\prime \prime}=t+\gamma \cdot v & c_{m m}^{\prime \prime}=t-\gamma^{v}
\end{array}
$$

Nut $s=2 \theta, d=0$ so chat $T=M, t=m$

$$
\begin{aligned}
& v \cdot \gamma=(p \cos 2 \theta+n \sin 2 \theta) \gamma=\sqrt{p^{2}+n^{2}} \cdot R / \sqrt{p^{2}+n^{2}}=R \\
& V \cdot \gamma=(P \operatorname{Cos} 2 \theta+N \sin 2 \theta) \cdot \gamma=R\left(P_{p}+\mathcal{N}_{n}\right) /\left(p^{2}+n^{2}\right)=-\lambda R=-\frac{q}{Q} R
\end{aligned}
$$

Therefore $c_{k k}$ and $c_{\text {mm }}$ are computed by
(39) $\begin{cases}c_{k k}^{\prime}=M-\frac{q}{Q} R & c_{m m}^{\prime}=M+\frac{g}{Q} R \\ c_{k \kappa}^{\prime \prime}=m+R & c_{m m}^{\prime \prime}=m-R\end{cases}$ Which proves that in the case considered

$$
c_{k k}+c_{m m}=2(M+i m)=a_{k k}+a_{m m}
$$

The formulae (32) yield $c_{j k}, c_{i n}, c_{y y}$ and $c_{i j}$. Case (T)
Adding to (35) also $n=0$ and observing That $n^{2}+Q^{2}>0$, so that now artainly $Q \neq 0$, we obtain from $N Q+n g=0$ thar also $\mathcal{N}=0$. The equation (36) becomes

$$
Q \cdot t^{2}+2 i p t+Q=0
$$

so that $(37)$ gives $(z=z)$

$$
t=\tan (\theta+i q)=\tan (\xi+i \eta)=\frac{i Q \cdot(R-\beta)}{Q^{2}}
$$

with $R=\sqrt{Q^{2}+p^{2}}$, so that $Q^{2}=R^{2}-p^{2}$. Thus

$$
\tan (\theta+i \varphi)=t=i \cdot \frac{R-p}{Q}=\frac{i Q}{R+\rho}
$$

This complex equation can be written as
(40) $\operatorname{Sin} \theta\left[(R+p) \operatorname{Ch} \varphi-Q \operatorname{Sh}_{\varphi}\right]+i \operatorname{Cos} \theta[(R+p) \operatorname{Sh} p-Q \operatorname{Ch\varphi }]=0$

The two solutions are a) and bs:
a) $\theta=0$ and $\tau h_{\rho}=\frac{Q}{R+p}=\sigma(Q) \sqrt{\frac{R-p}{R+p}}$
b) $\theta=\frac{\pi}{2}$ and the $=\frac{R+p}{Q}=\sigma(Q) \sqrt{\frac{R+p}{R-p}}$.

Since $\mid$ tho $\leqslant 1$, we distinguish Three Subleases $\left.V_{1}\right), V_{2}$ and $V_{3}$ ) which esrespond to $p>0, p=0$ and $p<0$ respectively. If $p>0$ then the solution a) holds, but b) does not hold. When $p=0$ forth toelutions are acegriatle. If $\beta<0$ the blurts a) does not work and it is the solution b) which holds. Fur in all tree subcases the same values for $C_{2}=$ $=$ Che and $s_{2}=$ Shy are obtained, namdy
$(41) C_{2}=C_{2}^{*}=\left[\frac{1}{2}\left(1+\frac{|p|}{R}\right)\right]^{\frac{1}{2}} ; S_{2}=S_{2}^{*}=\sigma /(Q)\left[\frac{1}{2}\left(1-\frac{|p|}{R}\right)\right]^{\frac{1}{2}}$ For $p \neq 0$ we have $\gamma=\frac{R}{|p|}$, while $\gamma=\infty$
when $p=0$. In the case $p=0$, the equation $P .30$
(40) becomes

$$
\left[S h_{\varphi}-\sigma(Q) \cdot C_{\varphi}\right] e^{i \theta_{\sigma}(Q)}=0
$$

Io that th $\varphi=\sigma(Q)$ and $\varphi=\sigma(Q) .1001$, while $\theta$ is any. If we express the solutions a) and b, valid for $p \neq 0$ as follows

$$
\begin{equation*}
\theta=\frac{\pi}{4}[1-\sigma(p)] \tag{0}
\end{equation*}
$$

then $\theta=\frac{\pi}{4}$, if $p=0$. For $p \geqslant<0$ we have now
(42) $\left\{\begin{array}{l}s_{1}=s_{1}^{*}=\frac{1}{2}[1-\sigma(p)], \text { if } p \neq 0, s_{1}=s_{1}^{*}=\frac{\sqrt{2}}{2}, p=0 \\ c_{1}=c_{1}^{*}=\frac{1}{2}[1+\sigma(p)], \text { if } p \neq 0, c_{1}=c_{1}^{*}=\frac{\sqrt{2}}{2}, \text { if } p=0 .\end{array}\right.$

The four numbers $c_{2}=c_{2}^{*}, s_{2}=s_{2}^{*}$ are give
$\log (41)$ for $p \geqslant 0$. Formulae (39) hold if $p \neq 0$.
(43) $\begin{cases}\text { If } p=0, t h e y \text { become: } & c_{m m}^{\prime \prime}=M+q \cdot \sigma(Q) \\ c_{k n}^{\prime \prime}=m+Q . \sigma(Q) & c_{m m}^{\prime \prime}=m-Q . \sigma(Q)\end{cases}$ and the other elements of $C$ are given by (32). Case VI)
Now $Q=0$, but $n \neq 0$. The equation (36)
(36) gives

$$
\begin{gathered}
n \cdot t^{2}+2 p t-n=0 \\
t=\tan (\theta+i \varphi)=\sigma(n) \cdot\left(\frac{R-p}{R+p}\right)^{\frac{1}{2}} \text {, which }
\end{gathered}
$$

is real. Therefore, $\varphi=0$ and

$$
\tan \theta=\sigma(n) \cdot \sqrt{\frac{R-p}{R+p}}
$$

which gives $S=\operatorname{Cos} 2 \theta=P / R$ and thees

$$
\left(38 \text { ter }^{2}\right) \begin{cases}s_{1}=s_{1}^{*}=\partial(n)\left[\frac{1}{2}\left(1-\frac{p}{R}\right)\right]^{\frac{1}{2}} & , s_{2}=s_{2}^{*}=0 \\ c_{1}=c_{1}^{*}=\left[\frac{1}{2}\left(1+\frac{p}{R}\right)\right]^{\frac{1}{2}} & , c_{2}=c_{2}^{*}=1\end{cases}
$$

Since $N Q+n g=0$, the vanishing of $Q$ coupled with $n \neq 0$ entails $q=0$. The formae (39) become indetermined. Hor for $Q \rightarrow 0$ we
have from $N Q+n q=0$ the frogustion

$$
\frac{q}{Q}=-\frac{N}{n}
$$

So that (39) are equiraleur to

$$
(44) \begin{cases}c_{k_{k}}^{\prime}=M+\frac{N}{n} R & c_{m m}=M-\frac{N}{n} \cdot R \\ c_{k_{k}}^{\prime \prime}=m+R & c_{m m}^{\prime \prime}=m-R\end{cases}
$$

Which luold in the case III. Together with (32) the formulae (44) define the transformer matrix $C$.

S9. Convergence of the
Diagonalization method and the
Speed of convergence.
At each step the amount $\left|a_{m a}\right|^{2}+\left|a_{\mathrm{km}}\right|^{2}$
of two offtiagonal terns vanishing in the Transformed matrix $C$ is Transferred from the sum of moduli squared of offesiagonal elements

$$
\sum_{i \neq j}\left|a_{i j}\right|^{2}
$$

of the matrix $A$ into the sum of moral; squared of diagonal elements of the brausformed matrix $r$. We have indeed in the relation (14) $c_{\text {man }}=c_{\text {mk }}=0$ so that

$$
\left|c_{k_{k}}\right|^{2}+\left|c_{m m}\right|^{2}=\left|a_{k k}\right|^{2}+\left|a_{m m}\right|^{2}+\left|a_{k m}\right|^{2}+\left|a_{m a}\right|^{2}
$$

This feet proves the convergence of our meshod fince the norm is an invariant and Remain constant.

Hut the convergence is not Infficient by itself to insure Che practical importance
of diagonalization method in che sole- P. 33 Dion of sypleus of $e$ linear equations. If the convergence speed slows down when the number of steps increases it may be impossible in practice to reduce the moduli of all offdiagonal terry below a prescribed sufficiently small quantity characterizing the desired accuracy.

It is a favourable circumstance chat the speed of convergence of our method does not depend on che number of performed steps and remains constant whatever The number of iterations becomes.

To show it let us study what happens to the modulus $\left|a_{k j}\right|$ of an offtiagonal Term $a_{k j}$ when it is first made $C_{0}$ vanish, the first step being defined by $c_{i j}=C_{k}=0$, and then reappears again as $d_{k j}$ after the Second step Cransforming $\left(O=\left(C_{i j}\right)\right.$ into.
$D=\left(\left(d_{i j}\right)\right)$ is completed. The seen step must ${ }^{1 ? 34}$ indre one of two subseright $k, j$, otherwise element $c_{k j}=0$ would remain equal to zero. To fix the ideas, we suppose that the second step makes vanish $d_{k m}$ and $d_{m k}$.

Consider now the transforms $d_{k j}, d_{m j}, d_{j k}$ and $d_{j m}$ of four elements $a_{k j}, a_{m j}, a_{j k}$ and $a_{j m}$. The succession of our two stegrs can be represent ied as follows:

$$
\begin{aligned}
& a_{k j} \rightarrow 0 \rightarrow d_{k j} ; a_{m j} \rightarrow c_{m j} \rightarrow d_{m j} \\
& a_{j k} \rightarrow 0 \rightarrow d_{j k} ; a_{j m} \rightarrow c_{j m} \rightarrow d_{j m} \\
& a_{k m} \rightarrow c_{k m} \rightarrow 0 \quad ; \quad i_{m k} \rightarrow c_{m k} \rightarrow 0
\end{aligned}
$$

The relations (16) p. 11 give

$$
\begin{aligned}
& \left|d_{j k}\right|^{2}+\left|d_{j m}\right|^{2}=\left|c_{j m}\right|^{2} \\
& \left|d_{k j}\right|^{2}+\left|d_{m j}\right|^{2}=\left|c_{m j}\right|^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
& f^{*} \cdot\left|c_{j m}\right|^{2}=\left|a_{j m} \cos \xi+a_{k m} \sin \bar{z}\right|^{2}=\gamma^{*} \cdot f_{1}(\bar{\zeta}) \\
& \gamma^{v} \cdot\left|c_{m j}\right|^{2}=\left|a_{m j} \cos z+a_{m \times} \sin z\right|^{2}=\gamma \cdot f_{2}(z)
\end{aligned}
$$

Computing $f_{2}(z)=\left|c_{m j}\right|^{2}$ and using the fiber (P. 35 form of $a_{m j}=\mid a_{m, j} \cdot 1 \cdot e^{i \alpha_{m j}}$ and $1 a_{m \times k} \mid \cdot e^{i_{m n}}=a_{m k k}$, we find that

$$
\begin{aligned}
2 \cdot\left|c_{m j}\right|^{2}= & \left(\left|a_{m j}\right|^{2}+\left|a_{m \times}\right|^{2}\right)+\left(\left|a_{m j}\right|^{2}-\left|a_{m \times k}\right|^{2}\right) \cdot \cos 2 \theta+ \\
& +2\left|a_{m j} \cdot a_{m \times k}\right|\left\{\frac{\sin 2 \theta}{\gamma} \operatorname{Cos}\left(\alpha_{m j}-\alpha_{m \times x}\right)+\text { th } 2 p \cdot \sin \left(\alpha_{m j}-\alpha_{m}\right)\right\}
\end{aligned}
$$

A similar expression gives $f_{1}(\bar{\zeta})=\left|C_{j i n}\right|^{2}$ and it is obtained from (45) replacing $\theta, \varphi, a_{4 y}$ and $a_{\text {mk }}$ by $\xi,-\eta, a_{j m}$ and $a_{\mathrm{km}}$ respectively.

Each pair of symurerie elements (symmetric with vesper to the principal siagonal) is annihilated and reappears once during a cycle. When the number of cycles increases the arerage values of $\operatorname{Cos} 2 \theta$ and of the braces

$$
\frac{\operatorname{Sin} 2 \theta}{\gamma} \operatorname{Cos}\left(\alpha_{m j}-\alpha_{m k}\right)+\operatorname{ch} 2 \varphi \cdot \operatorname{Sin}\left(\alpha_{m j}-\alpha_{m *}\right)
$$

tend to zero. Therefore, if the number of Cycle is large, it can be assumed that in Che average the two last terms in (45) do not contribute to final values of moduli
and these final values are obtained from the approximate expressions

$$
\begin{aligned}
& \left|c_{j m}\right|^{2} \cong \frac{1}{2}\left(\left|a_{j m}\right|^{2}+\left|a_{k m}\right|^{2}\right) \\
& \left(\left.c_{m} \cdot\right|^{2} \cong \frac{1}{2}\left(\left|a_{m j}\right|^{2}+\left|a_{m \text { ara }}\right|^{2}\right)\right.
\end{aligned}
$$

which thy characterize the effect of one cycle when a group of cycles is considered. This gives, for one cycle

$$
\begin{aligned}
&\left|d_{j k}\right|^{2}+\left|d_{j m}\right|^{2}+\left.\left|d_{k}\right|\right|^{2}+\left|d_{m j} \cdot\right|^{2} \cong \\
& \cong \frac{1}{2}\left(\left|a_{j m}\right|^{2}+\left|a_{k m}\right|^{2}+\left|a_{m j} \cdot\right|^{2}+\left|a_{m k}\right|^{2}\right)
\end{aligned}
$$

When a global effect on the average modulus 4 of all $(n-1) n$ If-diagonal terms

$$
C^{n}=\left\{\frac{1}{(n-1) \cdot n} \cdot \sum_{i \neq i}\left\langle\left. a_{i}\right|^{2}\right\}^{\frac{1}{2}}\right.
$$

is considered, this result means that $\frac{n(n-1)}{2}$ times per cycle $C_{1}$ is multiplied by

$$
\left[1-\frac{2}{(n-1) \cdot n}\right]^{\frac{1}{2}}
$$

Since four squares of moduli of elements of $D \equiv\left(\left(d_{i j}\right)\right)$ are equal affropimately to only two squares of moduli of $a_{j}, i=j$.

Therefore, two among $n(n-1)$ squares $P .37$

- of moduli of offeriagonal terns are lose Which means that at each step $C$ is multiflied by $\left[1-\frac{2}{(n-1)^{n}}\right]^{\frac{1}{2}}$. After the completion of a cycle. (" becomes

$$
C^{4}\left[1-\frac{2}{(n-1)^{n}}\right]^{\frac{n(n-1)}{4}} \simeq C^{n \cdot e^{-\frac{1}{2}}}
$$

when $n$ is large, since ehere are $\frac{n(n-1)}{2}$ steps in each cycle. After to cycles the mean modulus $C^{4}$ of off-diagonal terms decreases $e^{p / 2}$ times. This, for instance, after 46 cycles it decreases $10^{10}$ times since $e^{-23} \sim 10^{-10}$. Of, at the beginning, $C$ was less than one or at most equal to one, after 46 cycles ( will be less than $10^{-10}$. We see that the speed of convergence is characterized by a constant factor $e^{-\frac{1}{2}}$ and it does nor depend on the number Of cycles already performed.
$\$ 10$.
In this Lection we discuss the application of Diagonalization mend to special classes of marivices. Lix such special classes are considered: Skew symmetric complex, syumeruc complex, general real, skew hermitian, hermitian and real Symmetric. matrices.

In each of these six particular cases the general procedure undergoes tome finglification and the purpose of this section is $T_{0}$ describes the simplifications brought in our method by special properties 4 matrices considered.

Skew symmetric
If the original matrix $A$ is skew symmetric Chen for each pair of elements $a_{k m}, a_{m k}$ we have $a_{\mathrm{mm}}+a_{m k}=0$, to that $N=n=0$, as well as $a_{k k}=0$ an therefore $\mu=m=P=p=0$. The $t_{\text {wo }}$ remaining quantities $Q, q$ verify the condition $Q^{2}+q^{2}>0$ since $a_{k m}=-a_{m k}=Q+i q$ cannot vanish. All six numbers $A, B, C, D, E$ and $E^{*}$ vanish and the conditions $C_{k m}=C_{\text {an }}=0$ are reduced to a single equation $\frac{1}{8 y} \operatorname{Cos}(z-3)=0$.
$T^{\prime} y, \zeta=z+\frac{\pi}{2}$ and $\varphi=\eta$. It is leas
to prove that the Cransformation does not are-
Serve the skew summery of the rig incl complex matrix. If $\varphi=\eta$ is finite $c_{j k} \neq-c_{k j}$ and $c_{k k} \neq 0, c_{m m} \neq 0$. We have indeed $\operatorname{sim}_{\mathrm{m}} \zeta=\cos z$ and $\operatorname{Cos} \zeta=-\sin z$. Computing $b_{y}(12) c_{1 y}$ and deserving that $\gamma=\gamma^{*}$, we have $\left(\alpha_{i j}=-a_{j i}\right)$ :

$$
\sqrt{\gamma} \cdot c_{n j}=a_{j k} \sin \bar{z}-a_{j m} \cos \bar{z}
$$

while

$$
-\sqrt{\gamma} \cdot c_{j k}=-a_{j k} \cos z-a_{j n} \sin z
$$

To preserve the skew sypmeriy we should have
$\operatorname{Cos} \bar{z}=\sin z$ as well as $\sin \bar{z}=-\cos z=-\sin \bar{z}$
So that $\sin \bar{z}=\operatorname{tin} z=0$ and also $\operatorname{Cos} z=0$ which is impossible since for finite $z$ we have $\sin ^{2} z+\cos ^{2} z=1$. Taking now $\varphi=$ ? infinite, $\varphi=\eta=+\infty$ for instance, we $b$ lain $c_{2}=c_{2}^{*}=s_{2}=s_{2}^{*}=1 / \sqrt{2}$ so that the conditions $c_{k m}=c_{m k}=0$ are verified:

$$
\left[\frac{\cos (z-\zeta)}{\sqrt{\gamma^{\prime}-x}}\right]_{\gamma=\gamma^{*}=\infty}=0
$$

- but now $\frac{\sin z}{\sqrt{\gamma}} s_{1} c_{2}+i c_{1} s_{2}$ at the limit for $\gamma=\infty^{\gamma}$ yield $\left(s_{1}+i c_{1}\right) / \sqrt{2}$. Forming the analogous expressions for the limits of
$\frac{\operatorname{Sin} \zeta}{\sqrt{\gamma^{*}}} ; \frac{\operatorname{Cos} z}{\sqrt{\gamma}}$ and $\frac{\cos \zeta}{\sqrt{\gamma^{*}}}$, we obtain

$$
\begin{aligned}
\sqrt{2} \cdot c_{k j} & =a_{k j}\left(c_{1}^{*}+i s_{1}^{*}\right)+a_{m j}\left(s_{1}^{*}-i c_{1}^{*}\right) \\
\sqrt{2} \cdot c_{j k} & =a_{j k}\left(c_{1}-i s_{1}\right)+a_{j m}\left(s_{1}+i c_{1}\right)= \\
& =a_{k j}\left(-c_{1}+i s_{1}\right)-a_{m j}\left(s_{1}+i c_{1}\right)
\end{aligned}
$$

So that

$$
-\sqrt{2} \cdot c_{j k}=a_{k j} \cdot\left(c_{1}-i s_{1}\right)+a_{m j}\left(s_{1}+i c_{1}\right)
$$

To preserve the skew symmetry for any pair $\left(a_{k j}, a_{m j}\right)$, we should have ar the same time $c_{1}=e_{1}^{*}, s_{1}=-s_{1}^{*}$ and also $s_{l}=s_{1}^{*}, c_{1}=-G_{1}^{*}$ which is impossible, Since it entails $e_{1}=\delta_{1}=0$. Therefore, Diagonalizing a skew symmetric matrix, no simplification is possible and in the process of tiagonaliza lion the skew symmetry is lost.

S11. Symmetric complex matrix
To the contrary, the symmetry is preserved. If $a_{k m}=a_{m k}$, then $Q=g=0$ ami
$A=C=0$, while $E+E^{*}=0$. We have in $P \cdot 41$ this case $\omega^{2}=\omega^{* 2}=B^{2}+D^{2}$. Therefore

$$
\sin 2 \theta=\sin 2 \xi=\frac{D}{\omega} \quad \delta=\delta^{*}=\cos 2 \theta=\cos 2 \xi=\frac{B}{\omega}
$$

So that $\theta=\xi$. NuT

$$
\operatorname{sh} 2 \varphi=\frac{E}{\omega}=-\frac{E^{*}}{\omega}=-\operatorname{sh} 2 \eta \text { so }
$$

chat $\eta=-\varphi$ and $\zeta=\bar{z}$. Wince $e_{,}^{*}=c_{1}, s,{ }^{*}=s$, and $a_{i j}=a_{j i}$, we conclude from (31) that

$$
\alpha^{*}=\alpha, \beta^{*}=\beta, \lambda^{*}=\lambda, c^{u^{*}}=C^{4}
$$

Moreover, we have $c_{2}^{*}=c_{2}$ and $s_{2}^{*}=-s_{2}$. Thus, the expressions (32) jove that the symmetry is preserved Since $c_{k j}=c_{j k}$ and $c_{m j}=c_{j m}$. There is no difference with respeer to geveral case insofar as the computation of $c_{j k}$ and $c_{j m}$ is concerned, but the expressions of $c_{k k}$ and $c_{k k}$ can be simplified as follows. The funcraris $G, g, H$ and $K$ in (29) become

$$
\begin{array}{ll}
G=M+(\delta \cdot P+D N / \omega) & , H=M-(\delta \cdot P+D N / \omega) \\
g=m+\left(\delta \cdot p+D_{n} / \omega\right) & , h=m-\left(\delta \cdot p+D_{n} / \omega\right)
\end{array}
$$ and the fromilae (29) are transformed into:

$$
\begin{array}{ll}
c_{k k}^{\prime}=\gamma \cdot M+\left(\delta \cdot P+\frac{D N}{\omega}\right) & c_{m m}^{\prime}=\gamma \cdot M-\left(\delta \cdot P+\frac{D V}{\omega}\right) \\
c_{k k}^{\prime \prime}=\gamma \cdot m+\left(\delta \cdot p+\frac{D}{\omega}\right) & c_{m m}^{\prime \prime}=\gamma \cdot m-\left(\delta \cdot P+\frac{D N}{\omega}\right)
\end{array}
$$

where $\gamma=\gamma^{*}=\frac{R}{\omega}$. Thus,

$$
c_{k_{k}}+c_{m m}=\gamma \cdot\left(a_{k k}+a_{m m}\right)
$$

$\sum^{\text {S }} 12$. Real general matrix
If the elements $a_{i j}$ of $A$ are real, then

$$
\begin{aligned}
& m=n=p=q=E=E^{*}=\varphi=\eta=0, \gamma=\gamma^{*}=1, \\
& z=\theta, \zeta=\xi, c_{2}=c_{2}^{*}=1, s_{2}=s_{2}^{*}=0, A=P Q, \\
& B=P M, C=N Q, D=M N, \omega=\omega^{*}=R=\left(A^{2}+B^{2}+c^{2}+D^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

so that $R=R_{1} . R_{2}$, where

$$
R_{1}^{2}=M^{2}+Q^{2} ; \quad R_{2}^{2}=N^{2}+P^{2} .
$$

Let us dense by $\underline{s}$ and $\underline{d}$ the sum $z+\zeta=\theta+\xi=s$ and the $\partial$ difference $z-\zeta O-\xi=d$. Then the conditions $c_{\mathrm{km}}=c_{m k}=0$ give

$$
\tan s=\frac{N}{P} \quad \tan d=\frac{Q}{M}
$$

and therefore
(46)

$$
\frac{\operatorname{Sin} s}{N}=\frac{\operatorname{Cos} s}{P}=\frac{1}{R_{2}} ; \quad \frac{\sin d}{Q}=\frac{\operatorname{Cos} d}{M}=\frac{1}{R_{1}}
$$

This yields first

$$
\begin{aligned}
& \delta=\operatorname{Cos} 2 \theta=\operatorname{Cos}(s+d)=\frac{M P-\mathcal{N Q}}{R_{1} \cdot R_{2}} \\
& \delta^{*}=\operatorname{Cos} 2 \varepsilon=\operatorname{Cos}(s-d)=\frac{M P+\mathcal{N Q}}{R_{1} \cdot R_{2}}
\end{aligned}
$$

and then

$$
s_{1}=\epsilon\left(\frac{1-\delta}{2}\right)^{\frac{1}{2}} ; \quad c_{1}=\eta \cdot\left(\frac{1+\delta}{2}\right)^{\frac{1}{2}}
$$

(47) $S_{1}^{*}=\epsilon^{*}\left(\frac{1-\delta^{*}}{2}\right)^{\frac{1}{2}} ; \quad C_{1}^{*}=\eta^{*}\left(\frac{1+\delta^{*}}{2}\right)^{\frac{1}{2}}$

Where $\epsilon, \epsilon^{*}, \eta, \eta^{*}= \pm 1$ are the signs of $\delta$, $S_{1}^{*}, c_{1}, c_{1}^{*}$ to be determines in aceortance with (46), that is, in accordance with

$$
\sigma(\operatorname{Sin} s)=\sigma(N), \quad \sigma(\operatorname{Cos} s)=\sigma(P), \sigma(\operatorname{Sin} d)=\sigma(Q), \sigma(\operatorname{Cos} d)=\sigma(M) \text {. }
$$

Wing the trigonometric zelations such as
$\sin 2 \theta=2 \sin \theta \sin =\sin (s+d)$ or $2 \sin \theta \sin \xi=\operatorname{Cos} d-\cos s$, we deduce the following relations between the signs of $M, N, P, Q$ and $s, c_{1,} s_{1}^{*}, c_{1}^{*}$ :
$(48)\left\{\begin{aligned} & \epsilon \eta=\sigma(\sin 2 \theta)=\sigma(M N+P Q) \\ & \epsilon \epsilon^{*}=\sigma(\sin \theta \sin \xi)=\sigma\left(M R_{2}-P R_{1}\right) \\ & \epsilon \eta^{*}=\sigma(\sin \theta \cos \xi)=\sigma\left(N R_{1}+Q R_{2}\right)\end{aligned}\right.$
(49)

$$
\begin{aligned}
& \epsilon=\sigma(\mu N-P Q), \text { we } \\
& \left\{\begin{array}{r}
\eta=\sigma\left(\mu^{2} N^{2}-P^{2} Q^{2}\right) \\
\epsilon^{*}=\sigma\left(N R_{1}+Q R_{2}\right) \\
\eta *=\sigma\left(M R_{2}-P R_{1}\right)
\end{array}\right.
\end{aligned}
$$

as it can be seen using the identity
(50) $\quad(M N+P Q)\left(M R_{2}+P R_{1}\right) \equiv\left(N R_{1}+Q R_{2}\right)\left(R_{1} R_{2}+M P-N Q\right)$ and observing that $|\mu P \pm N Q|<R_{1} R_{2}$. Changing in it the sign of $\mu$ or of $P$ or of $Q$, we seduce other identities which are useful in checking the validity of the choice of signs in (49). In cheeking that (49) gives the true signs to $\sin s, \cos s, \sin d$ and $\cos d$, it is useful to observe that the ine qualities $|M N| \geqq|P Q|$ entail the corresponding inequalities $|N| . R_{1} \geqslant|Q| . R_{2}$ and $|M| \cdot R_{2} \geqslant|P| \cdot R_{1}$. It is essential $C_{0}$ observe that the choices $\epsilon=\sigma(\mu N-P Q)$ and $\eta=\sigma\left(\mu^{2} N^{2} P^{2} Q^{2}\right)$ become meaningless if $|M N|=|P Q|$. Therefore, we suppose chat $|M N| \neq|P Q|$.

We now simplify the rules of sign, separating the cases $|M N| \geqslant\{P Q \mid \geqslant 0$ and $|P Q|>|M N| \geqslant 0$.
of $|M N|>\left|P_{Q}\right| \geqslant 0$, then $\eta=+1, \epsilon^{*}=\sigma(\gamma)$, while $\eta^{*}=\sigma(\mu)$. The value of $\epsilon$ depends on the sign of $\mu N$ : if $\mu N<P Q \leq 0$, then $\epsilon=-1$, if $\mu N>P Q \geqslant 0$, then $\epsilon=+1$. Thus we conclude that $\epsilon=\sigma(\mu N)$.

If $|P Q|>|\mu N| \geqslant 0$, then $\eta=-1, P \cdot 45$
$=\sigma(Q), \eta^{*}=-\sigma(P)$, while $\epsilon=-\sigma(P Q)$. Bur nothing is changed, if we replace all four signs $\epsilon, \eta, e^{*}, \eta$ by opposite ones since it correspond to the addition of $\pi$ to $\theta$ and to $\xi$, so that the conditions are verifiedsince $\sin s, \cos s$, $\sin d, \cos d$ do not change. We wile c therefore in the ease $|P Q|>$ $>|M N| \geqslant 0$ the signs $\epsilon=\sigma(P Q), \eta=1, \epsilon^{*}=-\sigma(Q)$ and $\eta^{*}=\sigma(P)$. To summarize :

|  | If, then | $\epsilon=$ | $\epsilon^{*}=$ | $\eta=$ |
| :---: | :---: | :---: | :---: | :---: |
| $\|M N\|>\|P Q\| \geqslant 0$ | $\sigma(M N)$ | $\sigma(N)$ | $\eta^{*}=$ |  |
| $(51)$ | $\sigma(M)$ |  |  |  |
| $\|P Q\|>\|M N\| \geqslant 0$ | $\sigma(P Q)$ | $-\sigma(Q)$ | +1 | $\sigma(P)$ |

If $|M N|=|P Q|$, we distinguish between two entirely Different cases $|\mu N|=|P Q|=0$ and $|M N|=|P Q|>0$. The first one is a Singular case and it will be sTudied sefarately. The case $|M N|=|P Q|>0$ will be discussed now, dubdiriding it into two fubcases: $M N=P Q \neq 0$ and $M N=-P Q \neq 0$.

Case $\mu N=P Q \neq 0$
The identity (50) with a charge of sign in $Q$ proves chat in this case $N_{R_{1}}=Q R_{2}$ and also $P R_{1}=M R_{2}$. Therefore $\sigma(N Q)=\sigma(M P)=1$ and $\delta^{*}=\cos 2 \xi=(\mu P+N Q) R_{1}^{-1} R_{2}^{-1}=1$, so thar $\xi=0$ or $\xi=\pi$. Both values of $\xi$ sine the Same result since, if $\xi=0, s=d=0$ and Therefore

$$
(\xi=0) \quad \eta^{*}=1, \epsilon=\sigma\left(s_{1}\right)=\sigma(v), \eta=\sigma((,))=\sigma(M)
$$

while $\xi=\pi$ gives: $\theta=s-\pi=d+\pi$ and $(\xi=\pi) \quad \eta^{*}=-1, \epsilon=-\sigma(\sim), \eta=-\sigma(n)$ and changing the signs into opposite ones ( $s_{1}^{*}=0$ and therefore $\epsilon^{*}$ dog not mattes) we oftrain the tame result. Multiplying $\eta^{*}=1, \epsilon=\sigma(\nu), \eta=\sigma(\mu)$ by $\eta=\sigma(\mu)$ we see that it is equivalent to

$$
\epsilon=\sigma(\mu v), \eta=+1, \eta^{*}=\sigma(\mu)
$$

or to

Since $\mu N=P Q$ and $C(\mu P)=1$.

This aragsis shows that fort mules P. 47 deduced in 1) and 2) hold for $\mu N=P Q \neq 0$ as it should be since the case $\mu N=P Q$ is a limiting ease for 1) as well as for 2) when $|\mu N| \rightarrow|P Q|$. The afferent Contradiction between $\sigma(N)=\sigma(Q)$ and the values $\sigma(N),-\sigma(Q)$ for $\epsilon^{*}$ is reshred $o$ deserving that, for $\mu N=P Q, S_{1}^{*}=\sin \xi$ $v a n i s h e s ~ t o ~ t h a t ~ \epsilon * ~ h a s ~ n o ~ m e a n i n g . ~$.

Case $\mu N=-P Q \neq 0$
Now $N R_{1}+Q R_{2}=0$ and $\sigma(M P)=-\sigma(N Q)=+1$. Therefore $\delta=\operatorname{Cos} 2 \theta=+1$ and $\theta=0$ or $\theta=\pi$. If $\theta=0$, then $s=-d=\xi$ so that $S_{1}^{*}=$ Sins, $c^{*}=\operatorname{Cos} s$ and thin $\left(s_{1}=0\right)$ :

$$
\begin{aligned}
& (\alpha) \quad \eta=\sigma(c)=1, \epsilon^{*}=\sigma(s ;)=\sigma(N), \eta^{*}=\sigma\left(c,{ }^{*}\right)=\sigma(M) \\
& \text { White } A=\pi \text { yields } \xi=\pi-d \text { and this }
\end{aligned}
$$ While $\mathscr{F}=\pi$ yields $\xi=\pi-d$ and thus

$$
\begin{aligned}
& \eta=\sigma(c)=-1, \sigma(s, *)=\epsilon^{*}=-\sigma(N), \sigma\left(c,{ }^{*}\right)=\eta^{*}=-\epsilon / M \\
& \text { Multiplying this by }-1 \text { we come back to }
\end{aligned}
$$

multiplying this by -1 we come back to to $(\alpha)$, white $\sigma / \gamma \alpha)=-1$ and $\sigma(\mu P)=+1$ give an equivalent system of tigns, nancy

$$
\eta=1 \quad \epsilon^{*}=-\sigma(Q) \quad \eta^{*}=\sigma(P) P .48
$$

Again we see that bort rules 1) and 2) hold. Thin, the table $(51)$ is justified provided that $\mu N P Q \neq 0$.

Singular Case $\mu N=P Q=0$
Since $a_{\text {km }}^{2}+a_{m k}^{2} \neq 0, \mathcal{N}_{m}$ and $Q$ cannot vanish together and $N^{2}+Q^{2} \neq 0$. At least two of four quantities $\mu, N, P, Q$ vanish, if $\mu N=P Q=0$, but it mayhappen that three of them ravish in which case we will have $N \neq 0$ or $Q \neq 0$. Therefore, we have in all three subcasey when two quantities vanish, namely

1) $N=P=0, Q Q \cdot M \neq 0 \therefore\left(a_{k k}=a_{m m}, a_{m k}=-a_{k m}\right)$
2) $M=Q=0$, $N \cdot P \neq 0 \therefore\left(a_{m m}=-a_{k k}, a_{k m}=a_{m k}\right)$
3) $M=P=0, N \cdot Q \neq 0 \therefore\left(a_{k R}=a_{a m}=0\right)$
and two cases when Clare of them ravish:
4) $M=P=N=0, Q \neq 0_{i} \cdot\left(a_{k m}+a_{m x}=0\right)$
s) $\mu=P=Q=0, N \neq 0 \therefore\left(a_{k m}=a_{m k}\right)$

As we will show in all these fire P. 49 Subeases $S_{1}^{*}=0$ and $C_{1}^{*}=1$, while $\sigma\left(s_{1}\right)$ and $\sigma\left(c_{1}\right)$ are given in the following table:

|  | $M Q \neq 0^{1}, N=P=0$ | $N P \neq 0, M=Q=0, N Q \neq 0, M=P=Q Q \neq 0, M=N=P=0, N \neq 0, M=R=Q=0$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma\left(s_{1}\right)$ | $\sigma(Q)$ | $\sigma(N)$ | $\sigma(Q)$ | $\sigma(Q)$ | $\sigma(N)$ |
| $\sigma\left(c_{1}\right)$ | $\sigma(M)$ | $\sigma(P)$ | $\left(C_{1}=0\right)$ | $\left(c_{1}=0\right)$ | $\left(c_{1}=0\right)$ |

To justify this table we observe that in the four cases (1), 2), 4) and 5) only one of the two conditions $\tan s=\frac{r}{P}$, $\operatorname{tand}=\frac{Q}{M}$ remains, the other becoming indetermined. Therefore, in these four cases one of fir parameters $\xi, \theta$ can be chosen arbitrari $E_{y}$. We chose $\xi=0$, so that $s_{1}^{*}=0, c_{1}^{*}=1$. In the case
3) we obtain $\operatorname{Cos} s=0$ and $\operatorname{cas} d=0$ so Phat the two conditions reduce to

$$
\cos \theta \cdot \cos \xi=0 ; \quad \sin \theta \cdot \sin \xi=0
$$

We choose again the solution in which $\sin \xi=0$ and take $\xi=\frac{\pi}{2}(1-\sigma(N Q))=0$ or $\pi$ according to $\mathcal{M Q}>0$ or $N Q<0$, which gives $C^{*}=\sigma$ (NQ) a $S_{1}^{*}=0$. In The cases 1,2$\left.), 4\right)$ and 5 ) we have $S=d=\theta$, So that in the case 1) $\tan \theta=\tan d=\frac{Q}{M}$ yields
(aye 1)

$$
s_{1}=\frac{Q}{R_{1}} \quad, \quad C_{1}=\frac{\mu}{R_{1}}
$$

The case 2) gives likewise $\tan \theta=\frac{\mathscr{N}}{P}: P \cdot 50$
Case 2)

$$
s_{1}=\frac{\mathcal{N}}{R_{2}} \quad ; \quad C_{1}=\frac{P}{R_{2}}
$$

In the case 4) only $Q$ does not vanish, therefore $\operatorname{cotan} d=\operatorname{Cotan} \theta=\frac{\mu}{Q}=0$ and thus $c_{1}=\operatorname{Cos} \theta=0$. Taking $\theta=\frac{\pi}{2} \sigma(Q)$, we justify $S_{1}=\sigma(Q), c_{1}=0$. 2nithe case 5) only $\mathcal{N}$ is different from zero. Thus, $\cos s=\cos \theta=0$ again and, taking $\theta=\frac{\pi}{2} \sigma(N)$ we have $S_{1}=\sigma(N), c_{1}=0$.

Remains the case 3) in which $\xi=\frac{\pi}{2}[1-\sigma(\sigma Q)]$ yves first $S_{1}^{*}=0$ and $C_{1}^{*}=\partial(N Q)$. To verify the second equation $\operatorname{Cos} \theta \cdot \operatorname{Cos} \xi=0$, we must have $c_{1}=\operatorname{Cos} \theta=0$ and we take $\theta=\frac{\pi}{2} \theta^{\prime}(N)$, to Char

$$
S_{1}=\sigma(N), c_{1}=0, S_{1}^{*}=0, \quad c_{1}^{*}=\sigma(N Q)
$$

Multiplying these four numbers by $\sigma(N Q)$, we obtain the equivalent system.
Case 3) $s_{1}=\sigma(Q), c_{1}=0, s_{1}^{*}=0, c_{1}^{*}=1$ so that $s_{1}^{*}=0, C_{1}^{*}=1$ hold in all five cases.
The values of $S$, and $C_{1}$ are:

| $(52)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}=$ | $Q / R_{1}$ | $N / R_{2}$ | $\zeta(Q)$ | $\zeta(Q)$ | $\sigma(N)$ |
| $C_{1}=$ | $M / R_{1}$ | $P / R_{2}$ | 0 | 0 | 0 |

We have seen that the values and P,51 signs of $s_{1}, c_{1}, s_{1}^{*}, c_{1}^{*}$ are given $b_{3}$ formulas (4Y) and the table (51), if - Which is the senecal case $-(\mu N|\geqslant|P Q|$ or $| \mu N)=|P Q| \neq 0$.

In the singular case $M N=P Q=0$ they are given by the table ( 52 ).

The elements of $C$ now are computed using the following formulae (see formulae (32)):

$$
\begin{align*}
& c_{j k}=\alpha=a_{j k} \cdot c_{1}+a_{j m} s_{1} \\
& c_{j m}=\beta=-a_{j k} s_{1}+a_{j m} c_{1} \\
& c_{k j}=\alpha^{*}=a_{k j} c_{1}^{*}+a_{m j} s_{1}^{*} \\
& c_{m j}=\beta^{*}=-a_{k j} \cdot s_{1}^{*}+a_{m j} c_{1}^{*}
\end{align*}
$$

as well as

$$
\begin{aligned}
& c_{\text {Wk }}=R_{1}+R_{2}=\sqrt{M^{2}+Q^{2}}+\sqrt{N^{2}+P^{2}} \\
& c_{m m}=R_{1}-R_{2}=\sqrt{M^{2}+Q^{2}}-\sqrt{N^{2}+P^{2}}
\end{aligned}
$$

The last expressions are justified, observing that (29) become $e_{k k}=G, c_{m m}=H$ with

$$
\begin{aligned}
& G=M \cos d+P \cos s+N \sin s+Q \sin d=T+V=R_{1}+R_{2} \\
& H=M \cos d-P \cos -N \sin s+Q \sin d=T-V=R_{1}-R_{2}
\end{aligned}
$$

Since $M \cos d+Q \sin d=R_{1}, P \cos s+M \sin s=R_{2}$.

S13. Real symmetric matrices
If a real matrix is symmetric, then the Symmetry is preserved because it can be considerei as a prasiicular case of a complex symmericic mat mix. Since for all pairs of off-diagonal elements $a_{k m}-a_{m k}=2 Q=0$, we have $\tan d=\frac{Q}{\mu}=0$ and therefore can lake $d=0, \xi=\theta$. The angle $2 \theta=S$ is then obtained from $\tan s=\frac{\mathcal{N}}{\mathcal{P}}$ :

$$
\frac{\sin 2 \theta}{N}=\frac{\operatorname{Cos} 2 \theta}{P}=\frac{1}{R_{2}} \quad\left(R_{2}^{2}=N^{2}+P^{2}\right)
$$

and $\delta=\operatorname{Cos} 2 \theta=P / R_{2}$.
Taking $|\theta|<\frac{\pi}{2}$ so $e$ hat $\sigma\left(c_{1}\right)=\sigma(\cos \theta)=+1$, we have $\sigma\left(S_{1}\right)=\sigma(\sin \theta)=\sigma(\sin 2 \theta)=\sigma(N)$ ans thin

$$
\begin{aligned}
& c_{1}^{*}=c_{1}=\frac{1}{\sqrt{2}}(1+\delta)^{\frac{1}{2}} \\
& s_{1}^{*}=\delta_{1}=\frac{1}{\sqrt{2}}(1-\delta)^{\frac{1}{2}} \cdot \sigma(N) \quad(N \neq 0)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& c_{m k}=|M|+\sqrt{N^{2}+P^{2}} \\
& c_{m m}=|M|-\sqrt{N^{2}+P^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& c_{j k}=c_{k j}=a_{j k} \cdot c_{1}+a_{j m} s_{1} \\
& c_{j m}=c_{m j}=-a_{j k} s_{1}+a_{j m} c_{1}
\end{aligned}
$$

The diagonalization yields the characteristic roots of the original matrix fince $u^{\prime}(\xi)=u^{\prime}(\theta)$.
§14. Skew hermitian matrix
We saw that in general the skew symmetry is distroyed by our transformation. But it The original skew symmervic matrix is hermiSian, then its skew symmetry is preserved. If $a_{k \times}$ and $a_{m m}$ are pursy imaginary, then $M=P=0$ ai $a_{k k}+a_{m m}=2 \mathrm{im}, a_{m k}-a_{m m}=$ Dip $y$ ive $a_{k k}=i(m+p), a_{m m}=i(m-p)$. The siree symmetry further means, if the matrix is hermitian, that $a_{\mathrm{km}}=Q_{t}$ in and $a_{m=}=-Q^{+i n}$ do that $N=q=0$. No transformation is needed if $Q^{2}+n^{2}=0$. We have therefore $Q^{2}+n^{2}>0$ by hypothesis. To check that the skew dypumetry is preserved, we observe that $H=G=0$ so Chat $c_{k_{k}}^{\prime}=c_{m m}^{\prime}=0$ which means that the Hingmal elements of the transformed matrix C are purely imaginary as cheyshowld be. We have, indeed, $\zeta=z$ since the vanishing of Am entails chat of $c_{\text {max }}$. Therefore, $\theta=\xi, \varphi=\eta$, $c_{1}^{*}=c_{1}, \delta_{1}^{*}=s_{1}, c_{2}^{*}=c_{2}, s_{2}^{*}=s_{2}$. Computing $\alpha^{*}, \beta^{*}, \lambda^{*}, c^{*}$ in (31) we find that
$\alpha^{*}=-\alpha, \beta^{*}=-\beta, \lambda^{*}=\lambda, C^{*}=C \quad$ P. 54
so that (32) yields withow difficulty
$c_{k j}=-\bar{c}_{j i}$ and $c_{m j}=-\bar{c}_{j m}$ and this completes the proof of the fact that $C$ is also skew Symmetric hermitian, if $A$ is.

A skew dqumerric hermitian matrix is normal. Therefore, Diagonalizing it with the aid of right unitary factor $u(z)$ and left unitary factor $u^{\prime}(\bar{\zeta})=u^{\prime}(\bar{z})=u^{-1}(z)$ preserves its characteristic roots. Thus, our procedure yields also the characteristic roots (eigenvalues) of $A$.

Forming the equation in $t=\tan z$, we oblain the equation (36)
(36)

$$
(Q+i n) \cdot t^{2}+2 i p t+(Q-i n)=0
$$

So that we are in the exceptional case IV with its ramifications $\sqrt{\text { W }}$ and V1 (see $\delta^{8}$ ). All formulas established for these cases $\pi$, V and $\sqrt{1}$ are valid and for $c_{k_{k}}=i c_{k_{k}}^{\prime \prime}$ and $C_{m m}=i c_{m m}^{\prime \prime}$ we obtain from formulas (39) $C_{k k}^{\prime \prime}=m+R, c_{m m}^{\prime \prime}=m-R$ with $R=\sqrt{Q^{2}+p^{2}+n^{2}}$,
the other elements of $C$ being given by P. 55 The formulas (32).
§15. Hermitian Matrix.
The matrix $A=\left(\left(a_{i j}\right)\right)$ is hermitian when $a_{m k}=\bar{a}_{k m}$. Therefore for a hermitian matrix

$$
\begin{aligned}
& Q=m=n=p=0, \quad \frac{1}{2}\left(a_{k k}+a_{m m}\right)=M, \frac{1}{2}\left(q_{m}-a_{m}\right) P, \\
& \frac{1}{2}\left(a_{k m}+a_{m k}\right)=\mathcal{N} \text { and } \frac{1}{2}\left(a_{k m}-a_{m k}\right)=i q .
\end{aligned}
$$

We take again $\zeta=z$, to that $\theta=\xi$ and $\varphi=\eta$ and $c_{2}=c_{2}^{*}, s_{2}=s_{2}^{*}, c_{1}^{*}=c_{1}, s_{1}^{*}=s_{1}, \delta^{*}=\delta^{*}, \gamma=\gamma^{*}$. The characteristic roots are preserved, to Chat diagonalizing a hermitian matrix we find its characteristic roots.

To grove that our transformation does not destroy the hermitian character of a mativia, we observe that this lime $\alpha^{*}=\alpha$, $\beta^{*}=\beta^{\prime}, \lambda^{*}=-\lambda$ and $\rho^{*}=-\mu$, fo that the formulae (32) give $c_{k j^{\prime}}=\bar{c}_{j k}$ and $c_{m j}=\bar{c}_{j m}$. Moreover, $y=h=0$ and therefore the riayonal elements of $C$ are real numbers as They should be in a hermitian matrix.

The equation (18) for $t$ - Can is as follows P. 56

$$
(N+i q) t^{2}+2 P t-(N-i q)=0
$$

Since, multiplied $b_{y}-i$, it becomes of the same type as (36), namely

$$
(q-i N) t^{2}-2 i P \cdot t+(q+i N)=0
$$

we obtain the solution in the same from:

$$
\begin{array}{ll}
\tan 2 \theta=\frac{N}{P} & \operatorname{Ch} 2 \rho=-\frac{q}{R} \\
\sin 2 \theta=\frac{N}{\omega} & \operatorname{Sh} 2 \varphi=-\frac{q}{\omega} \\
\delta=\cos 2 \theta=\frac{P}{\omega} & \gamma=\operatorname{ch}^{2} q=\frac{R}{\omega},
\end{array}
$$

where $\omega=\sqrt{N^{2}+P^{2}}$ and $R=\sqrt{N^{2}+P^{2}+q^{2}}$. This gives

$$
\begin{array}{ll}
c_{1}^{*}=c_{1}=\left[\frac{1+\delta}{2}\right]^{\frac{1}{2}}, & c_{2}^{*}=c_{2}=\left[\frac{\gamma+1}{2 \gamma}\right]^{\frac{1}{2}} \\
s_{1}=s_{1}^{*}=\sigma(\gamma)\left[\frac{1-\delta}{2}\right]^{\frac{1}{2}}, & s_{2}^{*}=\delta_{2}=-\delta(()) \cdot\left[\frac{\gamma-1}{2 \gamma}\right]^{\frac{1}{2}}
\end{array}
$$

Thisshution presuffors $N \neq 0$, so thar $\omega \neq 0$ an $\sigma(N)$ has a meaning. Insofar as $\sigma(g)$ is concerned, if $q$ vanishes $\sigma(g)$ is no more needed because togesher with $q$ also $\varphi$ vanishes so that $s_{2}=0$, if $q=0$.

Equations ( 28 bi) sire very dimple expres- P.57 fins for $c_{k k}$ and $c_{n m}$, namely because in our case $Q=0, T=M$ aid $V=N$ fins + $P C_{\text {oas }} s=\omega$ :
(53) $\left\{\begin{array}{l}c_{k k}=\gamma V+T=M+\gamma \omega=M+R \\ c_{n}=T\end{array}\right.$

It may happen that $N=0$. In this part Cicular case $q$ count vanish since $N^{2}+q^{2}=$ $=\left|a_{\mathrm{cm}}\right|^{2} \equiv\left|a_{m \times x}\right|^{2} \neq 0$. For $N=0, q \neq 0$ the equation (18) becomes $2 i P \cdot t+1=0$
$t^{2}-\frac{1}{9} \cdot t+1$
so that

$$
t=-i \sigma(g)\left\{\frac{R-P}{R+P}\right\}^{\frac{1}{2}}
$$

which can be written also as follows:

$$
(R+P)\left[\text { th } \varphi+\sigma(g) \sqrt{\frac{R-P}{R+P}}\right] \operatorname{Cos} \theta+i\left[\text { th } \varphi+\sigma(\varphi) \sqrt{\frac{R+P}{R-P}}\right] \sigma(\varphi) \sin \theta\left(\frac{R-P)}{}=0\right.
$$

Since |theol $\leqslant 1$, we have, as in the case $I$, to separate the subleases $P \geqslant 0$. If $P$ is positive, then the $=-r(c) \sqrt{\frac{R-P}{R+P}}$ and $\sin \theta=0$, While thy $=-\sigma(g) \sqrt{\frac{R+P}{R-P}}$ and $\cos \theta=0$, if $P$ is negative. Taking $\theta=0$ or $\theta=\frac{\pi}{2}$

Respectively and, observing That $\gamma=R /|P|$ for $P \neq 0$ and $\gamma=\infty$ for $P=0$, we drain for $P \geqslant 0$. $\xi^{*}=s_{2}^{\prime}=-\sigma(q)\left[\frac{1}{2}\left(1-\frac{|P|}{R}\right)\right]^{\frac{1}{2}} ; \quad c_{2}^{*}=c_{2}=\left[\frac{1}{2}\left(1+\frac{|P|}{R}\right)\right]^{\frac{1}{2}}$.

If $P$ ravishes, $\theta$ becomes inderermined since the equation for $t$ gives $t^{2}+1=0$, so that the $=-\sigma(g)$. We take $\theta=\frac{\pi}{4}$ if $P=0$ and thus, if $P \neq 0$ :

$$
s_{1}^{*}=s_{1}=\frac{1}{2}[1-\zeta(P)]
$$

$c_{1}^{*}=c_{1}=\frac{1}{2}[1+\sigma(P)]$, while $c_{1}=s_{1}=\frac{\sqrt{2}}{2}$, if $P=0$.
Formulae (53) hold for $\mathcal{N}=0$, whatever is the value of $P \geqslant 0$. If $P$ vanishes they become

$$
c_{k_{k}}=M+|g| \quad ; \quad c_{m m}=M-|g|
$$

Since for $P=0, N=0$ we have $R=|g|$.
The off-diagmal elements of the transfermed matrix $C$ are given, as always, by formolar (32) in which for $P \neq 0$

$$
\begin{aligned}
& 2(\alpha+i \lambda)=a_{j k}+a_{j m}+\left(a_{j k}-a_{j m}\right) \cdot \sigma(P) \\
& 2(\beta+i c)=-a_{j k}+a_{j m}+\left(a_{j k}+a_{j m}\right) \cdot \sigma(P)
\end{aligned}
$$

White for $P=0$

$$
\text { Thus, }(\alpha+i \lambda) \sqrt{2}=a_{j k}+a_{j m} \text { and }(\beta+i c) \sqrt{2}=a_{j m}-a_{j k} \text {. }
$$

Thus, $c_{k j}^{\prime}=c_{j k}^{\prime}=\alpha c_{2}-c^{\prime} s_{2} ; c_{j k}^{\prime \prime}=\lambda c_{2}+\beta s_{2}=-c_{j}^{\prime \prime}$.

$$
c_{m j}^{\prime}=c_{j m}^{\prime}=\beta c_{2}-\lambda s_{2} ; c_{m}^{\prime \prime}=c^{\prime} c_{2}+\alpha s_{2}=-c_{m j}^{\prime \prime} .
$$
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Thy, $c_{k j}, c_{m j}, c_{j k}, c_{j m}$ are given $b_{y}$ :

$$
\begin{aligned}
& c_{k j}^{\prime}=c_{j k}^{\prime}=\alpha c_{2}-c^{\mu} s_{2} ; c_{j k}^{\prime \prime}=-c_{k j}^{\prime \prime}=\lambda c_{2}+\beta s_{2} \\
& c_{m j}^{\prime}=c_{j m}^{\prime}=\beta c_{2}-\lambda s_{2} ; c_{j m}^{\prime \prime}=-c_{m j}^{\prime \prime}=c^{\prime \prime} c_{2}+\alpha s_{2} .
\end{aligned}
$$

This terminates the study of particular matrices.
88. (Contimed). Case VIII.

In the singular case VII) $\omega=\omega^{*}=E=E^{*}=0$ as well as $n=Q=0$, but $N^{2}+q^{2}>0$. The - efinitions of $\omega^{2}=(D+A)^{2}+(B-C)^{2}, \omega^{* 2}=(D-A)^{2}+$ $+(B+C)^{2}=0$ show that in this case $A=B=C=D=0$. Therefore, the formulae (20) p. 12 prove that the case VII) takes place only when the four elements $a_{k k}, a_{\text {kn }}, a_{m k}, a_{m m} v e r i f y$ the following fire con(fin: $p q=0, q M=0, P M+p m=0, M N=0, p N=0$.
(54) It is easy to prove that (54) implies $p=M=0$. First, if $N \neq 0$ the lass two conditions give $M=0$. Les now $\mathcal{N}=0, q \neq 0$. Then firstwo conditions give the sene result. Therefore, in the case VII) we have always $p=M=0$ :

$$
\begin{aligned}
a_{k k}=P+i r & a_{k m}=N+i q \\
-a_{m m}=P-i r & a_{m k}=N-i q
\end{aligned}
$$

$$
\left(\boldsymbol{N}^{2}+\boldsymbol{q}^{2}\right)
$$

Eq. (13) yield now only one equation, namely

$$
P \operatorname{Sin}(z+\zeta)-N \operatorname{Cos}(z+\zeta)=i[r \sin (z-\zeta)-q \cos (z-\zeta)]
$$

Therefore, two contitions are $t$ be chosen ar will. We choose $\theta=r, \xi=\eta$ to that $\zeta=z$ and the qua-
firn becomes

$$
\begin{equation*}
P^{\prime} \sin 2 z-N \cos 2 z=-i q \tag{55}
\end{equation*}
$$

We deserve chat our choice of $z=\zeta$ /resuffoises Chit $P^{2}+N^{2}>0$ since $q$ cannot vanish, if $N=0$. Therefore, we will have to study the case $N=P=0$ separately. If $p^{2}+N^{2}>0$, then $(55)$ gives :

$$
\begin{aligned}
& P \sin 2 \theta \operatorname{ch} 2 \varphi-N \cos 2 \theta \operatorname{Ch} 2 \varphi=0 \\
& P \cos 2 \theta \operatorname{sh} 2 \varphi+N \sin 2 \theta \operatorname{Sh} 2 \varphi=-q .
\end{aligned}
$$

The firs equation gives

$$
\sin 2 \theta=\mathcal{N} / \omega ; \quad \cos 2 \theta=P / \omega
$$

with $\omega^{2}=P^{2}+N^{2}>0$. Then, from the see on one:

$$
\operatorname{sh} 2 \varphi=-9 / \omega
$$

Denting now $\omega^{2}+q^{2}=P^{2}+N^{2}+q^{2}$ by $R^{2}=$ $=\omega^{2}+y^{2}$, we have :

$$
\begin{aligned}
& +g^{2} \text {, we have: } \\
& \gamma=\gamma^{*}=C h 2 \varphi=R / \omega ; \delta=\delta^{*}=\operatorname{Cos} 2 \theta=P / \omega
\end{aligned}
$$

Since $\sigma(\varphi)=-\sigma(y)$ and $\sigma(\theta)=\sigma(\mathcal{N})$,
we brain

$$
\begin{aligned}
& c_{1}^{*}=c_{1}=\left[\frac{1}{2}(1+\delta)\right]^{\frac{1}{2}} ; s_{1}^{*}=s_{1}=\sigma(\mathcal{r}) \cdot\left[\frac{1}{2}(1-\delta)\right]^{\frac{1}{2}} \\
& c_{2}^{*}=c_{2}=\left[\frac{1}{2}\left(1+\gamma^{-1}\right)\right]^{\frac{1}{2}} ; s_{2}^{*}=s_{2}=-\sigma(y)\left[\frac{1}{2}\left(1-\gamma^{-1}\right)\right]^{\frac{1}{2}} .
\end{aligned}
$$

If $y=0$ then $\sigma(y)$ is us needed since $s_{2}$ ranishes for $q=0$. Now the formulae (29) yield

$$
C_{R x x}=R+i r \quad \therefore \quad c_{m m}=-R+i \varepsilon
$$

Since $G=-H=\omega, g=h=r$ so that $c_{k_{k}}^{\prime}=-c_{m m}^{\prime}=R$ and $c_{k_{k}}^{\prime \prime}=c_{m m}^{\prime \prime}=r$.

If $N=P=0$ then six numbers vanish:

$$
M=p=n=Q=N=P=0
$$

and therefore $q_{k k}=a_{m m}=$ ir and $a_{k m}=-a_{m k}=i q$, $y \neq 0$. The conditions $e_{k_{m}}=c_{m k}=0$ are now

$$
r \cdot \sin (z-z)=g \cdot \cos (z-\zeta)
$$

and we choose two supplementary conditions follows: $\varphi=\eta$ and $\xi=-\theta$, that is $\zeta=-\bar{z}$.

With these supplementary conditions P. 62

$$
z \cdot \sin 2 \theta=q \cdot \operatorname{Cos} 2 \theta
$$

and therefore the constions $c_{k m}=c_{m k}=0$ determine only $\theta$, the common value of $\varepsilon^{\prime}=7$ being arkitiary. We house $\varphi=\eta=0$, white $\delta=\operatorname{Cos} 2 \theta=z\left[z^{2}+y^{2}\right]^{-\frac{1}{2}}$ and $\delta(\sin \theta)=\sigma(y)$.
Therefore

$$
c_{1}^{*}=c_{1}=\left[\frac{1}{2}(1+\delta)\right]^{\frac{1}{2}} ; s_{1}^{*}=s_{1}=\sigma(y) \cdot\left[\frac{1}{2}(1-\delta)\right]^{\frac{1}{2}} .
$$

The elements of $C$ are:

$$
\begin{array}{ll}
c_{k j}=\alpha^{*}+i \lambda^{*} & c_{j k}=\alpha+i \lambda \\
c_{m j}=\beta^{*}+i \mu^{*} & c_{j m}=\beta+i c
\end{array}
$$

where the right-hand members are defined in
Bi) o. 21 . Moreover

$$
c_{\text {kkk }}=c_{m m}=i \cdot\left[r^{2}+q^{2}\right]^{\frac{1}{2}}
$$
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## SUMMARY

A Cathode Ray Tube Readout Device for the 701 is described from the user's viewpoint. Its application to a particular problem is discussed. This problem involves a large amount of output and is unusual in that it is the inverse of the data reduction problem. More general uses are also touched upon.

APPLICATIONS OF A CATHODE RAY TUBE READOUT DEVICE FOR THE IBM 701 ELECTRONIC DATA PROCESSING MACHINE

A good deal has been written and a great deal more has been said about the problem of data reduction. By data reduction $I$ refer to the process where instruments are read, thc readings are recorded, and the recorded information is then processed to yield a history of what took place. Some of the problems involved are instrumentation, data recoruing and data processing. The instrumentation problem is frequently very difficult and the data recording often very tedious. The measurements are usually made in an analog fashion so an analog-to-digital conversion is required in order to process the measurements on a digital computer. The converter may be built right into the instrument, as it is in a digital voltmeter, so that the data recorded is digital in nature rather than analog, or the data may be recorded in an analog way as it is on an oscillograph trace.

All of this is said in the way of introduction to a problem which I feel will be, at least, of academic interest to those concerned with data reduction. The solution to the problem involves some hardware which $I$ feel will be of interest to most of you. That facet of the problem which makes it unusual is that it is essentially the inverse of the data reduction problem in that we want to end up producing an instrument reading rather than starting with one. Instead
of an analog-to-digital conversion, we have a digital-toanalog conversion to make; the computing comes first, not last.

The specific problem with which we were faced was that of training a radar operator. For the sake of brevity I will simplify the problem somewhat. One way to attack the problem is to dream up a synthetic track of an aircraft where the coordinates in space are a function of time and then somehow get the track onto the scope seen by the radar operator. Let's take a short look at the computational problem involved. Suppose one wants to present six tracks to the operator as a training problem which is to last one hour. Since the presentation changes with each rotation of the radar antenna, we will need to know just where each aircraft is for each rotation。 If the antenna in our training problem makes one rotation per minute, we'll need positions for sixty rotations for six aircraft, yielding 360 sets of information for our problom. From a computational standpoint, we can completely specify a given track by assuming that every track is made up of straight line segments and giving the coordinates and time of the end points.

This "turning point" information for each track is fed into the 701, which then computes, by linear interpolation, the coordinates of the aircraft for each rotation of the radar antenna. Whether or not the radar actually "sees" the
aircraft at a specific point in space is a function of the local topography. The 701 is programmed to make the decision as to whether or not the aircraft does appear on the scope at each point along its track. Since the seeno see decision is a function of the $z$ coordinate, this coordinate must be computed even though only $x$ and $y$ are displayed.

To those of you familiar with radar, it will be obvious from the above that $I$ am talking about a PPI scope - the plan position indicator. Such a scope presents only a plan picture of the area around the antenna. No height information is presented.

When the coordinates for each aircraft have been computed for each antenna rotation, it is necessary to order this information with respect to time. Normally, all the points for a given track are computed before going onto the next track. Since the presentation is chronological, a sorting operation (or merging if you prefer) is required to give a time ordering rather than an ordering by track. Once this is accomplished, it is necessary to get the information out of the computer and eventually onto the training scope.

Just how we were to output this information and store it prior to its presentation on a training scope was the big problem. Techniques existed for getting information from film to the cathode ray tube (CRT) of a radar so film appeared to be a desirable medium for recording and storing the infor-

$$
\begin{aligned}
& \mathrm{P}-509 \\
& 4-8-54
\end{aligned}
$$

mation to be displayed.
At this point, the only hurdle remaining was to get the information on the film. The obvious answer was to photograph a CRT with the coordinate information displayed on it. CRT's had been used as output devices for computers by other people, notably WIT and the University of Illinois. Now all that was required was to get the hardware built. We went to IB with our problem and they undertook to construct a CRT readout device for us. It was installed on our 701 early in April.

Before I start to give some of the details of this unit I would like to explain that because of our particular application, it was necessary to get as much accuracy out of the system as the state of the art would allow. This accuracy is probably greater than most of you would require for your own purposes.

The unit actually has two CRT's; one, a seven inch tube in what is called the "recording unit", is the tube which is photographed. The other tube is for visual observation and is a whopping 21 incher. This is called the "display unit".

The recording unit works something like this. Information for the point to be plotted must be in electrostatic storage. Each of the coordinates is specified by ten binary digits. The $x$ coordinate normally appears in the left address and the $y$ coordinate in the right address although pro-
vision is made, under control of a switch, for reading them from the rightmost 20 bits of the word. When a copy order is given, after the CRT has been selected, this information is passed via the Multiplier Quotient Register (MQ) to two buffer storage units called the deflection registers. The digital information in these registers goes through two digital-to-analog converters to become the appropriate deflection voltages for the CRT and then the beam is turned on. All this makes it sound quite simple while in reality it wasn't, due, principally, to the accuracy we were after. For example, normal CRT tubes aren't very orthogonal nor very linear. To satisfy our needs for better tubes, we had Dumont build some special ones for us.

Since ten bits go into each coordinate, we have a $1024 \times 1024$ raster. This raster is about three inches on a side on the seven inch tube. The spot diameter is about . 012 inches and consequently is about four times as large as the spacing between points on the raster. This may seem a little strange but we hope to reduce the spot size at which time the tenth bit in the deflection information will become more meaningful. Also with this extra bit it is possible to draw/continuous smooth curve by calling for the displaying of adjacent points.

I might make some general (I purposely emphasize the word general) statements about accuracy. The short term accuracy of the recording unit is of the order of . $1 \%$ of full
scale. Over a period of hours, it is conceivable that the accuracy may deteriorate to as much as $12 \%$ but to date has shown very little tendency to actually do so. Those of you familiar with analog equipment will understand the reasons for this - for this equipment is an analog device. The display unit should be good to about $3 \%$ of full scale. The greater error in the display unit is due to the characteristics of the larger tube.

Several sense instructions have been added in order to shorten the loop required for displaying a number of points. With these sense instructions the total time for displaying one point is approximately 400 microseconds. This time includes the time taken to carry out all the orders in the loop. The actual time consumed in the displaying of a single spot is about 200 microseconds. Persistence of the spots on the recording tube is of the order of a few microseconds, and unless regenerated, can scarcely be detected by the eye. Spots on the display tube will persist for about 20 seconds. With this long persistence, it isn't necessary to worry, if you have a good many points to display, about the first point plotted dying out before the last one is displayed. At 4004s per point, some 50,000 points could be displayed in 20 seconds.

The movie camera, which photographs the recording unit CRT, is not under the control of the computer. The speed of the camera is variable up to twenty frames per second and, if
set for that speed, will advance one frame every 50 ms no matter what the 701 is doing. In order to synchronize the camera with the displaying of points by the 701 , the status of various features of the camera is reported to toggles in the 701. The state of these toggles can then be sensed by sense instructions. Five sense instructions have been added for use with the CRT. Three of these are associated with the camera and the CRT, two of them are internal to the 701. The two which are internal to the 701 are of general interest. One looks at the $2^{-1}$ position of the $M Q$ and the 701 skips an instruction if it finds a "l" present. The other is identical to the first except that it looks at the $2^{-2}$ position in the MQ.

I'd like to discuss some other uses we intend to make of the CRT unit. Since it is logically the same as a high speed point plotter connected directly to the computer, it has the obvious applications of a point plotter. In addition to the plotting of results, routines can be devised to display alphameric characters. However, as long as all the points for each character must be generated within the machine, the output speed is rather slow, being of the order of 50 characters per second. This is about one-sixth the speed of a 407 printer.

A good many computing problems are of such a nature that there is a man in the feedback loop; that is, results for one run are obtained on the computer, these are analyzed by the
human, the problem is then changed, possibly only to the extent that new parameter values are chosen, and then the problem goes back on the machine. The problem goes around this loop several times before it is completed. For many of these problems, the economics of the situation require that the analysis of the results be carried out apart from the machine so that expensive machine time is not wasted.

However, I believe that for some of these problems, it is economically feasible to have the human "think on his feet" at the machine. We have been doing problems in this fashion on our analog equipment for a good many years. Calculus of variation problems are an example of this kind of problem.

To do this well, two things are required. First, it must be possible to present the results rapidly, particularly if the output is more than a very few numbers, and to present them in such a fashion that they may be rapidly assimilated by the human being in the loop. Secondly, there must be an easy way for the individual to communicate his decisions back to the computer.

I believe the CRT fills the first requirement pretty well but the second has yet to be met satisfactorily for the 701. The need for such a facility for the CPC gave rise to such gadgets as the Gizmo of the University of wisconsin and other such "parameter boards". The situation is different
here, however. For the CPC, one was usually setting in a predetermined pattern - it was just much easier to use the parameter board than to feed in cards with the appropriate information. The problem was to get the cards in the appropriate places in the program deck. On the 701, the same thing can easily be accomplished by code. However, if the numbers to be entered are not predetermined, it's not so easy.

It is possible to get these non-predetermined numbers into the machine via the console or via cards keypunched on the spot. But neither of these methods works out very well. Mr. Eugene Jacobs of RAND came up with an improvement over the above schemes which uses the card reader. Impulses from the digit emitter on the reader are taken to a rotary switch and then back to the Calculate Entry hubs. One switch is required for each digit to be entered. Through the use of selectors, such a board can still be used to read cards normally. When entering numbers in this fashion, blank cards with an appropriate $x$ punch are used.

Nat Rochester of IBM has suggested yet another, though similar, scheme which uses the echo impulses from the printer back to the computer to get information from a Gizmo-like setup into the machine. However, neither; of these methods quite satisfies me for I've been spoiled by all the potentiometers (pots) I can set on our analog computer. I'd like to have pots, either analog or digital, to set on the 701.
-10- 4-8-54P-509
I'd like to go even a little further with this pot ideaand ask that these pot settings be addressable in the same wayas any memory position. If I had several such addressablepots, then I'd also like some additional analog outputs suchas meters and maybe even another CRT display unit.

## SORTING ON THE 701

by
D. T. Blum and P. Fagg

With contributions by:
L. B. Stinnett
H. D. Avram
N. D. Belnap
T. E. McCool

This paper attempts to describe the effort of our 701 programming group on sorting.

It is well to state, in the beginning of this paper, that there was a great deal of skepticism displayed by those involved in initial planning of programs for our 701 concerning the feasibility of utilizing a "mathematically conceived", electronic computer for data-handling problems; one of these problems was sorting. However, it was felt that it was important to program a sort of some kind, exploiting all possible time-saving mechanisms in programming. Unfamiliarity with 701 programming, inexperienced personnel, and lack of development time hampered a truly thorough search of the problem, and we are still involved in that program now, over a year since our machine was delivered.

Much effort is yet to be expended in the future. We have adapted programs of other people, have written original programs, and have varied our operational procedure according to the job on hand. We have found, as yet, no set rule for application to all jobs which require sorting. However, we feel that we have proven the feasibility of sorting on the 701 , and are processing data utilizing sorting programs at the present time.

## THE BIT SORT

The "Bit Sort" is a 701 program designed to sort information in binary form bit by bit. It has the advantage of allowin $g$ sorting on any particular number of bits, rather than on a specified number of half or full words.

In theory, the bit sort is actually a special case of multi-bit or address sort. It performs on the 701 what a non-existent two pocket sorter could perform on cards punched with data in the binary system (ie., only 1's or 0's). A description of the bit sort in terms of the two pocket sorter, with the analogous 701 terms in parenthesis, follows below.

First, the data cards are loaded into the hopper of the two pocket sorter (the binary data is loaded onto magnetic tapes). Then, starting at some specified column (bit location), all cards (full words) with a 0 in that location are routed to one pocket (tape), and those with a 1 are routed to another pocket (tape). At the end of one run (pass), the cards are reloaded in the sorter hopper so as to preserve the effects of the previous passes (the tapes are read backward in the proper order) and the process is repeated until the data has been sorted on desired columns (bits).

An actual example showing the steps involved in this particular bit sort is given later.

The particular bit sort in use was written by T. E. McCool, and has the following characteristics:

1. Without any manual changing of the tapes, it will sort a maximum of one full tape of data, and the original data may be on either tape 400 or 401 or both as specified by positive constants in two locations.
2. The initial data tape can consist of any number of unit records of 200 full words or less, but always with an even number of full words per unit record. Each unit record is comprised of "sorting units" of two full words, the first containing findicative information, and the second full word containing the data to be sorted. The number of sorting units in different unit records can be variable so long as it does not exceed 100. A similar program could be written also allowing flexible sorting unit format, but we do not have one available.
3. At present it is set to sort on all 35 bits of the full word, although with minor modifications or a calling sequence it could be adapted to sort any block of bits within the full word.

The actual program is written in symbolic, and it has been assembled to use the following locations:

|  | Decimal | Octal |
| :--- | :---: | :--- |
| Program Storage | $300-632$ | $0454-1170$ |
| "0" Storage blocks | $800-1199$ | $1440-2257$ |
| "1" storage blocks | $1200-1599$ | $2260-3076$ |
|  | $1600-1999$ | $3100-3717$ |
|  | $2000-2399$ | $3720-4537$ |

Total storage 1933 decimal locations.
A step by step example of the use of the bit sort on binary information follows:
The tapes with the initial data (tapes 400 or 401 or both), must be positioned at the end of file before the bit sort can begin, as the program only reads backwards.

Assume a file of 7 unit records on tape 400, which are to be sorted successively on bits $1,2,3,4$, and 5 from the right of the full word. Instead of showing the full sorting units, consisting of one full word of indicative followed by a full word of sorting material only the bits actually being sorted are shown. In sorting, these units are preserved as complete entities.

## INITIAL DATA ON TAPE 400

bits 54321

00100 Beginning of file
11111
11011
10111
00111
10100
10010 End of file

In the first pass, tape 400 is read backwards from the end of file condition, a full unit record at a time (note that in any pass, an entire unit record, not a sorting unit, is either written or read at one time). The data in each unit record is examined on bit 1, and all the sorting units with a "0" in bit 1 are stored in the 0 storage block in electrostatic memory, while the "1" data is stored in the 1 storage block. The contents of these storage blocks in electrostatic memory are written only on the appropriate tapes after 200 sorting units have been accumulated, or at the end of the sorting pass. The first pass takes the original data, which may have been in variable length unit records, and puts it into unit records containing 200 sorting units, except for the last unit record, which may be short.

For any odd pass, data is read backwards from tape 400 and then 401 , the data with a zero in the bit being sorted, is written on tape 402, and the data with a one is written in tape 403.

The results of the first pass are given below:

| "0" Tape (402) |
| :--- |
| $1001 \frac{1}{0}$ |
| 10100 |
| 00100 |

"1" Tape (403)
$01 \frac{1}{1} \quad$ Beginning of File 10111
11011
11111

End of file

## SECOND PASS

On the second, and all even passes, the "1" tape from the preceding pass (403) is read backward before the "0" tape (402). This sequence is necessary to preserve the effects of previous sorting passes. The new "0" data is written on tape 400, and the " 1 " data on tape 401, as indicated below:

At the end of each even pass, the data is in descending sequence according to the sorted bits when reading forward from tape 401 and then tape 400.

| "0" Tape (400) |  |
| :--- | :--- |
| $\frac{2}{2}$ |  |
| 00100 | 11111 |
| 10100 | 11011 |
|  | 1011 |
|  | 00111 |
|  | 10010 |

## THIRD PASS

In the third pass, and all odd passes after the first, the "0" tape (400) is read backward first, the " 1 " tape (401) is read backward next, the new " 0 " data is written on tape 402, and the new "1" data is written on 403. This reading sequence preserves the effect of the previous passes.

At the end of each odd pass, the data is in ascending sequence according to the sorted bits wiken reading forward from tapes 402 and then 403.

| "0" Tape (402) | $\frac{\text { "1" Tape (403) }}{3}$ |
| :--- | :--- |
|  | $10 \frac{3}{3}$ |
| 11011 | 000 |
|  | 00111 |
|  | 10111 |
|  | 11111 |

The results for we 4th and 5th passes are shown below:

FOURTH PASS

| $\frac{\text { "0" Tape (400) }}{}$ |  | "1" Tape (401) |
| :--- | :--- | :--- |
| $\frac{4}{4} 11$ |  | $1 \overline{4} 111$ |
| 00111 | 11011 |  |

FIFTH PASS


For each pass after the first, the basic rules and the results for each pass are outlined below:

## ODD PASS

1. Read back " 0 " tape (400), then " 1 " tape (401)
2. Write resulting " 0 " data on tape 402 , " 1 " data on tape 403
3. The results at the end of this pass will be in ascending sequence when reading forward from tape 402 and then 403.

## EVEN PASS'

1. Read back " 1 " tape (403) then " 0 " tape (402).
2. Write resulting "0" data on tape 400, "1" data on tape 401.
3. The results at the end of this pass will be in descending sequence when reading forward from tape 401 and then 403.

Note that data with zero in the bit being sorted is always written on either tape 400 or 402 and data with a one in the corresponding bit is always written on either tape 401 or 403.

The final status of the data at the end of the sort depends only on whether there have been an even or an odd number of bits sorted on.

## TIMING

A full tape, or about 1100 unit records of information, can be sorted on a full word (ie., 35 passes), in about 3 hours, or about 5 minutes/bit/full tape. This is equivalent to roughly $0.3 \mathrm{sec} /$ unit-record/bit. For sizeable quantities of data, the total time is about twice the reading time required, remembering that in effect only one bit is read during each pass. On the average, for each unit record that is read from the tape, one unit record is written on either the " 1 " or " 0 " tape. Actually the zero or one data is written whenever the storage block (which is equivalent in size to a full unit record) becomes filled.

Added to the double reading time required is the time consumed in Writing End of File, in Reading Back from the End of File condition, in Rewinding past the Beginning of File, and in Writing the Beginning of File. This time is completely independent of the number
of unit records, and totals about 3.6 seconds/bit, or 2 minutes/full word.
Expressed mathematically, the total sorting timemay be expressed by the equation:
Total time (minutes) $=$ number bits being sorted ( $.06+$ number of 200 word-unit records $\times .005$ )

Note that by dealing with unit records usually containing 100 words to be sorted, rather than having a separate unit record for each sorted word, the sorting time is reduced considerably, the strain the tapes is decreased, and the amount of information which can be stored on the tape is increased perhaps eight fold.

## USE

The "bit sort" is exceeding useful in several operations. It is the only sort we have which is well adapted to block sorting large quantities of data (ie. , of breaking it up into blocks, not of sorting individual blocks). It is equally good for sorting information using only a few bits in the sorting word, and it is flexible enough to be used as a normal sort within other programs. Ore of its main disadvantages has been the operational necessity of starting over when tape trouble occurs. Also, unless the original material is duplicated and saved on another tape, it may be lost. Use of the "Sense Tape" order should reduce this difficulty, but will not eliminate it.

## OPERATIONAL EXPERIENCE

The "bit sort" has been used successfully many times, but it has encountered tape trouble on many occasions for several reasons.

1. Inadequate storage of the tapes, if tape performance can be improved considerably by special storage of the tapes. No special care is given to our tapes other than keeping them in the 701 air conditioned room.
2. The "bit saft" is hard on the tapes, and most trouble within the tape units of the 701 will show up as operational difficulties. For sorting on more than a few bits, the bit sort may read and write on the tapes more than some of the other sorting programs, and therefore may be more subject to tape errors.

The possibility of either losing the original data, or having to restart the sorting operation if machine trouble occurs, must be considered.

## ADDRESS OR MULTI-BIT SORT

The "address sort" is a 701 program designed to sort information stored within the lectrostatic memory.

The input is a number of units of data. The address sort does not actually move the data being sorted $\boldsymbol{i}$ rather, its output is a file of addresses with the address of the lowest valued data first, and the address of the highest value data last. It does this by a method akin to that employed by the standard IBM sorter. That is, the addresses of the sorting units are distributed into various pockets (blocks of electrostatic memory), according to the value of groups of bits in successively more significant fields (that is, in minor, then intermediate, then major fields), until the sort is completed.

The method employed in sorting on a particular group of bits is basically as follows: A run is made through all the data in order to count the number of units of data in each category. There will be two categories, where $n$ is the number of bits being sorted each pass ( $n$ is usually 5,6 , or 7 ). " $n$ " bits is equivalent to a single character. A "pocket" (block of electrostatic memory) is then allocated or set up for each category, and its size is determined by the number of units of data in this category, as found in the counting described pbove. It is then necessary to make an additional run through the data in order to put the addresses of the units into the pockets provided for them. Theoperation is similar to that of the IBM sorter, except that variable pocket sizes are pre-determined by the counting, because it is inconvenient to "empty" a pocket when it gets full, as is done on the sorter.

Consider the following example which indicates the steps involved in address sorting some data. The 701 category will be complete if instead of considering sorting by columns, groups of bits or characters had been sorted each pass.

The data to be sorted by means of its addresses consists of six two digit numbers, and it is known that the value of these digits ranges from 0 to 3. Nine locations of associated material follow each two digit number location. In other words, the sorting block consists of 10 locations, and it is to be sorted on the data in the first location. The addresses or locations are followed by the letter A to distinguish them from the data.

## LOCATIONS OF DATA <br> TO BE SORTED

DATA TO BE SORTED

| OA | 21 | $1 \mathrm{~A}-9 \mathrm{~A}$ |
| :---: | :---: | ---: |
| 10 A | 10 | $11 \mathrm{~A}-19 \mathrm{~A}$ |
| 20 A | 30 | $21 \mathrm{~A}-29 \mathrm{~A}$ |
| 30 A | 12 | $31 \mathrm{~A}-39 \mathrm{~A}$ |
| 40 A | 01 | $41 \mathrm{~A}-49 \mathrm{~A}$ |
| 50 A | $01 \mathrm{~A}-59 \mathrm{~A}$ |  |

Each pass consists of three major steps:

1. Accumulate the frequency of the characters in each category for the column being sorted. (ie., the number of 0's, 1's, and 2's in column 1).
This entails one run through the data.

| LOCATION OF COUNTER |  | WHAT IT COUNTS |  |
| :---: | :--- | :--- | :--- |
|  | RESULTS (on col. 1) |  |  |
| 100 A | zeros |  |  |
| 101 A | ones | 2 |  |
| 102 A | twos | 2 |  |
| 103 A | threes | 1 |  |
|  |  | 1 |  |

2. COMPUTE THE INITIAL STORAGE ADDRESSES FOR EACH CATEGORY (Starting at locationdequals 200 A )

Stores addresses of data with 0's in col. 1 beginning at loc. 200 A Stores addresses of data with 1's in col. 1 beginning at loc. 202 A ( 200 A plus number of $0^{\prime} \mathrm{s}$ )
Stores addresses of data with 2's in col, 1 beginning at loc. 204 A ( 200 A plus number of 0 's and 1 's)
Stores addresses of data with 3 's in col. 1 beginning at loc. 205 A (200 A plus number of 0's, 1's, and 2's.)
3. SEQUENCE THE ADDRESSES OF THE DATA ACCORDING TO THE SORT ON Col. 1

Examine the first column of the original data directly again and store the address of the data in the appropriate categary and location as determined in step 2. Af ter storing an address in any category, increase the storage address for that category 1 location.

LOCATION OF SORTED ADDRESSES
STORED BY THE FIRST PASS
200 A
201 A
202 A
203 A
204 A
205 A

ADDRESS STORED (in parentheses is the column the address refers to )

> 10 A (address of 0 in col. 1)
> 20 A (address of 0 in col. 1)
> 0 A (address of $1 \mathrm{in} \mathrm{col}. \mathrm{1)}$
> 40 A (address of $1 \mathrm{in} \mathrm{col}. \mathrm{1)}$
> 30 A (address of 2 in col. 1) 50 A (address of 3 in col. 1)

SECOND AND ALL FOLLOWING PASSES
The major difference between the first and the succ eeding passes is that the succeeding passes must preserve the effect of the previous passes. The effect of this shows up in
step 3. Step 1 and step 2 can be done as before, using the run through the unsorted data. The actual sequencing in step 3 must be done through reference to the addresses just sorted and then to the data, rather than referring directly to the unsorted data.

1. COUNT the data in each category as before, except that the sort is now being made on a different column (ie., col. 2 in this example).

LOCATION OF COUNTER WHAT IT COUNTS RESULTS (on col. 2)

100 A
101 A
102 A
103 A
$\begin{array}{lr}\text { zeros } & 7 \\ \text { ones } & 2 \\ \text { twos } & 2 \\ \text { threes } & 1\end{array}$

Note that the counter locations and what they count are fixed, but the counters themselves are cleared to zero before each counting run.

## 2. COMPUTE THE INITIAL STORAGE ADDRESSES FOR EACH CATEGORY

There are two blocks of storage for the addresses: The X block (starting at address 200 A in this example), and the Y block (starting at 300 A ). These blocks are alternated each pass, so that the $Y$ storage locations are used for all the even numbered passes, and the $X$ storage locations are used for all the odd numbered passes, such as the first one.

Start storing address of data with 0's in col. 2 in loc. 300 A Start storing address of data with 1's in col. 2 in loc. 301 A
( 300 A plus the number of 0 's)
Start storing address of data with 2's in col. 2 in loc. 303 A ( 300 A plus the number of 0 's and 1's)
Start storing address of data with 3 's in col. 2 in loc. 305 A ( 300 A plus the number of 0 's, 1 's, and 2's)
3. SEQUENCE THE ADDRESSES OF THE DATA ACCORDING TO THIS SORT AND THE PREVIOUS SORTS (For this example, according to the major sort on col. 2 and the minor sort on col. 1)

Pick up the data that the first address in $X$ or $Y$ (whichever was stored in the last pass) refers to. Examine the data on the column being sorted, and store the address of this data in the appropriate category and location as determined in step 2. After storing an address in any category, increase the storage address for that category 1 location. Pick up the next address sorted during the previous pass, then the data it refers to, and continue in this fashion until the pass is completed. Note the extra step introduced here to preserve the effects of the previous passes. In the first pass:
a. The ariginal data is referred to.
b. The addresses of this data are stored in the appropriate locations.

In all other passes:
a. The addresses sorted in the previous pass are reforred to.
b. The original data to which these addresses refer is examined.
c. The addresses of this data are stored in the appropriate locations.

## LOCATIONS OF SORTED ADDRESSES STORED BY THE FIRST PASS

300 A 301 A 302 A 303 A 304 A 305 A

ADDRESS STORED (in parentheses is the data the address refers to)

40 A (address of 01)
10 A (address of 10 ) 30 A (address of 12)
0 A (address of 21)
50 A (address of 23) 20 A (address of 30 )

At the end of this pass, continue in the same manner as for the 2nd pass until all the columns to be sorted have been completed.

The file of addresses is now in order according to the data it refers to, and an exit is made from the address sort. From this point on, the programmer can either rearrange the actual data into sort within electrostatic memory, store the data in sort on the tapes or drums, work with the sorted addresses, or treat it in some other manner. Programming to use the addresses is not difficult, although some storage problems may arise in actually moving the data within electrostatic memory.

## PROGRAM CHARACTERISTICS

This "address" or "multi-bit" sort was written by N. Belnap, and must be supplied with the parameters listed below. A sorting unit is defined as one complete unit of information to be sorted together with the associated indicative information. It is comparable to an IBM card, and consists of a specified number of full words. A sorting block consists of a group of sorting units, each with the same format.

1. Number of full words in the sorting unit, including the non-sorted or indicative information.
2. Number of full words within the sorting unit to be actually sorted. (Note that as the program is now written the sorted material must come just within the sorting unit; also the program sorts on groups of bits of full words. Therefore all numbers are sorted on their absolute bit value.)
3. " n ", the number of bits to be sorted each pass. 2 counter locations must be set aside in memory. $n=5$ through 7 is a reasonable value, although

12 is theoretically possible. Increasing the number of bits being sorted does not necessarilytdecrease the sorting time proportionally, as more time is required to clear the counters and to set up the initial category addresses.
4. Number of passes to be made per full sorting word.
5. Number of non-safted bits in the right of each word. The combination of 3,4 , and 5 means that the bits to be sorted on within each full word can be specified, but these bits must be the same for all the full words being sorted within the sorting unit.
6. Number of sorting units per block.
7. Address to transfer to when the program is completed.

In the accompanying listing, the program sorts information in the following form:

1. 4 full words per sorting unit.
2. Sort on 1st three full words
3. Sort 7 bits per pass.
4. 5 passes per full word.
5. No unsorted bits in the right of the full word.
6. 500 sorting units per block.
7. Transfers tarsymbolic location 50.00 .00 at end of program.

## STORAGE

The actual program is written in symbolic, and has been assembled to use the following locations:

Program Storage
Counter Storage
X storage block
Y storage block
Data

| Decimal | Octal |
| :---: | :---: |
| 200-437 | 310-665 |
| 0-127 | 0-177 |
| 3000-3499 | 5670-6653 |
| 3500-3999 | 6654-7637 |
| 1000-2999 | 1750-5667 |

If the maximum storage space is to be used, and the data is to be rearranged within electrostatic memory after the address sort, it might prove helpful to reassemble and use blocks of memory other than those utilized now.

## TIMING

For sorting data within electrostatic memory, the address sort is very efficient and is the only general program we have available. The special cases of a very small quantity of data, or data without indicative information could probably be processed more quickly by some other program, but the address sort will handle them.

If $P=$ number of passes needed to complete the sort (ie., the total number of bits to be sorted divided by the number of bits sorted in one pass)
$\mathrm{U}=$ Number of sorting units per sorting block.
then the total address sorting time $T$ is given approximately by the expression:

$$
T=2 \mathrm{P} \mathrm{U} / 1000 \text { seconds }
$$

If n is called the number of bits sorted each pass, thent a more exact expression for the total sorting time is:

$$
T=\frac{1.76+P(1.76+.76 n+1.92 \mathrm{U})}{1000}
$$

seconds
For example, to address sort 200 sorting units on three full words, seven bits per pass, and to carry along one or two full words of indicative information, would take about $2 \mathrm{PU} / 1000=2(15)(200) / 1000=6$ seconds.

USE
The address sort is the only general purpose sort for handling data within electrostatic memory that we have available, and therefore it is used extensively.

The address sort is well adapted to sort blocks of data on the tapes or the drums, provided that each block does not exceed the capacity of electrostatic memory. The blocks will be sorted independently of each other, and therefore machine failure should normally result in loss of only a few seconds or a few minute machine time. If, however, the original data tape is damaged in processing, an indefinite amount of time is lost.

A revised version of this program is now being written making possible the following variations by the use of appropriate parameters:

1. Size of sorting unit and sorting field
2. Size of block
3. Location of sorting fleld within the unit
4. Size of character to be sorted on each pass
5. Location and number of characters in each word.

## OPERATIONAL EXPERIENCE

The address sort by itself utilizes only electrostatic memory, which has proven itself to be quite reliable compared to the other components of the 701. As a result of this factor and the rapidity or short duration of the sort it has not encountered any machine operating difficulties.

The address sort has not been tested extensively on single or multi-tape sorting, although it will be in the near future. It is expected to perform more reliably than any other type of tape sort, due to the minimum of tape references. The data tapes are read once only, and the sorted data is written once. Tape breaks, etc. may cause considerable trouble, but the possibility of tape trouble is minimized.

## BUCHHOLZ SORT

The "Buahholz" sort is an adaptation of an IBM program which was written for an earlier version of the 701 .

The Buchholz sort is a merge sort, which merely means that it is patterned after a collator rather than a sorter; Instead of sorting data into "pockets" by some means, it sorts by building "sequences". In its present form, it is limited to sorting a maximum of one full tape of data, and each sorting unit must be in a separate unit record, identical in format with the other sorting units. It is an ascending sort.

In theory, the Buchholz sort is nearly identical with the standard 519 IBM collator as it is used to merge and sequence check. There is one major change. Normally, the collator is wired so that when a step-down condition occurs, either the collator stops or the out of sequence card falls into a different stacker. In the 701 version of the collator, a sequence change rather than a single step-down condition by itself results in a change in procedure.

A single step-down condition by itself does not constitute a sequence break. A sequence break consists of the following conditions:

1. Step-down in both primary and secondary feeds.
2. Step-down in one feed, and no cards in the other feed.
3. No cards in either feed (this is really an end of one merge pass).

In the 701 collator stackers are employed alternately. The stacker being used is reversed in each sequence break, so that alternate sequences go to alternate stackers. In this way each new sequence including the sequence breaking card, goes into the alternate pocket. At the end of a psss, the cards from each stacker are kept separated and are reloaded into the primary and secondary feeds in preparation for another merge pass. On the initial pass, only one feed is utilized. However, on the 701 version of the collator, the effect is that this one feed supplies cards to both the primary and secondary.

In the simplified flow chart this modification on the change of sequence is indicated by the block which alternated the tapes upon which the data is being written. The purpose of alternating the output tapes is to have the merged sequences about equally divided in number in two different files ready for the next pass, also to speed up the sorting.

With a few minor changes, the following explanation and example of the merge sort are taken from Buchholz's own description, IBM Report 11.010.241, April 25, 1951. The simplified flow chart shows most of the logic employed.

Four tapes are used, two tapes serving as the input and two tapes serving as the output. The roles of the pairs being interchanged after each pass. The memory location of the two unit records will be referred to as A and B. In addition to storing in A and B, it is necessary to store the control word of the last preceding unit record which was written on one of the two output tapes. This control word will be called $P$, and it starts at 0 , and is reset to 0 , for each pass.

Tapes $T_{1}$ and $T_{3}$ are possible inputs for memory locations $A$, and tapes $T_{2}$ and $T_{4}$ for $B$. During one pass $T_{1}$ and $T_{2}$ will be feeding unit records to $A$ and $B$, respectively, with $T_{3}$ and $T_{4}$ acting as output tapes. During the next pass, A will receive information from $T_{3}$ and $B$ from $T_{4}, T_{1}$ and $T_{2}$ being the output tapes. During the first pass only, the single tape $\mathrm{T}_{1}$ supplies unit records to both memory locations A and B .

In order to merge pairs of sequences from the input tapes into longer sequences on one of the output tapes, it is necessary to make a three-way comparison between $\mathrm{A}, \mathrm{B}$, and $P$. The comparison determines whether A or B should be written next, or whether a new sequence must be started. The process is perhaps best explained by an example. Let each control represent an entire unit record. Decimal rather than binary numbers are chosen for convenience.

A set of 13 "unit records" are assumed to be distributed on tapes $T_{1}$ (400) and $T_{2}$ (401) in an arbitrary manner as indicated below. These unit records fall into 7 sets of subsequences as indicated by the solid lines.

The object is to merge these sequences into larger ones, and to distribute them alternately onto tapes $T_{3}(402)$ and $T_{4}(403)$ starting with $T_{3}$, as indicated below.

| MERGE <br> DATA BEFORE PASS |
| :---: | :---: | :---: | :---: |

The step-by-step procedure by which the result is obtained is given below. The data in parenthesis is unchanged from the previous step. The blank columns indicate unused decisions or data unref erred to.

CONTENTS OF

| DECISIONS |  |
| :---: | :---: |
| Write A | Write B |
|  | X |
| X |  |
| X | X |
| X | X |
| X |  |
|  | X |
|  | X |
| X |  |
| X | X |
|  | X |
|  | X |

SWITCH OUTPUT
TAPES COMMENTS
step-down in B step-down in A step-down in A
step-down in B
end of $A$
step-down in B
end of $B$

To begin with, the first unit records from $T_{1}$ (45) and $T_{2}$ (01) are stored at locations $A$ and B. They are compared in step 1, and the lower one, 01 in $B$, is written on $T_{3}$. It is replaced by the next record from $\mathrm{T}_{2}, 53$, as shown on line 2. The control work of the outgoing record is stored in $P$. Both $A$ and $B$ are greater than $P$; this means that the sequence is not yet ended. A and B are compared again in step 2; this time A is smaller and it is written on $T_{3}$. In step 3, $A$ and $B$ are equal; either $A$ or $B$ could be written. An arbitrary convention is followed of always writing $A$ when they are equal. $B$ is written on the following line 4.

At step 5 , it is found that the new $B(13)$ is smaller than $P$. Thus $B$ must belong to a new sequence. This condition is referred to as a "step-down" in B. Note that a single step $=$ down by itself does not constitute a break in sequence. No more records from B can be added to the present sequence. But $A$ is still greater than $P$, and it is now written. In step 6, however, there is also a step-down in $A$. Thus the sequence is ended, as neither A nor B can be added to the present sequence, and the output is switched to tape $T_{4}$ to start a new sequence. In step 7, A and B are again compared, and A being the lower, it is written on $T_{4}$. $P$ is effectively 0 for each start of a new sequence, although this result may be achieved by by-passing the comparison with $P$, rather than actually resetting it to 0 . In step 7, A and B are again compar ed, and A being the lower, it is written on $T_{4}$. This continues until at step 10, there has been a step-down in both $A$ and B. The output is switched back to $\mathrm{T}_{3}$, and the merging continues.

At step 13, Tape $T_{1}$ has come to an end, and hence there is nothing more in $A$. The unit records remaining in $B$ and on $T_{2}$ must still be run out to the output tapes. This is done by a simple comparison of $P$ and $B$ So long as $B$ is greater or equal to $P, B$ is written on the current output tape. When B is less than $P$, the output tapes are switched and the process continues. When $\mathrm{T}_{2}$ also comes to an end, this pass is finished. A new pass may then begin using $T_{3}$ and $T_{4}$ as the input.

The end of sorting is indicated when no switching of output tapes occurs for an entire pass. If the sorted data is on tape $T_{1}(400)$, the program stops; otherwise it rewrites it onto 400. This rewrite option, which may consume 5 minutes or so for a full tape, may be eliminated if desired.

## CHARACTERISTICS OF PRESENT PROGRAM

This merge sort was written by W. Buchholz of IBM, and our adaptation for the 701 was written by H. Avram. The actual program was written in symbolic, and has been assembled into storage locations $300_{8}$ through $753_{8}$, or a total of $299_{10}$ half word locations.

The program mūst be supplied with the data indicated for the following locations, either manually or by a calling sequence:

$$
\begin{array}{ll}
302_{8}+N & \text { Number of full words in a unit record }=N \\
303_{8}+\mathrm{k} & \text { Control word or word to be sorted upon is } \mathrm{k} \\
304_{8}- & \text { the unit record } \\
308_{8}- & \text { First address of unit record A } \\
308_{8}+ & \text { First address of unit record B } \\
\text { - } & \text { Address where transfer to at end of merge. }
\end{array}
$$

The original file of unsorted data must be on tape 400, and the file of sorted data will end on tape 400.

The program stops at the end of the first pass, allowing the original data tape to be taken off and replaced, so that the original data need not be lost unless tape 400 breaks while being read the first time.

It is possible, with minor modifications which have been made and tested, but are not in the accompanying listing, to sort on either half word of the specified full word, instead of the full word.

Sorting non-positive numbers has not been tried, but the theory indicates that the numbers would be sequenced in the following normal order:

The largest valued negative number to - zero followed by plus zero and the positive numbers in ascending order.

This merge sort does not employ the Read Tape Backward order, which would result in considerable time saving. The Buchholz sort is written very compactly, is not easily modified and as we have not used it extensively, not too much effort has been expended in revising it.

## TIMING

Unlike many sorting programs whose operational time varies in general only with the amount of data being sorted, the time for the merge sort varies with the quantity of the data and the type of sort it is in already. In other words, the number of passes required to merge the data varies with the type of data. The maximum and minimum sorting ti me result when the data is in sort in reverse brder, and in sort in ascending order respectively. If the data is random, the sorting time is one-half the maximum time. The number of passes required to complete the sort, and the respective times required are given below :

TYPE OF DATA
In ascending sort
In reverse sort

In random sort

NUMBER OF MERGE PASSES REQUIRED TO COMPLETE THE SORT
1
next even integer which is
$=$ to $\left(\log _{2} \mathrm{~N}\right)$
$1 / 2$ next even integer which
is $=$ to $\left(\log _{2} N\right)$

TIME REQUIRED (in seconds)
$2 N(.0055 n+.012) \mathrm{sec}$.
$2 \mathrm{~N}(.0055 \mathrm{n}+.012)\left(\log _{2} \mathrm{~N}\right)$ sec. even int.
$\mathrm{N}(.005 \mathrm{n}-.012)\left(\log _{2} \mathrm{~N}\right)$ sec. even int.
where $N=$ number of unit records in the file
and $n=$ number of words in each unit record
As an example, a file of 1000 unit records in random order with 10 words per record requires 11 minutes to sort by merging.

If the tape were read backward instead of rewound, the above example would take a little less than 9 minutes.

The " $\log _{2}$ " term for a reverse sort arises from the fact that $Q$ merge passes will suffice to merge roughly 2$\}, Q_{\text {different step-down conditions, and for data in reverse sort } N \text {, }}$ the number of unit records also equal the number of step-down conditiors. so that $2^{Q}$ would $=N$, or $Q$, the number of passes would $=\log _{2} N$.
When sorting considerable information, there is a severe disadvantage in putting each sorting unit into a separate unit record. This arises from the $1^{\prime \prime}$ length of the unit record gap, compared to the $1 / 16^{\prime \prime}$ required per full word. Thus, for any sorting unit consisting of less than 16 full words, more tape space is required for the unit record gap than for the data; for a two word sorting unit, $1 / 9$ th of the tape is used for data, and $8 / 9$ ths for the unit record gap. By allowing each unit record to contain a number of sorting units, such as is done in the bit sort, the tape is usedmore efficiently, and the machine time is correspondingly reduced.

The Buchholz sort is best adapted to sorting a moderate amount of data on tape on one or more full words. So far the Buchholz sort has not yet been used in production, but it has been tested on data and has operated successfully. It is being incorporated in a program which is not yet fully completed.

## OPERATIONAL EXPERIENCE

No true operating experience is available yet. It is worth mentioning that if something happens to tape 400 during the first pass original data may be lost. If, at any time after the first pass, something happens to the tape being read, and the original data tape has been saved, the program will have to be started again. If, after the first pass, something happens to the tape being written upon, the sort can be continued approximately from the point at which thetrouble has occurred.

## INITIAL SORT

This is an original program, written as a companion program to the "merge sort" by L. B. Stinnett of our 7019 group.

It is a "merge sort", as was the Buchholz sort, but this program merges information into "blocks" of data, sorting these blocks in on tape in a form which is usable by the "merge-sort" program for the completion of the merging. The program merges the data in an ascending order, and attempts to take advantage of random sequences.

It accepts information in the form of four words per sorting unit, and stores the information as two unit records of 100 sorting units each in a sorting block (that is each block of 200 units of data is in sort). It also fills out the unit records to an even number.

Two unit records at a time are read from tape, sorted, and written on another tape. 1600 words of electrostatic storage are set aside for data, twice the size of the data being sorted. Each unit record is sorted with ES, transferring sorted information between two sets of storage locations until each unit record is in sort. The two sorted unit records are then merged as the data is written on magnetic tape.

The program operates as follows: the first sorting unit of unit record 1 and the last sorting unit of the same unit record are compared in storage block A. The smaller of the two is stored in block B; the sorting unit adjacent to it is used for the next comparison; and the procedure is repeated. Where in block B the data is stored depends whether the unit stored previously is smaller or larger than the one being stored. If the ascending sequence is kept, the data is stored adjacent to the last location used; if the ascending sequence is broken, a new sequence is begun in block $B$ at the far end of the block. The sequence therefore, are present in both ascending and descending order, within the storage block $B$. The procedure is repeated until the last piece of data is compared against itself; this condition is recognized as the end of block A processing, and the processing of block B now proceeds in the identical manner, transferring the newly merged data from block $B$ to block $A$. The storing of the complete block of 100 sorting units without a change of sequence is recognized as the end of the single block sort. This is accomplished for two blocks, and the two blocks are then merged as they are recorded on magnetic tape in the form of two 400-word unit records.

An example is given below, using a configuration of a ten-unit block.
The original dat a appears as follows:

## Block A:

| loc. (1) | 3 | loc. | $(6)$ |
| ---: | :--- | ---: | :--- |
| (2) | 8 | $(7)$ | 6 |
| (3) | 2 | $(8)$ | 6 |
| $(4)$ | 6 | $(9)$ | 3 |
| $(5)$ | 5 | $(10)$ | 1 |.

1. The contents of locations (1) and (10) are compared, ${ }_{(A 1)}$ and $1_{(A 10)}$. ${ }^{1}(\mathrm{~A} 10)$ is stored into Block B, location (1).
2. ${ }_{(A 1)}$ and ${ }_{(A 9)}$ are compared. 3 is compared with $1_{(B 1)}$ and stored into Block B, location (2), and also location (3).
3. ${ }^{8}(\mathrm{~A} 2)$ and $^{6}(\mathrm{~A} 8)$ are compared. ${ }^{6}$ (A2) is compared with $3_{(\mathrm{B} 3)}$ and stored into (B4).
4. ${ }^{8}(A 2)$ and ${ }^{7}(A 7)$ are compared. ${ }^{7}(A 7)$ is compared with ${ }^{6}(B 4)$ and stored into (B5).
5. ${ }^{8}(A 2)$ and ${ }_{(A 6)}$ are compared. ${ }_{(A 6)}$ is compared with ${ }^{7}(A 2)^{\text {. A new sequence }}$ is begun by storing ${ }_{(A 6)}$ into (B10).
6. ${ }_{(A 5)}$ and ${ }_{(A 5)}$ are compared; then ${ }^{5}(A 5){ }^{\text {with }}{ }^{6}{ }_{(B 10)}$. A new sequence is begun by storing $5(A 5)$ into (B6).
7. ${ }_{(A 2)}$ and ${ }_{(A 4)}$ are compared; then ${ }_{(A 4)}$ with $5_{(B 6)}$ and stored into (B7) .
8. ${ }^{8}(A 2)$ and ${ }^{2}(A 3)$ are compared; then ${ }^{2}(A 3)$ and ${ }^{6}(B 7)$. A new sequence is started in (B9)with 2 (A3).
 ${ }^{8}$ (A2) ${ }^{\text {is stored in (B8). }}$
9. The dataappears in B block as follows:

| $(1)$ | 1 | $(6)$ | 5 |
| ---: | :--- | ---: | :--- |
| $(2)$ | 3 | $(7)$ | 6 |
| $(3)$ | 3 | $(8)$ | 8 |
| $(4)$ | 6 | $(9)$ | 2 |
| $(5)$ | 7 | $(10)$ | 6 |

11. Following the same procedure, sarting with ${ }^{1}(\mathrm{~B} 1){ }^{\text {and }}{ }^{6}$ (B10 $^{\text {a }}$ and storing into the A block, the following sequence is found in $A$ at the end of the merge:

A | $(1)$ | 1 then B | $(1)$ | 1 and A | $(1)$ | 1 |
| ---: | :--- | ---: | :--- | ---: | :--- |
| $(2)$ | 3 | $(2)$ | 2 | $(2)$ | 2 |
| $(3)$ | 3 | $(3)$ | 3 | $(3)$ | 3 |
| $(4)$ | 6 | $(4)$ | 3 | $(4)$ | 3 |
| $(5)$ | 6 | $(5)$ | 6 | $(5)$ | 5 |
| $(6)$ | 5 | $(6)$ | 6 | $(6)$ | 6 |
| $(7)$ | 6 | $(7)$ | 8 | $(7)$ | 6 |
| $(8)$ | 8 | $(8)$ | 7 | $(8)$ | 6 |
| $(9)$ | 7 | $(9)$ | 6 | $(9)$ | 7 |
| $(10)$ | 2 | $(10)$ | 5 | $(10)$ | 8 |

In this example, it can be seen that no advantage is gained by taking into account at only one point of the comparing routine, the ordering (by random) of the information. It is felt that a new sort should be written to take advantage of all types of runs in the data.

In order to use the program, the data must be written on tape and left at the end of file condition. There are four full words per sorting unit, three of which are compared, the last for identification. There are one hundred units per unit record. A calling sequence is used which contains the number of tapes (one or two), the address of the even tape to be read from, the total number of unit records and the number of words needed is the last record to make it a complete four hundred words.

The program has been used in two recurrent jobs. The length of time varies with the initial order of the data. Observed timing has ranged from 25 to 55 seconds (with an average of 45 seconds) per each 200 units sorted.

The instructions and constants occupy 548 half-word locations. The data occupies the last 1600 full wad locations of electrostatic storage. The program reads from one or two tapes and writes on two tapes.

Normal tape difficulties have been encountered in the use of this program, and the data tapes both before and after the sort have been retained for safeguarding time expended in using this sort. The inflexibility of this particular program together with the poor timing achieved make it questionable as to its future use unless quite thoroughly revised.

## MERGE - SORT

This program was written as a companion program to the "initial sort", but can be used for ordering large amounts of information, given a preliminary sort by any method; the information, however must be written on the tapes in a prestribed form for the merge-sort. This program requires the data to be stored on two tapes in a unit record size of 400 full words. This unit record is further broken down into sorting units of four words, in which the sorting field may be 1-3 consecutive words of the sorting unit, and the remaining words indicative information.* The "sorting block", or the number of sorting units already in ascending order is assumed by the merge-sort program to be 2 unit records--or 200 sorting units. The number of unit records on each tape must be even and not exceed 512. The initial processing preliminary to use of this program, which leaves the information in this form, will now be called "Pass 1".
"Pass 1" must also provide the following information:

1. The number of tapes ( 1 or 2 ) on which the information is to be recorded at the end of the merge-sort.
2. The address of the first of the 2 "write" tapes; that is, the tapes on which information is to be recorded at the beginning of the program.
3. The number of unit records on Tape A (first data tape.)
4. The number of unit records on Tape B (second data tape).

The program merges pairs of sorting blocks of information (one block from each tape) into a single new sorting block of twice the size, normally. The program also handles "short blocks" which may occur any time data tapes contain a number of unit records not equal to a powers of 2 . On each pass, the information is read from two tapes (A and B), called the "read tapes", merged, and written on two tapes, the "write"tapes, A ${ }^{1}$ and B ; The complete A tape is written first, then the B tape. The "write" tapes A ${ }^{1}$ and $\mathrm{B}^{1}$ then become "read" tapes A and B, and vice-versa. This continues until all information makes up a single sorting block, or all the informationis in sort. The final information can be written, under program control, on one tape (if the length permits) or two tapes. The use of sense switch 1 controls whether the data is to be rewritten in ascending order, if further processing $m$ akes this rewrite step necessary.

* Our usage has been primarily with the first three words as the sorting field; the fourthas indicative information.

The program utilizes the "Read Backward" tape instruction to eliminate rewinding between passes and minimize operation time. All calculations necessary for a pass are made prior to that pass. All merging of information is done within the write and "write-copy" time of the program. Theinformation is sorted alternately in descending and ascending order, the even passes being descending and the odd ascending (counting the initial sort as the first pass). The number of passes required, $p$, can be calculated from the number of unit records, $N$, where $p^{1}=\log _{2} N$ and $p=p^{1}$ if integral, or the next larger integral value, and $N=$ number of sorting units $/ 100$. The program calculates $p$ and comes to a stop after the $p^{\text {th }}$ pass.

This program has been written by H. Avram in symbolic and assembled into absolute locations. Practically speaking, the program occupies all 2048 words of internal storage; the locations used for data manipulation are the last 1600 full words; the remaining locations are used for the sort proper, a drum recording and calling sequence for the tape rewrite routine, and a tape check routine which rereads the data tape check sense if desired. The program allows for locations $\varnothing \varnothing \emptyset \emptyset$ - $\varnothing \varnothing 7 \varnothing(8)$, being used by FEJ 035, the loading program (or a calling sequence not written as yet), but erases these routines and relocates a portion of itself in " $\varnothing \varnothing \varnothing$ - $\varnothing \varnothing 64$ (8).

The merge-sort program as it now stands is limited by the inflexibility of the unirecord size of four words. Sorting non-positive data has not been tried. The advantages of speed in sorting data in the proper format by use of this program makes it probable that further effort will be spent in making it more flexible, as well as writing another initial sort and a calling sequence for companion use.

The program itself must be supplied with the data indicated for the following locations:
(1) 1514 (8) number of tapes for final recording
(2) $1515(8)$ address of "write" tape 1
(3) 1516 (8) number of unit records on "read" tape A
(4) 1517 (8) number of unit records on "read" tape B.
(5) 1264 (8) "øø1174 (8)" to be inserted if original data tapes are to be retained. (These tapes must be physically removed from the units.)

## Timing

The formula used for estimating the time for sorting on this program arrived at empircally is:

$$
t(\text { seconids })=N[1.468-(N-1)(. \emptyset \varnothing 3274)]
$$

where it does not include Pass 1 and $N=$ number of unit records.

## Use and Operational Experience

The merge-sort has been used operationally in four large sorting programs, in each case with the "initial sort" as the companion program. It has been operated successfully on moderate amounts of data, but tape troubles have prevented truly successful effort for complete running on a regular schedule. One of these jobs, however, is a recurrent job on which our best success has been achieved. Tapes are normally saved from the initial sort, and should operation be impaired by tape errors or breakage, normal procedure is to repeat processing from the \#initial sort" completed tape. Since this program is quite rapid, this procedure seems satisfactory at present.

Some thought has been given to rewriting the merge-sort to design greater flexibility into the program with aminimum of effort at the time of usage.

## TAPE - MERGE

This program is used in order to mergealarge volume of data which has been sorted by single tapes or pairs of tapes by the use of the merge-sort.

Since of the four tape units available two must be used for reading, and two for writing, the program involves much operator handling of the magnetic tapes. The first of the two pairs of tapes are merged and written on the two write tapes. The program comes to a stop at the point at which either (or both) of the read tapes is exhausted as data, with an indication of which tape is to be replaced. (A sense switch is used to inform the program if the last of a set of tapes is being loaded). The next tape of that set replaces the used tape, and the program continues.

The program also stops if both write tapes have been used, and both tapes are then replaced by blank tapes. The program has been designed so that no unnecessary stops are made (as the end of the last tape of a set). There is no limit to the number of tapes that are to be merged, and any number, $n_{1}$, of tapes in set 1 can be merged with any number, $n_{2}$, in set 2 .

However, the use of the program involves much external handling both of magnetic tapes and sense switches. This means that capable, alert operators are required for successful running of the program.

## Operational Experience

This program has not been used operationally up to the present time. It is feltadvisable to avoid its use, if possible, since tape failures or operator errors can easily ruin a large volume of completed machine runs.

## Timing

The program time consumed is approximately the read plus the write time. Operator handling of the tapes must beadded to this basic program time.

An intriguing problem involving a relatively massive amount of 701 sorting is in process. It is mentioned as an example, as it effectively illustrates how several sorting methods could be combined.

One of the purposes of the following attack is to reduce the amount of material which could be lost at one time due to machine difficulties. It is also designed to use a comparatively small number of tapes, and to keep theproblems of operation at a reasonable level.

The actual sorting should involve about 60 tapes of data, and five different sorting programs may be used altogether. This treatment assumes that only about 80 tapes are available. The successive steps will probably be as follows:

1. Load about 20 tapes of data in duplicate (ie., write the data onto 2 tapes simultaneously). Included is a tape check "re-reading" routine to be used for testing the duplicate tapes after they are made from the original data. This is to guarantee proper recording of data on the magnetic tapes before any sorting is attempted.
2. Block sort the 20 tapes into 8 blocks of about 3 tapes each. This will be done in three passes by a modified version of the bit sort. The length of the unit record will be 400 full words,
3. Sort the 400 full word unit records on each tape independently, so that each unit record is now in sort within itself. This will be done by the address sort, and the resulting tapes will be duplicated either during or after this step.
4. Merge all the unit records within a given block (note that before this step there are 8 blocks of about 3 tapes each). This will be done either by the "mergesort" described earlier, or by a new merge sort now being written, followed by the tape merge sort. At the end of this step, each block will be in sequence. By arranging the blocks in the proper order as determined by the original bit sort, all 20 tapes will now be in sort.

These four steps will then be repeated on the two other groups of 20 tapes.
5. As a final step, the three groups of 20 tapes will be merged into a single sequence in one operation, and also sequence checked. This is the only major step which will not be backed up by duplicate tapes from the previous step, but it only requires one pass on each tape.

The entire field of sorting programs is still very young, as is the field of magnetic tape handling. Our experience has indicated that for small volume jobs, (those which can be handled in electrostatic storage), the multi-bit sort is efficient in terms of time and storage; in addition, it is extremely flexible for varying sizes of sorting field, indicative information, and selection of these fields without alteration of data.

For jobs which require storage on magnetic tapes, repetitive multi-bit sorts, though flexibility remains, do not provide the fastest method. It is felt that the following type of processing should be set up.

Large volumes of data exceeding capacity of two tape loads should be block-sorted (as Step 1) into blocks not exceeding two tapes of data. Thus external tape handling would be taken care of in the initial processing stages. All processing from this point on would involve an individual pair of tapes. Some jobs might practically be run (after sorting) on this piece-meal basis, really in the form of many small jobs.

After block-sorting, by either a bit or multi-bit method, each pair of tapes is sorted by use of multi-bit sort into blocks of 200 sorting units and recorded on tapes in the proper form for a merge-sort. Thethird step is the merge-sort to order each pair of tapes as a unit.

This procedure, in general, is planned for the current job with a large volume of sorting (over 3 million sorting units) previously described. At present, no practical experience on this sorting problem is available.

Consideration is being given to rewriting the merge-sort to make it more flexible for field sizes. It is felt that a maximum of approximately 400 words per unit record is a necessary limitation, regardless of the size of the sorting unit. This comes about because it is necessary to allocate electrostatic storage for four unit records in order to minimize the timing (to utilize all the "write"time for making the comparisons and selections). The program itself easily will use the remaining 800 -odd half-words.

It is planned to design the program so that the sorting fields used can be flexible in terms of size (full or half words) and location (assignment of minor, intermediate, major); as a consequence, flexibility in the indicative information field will result.

It is further planned to use, as the initial sort companion program, a general sort of the "address" type (multi-bit sort). Some experimental programming will be done on further development of the present "initial sort" to take complete advantage of random sequences in the data. However, it is expected that this may not prove to be efficient or flexible enough to warrant its use in place of the multi-bit sort.

One other program is afoot to provide more effective operation in sorting programs. This is the incorparation of a sequence-checking routine to be used at the option of either the programmer or the operator. This routine will make possible the checking of the partial sort at the end of any selected pass within the processing of the data. It is felt that optional checking is a desirable feature.
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Many of the problems incurred in the operation of our 701 have revolved around the use of the magnetic tapes. A ir-conditioning, dust-filtering, and humidity-control problems have aggravated these tape troubles and have muddled the picture enough so that we cannot determine whether physical conditions or machine conditions are primarily responsible for the difficulties. Tape breakage is one large recurrent problem; tape checks, thought to be due to dust and also faulty tapes, are also prevalent. These types of tape checks are not susceptible to elimination by use of the tape sense order, as any number of rereads will consistently yield another tape check. Lorg time operation with magnetic tapes seems to be impractical. Measures have been taken to correct improper physical conditions, with special attention given to tape storage and humidity control.

It is sincerely hoped that improved sorting programs and magnetic tape operations will be clearly seen in the near future in our 701 operations.

Joseph Smagorinsky U.S. Weather Bureau

The physical background and historical development of numerical weather prediction is summarized.

The nature of the mathematical problem and the work-load for a digital computer are then described.

## ABSTRACT

## NUMERICAL WEATHER PREDICTION PROGRAMMING on the IBM 701

William P. Heising IBM

This paper will treat the programming of a specific numerical weather weather prediction problem of moderate difficulty. The overall layout of the program will be given together with specific attention given to checking and restarting methods and the form of the output.
$\frac{\text { W. P. Heising }}{\text { IBM }}$
Washington, D.C.

The Numerical Weather Prediction Unit, a joint group supported by the Weather Bureau, the Navy, and the Air Force, has been formed to perform numerical weather prediction operationally. In order to evaluate the IBM 701 as a possible computer for numerical weather forecasting, a test was made on the 701 using the mathematical system just outlined by Dr. Smagorinsky.

Lt. Commander Albert Stickles, U. S. Navy, Major Herbert Zartner, U. S. A. F., and I were assigned to program, test, and demonstrate three 24 -hour forecasts. As none of us had previously prepared any problems for the 701, and the other two programmers had not even seen the 701 manual, it was a formidable task to accomplish this work in less than two months.

The main part of the computations involved the solution of Poisson's equation (modified by Helmholtz terms), and an integration step involving the evaluation of Jacobians. For a $19 \times 19$ grid using three vertical levels in the atmosphere, this becomes:

Given:

$$
\begin{array}{r}
q_{i j k}^{\tau-1} ; \quad \varnothing_{i j k}^{\tau-1} ; \quad q_{i j k}^{\tau-2} ; \quad \phi_{i j k}^{\tau-2} \text { and } f_{i j} \\
i, j=0,1,2, \ldots, 18 \quad k=0,1,2 .
\end{array}
$$

a. Integration of q .

$$
\left.{\underset{i j k}{\tau}=q_{i j k}^{\tau-2}}_{q_{i j}}^{\frac{c}{f_{i j}}}\left[\begin{array}{c}
\tau-1 \\
J\left(f_{i j k}\right.
\end{array}, \phi_{i j k}^{\tau-1}\right)+J\left(f_{i j}, \phi_{i j k}^{\tau-1}\right)\right]
$$

$$
\text { for } k=0,1,2 \text { and } i, j \neq 0 \text { or } 18 \text {. }
$$

b. First approximation to Poisson Equation solve by extrapolation:

$$
{ }^{1} \phi_{i j k}^{\tau}=2 \phi_{i j k}^{\tau-1}-\phi_{i j k}^{\tau-2}
$$

c. "Poisson Equation" solved by Liebmann iteration:

$$
\left.{ }_{n}^{n}{ }_{i j k}^{\tau}={ }^{n-1} \phi_{i j k}^{\tau}+1 / 3\left[\nabla_{i j}^{2} \quad n, n-1 \phi_{i j k}^{\tau}\right)+\left(\sum_{1=0}^{2} \beta_{k l}^{n, n-1} \phi_{i j l}^{\tau}\right)-q_{i j k}\right]
$$

Iterate and take $\phi_{i j k}^{\tau}=\phi_{i j k}^{n}$ when $\left.\right|^{n} \boldsymbol{\phi}-{ }^{n-1} \phi^{\tau} /<2^{-13}$ for all $i, j, k$.

Computations were performed on a $19 \times 19$ square grid at three vertical levels in the atmosphere. Half word cells are used throughout the computations without rounding. All data blocks consisted of 364 half words, 2 half words for a check sum of the IBM K02 subroutine type, 361 half words for one level of the $19 \times 19$ grid and one zero half word.

Computations use two variables at up to three different time points, hence 3 time points $\times 2$ variables $\times 3$ levels/variable $\times 364$ half words per variable per level indicate the overall active storage requirement to be 6552 half words. Drums or tapes must be used, and the drums were chosen in this case. Three time steps of $q$, and $\varnothing$ (6552 half words) were kept on drums at all times and one time step of data ( 2184 half words) plus $2 \times 364$ half words of working storage (total 2912 half words) were assigned from electrostatic storage for data, thus leaving space for 1184 instructions, or slightly more than $1 / 4$ of E.S. storage.
Of course after each time step, what had been $\phi^{\tau-1}$ and $q^{\tau-1}$ became $\phi^{\tau-2}$ and $q^{\tau-2}$ from the programmer's point of view. Rather than actually reading from the drum and rewriting in other locations in the drum 4368 half words, it was quicker to cyclically permute the drum addresses in the program itself to eliminate data shuffling completely.

Approximately 950 instructions are needed to perform and check the numerical step by step integration of $\varnothing$ and $q$. In addition, after each six (half hour) time steps, the following is to be printed:

$$
\begin{aligned}
& \text { (a) } \\
& \text { All values except where } i \text { or } j \neq 0 \text { or } 18 \\
& \text { (b) } d p / d t \\
& w_{i j k+\frac{1}{2}}^{\boldsymbol{\tau}}=\boldsymbol{\gamma}_{k}\left[\left(\varnothing_{i j k+1 / 2}^{\boldsymbol{\tau}+1}-\phi_{i j k-1 / 2}^{\boldsymbol{\tau}+1}-\varnothing_{i j k+1 / 2}^{\tau-1} \boldsymbol{\phi}_{i j k-1 / 2}^{\tau-1}\right)+\right. \\
& \left.\frac{c}{f_{i j}} J\left(\varnothing_{i j k-1 / 2}-\phi_{i j k+1 / 2}\right)\right] \\
& k=\frac{1}{2}, \frac{3}{2}
\end{aligned}
$$

The output calculation and printing require 730 instructions, hence they must be called from the drum before each use. The printing of a two digit row identification ( $j$ ) and 17 3-digit fields was accomplished using P04 slightly modified, with complete echo checking including sign.

The printing was arranged in a nearly square array, 0.70 inch vs $2 / 3$ inch vertically. Consideration is being given to printing directly on a weather map.

The entire problem (except M10 used for decimal-to-binary conversion of initial data) required about 1700 instructions including about 400 from standard subroutines (K02 and P04). SO2 Assembly required about 30 minutes, and debugging required about 2 machine hours (spread over two days).

Three 24 -hour weather predictions were made during the demonstration, and required about three hours. Occasionally K02 check sum stops from drum operation were encountered, but the "restart procedures" handled these with little time loss.

Two types of procedures were set up for handling error conditions. Since a 24 -hour weather prediction required nearly an hour, it was undesirable to start over at the beginning unless the error occurred in the first few minutes. One procedure used a transfer of control to a routine in the program to restart that particular time step, disregarding all data in electrostatic storage, and working from the information on the drum. Usually the error did not recur, indicating the error had occurred in computation or in E.S. storage.

In case the error recurred, (indicating something had been written incorrectly on the drum), a different procedure was used.

A complete record of past integrations was kept on the tape, and in the second restarting procedure the tape information was read back and reloaded on the drums, and then computation was resumed.

Each time step involves two main computations, integration and Liebmann interation for the solution of the Poisson equation. The two computations are of comparable complexity and time (for one execution). The integration is performed twice (includes a check run) while the Liebmann iteration is performed $n+1$ times ( $n$ times for convergence, one additional for checking).

On the basis of a similar computation on the I.A.S. machine, it was estimated that 4-10 iterations of the Poisson equation might be required for convergence, and accordingly particular emphasis in programming for speed was given to the Poisson equation.

The actual machine run showed that only 1-2 iterations were required for convergence, and that consequently the integration took more time than the Poisson equation solution, a rather surprising development.

The value of extrapolation of $\varnothing$ to obtain a first guess for the Poissen equation was shown by the fact that at $\tau=1$, (where two previous time steps were not available), four iterations instead of one or two were required for convergence. Use of the previous solution, instead of extrapolation as first approximation throughout, would have ilengthened the solution time 6-8 minutes.
a. Tighten up the time integration (q) computation in view of its previously unsuspected importance on the running time.
b. Use of a different type of check sum (in place of KO2) to permit simultaneous reading (or writing) and checking.
c. Restart procedures to be completely automatized.
d. Master program on tape (instead of cards) to eliminate card input of instruction at the start of the problem.
e. Output will be actual vertical velocity (instead of $\mathrm{dp} / \mathrm{dt}$ a related quantity).
f. Certain linearizing approximations are being eliminated, introducing slightly more complexity and higher accuracy.
g. A different set of three vertical pressure levels is to be used in the future; the principal effect on the program will be that the relaxation factor in the Poissen equation will differ at different levels.
h. Thought is being given to the inclusion of "smoothed" orography.

Gene M. Amdahl
IBM Engineering Laboratory Poughkeepsie, N. Y.

The Engineering Laboratory at IBM Poughkeepsie has, for some time, been engaged in a project of improvement of the 701. At the time the 701 was first planned and constructed, it was necessary to keep the machine logic as simple as was reasonable in order that the engineering and production schedules could be made as short as possible.

Since the 701's have been in use by ourselves and our customers, it has been possible to study the uses to which these machines have been applied, and consequently, to determine a number of logical additions which would be of general usefulness.

The improvements which are, at present, undergoing engineering development may be grouped under six headings, each of which will be discussed in greater detail later:

1) Operation code modification to make space available for the improvements.
2) Special instructions to reduce programming labor and running time.
3) Speeded-up multiplication and division.
4) An indexing system for automatic address modification.
5) A changed drum system with greatly improved access time and information transfer rate.
6) Built-in floating point operations.

The descriptions of these features are still subject to modification.

## Modification of the Operation Code

In order to provide the necessary new instructions for the improved 701 , the operation code had to be revised and consolidated. The means for
doing this were two-fold: 1) the signs of the instructions in many cases were not being employed by the machine; and 2) many instructions were not utilizing their address parts efficiently.

More efficient use of the sign of the instruction may be exemplified by our new handling of conditional transfers. The present conditional transfers will be obtained by a corresponding instruction having a positive sign, but if given a negative sign, the condition for transfer will be inverted. For example, plus transfer on overflow will cause a transfer if the overflow trigger is on, and minus transfer on overflow will cause a transfer if this trigger is off.

Efficient use of operation codes was attained by assigning operation codes to only those instructions which required a memory address for execution. Instructions such as input and output operations and shift instructions were grouped together under the single operation code SENSE, with the word divided as below.


In these instructions an eight bit address part is sufficient for specifying the input or output unit or the required amount of shifting. The four remaining bits of the address part are used to specify which input-output operation or shift is desired. The normal SENSE instructions are also included in this same instruction, and are designated by a particular value of the four bit portion and the proper eight bit designation. In order to use this consolidation efficiently, an additional STORE ADDRESS instruction is included, which allows the storage of the rightmost eight bits of the address part. This permits storing an input-output address or the amount of a shift into a SENSE instruction. The new STORE ADDRESS instruction shares an operation code with the present twelve bit STORE ADDRESS, but is designated by a minus sign.

## Special Instructions

The special instructions have been added primarily for the purposes of simplifying logical manipulations, including table lookup and producing check sums.

The purely logical instructions will include: full word logical "and" to memory; full word logical "or" to memory; full word logical "and" to the accumulator; full word logical "or" to the accumulator; and an MQ ring shift to the left, the sign included.

There are others provided also, such as: complement accumulator magnitude; set accumulator positive; set accumulator negative; change accumulator sign; set accumulator to zero; test rightmost bit of accumulator and skip; test MQ sign and skip; test $P$ position of accumulator and skip; and test divide check (now to be called the MQ overflow trigger) and skip. This latter instruction permits the 701 to continue calculating even though a division was incapable of being carried out. In addition to the above, the status of the sense lights may be determined by a SENSE and SKIP.

The instructions for aiding table lookup are: compare MQ with accumulator and transfer if MQ is low; and compare memory with accumulator and skip if memory is high or equal. The instruction "compare MQ with accumulator" permits table lookup in data stored on the magnetic drum without requiring this data to be brought into memory, and allows this to be performed at the full new drum speed.

The computation of check sums is greatly facilitated by the new instruction END AROUND CARRY ADD, which adds the sign bit of a word in memory into the $P$ position of the accumulator. The carries from the $P$ position are reintroduced into position 35 of the accumulator. The sign of the accumulator is ignored and unchanged by this operation. With this instruction the check sum may be accumulated with no intervening manipulations.

## Speeded-up Multiplication and Division

The operations of multiplication and division at present require 38 machine cycles or 456 micro-seconds. By means of paralleling sub-operations and changing some of the logic, it has been possible to reduce the time required to 20 machine cycles or 240 micro-seconds. A corresponding reduction in the number of succeeding instructions which will not require forced regeneration cycles from 12 down to 6 is necessary. The actual multiplication and division operations are carried out at double present speeds.

## Indexing System

The indexing system provides automatic address modification which substantially reduces the amount of "red tape" in a program. On a typical problem the combination of indexing and speeded up multiplication and division seems to approximately double the speed of the 701.

Indexing is best described by means of an example, such as multiply and accumulate:

| 1.0 | LOAD INDEX REGISTER; $1.1+01$ | 2N |  |  |
| :--- | :--- | :--- | :--- | ---: |
| 1.2 | LOAD MQ A | $+2 N$ | $; 1.3+01$ | 0 |
| 1.4 | MPY | $B_{o}+2 N$ | $; 1.5-01$ | 0 |
| 1.6 | ADD | C |  |  |
| 1.7 | STORE C |  |  |  |
| 1.8 | TR ON INDEX 1.2 | $; 1.9+01$ | 2 |  |
| 1.10 | rest of program |  |  |  |

The iteration loop above requires 348 microseconds to carry out compared to 696 for the shortest possible iteration loop on the 701 . The storage requirements for the program are also less, being 10 half words compared to a minimum of 16 on the 701 .

The more interesting features of the indexing system are shown in this program. For example, indexed instructions are full words, where the left half word is the normal instruction and the right half word contains indexing information. The allocation of digits in the full word instruction is shown below:


The sequence of operations when using index registers are essentially as follows: 1) the desired index register is loaded with the range of memory
addresses to be traversed during the iteration; 2) the instructions which are to have their address parts modified are executed, and in the process of execution they are reduced by the contents of the specified index register; and 3) the contents of the index register is reduced by the desired decrement and the loop repeated if the iteration is not completed.

There are a few features in this programmed example which are still unexplained. The tag part (or operation part of the right half word) specifies which index register is being used in any given instruction. The indicator part (or sign of the right half word) specifies whether or not to continue using full word instructions (or equivalently, whether or not to remain in the "indexing mode"). An example of this is 1.5 (or the right half word of 1.4), where the minus sign causes the calculator to go back to half word operation. The execution of an indexing instruction, such as 1.0 or 1.8 causes the calculator to return to the indexing mode.

The instruction TRANSFER ON INDEX performs the following sequence of operations: 1) the difference between the decrement and the original contents of an index register is generated; 2) this difference is tested to see if it is greater than zero; 3) if the result is greater than zero, the index register is indexed (that is, its contents are replaced by the difference) and if zero or negative, the index register retains its original contents; and 4) the calculator transfers to the address specified if the register is indexed and the instruction is positive (this being a conditional transfer, if it were negative, the condition for transfer would be inverted).

There are four more full word instructions in addition to TRANSFER ON INDEX, which control the index register contents. These are all addressless (SENSE class) instructions. They are: 1) load index register with the decrement part; 2) load index register with the complement of the decrement part; 3) load index register with the accumulator address part; and 4) put the algebraic difference of the index register and decrement part into the accumulator sign and address part.

There are also four half word instructions governing indexing: 1) an addressless instruction to force entering the indexing mode; and 2) a set of three instructions (one for each index register) which cause the complement of their address part to be entered into the proper index register.

## Higher Speed Drum System

The magnetic drum system has been revised in three ways. The first two decrease the access time and the third increases the word transfer rate.

The access time has been improved for reading by introducing electronic switching between drums. The electronic switching requires only one-half a millisecond compared to the present thirty milliseconds for relay switching. In the case of writing, relays are still used, but the switching time has been cut in half, from thirty down to fifteen milliseconds.

The access time has further been decreased by reducing the time required for index searching. This has been accomplished by two improvements: 1) the drum counter continues counting drum timing pulses from the last drum selected, even though no longer selected; and 2) the two logical drums on the same physical drum now share a common timing and index track, consequently, the drum counter will remain in synchronism even though switching between these two logical drums occurs.

The information transfer rate has been increased from the present 800 words per second to 10,000 words per second. This has been accomplished by reducing the interlace on the drum from 128 words down to 8 words. This interlace change is slightly too great to permit programmed word transfer even with indexing, so the drum has been physically slowed by about $20 \%$.

Keeping the drum counter continually connected to the timing track does not permit the operation SET DRUM to be performed, but a corresponding operation LOCATE DRUM ADDRESS has been introduced. The execution of this instruction causes the address part of the instruction to be continuously compared with the drum counter contents until equality exists, at which time the calculator procedes to the next instruction.

Since the word transfer rate is 10,000 words per second, the time between copies (including a COPY instruction) is only 100 microseconds, hence there is time for only one instruction in addition to the COPY instruction. This additional instruction will normally be a TRANSFER ON INDEX instruction with the transfer address being the address of the COPY instruction. When performing table lookup on the drum, this additional instruction would be COMPARE MQ WITH ACCUMULATOR, with its transfer address again being the address of the COPY instruction.

## Floating Point

The problem of aiding the performance of programmed floating point operations was investigated quite intensively. The results of the investigation were that half measures gave little real advantage to the programmer, therefore, the decision was made to "build in" the set of floating point operations: add, subtract, multiply, and divide.

In order to be able to perform these operations with single instructions, it was necessary to combine the exponent and fraction parts in a single full word, much as in the Los Alamos Dual System. The arrangement of digits within a floating point word is shown below.


The characteristic part consists of 8 bits and contains the exponent of 2 plus 128. The fraction part is 27 bits long and when in the proper, or normalized form, has a 1 in its leftmost position. The binary point is considered to be just to the left of the fraction part.

When performing floating point operations, the original operands are brought into the accumulator or MQ by the normal operations of RESET AND ADD or LOAD MQ respectively. The floating point operation is then initiated by giving the proper floating point instruction. At all times during the floating point operations the arithmetic registers manipulate the information with the same division of digits as shown for the floating point word. The results may be stored by STORE or STORE MQ. Conditional transfers are still directly applicable.

If properly normalized numbers are used as operands, properly normalized results will be produced, with the exceptions of a zero result, or if normalization is inhibited. If the fraction part of a result is zero, the complete floating point word is made zero automatically. The inhibition of normalization is controlled by the programmer, and if the calculator is instructed to go into the non-normalizing mode, left shifts to remove leading zeros are inhibited in the operations of addition, subtraction and multiplication. All right shifts, to take care of carries as in addition, are still required to take place to prevent loss of information.

Characteristics which exceed the range of 0 through 255 will turn on the accumulator overflow trigger or the $M Q$ overflow trigger (formerly divide check trigger) if they are the characteristics of the accumulator fraction part or MQ fraction part respectively. In the case of the accumulator characteristic, exceeding the range by getting too small will cause l's to appear in both overflow positions $P$ and $Q$. If too large, only the $P$ position will contain a 1. The MQ register has no corresponding positions, so no determination of the direction of excess is directly available.

The floating point operations have been considered from the standpoint of double precision operation, and certain features have been included to expedite them. For example, all possible information is retained, and with the proper characteristic, so that it is readily usable.

The operations of addition and subtraction in floating point require 7 machine cycles, or 84 microseconds, to complete. If more than 10 shifts are needed to align the operands or more than 4 required to normalize the result, additional cycles will be required.

The operations of multiplication and division require 17 and 18 machine cycles respectively, or 204 and 216 microseconds.

## Program Revisions

For the use of our Poughkeepsie group, we are writing several programs to aid us in the conversion of our old 701 programs so that they can be run on our improved 701. The conversion essentially converts from the present instruction code to the revised instruction code. Two of these will be discussed very briefly.

The first of these programs accepts programs punched on binary cards, and punches out a new set of binary cards with the converted program. Prior to reading of the binary cards, a list of the addresses of those constants which should not be converted (i.e. which look like instructions but are not) must be supplied to the program. There are two items still unconverted which may be taken care of by octonary cards at this point: 1) putting the proper sign on those STORE ADDRESS instructions which refer to input-output or shift instructions; and 2) correcting input-output addresses which are stored alone as constants.

The second program is an assembly program which takes properly marked 701 assembly cards and assembles a converted program which will run on the improved 701. The proper marking consists of noting essentially the same information on the assembly card as was needed for the first program described.

In cases like the drum copy loops, these sections of the programs require a revision, for indexing must be used to copy from the high speed drum.
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# OPERATIONAL CHARACTERISTICS OF THE 701A 

John W。Backus Applied Science Division<br>International Business Machines Corporation 590 Madison Avenue New York 22, New York

## OPERATIONAL CHARACTERISTICS OF THE 701A

IBM ${ }^{2}$ s efforts to improve its Electronic Data Processing equipment depend on two related areas of research:

1. Research in component development.
2. Research in logical design.

Research in component development produces the units which logical design research seeks to integrate into the most effective calculating or data processing machine posstble. The 701A is the result of logical design changes in the 701. With additional equipment for control and storage of information the 701A makes use of the components of the 701 from two to twenty times more effectively during most calculations.

Although externally the 701A completely resembles the 701, new internal equipment and circuits provide many new and powerful features which make the 701A a faster, more economical, and convenient calculating tool than has previously been available. From an operating viewpoint, the 701A has briefly the following features in addition to those of the 701:

1. Automatic Floating Point Operation.
2. Automatic Address Modification.
3. Higher Speed Transmission of Information to and from Magnetic Drums.
4. 240 Microsecond Multiply and Divide time.
5. New Operations.

In the following material an attempt will be made to describe only those features of the 701A which are not to be found in the 701 or are different from corresponding features of the 701. This information is of a preliminary nature and may be subject to change.

Before taking up any of these features in detail, it is first necessary to understand that the 701A has many more distinct operation codes than the 701. This is achieved by using two instruction forms, one identical to the present instruction form; the other having a ten-bit operation code (including sign bit) and an eight-bit address part as follows:
(A)

(B)

| S | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x | 0 | 0 | 0 | 1 | 0 | x | x | x | x | x | x | x | x | x | x | x | x |

Note that type (B) instructions all have the same number in positions 1 through 5 and that type (A) instructions may never have this number as an operation part, thus there is never any confusion about which type an instruction belongs to. All instructions which refer to electrostatic storage or to drum location are of type (A), most other instructions are of type (B).

Automatic floating binary point operation is achieved by four new type A operations: FLOATING ADD, FLOATING SUBTRACT, FLOATING MULTIPLY, and FLOATING DIVIDE. Floating binary information is represented in a full word by a sign, a characteristic, and a fraction. The characteristic is a positive integer between 0 and 255 inclusive and is equal to the exponent of the number increased by 128. The characteristic is given by bits $1=8$ of a full-word. The fraction is given by bits $9-35$ of the full word and is regarded as a 27 -bit proper fraction. The sign indicated by the sign bit is associated with the fraction. Thus the floating binary point representation of $-1 / 2$ on which the 701 A can operate automatically is:


This representation of floating point numbers gives an equivalent decimal precision of more than 8 digits in the fraction and an equivalent decimal exponent range of better than $10 \pm 38$. A zero which results from a floating point operation is represented by a zero characteristic and a zero fraction with the sign determined as in fixed point arithmetic. A floating point number as described is said to be in normal form if the first bit of its fraction is a 1, or if the number is a floating point zero. All floating point operations refer to full words only.

When FLOATING ADD or FLOATING SUBTRACT is executed the floating point number in the accumulator is added to the contents of the specified full-word memory location. The floating point sum appears in the accumulator. In order to facilitate double precision operations a less significant portion of the sum appears in the MQ register in floating point form.

A floating point sum or difference is formed automatically as follows by the execution of FLOATING ADD or FLOATING SUBTRACT:

1. The MQ register is cleared.
2. The number specified in electrostatic storage is placed in the memory register, with inverted sign when subtracting.
3. If the number with the smaller exponent is in the memory register, the contents of the memory register and the accumulator are interchanged.
4. The fraction in the accumulator is shifted right a number of positions equal to the difference in the characteristics. Bits shifted out of the low order end of the accumulator enter position 9 of the MQ and continue to be shifted right in the MQ.
5. The sign of the $M Q$ is made to correspond with that of the accumulator. (The sign of the number with the smaller exponent.)
6. The characteristic in the memory register is placed in positions $1=8$ of the accumulator.
7. The fraction in the memory register is added algebraically to the fraction in the accumulator (positions $9-35$ ).
8. If there is a carry out of position 9 into 8 , positions 9 35 of both the accumulator and the MQ are shifted 1 position rightand a 1 is inserted in position 9 of the accumulator.
9. If the fraction in the accumulator is zero, the accumulator is cleared.
10. The characteristic in the accumulator, reduced by 27 , is placed in positions $1-8$ of the MQ register unless the accumulator contains zero, in which case zero is placed in positions $1-8$ of the MQ register.
11. If the floating point number in the accumulator is not in normal form, the fraction in the accumulator only is shifted left and the characteristic in the accumulator is adjusted until a one appears in position 9 .

The programmer can cause step 11. to be done or to be omitted in the execution of FLOATING ADD and FLOATING SUBTRACT operations. This is controlled by a "normalizing indicator". If the indicator is on, step 11. is performed for all floating point additions and subtractions. If the normalizing indicator is off, step 11. is omitted. A pair of instructions, ENTER NORMALIZING MODE and LEAVE NORMALIZING MODE turn the normalizing indicator on and turn it off respectively.

In using floating point operations it is desirable to be able to detect the occurrence of a result with too large or too small an exponent, i.e. greater than +127 or less than -128 . Too large an exponent corresponds to a characteristic greater than 255 , too small an exponent to a negative characteristic. In all floating point operations, if the number appearing in the accumulator after the operation is executed has too large an exponent, the corresponding characteristic appears in position p,1-8 and the overflow indicator is on. If such a number in the accumulator has too small an exponent, the ones'-complement-plus-one of the corresponding characteristic appears in position q, p, 1-8 and the overflow indicator is on. If the number in the MQ register after a floating point operation should have too large an exponent, only the low order 8 bits of the corresponding characteristic appear in positions $1=8$. The MQ overflow indicator is turned on to indicate this. Similarly, if a number with too small an exponent should appear in the MQ as a result of a floating point operation, the low order 8 bits of the one's-complement-plusone of the corresponding characteristic appear in positions 1-8 and the MQ overflow indicator is turned on.

A few illustrations make clear how floating point addition and subtraction operate. For simplicity, assume that the characteristic is 3 bits instead of 8 and the fraction is 3 bits instead of 27 。 Assume that the accumulator has 6 positions plus two overflow positions, $q$ and $p$ and that the MQ has 6 positions. The normalizing indicator is on. мотет
мопи


| Accumulator after Operation |  |  |  |
| :---: | :---: | :---: | :---: |
| S | q p | char | fraction |
| $+$ | 00 | 100 | 100 |
| $+$ | 00 | 101 | 100 |
| $+$ | 00 | 101 | 111 |
| + | 00 | 110 | 100 |
| $+$ | 00 | 100 | 100 |
| $+$ | 00 | 100 | 100 |
| - | 00 | 111 | 110 |
| - | 01 | 000 | 110 |
| - | 000 | 000 | 110 |
| - | 1 i | 111 | 100 |
| $+$ | 00 | 100 | 100 |
| + | 00 | 000 | 000 |


|  |  |  |  |  | $0$ | $\underset{F}{F}$ | $\frac{0}{0}$ | $\underset{\sim}{-}$ | $\underset{F}{F}$ | $8$ | 8 | 8 | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { B O } \\ & \text { O } \end{aligned}$ | त्व |  |  |  | $8$ | $\stackrel{-}{0}$ | $8$ | $\underset{\sim}{-}$ | $\rightrightarrows$ | 응 | 8 | 8 | O |
|  | $\checkmark 2$ |  | $+$ | $+\quad+$ | $+$ | 0 | 8 | 1 | 8 | + | 0 | $+$ | + |

## Operation

The execution of FLOATING MULTIPLY causes a double precision floating point product of the number in the MQ register and the specified number in electrostatic storage to appear in the Accumulator and MQ register in the following way:


Where A and B are the characteristic and fraction of the most significant part of the product and C and D constitute the least significant part. C is always precisely 27 less than A unless A is less than 27 or greater than 255; in the former case, $C$ is the ones-complement-plus one of $A-27$, in the latter case C equals A-27 modulo 256. If the fixed point product of the fractions of the factors is less than one-half, and the normalizing indicator is on, A is the sum of the two factor exponents plus 127; if this product is not less than one -half, $A$ is the sum of the two factor exponents plus 128. This means that if the two factors are in normal form, the number in the accumulator will be in normal form, provided the normalizing indicator is on。If it is off, $A$ is always the sum of the factor exponents plus 128 .

The execution of FLOATING DIVIDE produces a floating point quotient and remainder as a result of dividing the normal number in the accumulator by the normal number in the specified electrostatic storage location. The number originally in the MQ register is not regarded as part of the dividend. The quotient appears in the MQ register and the remainder in the accumulator. If the dividend is $A$, the divisor $B$, the quotient $Q$ and the remainder $R$, the following relationship holds: if the most significant floating point part of the product $\mathrm{Q} \cdot \mathrm{B}$ is denoted by QB and the least significant part by (QB) ${ }^{2}$, then the following operations result in $A$ being in the accumulator and a number with a zero fraction in the MQ register:

$$
\begin{array}{ll}
\text { CLEAR AND ADD } & \text { L( (QB)' }) \\
\text { FLOATING ADD } & \text { L }(R))^{\prime} \\
\text { FLOA TING ADD } & \text { L }(Q B)
\end{array}
$$

If the divisor is not in normal form and its fraction is less than or equal to one-half the fraction of the dividend, the division will produce an incorrect result and the MQ overflow indicator will be on.Division of a normal dividend by a normal divisor always produces a normal quotient provided its exponent is in the allowable range. The position of the normalizing indicator does not affect the execution of FLOATING DIVIDE.

The execution of FLOATING ADD or FLOATING SUBTRACT will each require 7 basic machine cycles or 84 microseconds provided the exponents of the operands differ by 10 or less and normalization does not require more than 4 shifts.

If a and b are the exponents of the operands and $\mathrm{a} \geqq \mathrm{b}$ and c is the exponent of the result the exact number of basic cycles, $n$, required is:

$$
\begin{aligned}
& \mathrm{n}=5+\mathrm{r}+\mathrm{s} \\
& \mathrm{r}=\text { smallest positive integer containing } \frac{\mathrm{a}-\mathrm{b}+2}{12} \\
& \mathrm{~S}=\text { smallest positive integer containing } \frac{\mathrm{a}-\mathrm{c}}{4} \text { if } \mathrm{a}-\mathrm{c}<27 \\
& \mathrm{~s}=1 \quad \text { if } \mathrm{a}=\mathrm{c} \geqq 27
\end{aligned}
$$

The execution time of FLOATING ADD and FLOATING SUBTRACT is not changed when they follow multiplication or division operations. The execution of FLOATING MULTIPLY or FLOA TING DIVIDE requires 17 and .18 basic cycles or 204 and 216 microseconds respectively.

The six instructions following either of these operations may be executed in less than their normal time according to the principles pertaining at present to the twelve instructions following MULTIPLY or DIVIDE。

The automatic address modification feature of the 701A makes it possible to carry out so-called "housekeeping" operations involved in a problem with a minimum number of instructions and at a maximum speed. The problem of programming such operations is reduced accordingly.

The basic purpose of automatic address modification or "indexing" is to permit changing the addresses of many instructions by executing a single instruction. The indexing principle is to have information accompanying each instruction which may designate one of several special registers, called index registers. Then as each instruction is obtained for execution, the contents of the indicated register is applied as an increment or decrement to the address portion of that instruction before it is executed. Thus, the address part of an instruction as it is executed may differ from the address part of the instruction as it is stored in memory. If we call the address part of an instruction as it is executed its "effective address" then, of course, the effective addresses of all instructions which designate a certain index register are changed simply by changing the contents of that register.

Indexing is achieved in the 701 A by allowing the machine to execute instructions in either of two modes: the normal mode" or the indexing mode. An "indexing indicator"" determines which mode is to be used. The manner in which this indicator is turned on and off is described in subsequent paragraphs. When the indexing indicator is off, instructions are interpreted and executed as half-words in the normal way. When it is on, however, instructions are interpreted as "indexed instructions". Indexed instructions occupy a full word and the form of such instructions is as follows:


Where:
$\mathrm{A}=$ operation part ( 6 bits )
$\mathrm{A}^{\prime}=$ operation part ( 10 bits )
$\mathrm{B}=$ address part ( $12 \cdot \mathrm{bits}$ )
$\mathrm{B}^{\sigma}=$ address part ( 8 bits)
$\mathrm{C}=$ indicator part
$\mathrm{D}=$ tag part
$\mathrm{E}=$ decrement part

The sign, the operation, and address parts of an indexed instruction have the same significance as they do in an ordinary half word instruction, thus the first half word of an indexed instruction may be any 701A instruction. The indicator part determines whether the indexing indicator is to be turned off after executing a given indexed instruction $n_{9}$ a denoting that it should be turned off, a zero that it should not be turned off. Thus, an indexed instruction with an indicator part of 1 signifies that subsequent instructions are to be executed in the normal way (as half words). The purpose of the tag part is to specify which, if any, of the three 12 -bit index registers is involved in the interpretation or execution of the indexed instruction. A zero tag part indicates no index register is to be involved, 1 specifies index register $1, \underline{2}$ specifies index register 2,4 specifies index register 4. The tag part may have only these values. There is no index register 3. The decrement part has significance only for those indexed instructions which operate on the contents of an index register.

Most indexed instructions, called modifiable instructions, may have their address parts modified during interpretation if the tag part specifies an index register. Such instructions, without the second half word, may also be executed in the normal mode. There are a few instructions, however, which are peculiar to indexing which must always be executed in the indexing mode, therefore, if one of these instructions is encountered when the indexing indicator is off, it will be turned on. Since these instructions are always interpreted as indexed instructions they must occupy a full word. All of these latter instructions either change the information in an index register or obtain information from such a register. Since the tag parts in such cases are used to specify which index register is to be operated upon, the contents of the specified index register is not used to modify the address part of such an instruction, hence these are called non-modifiable indexed instructions.

There are a few other non-modifiable instructions which do not operate upon the index registers and which may be executed either as normal or indexed instructions but which do not have their address parts modified by an index register even though such modification is specified. These are: HALT AND TRANSFER, LOCATE DRUM ADDRESS (similar to the 701 operation SET DRUM), and SENSE-type instructions which are not related to indexing.

The interpretation of a modifiable indexed instruction takes place as follows:

1. The sign and operation part ( 6 bits) are placed in the instruction register.
2. If the tag part is zero the address part ( 12 bits) is placed in the instruction register.
3. If the tag part is 1,2 , or 4 the difference of the address part minus the contents of the specified index register is placed in the address portion of the instruction register provided the difference is positive. If it is negative, the one's-complement-plus-one of the difference ( 12 bits ) is placed in the instruction register.

The instruction which results in the instruction register by the above steps is then executed in the normal way. The time required to interpret and execute an indexed instruction is the same as that required for the resulting normal instruction.

Since the interpretation of a modifiable indexed instruction modifies the instruction as if it had a 12 -bit address part, care must be taken when an instruction with an 8 -bit address part is to have its address modified automatically to assure that bits $6=9$ of the instruction are not altered in the modification.

The operations involved in non $\sim$ modifiable indexed instructions fall into three categories. In the first category are two operations which serve to insert information into an index register. These operations have SENSE type operation codes, that is, they have ten-bit operation codes and the remaining eight bits of the left half word are also used to completely distinguish the particular operation. The execution of LOAD INDEX REGISTER causes the number equal to the decrement part (bits $24-35$ ) of the instruction to be placed in the index register specified by the tag part. The execution of ACCUMULATOR TO INDEX REGISTER causes the number given by bits $6-17$ of the accumulator to be placed in the index register specified by the tag part. The decrement part has no significance.

The next category of non-modifiable indexed instructions consists of one instruction, also a SENSE type instruction, which serves to obtain the contents of an index register for use in a calculation or for storage. The execution of COMPARE INDEX REGISTER causes the signed difference of the contents of the index register specified by the tag part minus the number equal to the decrement part to appear in positions $6=17$ of the accumulator. The other positions of the accumulator are zero.

The third category consists of two instructions which are perhaps the most powerful instructions in the 701A. Each of these instructions is designated by a six bit operation code (including sign), hence the address part may designate a location in memory. The execution of TRANSFER ON INDEX results in the reduction of the contents of the index register specified by the tag part by an amount equal to the decrement part and a transfer of control to the address given by the address part, provided such reduction would not give a zero or negative result. If the decrement part is larger than or equal to the contents of the specified index register, TRANSFER ON INDEX is equivalent to NO OPERATION, that is, the contents of the index register remain unchanged and the transfer does not take place. TRANSFER ON NO INDEX performs the same functions as TRANSFER ON INDEX except that transfer of control takes place on the opposite condition, i.e. when the
reduction would result in a zero or negative quantity.
These instructions are unique in that they are always executed as indexed instructions and will cause subsequent instructions to be executed in the indexing mode until an instruction with an indicator part equal to 1 is encountered:

## LOAD INDEX REGISTER

## ACCUMULATOR TO INDEX REGISTER

COMPARE INDEX REGISTER
TRANSFER ON INDEX

## TRANSFER ON NO INDEX

There is one other instruction, a SENSE-type instruction, which will turn the indexing indicator on ENTER INDEXING MODE is executed as a half word instruction and in addition to turning on the indexing indicator will cause the following indexed instruction to be obtained from the next higher full word location, regardless of whether ENTER INDEXING MODE itself occupies an even or odd address.

Finally, there are three instructions which place information in the index registers and may also have their address parts modified automatically. These instructions have 6 -bit operation codes and may be executed as normal, half-word instructions or as indexed instructions. The execution of LOAD INDEX REGISTER 1, COMPLEMENT as a normal instruction causes the number equal to the one's-complement-plus-one of the address part to be placed in index register 1. One of the principal purposes of such an instruction is to provide a convenient, rapid method of specifying the address of a parameter to a subroutine. Thus, to specify the address X it is only necessary to give LOAD INDEX REGISTER 1, COMPLEMENT with address part X and to have indexed instructions in the subroutine which are to make reference to the specified location have address parts equal to zero and tag parts equal to 1. The corresponding two remaining instructions in this group are: LOAD INDEX REGISTER 2 COMPLEMENT and LOAD INDEX REGISTER 4 COMPLEMENT. When any of these instructions are executed as indexed instructions, they are interpreted by the same procedure used for other modifiable indexed instructions, $i_{。} e^{\circ}$ the address part is reduced by the contents of the index register specified by the tag part, even if the tag part specifies the register which is to be loaded. The one's-complement-plusone of the reduced address is then placed in the index register called for by the operation code.

All of the instructions described above with reference to indexing require 4 basic cycles for their execution unless a MULTIPLY, DIVIDE, FLOATING MULTIPLY or FLOATING DIVIDE is among the preceding 6 instructions, in which case 2 basic cycles are required.

The new timing conditions for Magnetic Drums in the 701A are as follows:

1. 48 microseconds are available between successive COPY instructions (in addition to the time required to execute
the COPY's themselves).
2. 48 microseconds are available between LOCATE DRUM ADDRESS (replaces SET DRUM) and the first COPY.
3. Consecutively-addressed drum locations pass under the reading heads at the rate of 10,000 per second, consequently COPY's are executed at this rate.
4. The execution of the first COPY will be completed 100 microseconds after the execution of LOCATE DRUM ADDRESS.
5. Any amount of time is available for programming between the execution of a READ or WRITE referring to drums and the interpretation of LOCATE DRUM ADDRESS.
6. The elapsed time, T, between the execution of READ or WRITE (referring to drums) and the execution of LOCATE DRUM ADDRESS is given by the following formula:
$T=\max \left(r_{1}+r_{2}, t\right)+r_{3}$
$r_{1}=15$ milliseconds for WRITE
$r_{1}=.6$ milliseconds for READ
$r_{2}=0$ if the drum selected is on the same physical drum last selected
$r_{2}=$ The elapsed time between the execution of the READ or WRITE and the appearance of a timing mark at the timing track reading head if the drum selected is not the one previously selected. In this case $r_{2}$ will have an average value of 12.5 milliseconds and a maximum of 25 milliseconds.
$\mathrm{t}=$ time required to execute the instructions intervening between READ or WRITE and LOCATE DRUM ADDRESS.
$r_{3}=$ Time required for the location specified by LOCATE DRUM ADDRESS to appear under the reading heads (following the appearance of the timing mark if the READ or WRITE selects the physical drum not previously selected). The average value of $r_{3}$ is 12.5 . The maximum value is 25 milliseconds.

The above formula gives an average access time of about 13 milliseconds for reading and 27.5 for writing when the last selected physical drum is selected and about 25.5 milliseconds for reading and 40 milliseconds writing when the other physical drum is selected.

It is important to note that this arrangement permits optimum programming for access to data on the same physical drum.

The new 701A instructions have a variety of uses. Their purpose is, of course, to simplify the job of programming certain common types of routines and to speed up the execution of such routines. Brief descriptions of these new instructions not described above follow.

Operations with 6 -bit operation codes (including sign):
END $=A R O U N D=C A R R Y$ ADD (full words and half-words). Full Words: The specified $36=$ bit number (including sign bit) is added positively into positions $p, 1=35$ of the accumulator, the number in the accumulator is regarded also as positive. Any carry out of position $p$ is introduced into position 35. The sign and q position of the accumulator and the overflow indicator are not changed by this operation. Half-words: same as full word with left half=word as specified, right half word zero.

STORE 8 RIGHT MOST POSITIONS OF ADDRESS (half words only). Bits $10=17$ of the accumulator are stored in the corresponding positions of the specified half=word leaving the remaining bits of the half word unchanged.

HALT AND PROCEED (no memory reference). The calculator stops; the next instruction is executed when the start button is depressed.

HALT AND TRANSFER TO FIRST MEMORY FRAME.
HALT AND TRANSFER TO SECOND MEMORY FRAME.
TRANSFER NO OVERFLOW。
TRANSFER ON NOT ZERO
TRANSFER ON NOT PLUS
LOGICAL OR TO MEMORY (full words only). A zero is stored in every position of the specified 36 -bit word wherever the original word and the accumulator both contain zeroes and 1's are stored in every other position.

LOGICAL AND TO ACCUMULATOR (full words only). Analogous to present extract order except result appears in the accumulator and accumulator sign.

## LOGICAL OR TO ACCUMULATOR。

TRANSFER ON MQ LESS THAN ACCUMULATOR. Transfer of control to the specified address takes place if the contents of the MQ is algebraically properly less than the contents of the accumulator.

TEST MEMORY GREATER THAN OR EQUAL TO ACCUMULATOR AND SKIP. Compare the contents of the specified full-word address with the contents of the accumulator and skip if the former is algebraically greater than or equal to the latter.

Instruction which has a 10 bit operation part:
QUOTIENT LEFT RING SHIFT. Ring shift the contents of the MQ
including the sign bit as a 36 -bit register to the left by the amount specified by the 8 -bit address part.

SENSE-type instructions. The whole half-word is used to designate the particular operation:

COMPLEMENT ACCUMULATOR MAGNITUDE. Inverts every bit of the accumulator. Sign bit is unchanged.

SET ACCUMULATOR POSITIVE. Make sign bit plus.
SET ACCUMULATOR NEGATIVE.
CHANGE ACCUMULATOR SIGN.
CLEAR ACCUMULATOR MAGNITUDE. Leaves sign unchanged.
The following SENSE-type test instructions cause the next instruction to be sfripped if an indicated sign is negative or an indicated bit is a 1 or if a given indicator is on:

TEST LEAST SIGNIFICANT BIT OF ACCUMULATOR.
TEST MQ SIGN.
TEST P BIT.

TEST TA PE CHECK.
TEST MQ OVERFLOW INDICATOR.
TEST INDEXING INDICATOR.
TEST NORMALIZING INDICATOR.
TEST HALF WORD SELECT INDICATOR.

## Computer programming:

## How much does it cost to press the start button?

A computer is just a machine. No matter how fast, how powerful or how big it is, it can do only what you tell it to, the way you tell it to. So your program of instructions determines how well your computer operates. Programming systems, which come with every IBM computer, make it easier to instruct the machine to operate efficiently. They save programming time. They save operating time. They save you money.


Computer programming starts with English-like statements that describe a problem.

An IBM computer automatically.
translates the problem to numerical computer instructions.

These instructions, on magnetic tape or punched cards, are used to operate the computer.


## A digital computer is a paradox

It can solve equations that would give a mathematician trouble. It can predict the path a missile will take. It can help you decide when to announce a new product.

But a man has to guide the computer through the decision making process-step by simple step.

Even multiplying one times two is a major problem: you have to tell the computer where to find the one and two, how to identify them, how to multiply them, where to find the answer and what to do with it.

Even a simple payroll job may take thousands of instructions. And these instructions must be written in a special numerical code-the only language the computer understands. Once the instructions are written they can be stored inside the computer and the system will perform the job automatically, as often as may be necessary.

But writing the instructions takes time. Each simple step has to be converted to a symbol the computer understands. And each computer type has a symbolic language all its own.

In the old days-five or ten years ago-a computer programmer laboriously had towrite out every instruction in this computer code. He had a code book-a computer dictionary-to guide him. But it was a tedious, time-consuming job. And there was a chance for error on every instruction.

Writing this computer code cost money. An average instruction costs $\$ 5$ to $\$ 10$, counting the original
writing, checking, error correction and testing. And any sizable job took thousands of instructions.

That's why ibm has been working steadily for the past decade to simplify programming-to cut down the number of instructions your programmers must write, to make the symbols they use simpler and easier to understand, to standardize programming of common problems and eliminate the need to reprogram every function every time it's needed.

## Symbolic instructionseasier to remember

Our first efforts were to develop instructions that could be written with letters of the alphabet instead of numbers. For example, we would use the letter "P" instead of the numeral " 4 " to tell the machine to punch a card. The letter " $P$ " is easier to remember, it is more meaningful to a human being, and it is less likely to cause a programming error.

In these symbolic codes, one program instruction represents one numerical instruction. A packaged program, supplied bу івм, guides the computer in making the translation.
Symbolic codes-much improved and updated-are still used in many applications.

## Common languagesfewer instructions

Common languages-such as cobol and fortran take advantage of common problems, let your pro- reduce computer programming and operating costs. input and output devices most efficiently.

A library of IBM Application Programs helps you solve specialized problems.

grammers give the computer one standardized instruction to represent a series of steps the computer must go through to perform a function.

These common languages-source languages, we call them-are written with symbols as nearly as possible like everyday English words.

For example, the programmer would write:

```
SET DISTANCE = RATE * TIME.
```

A program, supplied by ibm, would translate that to machine language that would look like this:

| 000 | 101 | 110 | 000 | 000 | 000 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 000 | 010 | 110 | 000 | 000 | 000 |
| 000 | 110 | 000 | 001 | 000 | 000 |
| 000 | 001 | 000 | 000 | 000 | 100 |
| 000 | 000 | 000 | 101 | 110 | 000 |
| 000 | 010 | 000 | 101 | 000 | 001 |

Thus, four English words and two arithmetic signs translate, in the computer, to the necessary machine instructions. Once the translation is made, you use the machine-language program to run your computer.

This saves time and money and reduces error.
It also enables the programmer to concentrate on the problem to be solved instead of the machine and its idiosyncrasies.

Obviously, it still costs money-computer time-to translate from source language to machine language. But it's a lot less expensive than doing it by hand. And

IBM is continually improving its translator programs so that they require less computer time.

## Fast way to organize input and output

So far we've been talking about programs that handle the processing of data more efficiently. Yet that is only one part of the data processing activity-the fast part.

It's just as important to speed up the handling of information as it goes into the computer and as it comes out. IBM has help for you here, too.
Programs, called Input/Output Control Systems, simplify programming of printers, card readers, tape files, disk drives and other input and output devices. They help your programmers generate efficient operating programs that include built-in error checks and signals to the operator when the end of a reel of magnetic tape or the end of a program is coming up. They help you make maximum use of your IBM computer's calculating power.

Sort/Merge Programs help you, too. They reduce the number of times you have to handle cards or spin tape to arrange an input or output file in proper sequence. They eliminate the need for complete programming of these routine functions.

Other IBM programs help you test a program before using it...convert your files from card to tape, tape to printer, tape to disk...change from one job to another or let you stack jobs on the computer so that it moves from job to job without help from the operator.

## What to look for in a data processing system

The point is a computer is just a machine. And, whether you rent or buy, it's the machine you pay for -its speed and information storage capacity. But it's the way you use the machine that pays off for you. And that's where ibm programs come to your aid.

They cut your programming costs. They give you generalized approaches and procedures for each machine; they quickly make translations from common languages like cobol and fortran to machine lan-guage-often require only one pass through the computer instead of two; they let you tailor computer functions to your problems and make it possible to put new jobs on your computer at minimum cost.

They also make computer processing, itself, more efficient. They give you programs that take less storage space in the computer (space that costs you money)... programs that take less time to execute... programs that permit better utilization of mechanical input and output machines.

## Application Programs for specific jobs

In addition, IBM offers you a variety of Application Programs - programs that are aimed at the solution of specific business problems. Like Demand Deposit Accounting for banks, autospot for numerical control of machine tools, Inventory Management Simulation for a variety of industries. We also operate an information exchange service that permits customers, who wish, to exchange programming and problem solving information.
ibm programs offer you a more economical utilization of your IBM computer. All are available on punched cards or magnetic tape, ready to be used on your computer.

We also offer you the counsel and advice of programming experts when you need help. Their job is to help you solve your business problems more effectively with ibm Data Processing.

IBM
DATA PROCESSING
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[^0]:    *A copy of the questionnaire appears at the end of the paper. 29-1013-O(R)

[^1]:    This requires little comment although the "thirty-six" ifiyure is obviously a two-machine answer.

[^2]:    *Production tine is used in the sense of good machine time excluding assembly and code-check. 29-1013-0(R)

[^3]:    *References (1), (2), and (3) give a comprehensive discussion of the theodolite problem, including the weighted least squares solution now being used at NOTS.

