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Advanced Scientific Computing: Past... Future

Phase I. Supercomputer Access for Research Community (9/84-10/86)
Supply supercomputer power to existing scientific and engineering users.
Capacity: Universities [3(4);1(1);0]*; NSF [0;2(2);0] =5; 2

Access: basic terminals via dial-up lines

Phase I1. Establish Supercomputer Centers (1985-

Establish centers to provide computational power and begin to train new
paradigm for computation. Establish a network to link centers and
provide users high speed access with graphics workstations.

Capacity: Universities [5(7);1.75(14);40(40~80);1(4)]; NSF
[2(3);5(33);1(4)] = 69; 40

Access: terminals, Local Area Networks, and workstations

Network: NSF backbone @ 56 Kbps; Consortia nets; dialup

Training: Continuous on campus training, Summer institutes for all
disciplines

Environment: graphical i/o via workstations; start to hide-the-
supercomputer for improved ease-of-use; begin to provide a "standard"
environment for operating system, languages and graphics across
workstations, mini-supercomputers, and supercomputers

Future Distributed, Compatible, and Visual Supercomputing (>1990)
Provide the leading edge environment with "visualization" where users
can compute at any machine in a fully compatible hierarchy depending on
cost, performance, and geographic needs. Initiate a Computational
Science and Engineering program. Distributed communities of
researchers working on common problems.

Capacity: Universities [4(80); 8(160); 100(200)]; NSF[1(20);4(128);1(12)]
= 480; 160

Access and Network: Research Network (Global LAN) based on fiber
optics packet switching operating at 45~140 Mbps to interconnect entire
research community.

Peak Power: By using parallelism provide X10 ~ X100 speedups
By providing order of magnitude power increase, new problem solutions
will become tractable.

Notes:
* [number of supercomputers by CDC; Cray; IBM; Japanese (Amdahl/Fujistu;
Hitachi/National; NEC)]. () power in equivalent Cray 1's.



Advanced Scientific Computing Program Evolution

Original OASC Program Goals

*supply supercomputer power to scientific and engineering community
etrain scientific and engineering community to use supercomputers
esupport U. S. supercomputer industry

eprovide for remote access by users

estimulate development of a "rich and powerful” scientific/engineering
computing environment for all as measured by total power and utility

Evolving Centers Program

eprovide the highest performance service with the latest supercomputers,
acting as "beta" sites for the manufacturers

eprovide generic applications software libraries

emaintain "consortia nets”, and connect to NSFnet and regional nets for user
access

etrain "selected or strategic” users in various disciplines (30/center)
«allocate time; report use by disciplines, user experience, user job size, and
geography; review effectiveness for users; and review final
scientific/engineering output

eco-ordinate and establish a common program, user interface, and graphics
environment across centers to maximize user effectivenss ?

eestablish key links with hardware and software suppliers?

eestablish a program for industrial users?

CISE-wide Programs in CSE, New Technologies, and DCCR
*benchmark and understand performance and cost-effectiveness of various
conventional scientific, multi-vector processor computers

eenhance training for all disciplines to include vector processing

*provide advanced graphics techniques (visualization)

eprovide parallel processing environments and encourage applications
appropriate to efficent use of multiprocessor supercomputers

eresearch on advanced algorithm and software across disciplines

sresearch new technologies for potential performance breakthroughs

Other NSF CSE Programs

«develop and maintain area(x)-specific, common user communities for common
programs and datasets

esponsor and organize the "grand challenges” in computational science

Changing Networking Activities-NCRI

*Originally provided network to link centers to users, to each other, and to other
networks.

*Currently links to other databases, going beyond traditional computing
*Extend network to support entire research infrastructure

Gordon Bell; 10 March 1987
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Advanced Scientific Computing Program Evolution

Original OASC Program Goals

supply supercomputer power to scientific and engineering community

«train scientific and engineering community to use supercomputers

ssupport U. S. supercomputer industry

*provide for remote access by users

stimulate development of a "rich and powerful” scientific/engineering
computing environment for all as measured by total power and utility

Evolving Centers Program

sprovide the highest performance service with the latest supercomputers,
acting as "beta" sites for the manufacturers

provide generic applications software libraries

*maintain "consortia nets", and connect to NSFnet and regional nets for
user access

«train "selected or strategic" users in various disciplines (30/center)

-allocate time; report use by disciplines, user experience, user job size,
and geography; review effectiveness for users; and review final
scientific/engineering output

*co-ordinate and establish a common program, user interface, and
graphics environment across centers to maximize user effectivenss

sestablish key links with hardware and software suppliers?

sestablish a program for industrial users?

CISE-wide Programs in CSE, New Technologies, and DCCR

*benchmark and understand performance and cost-effectiveness of various
conventional scientific, multi-vector processor computers

«enhance training for all disciplines to include vector processing

*provide advanced graphics techniques (visualization)

provide parallel processing environments and encourage applications
appropriate to efficent use of multiprocessor supercomputers

eresearch on advanced algorithm and software across disciplines

sresearch new technologies for potential performance breakthroughs

Other NSF CSE Programs

«develop and maintain area(x)-specific, common user communities for
common programs and datasets

*sponsor and organize the "grand challenges” in computational science



Advanced Scientific Computing Needs and Opportunities

FY 88 89 90 91 92
Centers Today

Current Plan 45

Co-operative Agreeement 48.5 51.9 54.6
Minimum staff upgrade 15 1.7 1.7
Cornell second 3090/600 2.5 25 2.5

Misc upgrades at 5 yr. replace 1.6 6.9 6.9
Total if 5 year replacement 53.7 63.2 63.9

Total if 3 year replacement 59 73 78.9
Centers with more capabilities 54 63 69 74 80
Enhance range of activities 2 2 2 3 3
Enghance equipment at centers 10 29 33 37
Total Centers Plan 56 75 100 110 120
CSE & Technologies Today 3.6
CSE, Technologies, Visualization, etc. for a "balanced" program
CSE 6.5 8.6 10.7
New Technologies 3.6 4.6 5.4
Visualization (center/group) 4 5 6
Sci and Tech. Centers 3 5 6
Total 171 232 28.1

Support purchase of Mini-supers
for groups on matching basis 0.25/group, one time equipment grant
machines 40 48 56
cost 10 12 14



Preparing for Changing Scientific Computing Environments

Gordon Bell, Assistant Director
Computer and Information Science and Engineering
National Science Foundation
Washington, D.C. 20550
30 September 1986

Introduction

Recently, a hierarchy of scientific computers in three price ranges and computing styles have
evolved with relatively the same performance/price and computational ability. The hierarchy
includes: the supercomputer and large mainframe used as a regional or central computer costing
between $10M-20M; the mini-supercomputer used alternatively as a central, departmental, or group
computer costing around $500K; and a workstation/workstation cluster, used as a shared,
departmental resource, as a single user system, and access to other machines in the hierarchy
costing around $50K.

The comparable computational power of these new scientific computers raises various policy issues

for NSF including the management of its Advanced Scientific Computing Program, the role of the

five National Centers, and the way computasion is supplied to the research community. Ideally, a
user will utilize all forms of computation based on economics, networking, power, response time,

* and interaction (especially graphics) needs. This paper explores these parameters and outlines the

policy implications required to provide the most productive environment for the research
community.



The data for this analysis are key performance characteristics of a variety of scientific computers:
* number of processors, #P.¢
* primary memory size in 64-bit Megawords, M.p, with virtual memory (shown as .v)
* secondary memory size in Megabytes, M.s
* speed measured in millions of floating point operations per second .
using Dongarra's Linpack benchmark for a 100x100 and 300x300 matrices, Mflp
» the price of the machine in millions of dollars, $.M '
* the cost-effectiveness, i.e. performance per unit price for two sized matrices, flp./$
» introduction date, Intr -
« stretch time versus Cray XMP single processor for a single job ()

Table of Computer Characteristics

System #Pc MpMs Mflp $M  fip/$ Intr  (Stretch) comments
Cray 416 4 16 96 108.-480 17 6.4-28.2 86 (1) 27/Pc, 8.5ns clock
Cray 48 4 8 96 108.480 15 7.2-32 84

ETA10(Est) 8 288.v 9.6 1040.-2K 19.7 52.8-107 6/87 (0.2) 10.5ns, 7ns 88 = x1.5
Cray 2 4 256 96  60.-372 186 3.2-20 86

IBM 3090/400 4 16w go 48.108 958 4.9-11 9/86  (2.25) sans software
Mini-

Alliant F8 8 v 4 7.6-14 .75 10.1-18.7 6/86  (3.6) with directives
Convex C1 1 v 4 29-14 4 7.3-35 185 (9.3)

SCS-40 1 2 7 73-26 65 11.2-40 786  (3.7) XMP compatible
Sun 3-200 1 Lv - A7 04 12.0 986 (57)

Sun 3-200 1 v 28 47 06 8.2 57

Sun 3-200 1 2v 2 A7 J2 3.9 97586 (57)

+3 diskless 4 8v 2 1.9 25 7.5 cluster of 4
Sun87/Bloy 1 2v - 15 0 75 87 (18)

Sun88BJoy 1 4w - 4.0 03 132 88 (6.75)

Sun8/MBJoy 1 8v - 10.0 04 250 8 @7

Historical References

Cray 1/8 1 1 12.-66 6 211 5 (23)

VAX-11/780 1 Sv 1 15 3 2, 47718  (180)

Notes:

For the Crays and ETA-10, the performance is for 4 and 8 independent job streams. Linpack appears to be a good
benchmark in that it correlates well with other scientific and engineering benchmarks, and with the average

delivered power. As work is "tuned" for vector processing, the 300x300 matrix is a realistic target for typical
applications.

A variety of different secondary memory configurations are given, including none for the 3090 and several Suns.

The fastest uniprocessor is the NEC SX-2 at 43-347 Mflops.

Super-minicomputers, and high-performance PC's are not included because they provide relatively poorer
performance, and performance/price. For example, the PC AT/370 is a factor of 818 slower than a Cray and the cost
to perform floating point operations is roughly double.
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Background

The current surge of interest in supercomputers becomes clear when we look at the evolution from
the late 70's when the Cray 1 and VAX 780 were the standards for computation. The 780 entered
the scientific and engineering community because it provided relatively the same price performance
as a Cray 1, even though the performance differed by a factor of 80 (using Linpack as an
indicator). A more reasonable estimate for the difference is more like a factor of 20-40. Those
who bought VAXen observed that since the average user only got 1-2 hours of Cray time each
week, (50-100 hours per year) they could get the same amount of computing done by letting a
VAX grind 20-160 hours per week.

Over time, the Cray evolved; the XMP was speeded up by over a factor of two and built as a
multiprocessor, which roughly trebled the performance/price. When the scientific community
started utilizing Crays with improved compilers, they began to develop more effective algorithms
for vectors that increased the effective power of the machines. The delay in getting a more
cost-effective VAX (the 8600 was two years late), and the relatively high price of VAXen
exacerbated the difference between the supercomputer, and the super-minicomputer (in essence a
lower priced mainframe). The popularity of VAXen for more general computing also allowed the
price to remain high, by giving it a market outside the research community. DEC, like IBM when it
introduced a complete range of compatible computers, may have become less interested in and
attentive to the research community. The Cray/VAX gap may have been a major motivation in the
formation of the NSF Advanced Scientifc Computing Program.

In the early 80's Alliant, Convex, and Scientific Computer Systems formed to exploit the
performance/price gap between the Cray XMP and VAX by utilizing vector data-types pioneered in
the Cray 1. Thus, a new class of mini-supercomputers was formed, all of which have better
performance/price than the Cray (almost a factor of 2 in the case of the new SCS-40).

By 1985, ten years after the Cray 1, IBM and Japanese manufacturers building IBM-compatible
mainframes had added vectors and multi-processors to their machines.

Observations About the Computers From the Table

Three characteristics are important: the processing power in Megaflops; the cost-effectiveness in
flops/$, and the stretch time versus a Cray. There are exceptional computers, when comparing the
cost-effectiveness in each class: the (projected) ETA-10 (to be better by a factor of 8!), and the
SCS-40 (better by almost a factor of 2). The SCS-40's virtue and principle flaw is Cray
compatibility. Other mini-supers have virtual memofsl. A cluster of SUN workstations could
provide up to a factor of 2 better performance/price, depending on the amount of secondary
memory. The factor of 5 difference in the speed of the ETA-10 versus a Cray XMP should open
up new problem solution domains. The ETA-10 uses large CMOS gate arrays on large, multilayer
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printed circuit boards. This kind of fabrication provides a potential breakthrough in cost that is
counter to the use of ECL to build supercomputers, large mainframes, and superminicomputers by
Cray, DEC, IBM and the Japanese.Both the Cray 2 and ETA-10 have large memories that should
open up new problem domains. All of the machines, except the Crays, have virtual memory.
Because of the lack of paging, it may be difficult for multiple users with very large problems to

effectively utilize the Cray 2. The use of large physical and virtual memories needs to be explored
and understood.

While the table shows times for a floating-point intense program, Linpack, it is unclear how the
machines perform under comparable workloads or whether they will actually be used in the same
fashion. For example, a slower machine is likely to be used more interactively and results of the
computation viewed constantly to avoid unnecessary work. Users of large batch machines may
have to request more work and output because turn-around is longer. Scalar benchmarks aren't
given, and most machines are used a significant amount of time either interactively or in scalar
mode, both of which lower the performance and favor the 3090 (which outperforms the Crays in
scalar mode), mini-supers, and workstations.

NEC's SX-2, not included in the Table, executes Linpack at about twice the performance of a
single processor Cray XMP. The performance/price is unclear.

Many computers exhibit performance/price comparable to today's supercomputers. The Advanced

) { dll(] (] a () PDOW ald WOTK a1)d O ¢ QI 1Y)

Can Users Tolerate the Time Stretch/ Lower Cost Trade-off?

Can a user of a smaller computer, stand the lengthened turn-around time that comes with using a
slower computer and stretching the computation time by factors of 4 to 10? At present, only one or
two users within our user community are receiving an hour of computer time per day. The
mini-supercomputers, supplying the egivalent of one hour of Cray time in 4-10 hours are
competitive because the average turn-around for a one-hour job on a Cray can easily be this long.
The typical turn-around for a 15 minute job is 2 hours (or factor of 8 stretch). The Sun
Workstation might be used for longer computation provided the user "guides" the computation.
The Sun's stretch factor is comparable to that experienced between the Cray and 780 during the late
70's. Alternatively, advances in partitioning programs for parallel processing make the cluster have

the best performance/price if a job can be parallelized hsing a message-passing model of
computation.

Based on the performance, and time allocations inherent in supercomputer use, a complete
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hierarchy of computers will exist and is justified. Given that an individual ugser or project is likely
mewwwmmxmmmmn@

Multiprocessors, Array processors and Multicomputers (e.g. Hypercubes) for

Parallel Processing

A number of alternatives exist that may offer significant improvements in performance or
performance/price. For example, a 64 computer NCUBE has been used to solve a problem that
took twice as long on a single processor XMP. The improvement yielded almost an order of
magnitude in cost. Given the decomposition for parallel procesing on the NCUBE, an XMP might
be used to gain a 4 times speed-up; in fact, the XMP operating in this mode has computed Linpack
at a rate of 713 Mflops which is 26 times the single processor rate. Likewise, array processors
such as the FPS X64 have been lashed to minis and mainframes, yielding significant improvements
in performance/price. None of these alternatives are explored.

The Role of the Super Computer Centers

Historically, centers have existed for a variety of reasons including cost sharing, technology,
performance, networking, user needs, local politics, government funding, etc. Clearly when hot
ideas emerge and projects need ten to several hundred hours of supercomputer time that can't be
supphed locally the centers are essential. Mﬁnmgngﬁmgmmmmwm

the centers train users about the parallchsm inherent with vector data—typcs They have the
programs and staff to train the trainers and users rapidly, and to support large programs and
datasets inherent in supercomputer use. Centers may be the best place to support certain large
programs and databases for a given intellectual community; NCAR is an excellent example as it
provides millions of lines of common programs and 17 terabits of common data for its community
of atmospheric scientists to environmental engineers. Centers may also support common programs

for communities of distributed users at mini-supers, super-minis, and workstations in order to
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supply service when the distributed research requires significant computing power.

Large amounts of power (on the order of 1 hour per day) would be supplied to large projects that
do not have machines, and to a community of student and casual users who access common
programs and data. If the "average" project uses 1 hour per day or 350 hours per year, then a Cray
XMP would support 24x4, or about 100 projects! Projects of this size would be, in effect,
subsidized at about $100,000 with steady-state costs. It can, alternatively, service 640 users who
use at most an hour a week, or 50 hours per year, providing them about a $15,000 subsidy.
Finally, several thousand student and casual users who would use no more than 10 hours per year

(a year on a PC/370) could be supported at neghglble cost. Policy statements are needed which

iz h ize, an iplin

The centers have a lead role in supporting state-of-the-art computers of all types including
supercomputers, mini-supercomputers, and larger scale experimental machines. The centers
should be the beta test sites of all new systems, especially those which can not be easily purchased
or supponed by local researchers or departments. Ib_c_gcmm_mn&j&kc_ﬂm_@am_m

Standards. The three alternative forms of computation that form the main line of computing all

provide roughly the same computational service at comparable costs (not including the cost to the
user). We : i

ma_r&mp,mm_c_ﬁam In many cases, a user will use the super or mini-super or existing
super-mini for calculations and the workstation to view results. Thus code will be run in a highly
dlsmbuted fashion across different machmes including ncw, and evolving UNIX-compatible PC's.




Conclusions

Computers now exist which allow various styles of computing ranging from regional
supercomputers to personal workstations. All of the computers in the hierarchy will continue to
exist and flourish because, with the exception of the ETA 10 to be delivered next year, all offer
relatively the same cost and effectiveness.

Having the wide range of styles and locations demands attention to:
etraining, education and program support;
snetworks for intercommunication of programs, data, and terminal access;
*benchmarks, workloads, accounting, and pricing i.e. understanding cost and effectivenss;
sallocation of time across user communities by size, discipline, and geography;
estandardized programming environments and graphics enabling effective use;
ssupporting specialized community programs (e.g. NASTRAN) and databases
(e.g.NCAR);
sspecialized and alternative computers; and
sstandards, understanding and training for compatible, message-passing parallel processing.

With the center program entering phase II, attention and resources will have to be focused on these
demands.
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MEMORANDUM

SUBJECT: Advanced Scientific Computing Strategic Opportunities

TO: FILE
FROM: Assistant Director/CISE
DATE: August 31, 1987

I'd like to raise several strategic issues for our support of advanced computing for research which
go beyond the budgeting for the NSF Supercomputer Centers. This concern is based on:

o lack of support for distributed minisupercomputer facilities which complement, but
do not replace the DASC supercomputer centers

o difficulties and long lead times in the creation and support of a completely
compatible distributed computing environment across a range of machines
horizontally (supers) and vertically (supers, mainframes, super-minis, mini-supers,
and workstations)

o inability to support new, faster and/or more cost-effective computers on an
opportunistic basis, (because the centers consume such a large fraction of our
resources)

o the inefficiency of central facility versus research discipline-based management

o inability to support a CSE or a "Grand Challenges" program via the research
directorates (which is necessary for a true revolution in scientific computing)

o lack of understanding and inability to fund benchmarks dealing with performance

and performance/cost issues associated with alternative forms of computing

Background

Last fall, I wrote a memo which was circulated widely within the community (Preparing for
Changing Scientific Computing Environment, 30 September 1986). The reactions were bi-modal:
"don't rock the boat because at least we have supercomputer time" and "you're right, we need a
range of compatible computers for a complete environment, furthermore we need support for



smaller machines”. I am now convinced the hypothesis of the Cray XMP/VAX-780 gap was
correct, and the genesis of the supercomputer program. However, if the program hadn't been
started, then today, more researchers would be using mini-supers and super-minicomputers such as
Alliant, Convex, DEC, Elexsi, IBM, etc., which would serve many researchers better than the
centers are able to. For those researchers who do not need the maximum capability offered by
supercomputers, mini supercomputers distributed into the researchers' own environment and
connected via networks to the supercomputer centers would offer significantly more and higher
quality computing resources to those researchers. Note that capacity refers to throughput and
capability refers to turnaround. Independently, Stuart Rice made similar points in a recent speech:

"I have in mind a networked system . . . graphics workstations and local supporting
intermediate computer and ultimately connects to a supercomputer, with provisions
of special devices . . .

1. Distribution of computer resources distorted by the use of "funny money" . . .
cash and credit . . . Workstations come from grants, supers are "free" . . .
intermediate machines are indispensible and current funding patterns have to change
if .

2. Dramatic advances in hardware haven't been matched by advances in algorithms
and operating systems. ... parallelism is "chicken and egg"

3. The scientific community has become rather inflexible with respect to use of
operating systems. . .. don't use particular machine features . . .

4. ... the scientific community has not been as imaginative as it might in thinking
about the uses of computation in research."

Verticall d Horizontall mpatible Computing Environmen

Rice's scenario is based on complete horizontal (all the supercomputers) and vertical (supers,
mini-supers, and workstation) compatibility. We now have six incompatible centers (including
NCAR). Since UNIX is truly becoming an important standard under the forthcoming Federal
Information Processing Standard, FIPS P1009, Posix, I believe this situation must change.
Unfortunately, NSF at SDSC is supporting the development of "Unix-like" calls for CTSS,
thereby creating a continuing support commitment for a proprietary operating system. The ASC
Program has been slowly addressing this problem. Until UNIX is in place the existing situation
limits the use of the centers' supercomputers for entire communities such as VLSI designers and
creating more work for their users who now operate with the standard (workstations and minis).



Mini- rs Are Requir T ith Th rcomputer Centers In r To Provide The
B mputing Environmen

Support for supercomputer centers was provided without providing support for intermediate
equipment, thereby depriving users from doing a substantial amount of their computing on a local
basis. NSF Program Managers have not funded mini-supers in the same manner as they did minis
and superminis because of the availability of "free" supercomputer time and higher cost of

mini-supers.

We need all forms of computing: workstations for productive development and visualization; local
super-minis, and mini-supers for the shorter calculations or where programs can be run longer to
get the same results; and supercoomputers for the exceptional scientific opportunities and "grand
challenges" that networked powerful central systems with common programs, data and support
provide. To have such an environment requires two components: compatibility and the ability to
fund the distributed, small machines.

While I support having the existing centers at the largest, peak power for users whose problems
require the maximum computational capabilities, I don't believe they are an "acceptable” way to
supply scientific and engineering computation capacity to the larger community. In particular,
some of the existing supercomputers in the centers are a poor way to supply computation to certain
parts of the engineering community, because most of their small memories, lack of virtual memory,
lack of UNIX compatibility (most workstations run UNIX), and network-limited graphics.
However, the IBM 3090/600 has both a large physical and virtual memory. Similarly the ETA 10
has large physical and virtual memories and will have a UNIX capability.

mparin TCOMm r Centers A h With Distri Mini T

Enclosed is a table which compares the centers approach with distributed mini-supercomputers
which are operated directly by the research community. While the table compares the minisuper
with the super, it isn't the intent to eliminate the center. Distributed machines would be managed
on a group, department, or university-wide basis in precisely the same fashion as the several
thousand minicomputers and super-minicomputers are today. The table compared a single Cray
XMP (sans networking) center with a collection of mini-supers costing roughly $600K (plus
interest, but without discount), assuming that most of the operational costs for the mini-super are
borne by the user communities institution. In essence, distributing the mini supercomputer
transfers the costs of the large central staff, facilities, materials and supplies, travel, networking,
etc. from direct NSF funding to the organization using the distributed center. By distributing,



usually one full-time person and a plethora of students maintain a mini and it is expected that this
would continue with the mini super environment. Furthermore, many students are now deprived

of the operating experience and training of a supercomputer environment.

The cost to NSF that I've used to operate a Center is $11M, and doesn't include the roughly $1M
required for network access (about $1K per user), nor the upgrade. The NSF budget amount
request for the centers in FY '88 averaged $9M. The average cooperative agreement request is
$9.7M. The amount needed is somewhat more--$10.7M. If you include the network which is
needed for an overall integrated environment, it gets to roughly $12M per center. They still must
be able to continue at the level of $2M-$4M of outside support. In contrast to supercomputers
which are increasing in price, superminis are getting cheaper with the large number of new
suppliers and approaches, but mini supers have remained in the $0.5M to $1.5M price range,
probably because of the artificially limited market for these devices.

These cases are provided to compare the distributed and the centralized approach. Each assumes
that a user base of 1200 is to be supported which is similar to that of a NSF supercomputer center.
Also, it is assumed that a minisuper provided 1/24th the capacity of an XMP/48, or each mini
would be equal to 1/6th of processor (1/4-1/3) is probably more realisitic. Note both cases favor
the distributed approach:

1. 24 superminis, with 50 users each could supply the capacity but not the ultimate
capability of the XMP. The NSF cost for 5 years for the computers

would be only $6M versus $11M. To provide operational assistance to such a

large community (50 users) would probably cost NSF an additional 100K , or raise
the NSF cost by another $2.4M. This system provided equivalent capacity of a single
center. Certainly, one would not operate 24 superminis in a centers environment!

2. To serve 1200 users, with only 25 users per machine would cost roughly the
budgeted FY '88 NSF cost per center. However, each user would have at
least twice as much computing capacity, and have no networking limits.

The main environments where supercomputers make sense are the large, centralized, National
laboratories which can afford large support staffs, and which need large amounts of computing
resources including many shared programs and databases. Also, they require minimal

networking.
New Machines In Various Price Ranges



A number of new machines that will provide opportunities for service as super and mini
supercomputers are described below.

Thinking Machines has introduced a much faster version of the Connection Machine at a price of
about $5M which will be useful for a reasonably large class of problems.

ETA has announced their "Piper" running at 205 speed which is a room cooled computer running
Unix.

A large number of conventional and parallel processing computers (multicomputers) exist and are
being introduced, all of which offer significant (factors of 2-10) performance and/or
performance/price improvements for scientific computing. For example, a new company,
Multiflow, based on work NSF funded at Yale on parallel procesisng just introduced a new $400K
machine which conputes at 1/4-1/2 a Cray XMP for Linpack, and higher on the average because it
automatically parallelizes over 7 operations per instruction.

Several RISC processors, includingMIPS, have introduced computers which have scalar integer

performance, characteristic of work done by compilers and operating systems, equal to the Cray
XMP.

We can support none of these directly via CISE without trading off some important component of

our current activities. The program offers refer computer requests to ASC and have not decided to

support mini supers in the same manner that they have supported minicomputers in the past.
nter- Management versus R h- Management

There is essentially no management of the program based on research needs. The computational
science and engineering initiatives we are able to fund are anemic and completely out of balance
with the very large centers budget! A real program would be the basis of Wilson's "Grand
Challenges", and until each of the disciplines is given the dream and responsibility, they will not
deal with the opportunity.

Also, given that essentially all of ASC funding is going into centers we have no funding to
understand scientific computing (e.g. benchmarks), to improve productivity through visualization,
or new algorithms or new approaches to computation based on parallelism. This lack of
understanding will be the first limit of using the next round of supercomputers which are predicated



on a number of processors.

Bottom Line

Many opportunities exist: The incompatible computing environment at the centers, lack of
graphics, novel research results that cold only be accomplished with larger resources, performance
levels, new user training and population, growth by engineering users, vendor support outside of
IBM's total commitment, and industrial involvement I am disappointed with the imbalance in the
existing program given we are spending so much and cannot address the entire spectrum of
requirements. Above all, we have not provided an important style of user-managed distributed
computing for our users, including new machines which could provide much more capacity,
capability, and training.

Recommendations

Given the political environment surrounding large centers, I don't believe NSF could withdraw
support to any of the centers in order to fund a more balanced computing environment, even though
this is what I recommend given that NSF in effect operates a zero sum game. For balance, the
funding should be increased to support them at their peak power, along the lines I argued in an
earlier memo. At the same time, we need a much stronger CSE Program which is distributed
among the research directorates and divisions, along with the computer time. Finally research
directorates should encourage users to buy their own smaller, more cost-effective, and in the case
of memory, more powerful computers. None of this is happening.

I believe we need both ideas and help in order to have a better balanced program.

GB6



Subject: Alternatives to fund the centers up to their desires and abilities?
To: Director

From: Assistant Director, CISE

Date: 21 August 1987

Based on what | heard at a recent meeting reviewing the centers plans, it is clear that the
ASC centers have the ability to absorb an arbitrary amount of funding for the following
arguably reasonable things:

e incremental equipment for better balance (e.g. memory, disks, lines)

e upgrades to prevent center obsolescence increased capacity to meet industrial
needs and opportunities “batch” and remote visualization equipment for movies

e and lesser priority items including:
e Ccourses

e grand challenges in computational science new technologies and new techniques
in parallelism scientists to help in parallelization and visualization interactive
visualization at the user level

We cannot possibly meet the requests. The disturbing fact is that NSF is the sole source
of support at nearly all of the centers except Illinois, and the degree of support is
increasing. Our current approach to funding has literally reduced industrial support.
Except for Cornell and Illinois, the centers are really decoupled from industry; they are
customers rather than research partners.

I would like to find some other ways to share this incredible funding burden. Here’s my
current list of options (ideas):

1. Status quo. NSF funds it all centrally, as we do now in competition with
computer science. This is the worst of all possible worlds because the use of the
facility is completely decoupled from the supply of the service. By being in CISE,
nearly everyone associated with the budget, gets the erroneous conclusion that
people working on computer science and engineering research have something to
do with the centers. Little or no coupling or use of the centers is made by
computer science. The machines aren’t suitable for computing research, nor are
adequate funds available for computational science.

If | make the decision to trade-off, it will not favor the centers, but rather centers
will be funded at about the same as overall science.

2. Central facility. NSF funds ASC as an NSF central facility. This allows the
Director, who has the purview for all facilities and research to make the trade-offs
across the foundation.

3. NSF Directorate use taxation. NSF funds it via some combination of the
directorates on a taxed basis. The overall budget is set by AD’s. DASC would
present the options, and administer the program.



4. Directorate-based centers. The centers (all or in part) are “given” to the
research directorates. NCAR provides an excellent model for say BBS, and MPS.
Engineering might also operate a facility. | see great economy, increased quality,
and effectiveness coming through specialization of programs, databases, and
support. This is partially happening.

5. Co-pay. In order to differentially charge for all the upgrades and incrementally
nice facilities a tax would be levied on various allocation awards. Such a tax
would be nominal (e.g. 5%) in order to deal with the infinite appetite for new
hardware and software. This would allow other agencies who use the computer to
also help pay.

6. Manufacturer support. Somehow, | don’t see this changing for a long time. A
change would require knowing something about the power and throughput of the
machines so that manufacturers could compete to provide lower costs. BTW:Erich
Bloch and | visited Cray Research and succeeded in getting their assistance.

7. Make the centers larger to share support costs. Manufacturers or service
providers could contract with the centers to “run” facilities. This would reduce
our costs somewhat on a per machine basis.

8. Fewer physical centers. While we could keep the number of centers constant,
greater economy of scale would be created by locating machines in a central
facility and running them more like LASL and LLNL where each run 8 Crays to
share operators, mass storage and other forms of hardware and software support.
With decent networks, multiple centers are even less important.

9. Simply have fewer centers. but with perhaps increasing power.

10. Maintain centers at their current or constant core levels for some specified
period. Each center would be totally responsible for upgrades, etc. and their own
ultimate fate.

11. Free market mechanism. Provide grant money for users to buy time. This
might cost more because | sure we get free rides at places like Berkeley,
Michigan, Texas and the increasing number of other institutions who do provide
megaflops to their users.

I really question how we are going to fund this program in any fashion which permits the
facility to be “traded-off” as part of a total research program. Only the disciplines can do
this. I believe we should do the following:

1. consolidate equipment in fewer equipment-based centers to reduce cost and
operate fewer physical centers at a greater economy of scale

2. have 3 or 4 directorate based centers and 2 or 3 general centers

3. use co-pay as a means to look at real need and as a way to fund specialized
facilities such as 35mm movie equipment

Can | have your help on this matter?



MEMORANDUM ..

D R A F T (NSF Confidential do not reproduce)

Date: August 25, 1987

To: File

From: Assistant Director, CISE

Subject: Advanced Scientific and Engineering Computing Direction

I'd like to raise several strategic issues for our support of advanced computing
for research which go beyond the budgeting for the NSF Supercomputer
Centers. This concern is based on these factors:

sinability to create and support a completely compatible distributed computing environm
sinability to support new, faster and/or more cost-effective computers on an op
the inefficiency of central versus research discipline-based management
sinability to support a CSE or a "Grand Challenges" program via the

research directorates (which is necessary for a true revolution in scientific computing)

Background
In the fall, | wrote a memo which was circulated widely within the community

(Preparing for Changing Scientific Computing Environment, 30 September
1986). The reactions were bi-modal: "don't rock the boat because at last we
have supercomputer time" and "your right, we need a range of compatible
computers for a complete environment, furthermore we need support for
smaller machines". | am now convinced the hypothesis of the Cray XMP/ VAX-
780 gap was correct, and the genesis of the supercomputer program. If the
program hadn't been started, then today, researchers would be using Alliant,
Convex, DEC, Elexsi, IBM, etc. mini-supers and super-minicomputers, and
would have access to significantly more and higher quality computing
resources. Independently, Stuart Rice made similar points in a recent speech:

"l have in mind a networked system ... graphics workstations and local
supporting intermediate computer and ultimately connects to a
supercomputer, with provisions of special devices...

1. Distribution of computer resoures distorted by the use of "funny money" ...
cash and credit ... Workstations come from grants, supers are "free" ...
intermediate machines are indispensible and current funding patterns have

to change if ...
2. Dramatic advances in hardware haven't been matched by advances in
algorithms and operating systems. ... parallelism is "chicken and egg"

3. The scientific community has become rather inflexible with respect to use
of operating systems. ... don't use particular machine features ...



4. ... the scientific community has not been as imaginative as it might in
thinking about the uses of computation in research."

A Vertically and Horizontally Compatible Computing Environment

Rice's scenario is based on complete horizontal (all the supercomputers) and
vertical (supers, mini-supers, and workstation) compatiblity. We have total
incompatiblity across the six centers (including NCAR). They are not compliant
with the forthcoming Federal Information Processing Standard, FIPS P1009,
Posix. | believe this arcane situation should change, but so far we have no
commitment for UNIX at the centers, other than a contract for the ETA 10.
Furthermore, NSF is supporting the development of "Unix-like" calls for CTSS,
thereby creating a continuing support commitment for a proprietary operating
system that | don't believe the government should be funding. The ASC
Program simply has been unable to address this problem, thereby limiting the
use of machines for entire communities such as VLSI designers and creating
more work for all users who now operate with the standard (workstations and
minis).

Mini-supers Are Required To Operate With The Supercomputer Centers In
Order To Provide The Best Computing Environment

Aside from the incompatiblity that prevents users from moving among the
centers, exclusive support for centers has driven support of smaller machines

away, thereby depriving users from doing a substantial amount of their
computing on a local basis. NSF Program Managers have not funded mini-
supers in the same fashion as the traditional mini and super-mini, given the
availablity of "free" time at supercomputer centers and increased cost of mini-
supers.

We need all forms of computing: workstations for productive development and
visualization; local super-minis, and mini-supers for 90% of the calculations;
and supercomputers for the exceptional scientific opportunities and "grand
challenges” that a powerful central system with common programs, data and
support would give. To have such an environment requires two components:
compatability and the ability to fund the distributed, small machines.



While | support having several centers at the largest, peak power for the top
5%-10% problems and users, | don't believe they are an acceptable" way to
supply scientific and engineering computation to 90% of the community. In
particular, they are a poor way to supply computation to certain parts of the
engineering community, because most of the computers have small memories,
lack virtual memory, lack UNIX compatibility (most workstations run UNIX), and
lack graphics (limited by the network for the foreseeable future).

Comparing a Supercomputer Centers Approach With Distributed Minisupers
Enclosed is a table which shows some of the gains by utilizing mini-
supercomputers which are operated directly by the research community. While
the table compares the minisuper with the super, it isn't the intent to elimanate
the center. Distributed machines would be managed on a group, department,
or university-wide basis in precisely the same fashion as the several thousand
minicomputers and super-minicomputers are today. The table compares a
single Cray XMP (sans networking) center with a collection of mini-supers such
as the Alliant FX-8 costing roughly $600K (sans interest and any discount),
assuming that the operational costs for the mini-super are borne by the user
community in much the same way the end users fund part of the operational
cost of the centers. In essence, distributing the computers elimates the large
central staff and facility expenses of a center. By distributing, usually one full-
time person and a plethora of students maintain a mini. Furthermore, many
students are now deprived of this operating experience and training.

The cost I've used to operate at Center is $11M, and doesn't include the
roughly $1M required for network access (or about $1K per user). The amount
in '88 will vary for a center from $9M (the budget), $9.7M (agreement), $10.7M
(my request), going to roughly $11M in '90, but actually requiring more like
$13M to make up for the short fall needed to have modern centers. If you
include the network this gets to roughly only $14M per center, assuming they
still are able to generate $2M-$4M of outside support. In contrast to
supercomputers which are increasing in price, superminis are getting cheaper
with the large number of new suppliers and approaches. Note all four cases
favor the distributed approach:

1. 16 superminis, with 75 users each could supply the power of the XMP.
The cost for the computers would be only $2M versus $11M. To provide



operational assistance to such a large community (75 users) would probably
cost an additonal 100K-200K, or raise the cost to the $5M range. Such a
system could only serve 16 sites conveniently, or 80 sites if they replaced
the 5 centers (something that | am not advocating).

2. To serve 1200 users, with only 25 users per machine would cost about
$6M. Note, this is roughly equivalent to the user community and number of
sites we support today. However, each user would get about 3 times as
much computing, and have no networking costs or limits.

3. If NSF provides $11M per center with only 1200 users, 92 mini-supers
could be purchased. Each computer would serve 13 users, each of which
would get about 5-1/2 times as much computing power as they do today.

4. If NSF provides $11M and each machine has only 25 users, 2300 users
could be served for the same cost. Each of the old and new users would get
about three times the power of existing supercomputer users.

A second case which assumes $0.1M/year for operations is added to the mini-
supers cost, still shows favorable results. The main environments where
supercomputers make sense are the large, centralized, National laboratories
which can afford large support staffs, and which need large amounts of
computing resoures including many shared programs and databases. Also,
they require minimal networking.

New Machines In Various Price Ranges

Thinking Machines is introducing a much faster version of the Connection
Machine at a price of under $10M which will "be the supercomputer" for a
reasonably large class of problems.

ETA threatens to supply their "Piper" which is a room cooled computer running
Unix. Such a machine should be sold in the "below a $1M" range.

A large number of conventional and parallel processing computers
(multicomputers) exist and are being introduced, all of which offer significant
(factors of 2-10) performance and/or performance/price improvements for
scientific computing. For example, a new company, Multiflow, based on work
NSF funded at Yale on parallel processing is just introducing a new $400K
machine which computes at 1/2 a Cray 1 for Linpack, and higher on the
average because it automatically parallelizes over 7 operations per instruction.



We can support none of these either directly via CISE or via the research
programs because program officers refer computer requests to ASC. Much of
our resources are spent in supporting Cray machines in a mode by which users
run small programs on our incompatible operating systems.

Center-based Management versus Research-based Management

Our exclusive focus is on highest performance supercomputers and centralized
top-down allocation schemes. The allocation overhead for time alone is
inefficient and bureaucratic, and is in effect, double jeporady for researchers.
This is uncomfortably unsound now given the "competition and availability" of
other non-NSF facilities (roughly 40 IBM 3090's and 4 Crays) and the absence
of effective mechanisms for bounding the activites of the centers and
evaluating their operation as facilities. | strongly recommend having the
various research directorates or divisions allocate the computer time at the
centers in order to get the proper focus on managing the complete set of
computational resources including computer time, special programs and
databases, and a computational science and engineering program (if one ever
gets established).

Our exclusive focus on centers, forced by congressional interest, overshadows
any real analysis of the evolving needs for research, and prevents us from
exploiting obvious advances in place and any unforseen such as those
described above.

Computational Science and Engineering Research

There is essentially none! The initiatives we are able to fund are anemic and
completely out of balance with the very large centers budget! A real program
would be the basis of Wilson's "Grand Challenges", and until each of the
disciplines are given the dream and responsiblity, they will not deal with the
opportunity.

Bottom Line

By virtually all measures (the incompatible computing environment at the
centers, lack of graphics, novel research results that could only be
accomplished with large resources, performance levels, new user training and



population, growth especially by engineering users, vendor support outside of
IBM's total commitment, and industrial involvement) | am disappointed with the
program. Worse, we are spending too much and our future is completely
mortgaged to an even costlier future program. Above all, centers have driven
out an important style of user-managed distributed computing for 90% of the
users, including new machines which could provide much more capacity,
capability, and training.

Recommendations
Given the political environment surrounding large centers, | don't believe NSF

would close one of the centers in order to fund a more balanced computing
environment, even though this is what | recommend given we are operating in
a zero sum game. Thus, the funding should be increased to support them
properly, along the lines | argued in an earlier memo. At the same time, we
need a much stronger CSE Program which is distributed among the research
directorates and divisons, along with the computer time. Finally research
directorates should encourage users to buy their own smaller, more cost-
effective, and in the case of memory, more powerful computers.



MEMORANDUM

SUBJECT: Advanced Scientific Computing Strategic Opportunities
TO: FILE

FROM: Assistant Director/CISE

DATE: August 31, 1987

I'd like to raise several strategic issues for our support of advanced computing for
research which go beyond the budgeting for the NSF Supercomputer Centers. This
concern is based on:

0 lack of support for distributed minisupercomputer facilities which
complement, but do not replace the
DASC supercomputer centers

o difficulties and long lead times in the creation and support of a complete
compatible distributed computing environment across a range of machines horizontally
(supers) and vertically (supers, mainframes, super-minis, mini-supers,and workstations)

0 inability to support new, faster and/or more cost-effective computers on an
opportunistic basis, (because the centers consume such a large fraction of our resources)

o the inefficiency of central facility versus research discipline-based
management

0 inability to support a CSE or a "Grand Challenges"” program via the research directorates
(which is necessary for a true revolution in scientific computing)

0 lack of understanding and inability to fund benchmarks dealing with

performance
and performance/cost issues associated with alternative forms of computing

Background



Last fall, I wrote a memo which was circulated widely within the community (Preparing
for Changing Scientific Computing Environment, 30 September 1986). The reactions
were bi-modal: "don't rock the boat because at least we have supercomputer time" and
"you're right, we need a range of compatible computers for a complete environment,
furthermore we need support for smaller machines”. I am now convinced the
hypothesis of the Cray XMP/VAX-780 gap was correct, and the genesis of the
supercomputer program. However, if the program hadn't been started, then today, more
researchers would be using mini-supers and super-minicomputers such as Alliant,
Convex, DEC, Elexsi, IBM, etc., which would serve many researchers better than the
centers are able to. For those researchers who do not need the maximum capability
offered by supercomputers, mini supercomputers distributed into the researchers' own
environment and connected via networks to the supercomputer centers would offer
significantly more and higher quality computing resources to those researchers. Note
that capacity refers to throughput and capability refers to turnaround. Independently,
Stuart Rice made similar points in a recent speech:

"I have in mind a networked system . . . graphics workstations and local
supporting intermediate computer and ultimately connects to a supercomputer, with
provisions of special devices. . .

1. Distribution of computer resources distorted by the use of "funny money" .
cash and credit . . . Workstations come from grants, supers are "free" . . .

intermediate machines are indispensible and current funding patterns have to change  if. ..

2. Dramatic advances in hardware haven't been matched by advances in
algorithms and operating
systems. ... parallelism is "chicken and egg"

3. The scientific community has become rather inflexible with respect to use
of operating systems. ... don't use particular machine features . . .

4. ... the scientific community has not been as imaginative as it might in
thinking about the uses of computation in research."

A Vertically and Horizontally Compatible Computing Environment

Rice's scenario is based on complete horizontal (all the supercomputers) and vertical
(supers, mini-supers, and workstation) compatibility. We now have six incompatible
centers (including NCAR). Since UNIX is truly becoming an important standard under



the forthcoming Federal Information Processing Standard, FIPS P1009, Posix, | believe
this situation must change. Unfortunately, NSF at SDSC is supporting the development
of "Unix-like" calls for CTSS, thereby creating a continuing support commitment for a
proprietary operating system. The ASC Program has been slowly addressing this
problem. Until UNIX is in place the existing situation limits the use of the centers'
supercomputers for entire communities such as VVLSI designers and creating more work
for their users who now operate with the standard (workstations and minis).

Mini-supers Are Required to Operate With The Supercomputer Centers In Order To
Provide The Best Computing Environment

Support for supercomputer centers was provided without providing support for
intermediate equipment, thereby depriving users from doing a substantial amount of
their computing on a local basis. NSF Program Managers have not funded mini-supers
in the same manner as they did minis and superminis because of the availability of
"free" supercomputer time and higher cost of mini-supers.

We need all forms of computing: workstations for productive development and
visualization; local super-minis, and mini-supers for the shorter calculations or where
programs can be run longer to get the same results; and supercoomputers for the
exceptional scientific opportunities and "grand challenges” that networked powerful
central systems with common programs, data and support provide. To have such an
environment requires two components: compatibility and the ability to fund the
distributed, small machines.

While | support having the existing centers at the largest, peak power for users whose
problems require the maximum computational capabilities, | don't believe they are an
"acceptable” way to supply scientific and engineering computation capacity to the larger
community. In particular, some of the existing supercomputers in the centers are a poor
way to supply computation to certain parts of the engineering community, because most
of their small memories, lack of virtual memory, lack of UNIX compatibility (most
workstations run UNIX), and network-limited graphics. However, the IBM 3090/600
has both a large physical and virtual memory. Similarly the ETA 10 has large physical
and virtual memories and will have a UNIX capability.

Comparing a Supercomputer Centers Approach With Distributed Minisupers




Enclosed is a table which compares the centers approach with distributed mini-
supercomputers which are operated directly by the research community. While the
table compares the minisuper with the super, it isn't the intent to eliminate the center.
Distributed machines would be managed on a group, department, or university-wide
basis in precisely the same fashion as the several thousand minicomputers and super-
minicomputers are today. The table compared a single Cray XMP (sans networking)
center with a collection of mini-supers costing roughly $600K (plus interest, but
without discount), assuming that most of the operational costs for the mini-super are
borne by the user communities institution. In essence, distributing the mini
supercomputer transfers the costs of the large central staff, facilities, materials and
supplies, travel, networking, etc. from direct NSF funding to the organization using the
distributed center. By distributing, usually one full-time person and a plethora of
students maintain a mini and it is expected that this would continue with the mini super
environment. Furthermore, many students are now deprived of the operating
experience and training of a supercomputer environment.

The cost to NSF that I've used to operate a Center is $11M, and doesn't include the
roughly $1M required for network access (about $1K per user), nor the upgrade. The
NSF budget amount request for the centers in FY '88 averaged $9M. The average
cooperative agreement request is $9.7M. The amount needed is somewhat more--
$10.7M. If you include the network which is needed for an overall integrated
environment, it gets to roughly $12M per center. They still must be able to continue at
the level of $2M-$4M of outside support. In contrast to supercomputers which are
increasing in price, superminis are getting cheaper with the large number of new
suppliers and approaches, but mini supers have remained in the $0.5M to $1.5M price
range, probably because of the artificially limited market for these devices.

These cases are provided to compare the distributed and the centralized approach. Each
assumes that a user base of 1200 is to be supported which is similar to that of a NSF
supercomputer center. Also, it is assumed that a minisuper provided 1/24th the capacity
of an XMP/48, or each mini would be equal to 1/6th of processor (1/4-1/3) is probably
more realisitic. Note both cases favor the distributed approach:

1. 24 superminis, with 50 users each could supply the capacity but not the
ultimate capability of the XMP. The NSF cost for 5 years for the computers would be



only $6M versus $11M. To provide operational assistance to such a large community
(50 users) would probably cost NSF an additional 100K , or raise the NSF cost by
another $2.4M. This system provided equivalent capacity of a single center. Certainly,
one would not operate 24 superminis in a centers environment!

2. Toserve 1200 users, with only 25 users per machine would cost roughly
the budgeted FY '88 NSF cost per center. However, each user would have at least
twice as much computing capacity, and have no networking limits.

The main environments where supercomputers make sense are the large, centralized,
National laboratories which can afford large support staffs, and which need large
amounts of computing resources including many shared programs and databases. Also,
they require minimal networking.

New Machines In Various Price Ranges

A number of new machines that will provide opportunities for service as super and mini
supercomputers are described below.

Thinking Machines has introduced a much faster version of the Connection Machine at
a price of about $5M which will be useful for a reasonably large class of problems.

ETA has announced their "Piper" running at 205 speed which is a room cooled
computer running Unix.

A large number of conventional and parallel processing computers (multicomputers)
exist and are being introduced, all of which offer significant (factors of 2-10)
performance and/or performance/price improvements for scientific computing. For
example, a new company, Multiflow, based on work NSF funded at Yale on parallel
procesisng just introduced a new $400K machine which conputes at 1/4-1/2 a Cray
XMP for Linpack, and higher on the average because it automatically parallelizes over
7 operations per instruction.

Several RISC processors, includingMIPS, have introduced computers which have scalar
integer performance, characteristic of work done by compilers and operating systems,
equal to the Cray XMP.



We can support none of these directly via CISE without trading off some important
component of our current activities. The program offers refer computer requests to
ASC and have not decided to support mini supers in the same manner that they have
supported minicomputers in the past.

Center-based Management versus Research-based Management

There is essentially no management of the program based on research needs. The
computational science and engineering initiatives we are able to fund are anemic and
completely out of balance with the very large centers budget! A real program would be
the basis of Wilson's "Grand Challenges", and until each of the disciplines is given the
dream and responsibility, they will not deal with the opportunity.

Also, given that essentially all of ASC funding is going into centers we have no funding
to understand scientific computing (e.g. benchmarks), to improve productivity through
visualization, or new algorithms or new approaches to computation based on
parallelism. This lack of understanding will be the first limit of using the next round of
supercomputers which are predicated on a number of processors.

Bottom Line

Many opportunities exist: The incompatible computing environment at the centers,
lack of graphics, novel research results that cold only be accomplished with larger
resources, performance levels, new user training and population, growth by engineering
users, vendor support outside of IBM's total commitment, and industrial involvement |
am disappointed with the imbalance in the existing program given we are spending so
much and cannot address the entire spectrum of requirements. Above all, we have not
provided an important style of user-managed distributed computing for our users,
including new machines which could provide much more capacity, capability, and
training.

Recommendations

Given the political environment surrounding large centers, | don't believe NSF could
withdraw support to any of the centers in order to fund a more balanced computing



environment, even though this is what I recommend given that NSF in effect operates a
zero sum game. For balance, the funding should be increased to support them at their
peak power, along the lines | argued in an earlier memo. At the same time, we need a
much stronger CSE Program which is distributed among the research directorates and
divisions, along with the computer time. Finally research directorates should encourage
users to buy their own smaller, more cost-effective, and in the case of memory, more
powerful computers. None of this is happening.

| believe we need both ideas and help in order to have a better balanced program.

GB6

Issues to address in the DASC Long Range Plan
What is the New Technologies charter?

What is DASC's role vis a vis Computational Science and Engineering (CSE) in
encouraging the disciplines to effectively organize and utilize supercomputers?

How can the users build quality large codes that have traditionally come out of the
efforts of researchers and professionals built over 5-10 years?

The centers have to demo that they are doing something of added valued that could not
better be done in a single center, given the expensive NSFnet.

The network cost-effectiveness



Subject: Alternatives to fund the centers up to their desires and abilities?
To: Director

From: Assistant Director, CISE

Date: 21 August 1987

Based on the what | heard at a recent meeting reviewing the centers plans, it is clear that the ASC centers
have the ability to absorb an arbitrary amount of funding for the following arguably reasonable things:
incremental equipment for better balance (e.g. memory, disks, lines)
upgrades to prevent center obsolescence
increased capacity to meet industrial needs and opportunities
"batch" and remote visualization equipment for movies

and lesser priority items including:
courses
grand challenges in computational science
new technologies and new techniques in parallelism
scientists to help in parallelization and visualization
interatctive visualization at the user level

We cannot possibly meet the requests. The disturbing fact is that NSF is the sole source of support at
nearly all of the centers except Illinois, and the degree of support is increasing. Our current approach to
funding has literally reduced industrial support. Except for Cornell and Illinois, the centers are really
decoupled from industry; they are customers rather than research partners.

I would like to find some other ways to share this incredible funding burden. Here's my current list of
options (ideas):

1. Status quo. NSF funds it all centrally, as we do now in competition with computer science. This is
the worst of all possible worlds because the use of the facility is completely decoupled from the supply



of the service. By being in CISE, nearly everyone associated with the budget, gets the erroneous
conclusion that people working on computer science and engineering research have something to do
with the centers. Little or no coupling or use of the centers is made by computer science. The machines
aren't suitable for computing research, nor are adequate funds available for computational science.

If | make the decision to trade-off, it will not favor the centers, but rather centers will be funded at about
the same as overall science.

2. Central facility. NSF funds ASC as an NSF central facility. This allows the Director, who has the
purview for all facilities and research to make the trade-offs across the foundation.

3. NSF Directorate use taxation. NSF funds it via some combination of the directorates on a taxed
basis. The overall budget is set by AD's. DASC would present the options, and administer the program.

4. Directorate-based centers. The centers (all or in part) are "given" to the research directorates.
NCAR provides an excellent model for say BBS, and MPS. Engineering might also operate a facility. |
see great economy, increased quality, and effectiveness coming through specialization of programs,
databases, and support. This is partially happening.

5. Co-pay. In order to differentially charge for all the upgrades and incrementally nice facilities a tax
would be levied on various allocation awards. Such a tax would be nominal (e.g. 5%) in order to deal
with the infinite appetite for new hardware and software. This would allow other agencies who use the
computer to also help pay.

6. Manufacturer support. Somehow, | don't see this changing for a long time. A change would require
knowing something about the power and throughput of the machines so that manufacturers could
compete to provide lower costs.



7. Make the centers larger to share support costs. Manufacturers or service providers could contract
with the centers to "run” facilities. This would reduce our costs somewhat on a per machine basis.

8. Fewer physical centers. While we could keep the number of centers constant, greater economy of
scale would be created by locating machines in a central facility and running them more like LASL and
LLNL where each run 8 Crays to share operators, mass storage and other forms of hardware and
software support. With decent networks, multiple centers are even less important.

9. Simply have fewer centers. but with perhaps increasing power.

10. Maintain centers at their current or constant core levels for some specified period. Each center
would be totally responsible for upgrades, etc. and their own ultimate fate.

11. Free market mechanism. Provide grant money for users to buy time. This might cost more
because I'm sure we get free rides at places like Berkeley, Michigan, Texas and the increasing number of
other institutions who do provide megaflops to their users.

| really question how we are going to fund this program in any fashion which permits the facility to be
"traded-off" as part of a total research program. Only the disciplines can do this. | believe we should do the
following:
1. consolidate equipment in fewer equipment-based centers to reduce cost and operate fewer physical
centers at a greater economy of scale
2. have 3 or 4 directorate based centers and 2 or 3 general centers
3. use co-pay as a means to look at real need and as a way to fund specialized facilities such as 35mm
movie equipment

Can | have your help on this matter?



Advanced Scientific Computing Program Evolution

Original OASC Program Goals

*supply supercomputer power to scientific and engineering community
etrain scientific and engineering community to use supercomputers
esupport U. S. supercomputer industry

eprovide for remote access by users

estimulate development of a "rich and powerful” scientific/engineering
computing environment for all as measured by total power and utility

Evolving Centers Program

eprovide the highest performance service with the latest supercomputers,
acting as "beta" sites for the manufacturers

eprovide generic applications software libraries

emaintain "consortia nets”, and connect to NSFnet and regional nets for user
access

etrain "selected or strategic” users in various disciplines (30/center)
«allocate time; report use by disciplines, user experience, user job size, and
geography; review effectiveness for users; and review final
scientific/engineering output

eco-ordinate and establish a common program, user interface, and graphics
environment across centers to maximize user effectivenss ?

eestablish key links with hardware and software suppliers?

eestablish a program for industrial users?

CISE-wide Programs in CSE, New Technologies, and DCCR
*benchmark and understand performance and cost-effectiveness of various
conventional scientific, multi-vector processor computers

eenhance training for all disciplines to include vector processing

*provide advanced graphics techniques (visualization)

eprovide parallel processing environments and encourage applications
appropriate to efficent use of multiprocessor supercomputers

eresearch on advanced algorithm and software across disciplines

sresearch new technologies for potential performance breakthroughs

Other NSF CSE Programs

«develop and maintain area(x)-specific, common user communities for common
programs and datasets

esponsor and organize the "grand challenges” in computational science

Changing Networking Activities-NCRI

*Originally provided network to link centers to users, to each other, and to other
networks.

*Currently links to other databases, going beyond traditional computing
*Extend network to support entire research infrastructure

Gordon Bell; 10 March 1987



Why was it necessary to establish a central directorate for computing?
CISE recognizes the pervasiveness of the computer in society today and the
unique opportunities for computing at this time.

The information society, which is the largest sector of the economy is based on
computing and communication. Just as mechanisms were the basis of the
industrial revolution, cinoters are the basis of the information revolution.

Computing is found in virtually every scientific and engineering discipline as a
base either as a tool or a component, and it is a science in its own right. In
science, the Nobel Laureate, Ken Wilson, and head of the Cornell Theory
Center housing one of the NSF supercomputer centers, expains computation
as the third paradigm of science. The first being theory, and second,
experimentation.

History has shown that government funding of computing research has been
the main driving force of the revolution in computing that has become the
largest industry today.

Finally, today, we have a new opportunity vis a vis parallelism to come off the
technology evolutionary path of the last few decades that provide only x10 of
performance per decade.

How Do you see Computing research affecting Competitiveness?

Directly through products. We have history of revolution that has occurred by
funding university research -The Army funded Eniac and Edvac at Penn, the
first computers that became the basis of modern computers, and the designers
went on to create Univac. At MIT, ONR funded Whirlwind, from which came
core memories, real time, air defense, air traffic control computers, interactive
computing and the first computer aided manufacture. Digital Equipment
Corporation came almost directly from the Whirlwind effort and team.
Timesharing was first implemented at MIT; this became the basis of all modern
computing. Graphics research, initially at the University of utah, became the
basis of all workstations and PC's, its how computers are beginning to be truly
useful to everyone. ARPA funded communications networks for computing.
The artificial intelligence-based expert system at Digital to specify how
computers are put together was first prototyped at Carnegie Mellon U. This
was the basis of the emerging Al industry. Universities are the main source of
ideas and programs in VLSI design.

Only this week, these example of NSF funded projects came across my desk:
Don Knuth's program, TEX, is now the basis for modern typesetting of scientific
and mathematics manuscripts. Two different parallel processing schemes, are
now implemented by 5 companies. A research at Utah has just implemented a
text searching scheme that promises to be able to retrieve any text in any size
database in virtually O time. Kamakahar's algorithm at BTL came out of
extension of his thesis work at UC/B.



The supercomputer centers produce results regularly: America's cup, Kodak
Material, Corning (1/6 throw away) simulation of the new superconducting
materials, search for cold virus serum, molecular modeling and computational
chemistry, we even have work to use the computer as a computational
telescope.

Computers are critical to CAD,CAM,CAlI, CAl, ... in every environment from
home, office, laboratory, vehicle, or factory. We especially are focusing on
hardware in this budget, note the increase in the MIPS area.

Finally, we still have a + balance of trade in computers, but its fading fast.
Japan is breathing down our neck in every phase of R...D, and every area from
Al to payroll.

Bottom line: We have no trouble in measuring results, including gestation
times. Itis quite rapid, and it can and must be even faster.

What are you doing to help the education process?

I mainly believe that the big force that drives the education process comes from
the right balance between research and teaching by first rate researchers.
Much of research comes from student questions.

Let me give a homely example of the interaction of teaching and research. |
took 6 years off from Digital to teach and do research at Carnegie Mellon
university from 66-72. | wanted to explain how simple computers were and to
have computers design them. We came up with 2 notations, that later became
languages to describe, simulate and ultimately now to begin to automatically
design computers. The text we wrote is still a classic on computers, and many
simulators use the language, and at least one company sells the program. All
of this came out of a research direction and drive that was largely pedagogical.

| also believe that the work we are doing indirectly in CAl in some of the leading
universities will ultimately filter into all forms of education.

Are you familiar with Rep Sabo's Proposal to have NSF fund the Phase |
centers by cutting 15% from the Phase Il budgets, and then ultimately go
to a free market for all supercomputer service?

The Phase | program was established to buy computer time from various
organizations, including three companies and three universities (Colo state,
minn, Purdue) who had supers. We had no long term commitment for support
and the contract was clear from the beginning that we were not going to
continue support when our own phase Il, centers became operational. The
phase Il centers are all now operational, pretty much according to our plan. By
cutting our Phase Il centers back 15%, would be a disaster; we simply can not
maintain the systems at the performance levels we need, that is having the
latest, and highest performance computer available on the market. This
requires amortizing a computer over 3.5-5 years, the gestation time for a
supercomputer. | do not support the concept of a "free market mechanism" for



machine time at this time, whereby anyone can supply cycles. This
mechanism didn't work and was the main drive why the government had to
step in and form the ASC program in the first place.

| am in the process of reviewing whether we have adequate funds to maintain
our existing centers with the latest computers. It looks as if we are going to
have to need more funds. | am not requesting more at this time, but believe
we want significantly more help from computer suppliers, several of the states,
some of the universities that host the computers, and industrial users. | believe
the government is paying too much of the freight.

Are you happy with the Program?

Yes. We have 6K people on 2K projects, at 200 sites in all states. We see
exciting results almost daily.

One of the great benefits from the program to date is the side effect of causing
a number of great universities to acquire their own supercomputer. | don't
believe any great university can afford not to have this kind of capability. For
example, Berkeley has a small Cray XMP and an IBM 3090/200, Texas, Ohio
State, Minnesota have or acquiring Crays. | hope the ETA computer will be
successful, and replace the CDC 205's at various universities that have them.
Michigan got the second 3090 after the center at Cornell. IBM has installed 40-
3090/200's which could supply signficant computing power (each processor of
a dual is about equal to a Cray 1). In fact today, | estimate that we have the
equivalent of over 110 times the Cray 1 available to the university research
community, about 70 of this is in unis, about 40 at the centers (including
NCAR) in 4 Cray xmps, 1-Cray 1, 1-3030/400, and 2-CDC 205's that are to be
replaced with a machine of 20x a Cray 1.

As an alternative, three companies are building and installing mini-supers, all of
which can do many of the tasks supers can do on a cost-effective basis. Many
more designs are in the wings.

As the person responsible for getting about 3000 computers of the
minicomputer price class into the scientific community in the form of VAX, |
think the future will give us lots of options in the way to do computing. Today,
supercomputer users generally access supers at the end of a very slow
network. This limits their own abilities in a different way, particularly in being
able to visualize results. Many things (other centers, superminis, and
networks) have changed since the establishment of the centers program, and
we must continually evaluate the options for the future.

In all scenarios, | continue to see the need for a few centers which have the
latest and fastest computers.



Subject: Congressional Review of the Advanced Scientific Computer
Program

To: Erich Bloch
Ray Bye
Charles Brownstein
Mary Clutter
John Connolly
James McCullough
John Moore
Paul Rotar
Steve Wolff

From: AD/CISE (Gordon Bell)
Date: 7 November 1986

The official review to be completed in early December when we present to
the House Science and Technology Committee calls for:

"NSF to submit a long-range plan, by December 1986, for implementing:
«development and review of resource allocation policies;

sassessment of supercomputer manpower and training needs;

sevaluation of Phase | and Phase Il national supercomputer centers:
«development and maintainance of national supercomputer centers and
resource networks;

» and research needs and support for computational mathematics and the
development of software, algorithms, and network technologies."

In the internal assessment of the program by the Program Evaluation Staff,
| think we want to Icollect and ook at the following data:

I. Complete inventory of scientific and engineering computers at
universities (domestic and foreign) including supers/large mainframes
(CDC, Cray, IBM 3080/3090); FPS array processors; mini-supers (Alliant,
Convex, SCS)

... for example Convex has installed 15 machines, at 1/3-1/5 a Cray XMP
processor; super-minis (>VAX 8600, 4381-12); and other > 1 Mflop
machines... if they are significant. The criteria is roughly 1 Mflop
Linpack, which allows a machine to deliver the equivalent of one hour of
Cray time per day.



I1. Cost, service, training, and quality of our centers, including
comparisons with commercial (eg. Boeing), Phase I, and other centers (eg.
U. of Texas).

I11. Use and training versus time at the centers by: discipline, geography
(including the remoteness), university, and experience as a supercomputer
user. The analysis would be carried out both on an individual and project
basis. The goal is to determine "fairness™ and penetration of use into the
scientific and engineering disciplines.

IV. Scientific and engineering output. This is hard to evaluate. The
amount of code and common databases running at the centers as
community programs might be one measure. We should look at the
various classes of code and see how effective the computation is at solving
a problem. For example, we need estimates on the computation times in
the various disciplines.

Our plan format should be a tone page ime line of capabilities at various
phases:

supply of services; training and user base; networking; graphics; effect on
standards; parallelism; establishment of new scientific and engineering
communities with particualar community databases and programs;
leverage of additional rewources



Dr. Jim Decker
Department of Energy

Dear Jim:

| gave a talk on parallel processing at Argonne yesterday at a two week
summer session sponsored by DOE and NSF which stimulated several
thoughts.

1. More formal interaction between DOE Labs and NSF (or the universities).
Dave Nelson was going to sponsor a get together. We still need to try to see if
a more formal interaction plan could be beneficial in regard to technology
transfer with the universities.

2. Alternatives for the teraflop computer. Having looked at the alternatives to
getting a teraflop, the only one which looks doable in a short time frame is a
large, simd approach as used in the Connection Machine. With the next
generation of CMOS, | believe such a machine could be built which only needs
to be a factor of 50-100 times larger than the current Connection Machine. A
factor of 2-8 in clock and 8-32 in size looks doable. The big hitch in this is the
ease of use. My own belief is that it is much more programmable than the
approach you outlined in your approach to tie 1000, 1 gigaflop computers
together in a hypercube... here we have a pretty good idea that the
programming is very hard, except for problems involving small program
kernels.

Given the lab's recent history of supporting nearly all of the unsuccessful
computers starting with Star and including HEP, several toy hypercubes (Intel,
T-series), S1, PUP, and Berkeley's mP, | can't understand why you are not
looking at the single approach that will supply supercomputer power today,
can be programmed, and can be extended.

The bottom line on the this is to urge you to take an active role in
understanding the Connection Machine, because | think it is the only idea that
will work for your time-consuming codes. Jack Dongarra would like to have a
Connection Machine, but it is out of his budget range. Also, | believe it needs
to be at a lab where it can be put to work now onreal problems.

3. | learned that Argonne is getting a uniprocessor Cray. Can | urge you to
consider buying time either at the University of lllinois or at one of your own
centers and not supporting such fiscal irresponsiblity. The one thing | now
understand about supercomputer centers is that you want as few as possible
and that each one needs to be as large as possible in order to provide the best
support which is also at the lowest cost. A uniprocessor Cray at an isolated
site is probably the most expensive, and poorest form of computing that one
can obtain.

At any rate you have the above gratuitous advice.



| enjoyed the interaction with the Argonne group and hope they have some
impact and utility within your department and continue to believe they are an
important component of the Computer Science Research community.

Sincerely,
Gordon Bell
Assistant Director

(and taxpayer)

bcc:
E Bloch
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Summary
Many high performance computers (such as supercomputers) are emerging from the 70
existing and newly formed companies to exploit gains in the technologies of automatic
parallelization of programs, reduced instruction-set computers, integrated circuits, and
algorithms. A recent report from the Office of Science and Technology Policy has
urged the adoption of a High Performance Computing effort. By 1995 a computer
capable of 10**12 operations per second should be possible, providing a factor of
almost 1000 gain over today's supercomputer. Dis-economies of scale suggest that a
distributed approach is also needed. To reach a teraflop will require a concerted effort
involving computer engineers, computer scientists, and computational scientists that to
date is lacking.

Introduction
Spurred by a number of innovations from both the industrial and academic research
establishments made possible by VVLSI and parallelism, we can expect the next
generation of scientific and engineering computing to be even more diverse and
exciting than all others. The research accomplishments have been stimulated by
DARPA's Strategic Computing Initiative (SCI), and a review of this activity prompted
this paper. However, without the scientific base, creative talent, and infrastructure to
design complex VLSI chips, the innovative machines would not be possible. A variety
of established and newly formed companies have organized to exploit the new
technology. Table 1 gives the number of companies building high performance
computers for scientific and engineering applications.

Table 1. Companies building high performance computers.

Kind of Computer On Market  Developing Dead Recent*
Supercomputers 5 2 1 5
Vector Mainframes 4 ? 1 1
Mini-supers 6 2 1 8
Graphic Supers 2 2 0 2
Total Supers 17 6 3 16
Array Processors 9 0 4 7
Massive Data Parallel 3 1 0 3
Multiprocessors 9 2 1 11
Multicomputers 15 0 0 15
Total (including supers) 53 9 8 52
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Superminis 6
RISC-based computers 5 0 1 6
* effort started since 1983

The impressive gains in performance and large number of new companies demonstrate
the effectiveness of the university-based research establishment and their ability to
transfer technology to both established companies and start-up firms. If the current
program is followed, it appears that a computer capable of teraflop execution could be
constructed by 1995. Figure 1 and 2 provide a taxonomy and projection of growth in
performance for various computers.

Three kinds of computers are emerging, segmented according to "general purposeness”:

e General purpose computers are multiprogrammed and time-shared, depending
on their price, and can handle a variety of applications at a given time. General
purpose computers include supers, mainframes, various minis, and workstations.

* Run-time defined, applications specific computers are used on only a few
problems, on a one-at-a-time basis. These mono-programmed computers are
useful for a more limited class of problems where a high degree of data
parallelism exists. This class of computers can achieve a factor of 10-100
increase in some combination of performance and performance/price.

» Applications-specific computers which only solve one problem such as speech
or image processing. By binding the application in hardware and software at
design and construction time, a factor of 100-10,000 increase in some
combination of performance or performance/price is possible.

The following sections describe the innovations in:

« "main line" scientific and engineering computing using vector multiprocessing
and following the archetypical "Cray",

*new, very fast, Plain Old one chip Processors (POPs) implemented as uni-
MICroprocessors,

emultiprocessors and multicomputers that result in using POPs,

emore unconventional, highly parallel machines that are beginning to enter the
market, and

*highly parallel machines in the research phase to watch.

Several programming models are presented which cover the vast array of machines. The
computer space is given in the simplified taxonomy, Fig. 1.

Two possible computer structures could lead to a computer capable of teraflop
operation. For special situations, we would expect to see a number of machines
executing at the tera-op rate by 1995.

The final sections describe the implications for use, together with actions required by
government agencies, users, and the computer science and engineering research
community.

Cray-influenced Main Line of "'supers, mini-supers, graphics supers, and to
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emerge, personal supers™
The "main line" of scientific and engineering "super" computer development follows
the Cray formula: having the fastest clock; simple, pipelined scalar instruction-set; a
very complex pipelined vector processing section; and multiprocessors. Machines have
formed in each (price) class: the "Cray" or supercomputer at $10-20M, the "Crayette"
or minisuper at under $1M, and the emerging graphics super at around $100K. Within
two years a personal super costing less than $50,000 is possible. A super formed from a
one chip vector processor as an "add-on" for a personal computer will also appear in the
early 90's. For the purpose of this paper we define the "x"-super (where x = {_, mini,
graphics, personal, micro}) contains as many vector processors and runs at the highest
possible clock to still meet the class (price) constraint.

The Japanese computer industry has aimed at having the fastest uniprocessor
supercomputers as demonstrated in NEC's SX-2 and Hitachi's S-820/80. These uni-
processors provide the fastest single stream execution, but Crays still have more
aggregate throughput. Though its parallelizing compiler, the Cray YMP is now the
world's fastest supercomputer (Dongarra, 1988) and will remain so until the Japanese
start building multiprocessors.

The next Cray after the Cray YMP (8 Processors, each performing at 1.2-1.5 times the
XMP processor) and the Cray 3 (16 processors at 2X the Cray 2) is the Cray 4. The
Cray 4, to be available in '92, operates at 1 ns clock rate and delivers128 Gflops, using
64 processors. Figure 3 shows the evolution of clock speed, number of processors, and
aggregate computing power for "Cray" computers over a thirty year period beginning
with the CDC 6600.

In order to get this amount of power on a single program will require some form of
parallel programming by the user. For example, the Long Range Global Weather
Modelling program at NCAR was manually parallelized and operates at over 400
Megaflops on the Cray 416. Given the relatively small memory and the growth in
application program size, users are beginning to utilize the XMP in parallel mode to
fully utilize its processors.

There appears to be no Economy of scale across the supercomputer classes. In fact,
lower cost, high volume products result in an inherent dis-economy of scale in
performance/price as we examine below in a comparison between the Cray YMP and
Ardent's Titan Graphic Supercomputer. ETA's small scale supercomputer costs about
$1 million and provides over 30 megaflops, or 30 flops/s/$-- which is 50% better than
its high performance, liquid nitrogen cooled 8 processor ETA 10.

Plain Old Processors (POPs) Fuel High Performance Computers
The future of the uniprocessor is a simple, risc-based architecture enabling high speed
execution and low cost, one chip (i.e. microprocessor) implementation. By adding an
attached vector processor, users can see a very bright picture for scientific and
engineering computation in workstations and as simple computers. Similarly, by
utilizing ECL gate arrays, it is relatively easy to build processors which operate at 200
Mhz (5 ns clock) and be available by 1990. One such company, Key Computer is doing
just this for a minisuper priced uni- and multi-processor. Prisma is building a GaAs
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based computer using the SUN Sparc architecture.

The projected evolution of the leading edge one chip POPs is given in Table 2. Unlike
the leading edge clock, POP clock speed has evolved a factor of 5 in four years or at a
factor of 1.7 per year since the processor is entirely on a chip. Shifting to ECL will give
an aggregate speed-up of a factor of 20 over a 6 year period, or a factor of 1.8 per year.

Table 2. Past, presented and project clock and speed for one chip processors (POPS)

time clock (mhz) PkMips Mflops Mflops vector unit
‘86 8 5 1 -

‘87 16 10 2 16

‘88 25 16 5 25

‘89 40 25

ECL shift

‘90 80 50 10 100

'92 160 100 20 200

Computers That Come From Low-cost, and Fast Micros
The very fast CMOS and soon to come ECL microprocessor will push every computer
and be a good component for both multiprocessors and multicomputers. Also, the
micros can be used in a redundant fashion like Stratus has pioneered to increase
reliablity and build what is fundamentally a hardware fault-free computer.

Multiprocessors. The next generation, high performance micros are at last designed
for building "multi's" (Bell, 1985) multiple microprocessor computers. Several
thousand multi's are now in operation and | believe this will become the mainline for
traditional shared computers and smaller workstations. However, given the speed and
simplicity of POPs, users may ask: why bother with so much performance? By 1990
workstations with 5-10, 20 mips processors attached to a shared bus in a "multi”
configuration and selling for under $50K will exist. However, the 50 mips
microproprocessor will place much pressure on the viability of the multiprocessor.

The utility of the multiprocessor as a general purpose device is proven because it can be
used in a multiprogrammed and time-shared fashion. It is also the object of training and
research in parallel processing by the computer science community because it provides
the most general purpose tool in that it can provide an environment for a number of
computational models.

The Alliant and Convex mini-supercomputers, and Ardent and Stellar graphics
supercomputers have vector processors, for general purpose scientific and engineering
computation. Other approaches to large multiprocessors do not have vector facilities,
and hence may not be viable or performance/price competitive since automatic
compilation of parallel constructs to utilize a large number of scalar processors hasn't
taken place. Furthermore, it is difficult to build very large multiprocessors as cheaply
as the multicomputers described below in order to get power comparable to a
supercomputer. Hence, multicomputers have been demonstrated and have gained utility
for user-explicit, parallel processing of single problems at supercomputer speeds.
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Given the ease of building very high performance multiprocessors based on the above
POPs, a revolution is likely in the traditional mainframe and minicomputer industry that
sell "code museums" for existing programs. Using this multiprocessor approach, a
variety of computers which execute programs at the 100-400 million instruction per
second rate and cost around $500,000 will soon enter the market. Such a structure
provides a factor of 2-4 times the power of IBM's largest mainframe at 1/20th the cost.

Hypercubes and succeeding generation multicomputers. Seitz and his colleagues at Cal
Tech developed a large, multicomputer structure known as the hypercube in the early
80's. By using commodity micros and interconnecting them in a hypercube or grid (the
Inmos Transputer) each computer can pass messages to one another. Today's
multicomputer provide substantially higher performance for message passing than their
first generation ancestors. For a particular application, a factor of 10 in price/
performance over the main line supercomputers has been observed.

Multicomputers are not generally applicable to all problems and are usually mono-
programmed since they are only used on one program at a time. Hypercubes now exist
with 32-1024 computers, being manufactured by about a half dozen companies, and
several hundred are in use. Programs have to be rewritten to utilize the multicomputer
message passing system, but the peak performance (see Table 3) and price performance
appears to be worth the effort, as a lab can have its own "Cray" for a particular problem.
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Table 3. Multicomputer generations, Seitz (1988).

First Second Third
83-87 88-92 93-97
Nodes
MIPS 1 10 100
Mflops scalar 0.1 2 40
Mflops vector 10 40 200
Memory (Mbytes) 0.5 4 32
No. of nodes* 64 256 1024
Message time (us)** 2K 5 0.5

*Typical system. Maximum system is roughly four times larger.
**100 Mbyte packet

The European multi-computer counterpart to the hypercomputer is based on Inmos's
Transputer. A transputer is a processor with ?? bytes of on chip memory and four, full
duplex interconnection ports operating at 20 megabits/sec, for passing messages to
other Transputers. Several companies are building general purpose, multi-computers by
connecting a large number of transputers together. The transputer is proving especially
useful system to build application-specific systems for everything from communications
to robots.

Supercomputers: price, performance, parallelism, and politics
Given the incredibly strong lobby for supercomputing in government, academe, and
industry it is worth looking at balancing computing away from strong centrality and to a
fully distributed approach. Just as distributed computing using minicomputers,
workstations, and personal computers has a strong role in computing compared with
mainframes, fully distributed supercomputing is likely to take on a similar role with
respect to traditional supercomputers. This section looks at the relationship of price,
performance, and the politics (and prestige) of two approaches to computing. Table 4
gives the purchase price, performance, performance/price for several benchmarks run
both sequentially and in parallel for a Cray YMP and Titan graphics supercomputer.

Observe that for the purchase price of the YMP, one could have 166 graphics
supercomputers in a highly distributed fashion for personal, project, or departmental
use. The simple model ignores operating costs, which in the case of a central computer
are quite visible. In the distributed approach operations cost (e.g. file backup) are
buried in the organization. Similarly the cost of support, purchasing and maintaining
software, and maintaining files may vary using the two approaches.

Obviously, all of the benchmarks run longer on the slower machine. The stretch factor
is the increased time that a program runs using the Titan as compared to runtime on the
Cray YMP. Also, associated with each benchmark is the cost-effectiveness or
performance/price (e.g. Megaflops/sec/$) of YMP versus Titan approach.

Performance and Cost-effectivenss. The range of results compare with an analysis of
Titan and the Cray XMP by Misaki and Lue at the Institute for Supercomputer Research
(1988) where for scalar and vector loops, the Cray was roughly a factor of five and ten
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faster respectively. The Whetstone benchmark is indicative of such use. For simple
integer oriented benchmarks like those encountered in editing, compiling, and running
operating systems, the YMP is ill suited since it is about the speed of Titan. This
merely indicates that although a YMP is still faster for utility programs, it is not cost-
effective, by almost two orders of magnitude and should not be used as such.

At first glance, the small Linpack case might look irrelevant to supercomputing.
However, the average speed which Cray XMPs run at various large computer centers
has in the past been equal to about 25 Megaflops/s, or the speed of Linpack 100X100
prior to Cray's recent compiler improvements. Note that for a single processor, it takes
12 times longer to get the same amount of work done on the distributed approach.
However, the distributed approach is almost three times more cost effective or in
principle, users spending the same amount could get three times as much computing
done.

By automatically parallelizing Linpack even for the small case, the Cray YMP runs
about 2.5 times faster using the 8 processors and has again become the world's fastest
computer. Thus, we see the importance of parallelization to increase speed. Since the
small Linpack benchmark is too small to run efficiently in parallel, the cost-effectivenss
of the approach decreases over a factor of three. Since the Titan has only two, relatively
slower processors, the effect of parallelization is not as great on cost-effectiveness.
Stretch times in the order of 10-20 for the distributed, dedicated approach mean that
even large users can get about the same amount of work done as with a centralized
approach. Very large projects using a Cray center get only a few processor hours per
day or about 1000 hours per year, while large users get an hour a day, and the average
user gets an hour a week.

By using the peak speeds which are only obtained by running each of the processors at
peak speed and in parallel, the difference in speed between the Cray YMP and the Titan
is finally apparent. While the times stretch to almost 90 (i.e. to do an hour of
computing on the YMP requires almost 90 hours on the Titan), the cost-effectiveness of
the Titan still remains, but only by a factor of two.

Finally, using the graphic supercomputer, visualization is implicit in the system since
each computer has a significant amount of power to render and display data. Modern
supercomputing requires additional resources such as graphic supercomputers or high
performance workstations just to handle the display of computed data. Future
supercomputers must have embedded rendering hardware to provide both cost-effective
and truly interactive graphics supercomputing since networks are unsuitable for giving
users adequate interconnection bandwidth.

Politics, prestige, and the sociology of computing. With the entry of the Japanese into
the supercomputer market, supercomputing has become an issue of national pride and
symbol of technology leadership. While Japan now builds the fastest uniprocessors, the
multiprocessor approach provides more throughput, and with parallelization more peak
power. Table 1 indicates a very large number of companies have started to build high
performance computers, including Steve Chen, formerly of Cray Research, and Burton
Smith, formerly of Dennelcor. A recent report by the Office of Science and Technology
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Policy urged the adoption of a government initiative for high performance computing,
including a National Research Network (OSTP 1987).

When the first modern supercomputer, the Cray 1 appeared, university users and
researchers used a highly distributed approach using the VAX 780. Several thousand
VAXen were applied to scientific and engineering applications and only one Cray 1 was
available at a university. The stretch time for the VAX was almost a factor of 100 over
the Cray, while the cost-effectiveness of the approach was identical.

In 1983 with the emergence of the Cray XMP, the performance and cost-effectiveness
of supercomputers was increased by a factor of 2 and 3 respectively. VAXen power
was not increased, and only in 1984 did minisupercomputers with comparable
performance/price to the Cray XMP emerge. By 1984 a strong national initiative based
on the NSF Bardon and Curtis (1983) report and a plethora of supporting reports was
started which resulted in the formation of the National Science Foundation's five
National Supercomputing Centers under the Advanced Scientific Computing (ASC)
program. The centers are now completely institutionalized into the NSF infrastructure
at a budget level of approximately $60 Million in FY89. The centers and the 5-10% of
NSF researchers who use them have become a very effective lobby group for centers
and for science.

State and federal governments including congress and large agencies delight in
managing large scale, high-prestige national projects with opportunities for power and
pork barrels. Similarly, large companies with large, central computing organizations
enjoy the prestige of owning and operating supercomputers, independent of the payoff.
At least one research laboratory believes that a supercomputer is essential for recruiting.

The purpose of this section is to present a more balanced view of the range of
computing alternatives in light of the current emphasis by government and large
organizations for centralizing computing.

Table 4. Central Cray YMP versus distributed Titan graphics supercomputer

Cray YMP 832 Titan 24
Price  20. 12
Processors 8 2
Mwords of memory 32 4
Dhrystones (integer-oriented)
KDhrystones/s single processor 25 23
Dhrystones/s/$ multiprogrammed .005 .383
Whetstones (scalar floating point)
MWhetstones/s single processor 35 6.5
Whetstones/s/$ multiprogrammed 14 108
Linpack (100x100)
Mflops/s single processor 79 6.5(12)*
flops/s/$ multiprogrammed 31.6 108
Mflops/s parallel 195 9.4(21)
flops/s/$ parallel 9.8 78
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Peak performance (1000 x 1000 Linpack, theoretical peak)

Mflops/s Linpack 2144 24(89) 77?
Mflops/s/$ Linpack 107 200
Mflops/s peak op rate 2667 32(83)
Mflops/s/$ peak op rate 133 267
Millions of pixels rendered/sec ? 50

*() the time stretch factor for Titan relative to the Cray YMP

Research Machines Which Are Entering The Market
The following machines have come from DARPA's Strategic Computing Initiative, or
single investigator research projects in basic computer science.

Systolic Processors. Kung's work at CMU on systolic arrays is beginning to pay off and
arrays are being applied to a variety of signal and image processing tasks. The 10 cell
WARP operates at an average of 50% peak for the problems of interest (speech, signal
processing). This provides 50 Mflops for .35M (GE's price), or 142 flops/s/$. Intel is
building a single systolic processing chip, iIWARP, that's capable of operating at a 24
megaflop rate. Such a chip would be an ideal component in a PC for vector processing
in the '91 timeframe. Using the chip, a small board could compute at roughly 100
Mflops, and it would not be unreasonable to expect this to sell for 10K, or provide the
user with 10,000 flops/s/$. While the initial product was special purpose, the ability to
use the WARP generally is improving with better understanding of the compilation
process.

Text Searching Machines. Several companies have built specialized text and database
machines. Hollaar has built and field tested a machine for very high speed, large
database, text searches. The result to date is that enquiries are processed several
hundred times faster than on existing mainframes, and the improvement increases with
the size of the database since pipelined searching hardware is added with each disk.
Teradata has a similar machine for databases.

Thinking Machines Corporation Connection Machine. The Connection Machine came
from a research effort at MIT by Danny Hillis, which resulted in the establishment of
the company to make the machine. Tens of machines are installed in a variety of
applications from text searching, image processing, circuit and logic simulation to
computational fluid dynamics. The current CM 2 model provides 64K processing
elements, up to 1/2 Gbyte of primary memory, and operates at speeds up to 10
gigafloating point operations per second. Thus, the CM2 with 64K processing elements
is the supercomputer for a number of applications. The Connection Machines are not
multiprogrammed, but must operates on one problem at a time.

Multiflow and Cydrome as evolutions of the array processor. Based on Fisher's work at
Yale on an extra wide instruction word to control a number of parallel (7 to 28)
execution units, Multiflow Corp. was started up to exploit the compiler technology. In
fact, the Multiflow can be looked at as either a SIMD computer with a small number of
processing elements, or an extension of the traditional Array Processor, such as the
Floating Point Systems computers. Multiflow's first product runs the Linpack
benchmark at minisuper speeds and costs 1/2 as much. The relatively ill Cydrome
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company built a similar product using ECL technology which provides even higher
performance and better performance/price. One feature of this approach is that a
compiler can exploit a substantial amount of parallelism automatically.

Experimental Machines In the Research Phase to Watch
Berkeley and Stanford Multiprocessors. Both of these RISC-based, multiprocessor
architectures are beginning to come into operation. So far, both have influenced
commercial ventures both in risc and in multiprocessors. The Stanford project was the
prototype for the MIPS Co.. chip design. The Berkeley chip designs were the precursor
to SUN's SPARC chips. Another group at Berkeley has produced a first generation
Prolog machine which has outperformed the fastest Japanese special Fifth Generation
machines. The next generation Prolog computer is a multiprocessor/multicomputer to
exploit both fine grain and message passing for parallel processing. Given the rapid
increase in speed of POPs, it is unlikely that any specialization for a particular language
will be able to keep up.

The University of Illinois Cedar Multiprocessor Project. Cedar is aimed at a
multiprocessor with up to 32 processors in 4 clusters of 8 processors for executing
Fortran in a transparent fashion and based on Alliant's FX-8. The prototype is will
likely operate in 1989. Future work is aimed at more and faster processors.

The Very Large Multiprocessors: BBN's Monarch; Encore's Ultramax; and IBM's RP3.
These three Strategic Computing Initiative (SCI) projects are all exploring the size and
utility of large, multiprocessors, and provide over 1000 mips in sizes of 1000 @1, 128
@16, and 512 @ 2 mip performance, respectively. None have vector processing, and
hence are unlikely to be used for mainline scientific and engineering applications
requiring large numbers of floating point operations. However, the machines and
automatic parallelizing compilers could provide sufficiently large amounts of power to
attack new problems.

University of North Carolina's Pixel Planes is a scalable, highly parallel, SIMD
architecture, providing the highest performance for a variety of graphics processing
tasks such as solids rendering under varying and complex lighting situations.

ATT's Speech and Signal Processor. A large number of signal processing computer
chips are arranged in a tree structured multicomputer configuration and provide over
250 gigaflops on 32-bit numbers. The machine fits in a rather small rack, and the
resulting number of flops/sec/$ is nearly one-million. The machine came from
Columbia’s tree structured multicomputer work and is part of the SCI.

The IBM GF11 and TF1 GF11 is aa SIMD computer with the goal of providing 11
gigaflops for the QCD calculation. TF1 has a goal of achieving 1.5 teraflop using
32,768 50 Megaflop computers

Computer Technology, Research and Training Agenda
Packaging and Faster Circuitry. is nearly non-existent in university research. Very high
speed processors require much better interconnection and packaging density.
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Mass Storage. Given the extended performance machines, no radical improvements in
size or speed are in progress to keep up with the processing developments described
above that come from VLSI. A project which would couple say 1000, Gigabyte drives
in a parallel fashion to provide an essentially random access of a terabyte of memory
and utilizing a variety of specialized architectures would seem to be feasible. Such a
system would be useful both as part of the memory hierarchy for the teraflop computer
and as a database where high performance is demanded. Connection Machine's Data
Vault, and Teradata's database computer are examples of what is possible in
restructuring mass storage.

Visualization. In order to effectively couple to high performance computers, the
scientific user community has recommended a significant research and development
program in visualization (Visualization report 1987?). Today's supercomputers are
capable of generating data at video rates and in order for humans to interpret data it
appears the best way is to use direct coupled, high performance consoles. Two
companies, Ardent and Stellar introduced graphic supercomputers based on this
principle. Traditional workstation companies are increasing their computational
abilities. While supercomputers and minisupercomputers currently rely on LAN
connected workstations, it is more likely that both structures will evolve to have direct
video coupling.

Room Area and Campus Area Networks (RAN/CAN). A RAN is needed to replace
the various proprietary products and ad hoc schemes for interconnecting arrays of
computers within the computer room and within systems involving high speed
computation. At least three companies are building links and switches, using
proprietary protocols, to operate in the gigabit range. The Hyperchannel is today's
scheme, but the next generation must be a public standard. A combined FDDI and
non-blocking, public standards based switch operating at 100 mbits/sec using fiber
optics seems like a necessary first step which should last and evolve into the mid-90's.

Wide-Area Networks. Both intermediate speed (45 Mbit) and fiber optic (multi-
gigabit/sec) switch development and research is non-existent. The networking dilemma
is well defined (FCCSET 1988, Bell 1988). These networks are badly needed to
interconnect the plethora of local are and campus area networks. Today, over 50
campuses have installed networks with an aggregate switching need of over 100
megabits per second, which implies an off-campus traffic need of 20 megabits per
second to connect with the 1000-2000 academic, industrial and government research
organizations. By making a system which could be used for both computers and
communications, the two disciplines and industries could begin to become synergistic
rather than antagonistic.

Addressing. The address limit of 32 bits on most of today's computers seems to be a
severe constraint for every configuration except multiple computers. For example a
solids data-set could easily have an array of 1000 x 1000 x 1000 elements, requiring a
33-bit address, assuming byte level addressing.

Dataflow As An Alternative Computational Model. Arvind's group at MIT has
progressed to the point where it is building a dataflow computer that can potentially
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outperform the largest supercomputer in problem domains with a high degree of
parallelism and where vector computation techniques do not apply. Independent of the
computer, a dataflow language may be the best for expressing parallelism in ordinary
computers. Again, given the rate of increase in POPs, it is unlikely that an specialized
architecture will be able to keep up with the mainline.

Neural Computing Networks. Various efforts aimed at highly parallel architectures to
"simulate” the behavior of human processing structures such as the neuron continue to
show interesting results.

Programming Is The Greatest Barrier to Use, And Requires Both Stability and
Research. It is necessary to change the programming paradigm in order to get the
highest performance from the myriad of new computer structures. However, the variety
of programming models really isn't very large, given the variety of what would appear
to be, different computers. The following table summarizes the main line of
computational models and the corresponding near term computer structures which
support the model:

Computation Model Supporting computer structures

0. vector processing X-supercomputers (one processor)

I.  message-passing workstation clusters (e.g. LAN'd SUNSs)
(coarse-med. grain) multi-computers (e.g. hypercubes)

shared-memory, multi-processors

Il.  multi/micro-tasking shared-memory, multi-processors
(fine grain)

I1l.  massive data-parallel SIMD (e.g. Connection Machine)

iv. dataflow special dataflow computers,

multiprocessors, and SIMDs

Other computer structures such as the WARP (a pipelined array of systolic processors),
neural networks, specialized SIMD computers, and the dataflow computer may
ultimately require different computational models. In the long term, the above models
may not be the best or even adequate to express parallelism. For now, we should build
on what we know while simultaneously stimulating research on alternatives.

On Building The Teraflop Computer
Two, relatively simple and sure paths exist for building a system that could deliver on
the order of 1 teraflop by 1995. These are:

a. 4K node multicomputer 800 Gflops peak
b. Connection Machine >teraflop with several million
processing elements

Both machines require re-programming according to either the message passing or
massively parallel data and single thread of control programming model. Given the
requirements for users who want to exploit parallelism in the larger Crays will be
starting down this path, it won't be unreasonable to assume that such a machine might
be useful.
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Today's secondary memories are hardly adequate for such machines. The lack of
multiprogramming ability today may dictate using these machines on only one or a few
very large jobs at the same time, and hence making the cost/job quite high, which
would diminish the performance/price advantage. The cost of such machines will be
comparable to the supercomputer of the 90's, or $50-100M.

Will Applications Move Fast Enough to Fuel a Revolution?
While it is difficult to predict how the vast increase in processing power will affect
science and engineering generally, the following specific areas are clear.

Mechanical Engineering. Computers are being used in the design of mechanical
struuctures ranging from automobiles to space craft and covering a range of activities
from drafting to the analysis of designs including crash simulation for cars. Designer can
also render high quality images and show the objects in motion with video. The vast
increase in power should provide mechanical engineers with computing power to enable a
revolution in mechanical design. Under this design paradigm every facet of product
design including the factory to produce the product is possible without prototyping. We
have observed this revolution in semiconductors and digital system in the last decade.
Within the next decade mechanical engineering and companies could be transformed
provided they respond. For starters it's better product quality. The big impact comes
from drastically reduced product gestation times and the ability to have smaller
organizations - which also translates to product elegance and quality.

Biochemistry, chemistry, and materials. With molecular modeling and computational
chemistry, the design of molecules is now done interactively using large scale computers.

Large scale scientific experiments based on simulation. By having a dramatic increase in
computational power, a range of system simulations involving many bodies would appear
feasible starting with galaxies and going down to electron interaction to simulate the
atom.

Animation. With the ability to compute realistic scenes, large scale computers provide
an alternative to traditional techniques for film making.

Image Processing. Various disciplines including radiology rely on the interpretation of
high resolution photographs and other signal sources. By utilizing high performance
computers, the use of digital images and image processing is finally feasible. The use of
satellite image data is transforming everything from military intelligence to urban

geography.

Personal Computing. Today's large computers will continue to be used to exlore the
forefront of applications that will be feasible with the PC. For example, Ardent's graphic
supercomputer, Titan, which sells for about one hundred thousand dollars is an excellent
model of what will be available in 2001 at a price of less than $6,000 (assuming
continued price decline at the rate of 20% decrease per year). Many three dimensional
phenomena from molecules to galaxies can be simulated at high enough speeds to
transform modern science from experimental to computational simulation based. This
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paradigm shift will transform every facet of science, engineering, and mathematics
starting with education. Every home will have an almost unlimited laboratory to conduct
experiments.
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Some Suggestions for the Federal Government
Diseconomy of scale continues to exist and favor small machines. Also, large regional
computers can't be accessed effectively using today's limited networks, especially for
interactive visualization. NSF's Advanced Scientific Computing (ASC) program is
highly successful at supplying 5,000 researchers representing a few percent of the
community with an average of 1-10 hours of supercomputing time per week with 1 hour
the average. Smaller supers such as mini- or graphics-supers (VAX replacements)
located in the labs would supply researchers an equivalent of at 10-40 hours per week
and be under direct control of the research community. However most agencies have
no way to support smaller, more cost-effective computers unless the prices are at
workstation levels which can be supported by research grants. By not using small,
dedicated computers under the direct control of the researchers more extensively, we
are depriving researchers of a tool that should supply at least an order of magnitude
more power than they now achieve through a shared super. One could imagine that this
kind of infusion of processing power, directed at particular experiments could change
the nature of science and engineering at least as much as the current ASC program.

The highly specialized computers offer the best performance/price and operate at
supercomputer speeds, but cost more than a workstation. ATT's Speech processor that
carries out 1/4 tera 32-bit floating-point operations per second is an excellent example
that the gains possible by applications specific hardware and software. Again, agencies
can't support them, nor does the community have the right combination of computer
scientists and scientists and engineers working to tackle the problem of programming in
any general way.

For the ultimate performance, SIMD machines such as the Connection Machine appear
feasible. While the CM2 appears to be easy to program, provided the problem is rich in
data parallelism, it doesn't support Fortran dusty decks that characterize scientific
computing. NSF's research and computing Directorates don't support non-traditional
supercomputing, given the large expenditure for the ASC program. Only now are the
agencies with the greatest need (DOD, DOD, and NASA) beginning to examine the
CM2 for computation.

If we want peak speed from any computer, programs will have to be rewritten to some
degree to operate in parallel. One model using message passing where large amounts of
data parallelism occurs, will work on nearly all high performance computers including:
the Connection Machine, multicomputers, and multiprocessor supercomputers such as
the Crays. The shared memory, multi-tasking model used by multiprocessors, including
the Cray, doesn't work on the multicomputers since the computers don't share the same
address space. The recent improvement in the Cray compiler to automatically
parallelize as indicated in the Linpack benchmarks is a major technical achievement
which will begin to allow general use and hence exploit the more rapid increase in
available power through parallelism than through faster clocks.

The good news is that a vast array of new, highly parallel machines are becoming
available. The bad is that only a few applications can be converted in any reasonable
time frame to run on them, and furthermore no research programs or concerted efforts
exists to solve the problem. This is simply not a case of new money, but rather a
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redirection of resources.
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A Challenge to the Computer and Computational Science Research Communities
The computer systems research and engineering community is to be congratulated on
the incredible computer performance gains of the last five years. Now is the time for
the rest of the computer science community to become involved in using and
understanding the plethora of computers that can be applied to the endless frontier of
computational science.

The computer science has two options with respect to computational science:

1. continue to ignore the needs and challenge of scientific/engineering computing.
This will certainly cause computer science to spring up in all the disciplines in order
to deal with the interesting and hard questions the systems pose.

or
2. learn about the various forms of parallelism supported by the onslaught of new
machines, by using and understanding them, writing texts, and training students
(Current texts do not even deal with the "main line" of vector processing outlined
above.) Understanding may enable work on automatic programming systems to
analyze and rewrite programs for the above computational models. As a minimum,
understanding will greatly facilitate exploiting the new machines.
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Figures
Fig. 1. Simplified taxonomy of computer classes with representative computers in each
class.

Fig. 2. Operation speed of various computer classes designed for high performance 1985-
1994 (projected).

Fig. 3. Past, present, and future projection of the clock speed, number of processors and
performance of Seymour Cray designed CDC and Cray Research computers.
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Extended Summary
Many, new high performance computers for scientific, engineering, and real time
applications are emerging from DARPA's Strategic Computing Initiative (SCI) based
on parallelism and gains in VLSI. These new technologies have stimulated both
traditional companies and initiated venture capital backed start-ups to build the new
computers. The research pipeline and transfer mechanism is clearly working for
building high performance computers.

While power available from a single computer due to parallelism is finally increasing
more rapidly than the leading edge hardware circuit and packaging speed gains (14%
per year or roughly a doubling of performance every 5 years), this maximum power
will not be available to a single job unless parallelism is conquered. Neither the user
nor computer science community is moving rapidly enough to understand and exploit
the potential performance gains (factors of 2 every two years) coming from an
increasing number of parallel processors. Virtually all new computers provide, for the
first time in the history of computer structures, a high degree of scaleability. With
scaleablity, a range of computer systems can be built from a common root processor,
interconnection scheme, and common operating system which have basically the same
architecture and programming paradigm.

The "main line" of scientific computing for the next generation (1988-1995) is likely to
follow the supercomputer path based on a vector, multiprocessor with 4-6 and evolving
to 64 processors. A range of supers (>$10M), minisupers (<$1M), and graphics supers
(<$100K) continue to evolve. No economy of scale, measured by processing
operations/sec./$, is observable over the range. The new class of graphics supers
provides a dis-economy of scale for general purpose computing. The micro-super, a
true personal super of Cray 1 speed in the $10,000 price range will provide an even
greater performance/cost improvement by the early 90's. The Cray 4, using 64, 2-
gigaflops (billions of floating point operations per second) processors is targetted at 128
gigaflops in 1992. Today, reprogramming is necessary to achieve such peak power
through parallel processing, although the Alliant minisuper and Ardent graphics super
automatically parallelizes multiple vector-processors to work on a single task.

Plain Old one chip micro-Processors (POP's) using the reduced instruction set
computer (risc) approach are becoming very fast and approach the speed for
scalar/integer work of the largest mainframes and supers. Vector units can enhance
uniprocessors to be more useful and cost-effective in workstations and small computers.
A factor of 5-10 improvement in clock speed from the 20 Mhz to 100-200 Mhz range is
feasible by the early 90's based on switching from CMOS technology to ECL
technology. This evolution in clock speed is on the order of 70% improvement per
year. By connecting these relatively, zero cost processors together in multiprocessors
and multicomputers will virtually obsolete the style of computers supplied by today's
mainframe and minicomputer suppliers.

Multiprocessors, sans vector processing, with a large number of micro-processors using
the "multi” approach (Bell, 1985) have not yet proven themselves in scientific and
engineering applications, due to lack of parallelizing compilers. However, such
computers are clearly superior to existing "code museums" for time-sharing,
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transaction processing, batch, and program development. Furthermore, a wide range of
computers from two to several hundred processors can be constructed using the same
basic components to achieve a form of scaleablity. Such computers providing several
hundred to 1000 million, instructions per second will appear on the market in the 0.1 to
1.0 million dollar level.

Multicomputers, a collection of 32-1024 (or 4K) interconnected computers, each with
its processor and memory, and communicating with one another via passing messages
are the most cost-effective for single scientific jobs, provided the problem is compatible
with the computer. Multicomputers require reprogramming, are used on one problem at
a time (monoprogrammed) , achieve supercomputer power, and cost $25K-$1M
depending on the number of computers and their power. In contrast to general purpose
computers, multicomputers are by program, made applications-specific.

A single instruction, massively large data (SIMD) computer, the Connection Machine -
CM2 has become the supercomputer for a variety of applications including information
retrieval. The CM2 is scalable and is currently available with 16K, 32K, and 64K
physical processing elements, each with 8 Kbytes of memory. Like other applications-
specific computers by program, the Connection Machine runs only one (or a few)
programs at a given time, with a resulting performance/price advantage of a factor of at
least 10 over a general purpose supercomputer.

A variety of other computer structures based on parallelism given in the simplified
taxonomy of alternatives (Fig. 1) have proven themselves and are either emerging or
show great promise. These include truly applications-specific hardware and software to
carry out vision, speech, text, database, etc. tasks. By binding the application in
hardware and software at design and construction time, a factor of 100-10,000 in some
combination of performance or performance/price increase is possible.

A path to a computer capable of executing 10**12 floating point operations per second
(flops) by 1995 looks possible utilizing either the multicomputer or SIMD (e.g.
Connection Machine) approach. IBM Research has a project to build a multicomputer
with 32K, 50 megaflop computers, the TF1.

Training and involvement by the computer science and engineering community to
achieve high performance on real scientific and engineering applications is the main
barrier to progress. The most formal training program is around the NSF
supercomputer centers, but this effort is limited to simple vectorization of existing
Fortran programs (i.e. dusty decks). Computer science has yet to embrace vectors as a
machine primitive to be incorporated in texts and courses. An aggressive program to
install, use, understand, write texts, and train students and researchers is needed
beginning with embracing vector and parallel processing as a trivial, but necessary first
step.
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Long Range Plan for Scientific Computing ... has been submitted. Original
plan is too ill-defined and open ended to manage. It is being segmented into
smaller, more manageable and measureable parts. The role of the centers
needs to be somewhat more than a provider of cycles, yet smaller than all the
activities that could be addressed. It is difficult to express the notion of a
central facility which is interconnected to a common facility and broad set of
techniques (See attached.)

How does that vision fit with NSF overall view of academic computing needs?
We are making a survey to determine the needs for scientific computing since
the centers. This would include all facilities, workstations, networks, etc. We
have an informal survey of computing today in academe for thes scientific
community and the FCCSET committee will take on this formally.

What areas will NSF emphasize in the CISE directorate? CISE includes a
broad range of topics in computing, automation, robotics, and communications
networking research.

In what ways hs the computing community bgeen involve in reommending
priorities withing the fields encompassed within Cise? Each of the 5 divisions
have advisory committees. | have integrated the combined views.

How has the development of new more powerful and less expensive computers
impacted the Irp for providing the academic community with advanced scientific
computing capabilities? We have not changed the plan to reflect the fact that a
new class of machines, the mini-supercomputer is available. We see it as
being as pervasive as the minicomputer and an important computing for
individual groups and departments. A very large fraction of all computing
would be done on these machines, just as in the past. This would not diminish
the need for centers. The only effect would be to increase the pressure for
better interchange of programs.

How have dvelopments in Hardware and software impacted the computational
needs of the community? Unclear... continues to stimulate it to new heights.

Given changes in the computing field in the recent years, how does the Bardon
Curtis report recommendation of 10 NSF s/c centers at academic institutions
relate to your Irp? The need for the plethora of center is being satisfied in a
number of ways: IBM, and the states.

Ultimate budget for sc in 87 was 5m below the orginal request, how was that
reduction distributed and what were the consequences of the
recommentdaiton? Cut from von Neuman, Cornell, and hastened Phase |
phase out.

How does that budget reduction compare to the levels of support estimated in
the co-operative agreements with the National centers? Currently, the budget is
below the amount we agreed to provide initially. We have been trying to find



ways to get more support at the centers in the form of industry use, computer
industry support, state and university support. We are evaluating the support
levels, various commitments, and the future needs.

What is the status of the phase i centers? They have been terminated as
planned.

To what extent have the Japanese been successful in marketing their
machines in the US? Only one machine exists in a university center at HARC.
This is the SX2, the world's fastest computer.

What success have us manufacturers had in marketing their machine in
Japan? There are no computers in Japanese labs or universties.

Are the Japanese unfairly cutting the prices of their machines? Don't know.
What is the administration doing in this area? Don't know.

What is the significance of seperating networking form the ASC program?
What priority does NSF attach to networking?

What consideration has nsf given to the establishemnt of a national higher
education computer network to support research and education?



Types and Attributes of Centers

Center type Examples $lyr Duration test Mission
STAR:Person/post docs Mead >1M till un-productive eng.& science expts.
Project/program Spur; CAD/CAM >2;>4 till finished breadboard, cabability
Uni.Facility (general) Supers 5-10 forever general facility for all
Uni.Facility/Discipline  MRC's 2-8 obsolete; economics facility and indiv. expts
Nat.Facility/Discipline  NCAR*,VLBA 10-50 infinite facil., researc staff

and visiting expts scientists

Discipline-development CER** .5-1.5 discipline stable develop a department
Field/discipline suport ERC's 1-3 people in a common area
or descibed by common name

Mission, sine qua non (eg. build x, research field y, operate z)

Structure attributes

"Centralization of resources" including: labs, fabrication staff, instruments,
computers, programs, and databases (measure of theory vs
experimentation)... not sine qua non (e.g. Berkeley Theory Center)

Additional Central Support and Overhead: fixed (including bricks and mortar,
variable, non-productivity measures)

Control of research: local (via one time grants to center) vs. peer review as
ticket to use the facility; includes industrial governance

Disciplinarity/coupling:

1. specific,

2. cross discipline,

3. general (all/any), and

4. multiple completely indepedent activities across one or more disciplines with
no common output (e.g. Design, Communication, Semiconductor, and Systems
ERC's)

Newness of area
Duration of centers: criteria for success and for termination; length

Output attributes
Competitiveness, industrial coupling, and transfer mechanism(s)

Training, and curriculum development

Impact on advancement of science

*National lab, which is "center” for university consortia is radically different of
DOE National Labs due to various factors. Could these factors be the key to
changing the utility of the DOE labs?

*CER=shared use facility (hardware, maint. and support staff, and ovhd.)

Gordon Bell
11 February 1987



26 October 1987

Dr. Daniel E. Koshland, Jr. Editor
Science

1333 H Street, NW

Washington, DC 20005

Dear Dr. Koshland:

Enclosed is a copy of the article or news story on a proposal for A National
Research Network that | spoke to you on the phone about today. The title might
be beefed up a bit as it is basically a proposal for a modern, superhighway
system for information flow among computers and people in the 21st century.
Senator Gore sponsored the original vision which the executive branch is well on
its way to ignoring.

Given the Network's broad use by researchers in science and engineering, and
crossing academe, industry, and government laboratories, | felt Science was a
logical publication.

| hope you can look favorably on the story, as | think the scientific community
badly needs the facility our FCCSET committee proposed. I'd be happy to live
with a shortened constraint of an editorial if you think such a format would be
appropriate.

Again, thank you for considering the article.

Sincerely,

Gordon Bell
Assistant Director



Dr. Carl Ledbetter
ETA Systems
?, Minnesota

Dear Carl:

Paul Rotar just gave a report on ETA's progress, and it sounds like you are progressing toward being a viable
supplier of scientific computers. It certainly aligns with my belief about how to succeed.

The most encouraging news is that you have a couple of UNIX ports nearing completion using just a few people.
This shouldn't be a surprise since so many ports have been done over the last decade. Having Unix for Piper and
the multiprocessors as the cornerstone of your operating systems is really important, especially since POSIX is
becoming a government standard. For the good of ETA and its users, | hope the multi-headed operating sytem
based on VSOS and Unix and providing backward compatibility doesn't get completed and marketed. I've never
heard a really positive word about the operating system, except that it would presumably let users access their old
files, but given the tiny base of 205's, backward compatibility can be solved in some way that doesn't penalize the
future. A single system will save everyone at least 100 million dollars and years of grief. Go for one UNIX system
and make it work!

| would hope the pipeline problem gets solved to improve the scalar speed beyond the 20% of a 205 as we know
this is the number one rule (which CDC discovered) in building the "next" super-computer. It's always a mystery to
me on how poorly, fundamental organizational knowledge (rules and myths) fail to get propagated to the actual
engineers who unknowingly make the decisions. Neal has a book which apparently can't be published that should
have this. (I would love to have a copy for my own use. Could you beg one from Neal?)

The nice thing about your processor is that it can now be used in a number of instances, and evolved with
technology. Let me encourage you to really go all out in reducing the size (and clock period) so that it can be used
in various future configurations. Spatially, | would think it could exist on a small card. Of course, having a
computer which would sell for much less than a million dollars and used by scientists and engineers without
massive bureaucracies and sales/support staffs is probably not possible within the ETA/CDC culture, but there are
examples of companies who have made successful businesses building smaller machines. 1 still believe small
computers help scientist and engineers substantially more than the large, big bang machines that really only
operate best behind secure fences with only terminal access. (Cray already has that small market, and | see
those users locked in and unwilling to retune their codes.) The problem, of course, with small machines is that the



government doesn't buy support them directly in the way we buy supers. Users have to really need and want them
to buy them, and when they do, they get much more computing than from the pooled approach.

As for building fast machines, we simply have no evidence about using more than a dozen processors sharing a
single memory in a single memory with automatic parallelization across loops (and this seems to require the right
hardware for fine grain synchronization). For course grain, message passing parallelism, we have several
examples of 1K computer systems (i.e. a processor and primary memory constitutes a computer) communicating
through fast switches on a message passing basis. IBM's proposed TF1 supposedly has more like 32 K, >100
Mflop computers in a MIMD configuration. A smaller number of your machines would make it easier to reach a
teraflop. This is one of the only two ways | see to achieving this goal... although it's unclear whether anyone can
program it and achieve anywhere near the peak performance.

As a seperate matter, | believe we need to be working on a standard, very fast, Big Room Area Network or
Campus Area Network to interconnect supers to each other and to high speed workstations, to networks, and to
back end database machines. | hope all the users have learned their lessons with the Network Systems
Hyperchannel and will not go off and buy another proprietary interconnect. Is there a chance you folks would take
the lead in this? How should it get developed?

Sincerely,

Gordon Bell
CC:

Erich Bloch

Robert Price
Paul Rotar



Mr. Seymour Cray
Cray Research
Chippewa Falls, Wisconsin

Dear Seymour:

Was glad to hear that the Cray 3 is coming along so well and that you are working on the 64 processor Cray 4.
Also, it's gratifying to hear that you have a new head of software.

Although | understand (by trade press, rumour, and reported speeches) that Cray is only interested in building the
most expensive computers, | believe it is possible to provide a line of compatible computers because of the basic
technology today, without jepordizing the company focus. This has to be done carefully though, or you end up with
another CDC. The approach CDC/ETA is using for building a one or two processor computer and their high end
multiprocessor from a single module looks fine and really should provide a great deal to the vast number of users
in small labs who have no access to large centers. | am convinced that having simple computers that any
laboratory can buy and operate really helps science and engineering more than having the very large machines
and bureaucracies that form around them. | don't believe in economy of scale, nor since the community is so slow
in adopting to parallelism (i.e. reprogramming), there seems to be no way to exploit a 125 Gigaflops on a single
problem. Similarly, the computer science community has been loath to work on the problem of helping the
technical users.

Having seen the size and shape of the YMP processor modules, | would like to urge Cray Research to make either
the modules or the design available to one of the companies building Cray-compatible computers in order to build
a substantially smaller, one processor computer not requiring the very expensive installation and operation. A
similar argument could probably be made based on using the Cray 3 modules. Alternatively, you might consider
having a wholly owned division or company who use this approach but would not absorb the resources in a
devisive fashion. It's conceivable that even a large company such as DEC would be interested in building small
computers in this fashion.

As a seperate, but highly related matter, | now believe the teraflop computer that would work on a single problem
can be built in the same time frame as the Cray 4. Two approaches look like they'll work:
« the large SIMD such as the Connection Machine It looks easy to program, given the problems have
adequate data parallelism.



the very large multicomputer formed by a collection of simple computers, interconnected by a high speed
switching network for passing messages. We have considerable examples of several hundred computers
operating this way now, but it's still unclear whether such an approach can be scaled up and built or whether
enough applications fit the model.

| would be interested in learning more about the Cray 4 and how even 64 processors can be made to work
together on a single problem... or if you are even going to try. The machine will still be useful as a package for 64
independent job streams, just as in the XMP. An alternatively, the message passing model can be used as in
today's small hypercubes.

As a seperate matter, | believe we need to be working on a standard, very fast, Big Room Area Network or
Campus Area Network to interconnect supers to each other and to high speed workstations, to networks, and to
back end database machines. | hope all the users and manufacturers have learned their lessons with the Network
Systems Hyperchannel and will not go off and buy another proprietary interconnect. Is there a chance you folks
would take the lead in this? How should it get developed?

Again, forgive me for writing another letter for gratuitous advice on how to build supercomputers.
Sincerely,

Gordon Bell
Assistant Director

CC:
John Rollwagen, President



Subject: The ETA P-series (Piper) Small Scale Supercomputer
To: Director

CC: Assistant Directors , Division Directors (CISE), Al Thaler
From: Assistant Director, CISE

ETA (nee CDC division building the ETA 10) presented their new, small departmental supercomputer. The
enclosed slides are relatively self explanatory. It is roughly a Cray 1 in speed, has a larger memory, and
costs $1 M and is easily installed. In contrast, a Cray may cost about $1 M just to install (no machine) and
it the power bill can run $100K per year.

From my viewpoint, it is simply another very solid data point indicating a dis-economy of scale in
supercomputing. On the next round of computers, | see this machine providing 30 floating-point operations
per second per dollar, whereas the new Cray YMP and large ETA machines look like they'll only provide
about 20. The small machine is only a factor of 2.5 slower, and hence with proper loading, should provide
comparable or significantly better turn-around to a larger machine in a center.

The Advanced Scientific Computing program does not support this kind of computing at all, and again, |
think science is losing. Our centers provide operations to the masses (about 5-10%) of the community,
where the average user project only gets an hour a week of Cray time. A few users get from 500 to 2,000
hours. My own view is that the average user gets an insignificant amount of computing, and this won't
result in a great change in the way science is done. A number of research groups need dedicated use -
which equates to roughly 100 hours of Cray time or 2 orders of magnitude more computing time in order to
really change the nature of science. This machine could easily provide the revolutionary change.

I know of no way to help the situation from our programs or from Washington. Unfortunately, I believe the
insignificant amount of time we provide through the centers, to serve less than 10,000 users equates to at
most 30-50 of these small machines.



| believe the research directorates should be looking at the situation on a discipline by discipline basis. A
revolution is possible if NSF can find a way to support some of these machines at least at major centers and
institutes from existing program and facilities budgets. Also, we should strongly encourage groups,
departments, and universities to modernize their facilities with this new tool.
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MEMORANDUM
TO: Gordon Bell
FHOM: Panl Rolta r/féza'(’ m
-~ ﬂ_-__-__'-____
NDATE: March 24, 10R7

SURIECT:  Centor's Pudget for FYSS-TYI0

The purpose of this memo is to inform vou of my concerns over
Lthe JTevel of funding provided for the centers in the TVY88 budget
requoect and Lo explain the funding nceds in FYST and FYQ0.

SUMMARY

The FYZR DASC  Dbudyet request provides about 445M {or the Phase TI1
‘nlers Program. Under the assumption thal CNSF  support continues
rough the end of TVYBK at level effort, the cooperative agreements

pyroject a need for $48.5M. However, depending on financing oplions,

EHT.0M Lo £259.0M e needed.,

Stalfing levels at three of Lhe centers are inardequate. Tn order that
the conlers operale at the scrvice levels necded for Phase IT7I, there
needs to bhe an average increase of 10 TTEs per cenler for ecach of the
next three fiscal vears. This would provide an average siaffing level
of A5 FTBs. This stafling buildup in FY88 will add %1.9M Lo the FYB7
base with even larger incremenls in FYRI and FYS0.

Equivment upgrades are necded at each center.  Some have  been planned
and included in the cooperative agreemeants. Others are needed, but
were not included. Upgrades in FYER will add 412.3M to $17.8M {0 the
FYB7 base depending on the lease term. At a five-vear lease term, the
conters need $54.5M for staff and cquipment in FY88. At the oplimum
three-vear term, $52.0M is needed.

A comparison of the cost of operating cach of the centers wilh NCAR's
SCD shows that the average center support is about $3M below that of o
mature full service conloer.

Collaboralive industrial programs have a long lead time and they have
not been 2ble to provide the additional needed funding.

funds removed from the centers’ program in the first vears need to
resztored so that each centnr wos the resources to provide services
al the Phase TIT and TV planning levels,
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Cooperal ive Agreement and Actonal Funding

L('\_H‘] 5

The Tollowing chart lists the FYB87 and FY88 funding levels for the
I'hagse TT  Centers Program. This chart represents only direcl support

of the centers and does not include Lhe New Technologies
remnants of  lthe HResources program, summel institules,
educabtion and the networking funds.

CNSF JVNC NCSA PSC SDRC
FYRT Coop Agml 6.2 Vlosi B q.0 L2
FY87 Actual Dy 2 Bl Bub 4.0 11 &5
FYB8 Coop Agmt 6.8 13.1 8.6 0 12
FYan Pudpgetb
FYRY Coop Agmt 6.8 14.4 St 10=0 12:0
FY90 Coop Agmt 6.2 15.0 8.7 12,0 121

This table has the following assumplions:

progtram, any
undergraduat e

Tolal
42 o5
AT
a8.45
AL, 0
5l 8

54.6

1) Cooperative apgreement amount extended al level effort Lhrough
FYQ0.

£0) No digslribution of the Tunds among cenlers has beoen
made at this lime.

1 The CISE budgel [or DASC ia 448.2M, bl 1.6M ia for New
Technologies, $1.0M  is for education, $0.5M is lor summer
institutes. %0.1M is needed for costs related Lo program
nelivilies, leaving $45.0M for Lhe conters.

a9 Assnmos thal cnoperalive  agreement amoun'! s are exbendoed
through the end of FY30; extrapolated at level effort.

5 CNSF-Cornnl]l National Supercompuling Facility

JVNC-The John von Neumann Center

NCSA-The National Center fTor Supercomputing
Applicatlions (IL)

'SC -The FPitisburgh Supercomputing Cenler

SDSC-The San Diego Supercomputing Facility
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Under the assumptions indicated, the FY8R CISE budget request shows a
shortfall of $3.5M from the cooperative agreement amounts.

An analysis of FY88 funding needs at the cenlters indicates that at a
minimum, funding at the cooperative agrecment Tlevels is mandatory if

these centers ave to be robust, full scrvice faciliticrs able to
operate on the leading eedgeoe. Lesser funding levels will prevent
adeqgquate  slaflTing levels, CI'U and hardware upgrades, and Lhe

establishment of collaborative resecarch programs with industry. Even
if funding were available at the cooperative agreement levels problems
would exist. The cooperative agreemenls have underestimated the costs

associaled with  Cull  scale, leading edge, lacililics becnuse NSF's
very  aggressive negoliations with the proposed centers produced
agreements providing funds below neceded levels. Theroe was expectalion

by NSF  Lhalt high levels of industbtrial funding would offsect any

problems., Nowever, wilh Llwo vears experience behind us and afler much

effort by Lhe cenlers, it has proven very dJdifficult to oblain

aigniflicanl contributiens. 1 do not believe wee can expecl any rapid
creases in industrinl funding.

1o quote from The Long-Range Plan  for Advanced Scientific Computing,
"Also it  is important that the centers provide a unique scrvice, not
available at local academic compuling facilities. We anticipate that
many of  Lhe major research universilies will soon be purchasing their
own supcrcomputoers., When Lhat oceurs, the centers will move inlo
Phase IV, - the upgrade of their machines (o  Lhe nexl generolion
(Class 7) ol supercomputers.” This Plan requires that advances occur
at the ecenters in staff, hardware and excellence of serviece at Lhe
centers,



Fage 4

The activities in a genecric scienlific supercomputing center may be

divided into a number of sections with Lhe [(ollowing stafling levels
ns follows:

Administrative & Secrelarial from D bo 10
Svsioms 10 Lo 20
Operat tons 10 to 2
User Jervices 10 to 20
Advanced Methods & lo 1n
Totals q0 100

The Administrative section is comprised of o dirvector, deputy,

adminislraltive assistanl, writer-editors and secretaries. The
adminislrabive assisltanl is n key porson in budget manavement and
"nancinl  details. In o large center, scveral writcer-oditors are
dod  and  the sgecretarial staff  isx vital for Llhe handling of
corlephones, travel, correspondence, meeting Lranscriptions, and

conforence logislics,

Svaleoms slall mainltain the operalting systems on the main machines,

fronl-ends and workstations., They also handle the svstems
responsibilitics regarding the commuanicalions and networking funcltions
within the «¢enlters, They perform any tailoring of Lhe system Lo the
local  environmenl capecially  in the areas ol  accounting  and
communical ions. Two to three persons are required per major hardware
item, i.e, the CRAY =MD, VAX  orv IoM front -eond, and common [ilce
svstoem. An additional few are needed for communications devices and
workstation software. In the latter area, someone with UNIX internals
skill is needed. This definition of svslemzs activity permits only

mainlenance. No wholesale development can occur.

Operations personnel not only operate the equipment, but frequently
handle maintenance for small systems, communicalions gear, lines, olco.
For twenty-four hour a dayv operation, seven davs per week, it takes
five FTTEs to have one person  on dulbly. Two or more are nceded for
sofety considerations, i.c¢., no one is ever left alone Tor the sake of
personal safety as well as cquipment safotwv. Also when attending to
the nends of nature the equipment is alwavs tended. If there i3 a lot
of data movement staffl is needed Lo handle media.
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Operations staff
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and  handling
Lhese devices. Workstations
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output.
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Staffing Levels

Staffing levels are expected to grow to between 80 and 395 FTES. Some
fTuctuntion will oCouUr depending on the budget and service

requirements, but it is expected that center staffing Tlevels should
avernge 85 FTEs by FY 1090. Following this staffing levels shonld

more or leass sbabilize, declining slightly in vOars aftfer major
upgrades and rising somcwhal in anticipation of upgrades. The
following table projects my estimates of the necessary staffing
leovels: Let me reiterabte that these levels are nol alfordable under

current budgots.

FYazT FY2R FYB9 FY90,
CNSF 43 hb ) 2
JVNC a5 nha 6GhH 13
NCSA 74 80 85 20
g 5 a3 53 Rh ]2
5c 73 78 a4 20
FY Tolale 268 220 370 432
An inerease of L0 FTEs 1s needed in FYB88 over FY8T7. At an estimaled

FYRT average anlary with henelits  of &®50K/FTE and building in an
inflation facltor, tLhis represents a need for $2.7M plus 1M Tor GRA
cxpenses or o total of about ®3M. G & A now averages 132%.

Allowing lor hiring delavs, at least $1.9M is required to gel through
ryan, Thr same patlern of increases and costls will continue hrough

FY9Q0.

The proposed ataff buildup will permit the centers to provide a level
of service and expertise that will distinguish them from centers where

cveles only are available. Our FPhase I ‘oeing center provided Lhe
fullest range of scrvice and consulting and was Lhe mosl popular
center. Naturally it was also the most expensive Phase T center.

Our centers must offer services comparable to Boeing. Staff is needed
to permit the development of leadership roles in gencrating new
techniques and technologies for computational science and engineering.

While some of this can be provided through the normal grants program,
Yernels of  expertise are  required at the centers. Resident
neultants and computalticnal reasearch ngssistante will provide the
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nucleus for activity in the New Technologices, Computalional Science
and Enginceering initiatives and other grants programs. Although there
is not now n specific disciplinary focus at any <enter, a small group
of researchers in one or two specific disciplines at rach center would
ensure  that the «oflware and services provided would enhance Lhe
scientific productivity for users of the centers and remove any
impression thalt the centers are merely providers of cveles.

The cenfers  should be Lhe focus for the initiation of new algorithms
and npplications which will migrate to the university centers. They
can  serve as a driving force that stimulates all supercomputing
acetivity in this countryv, bul only if propervly siafled. Curvent staff
levels at CNSF, JVNC and PSC in FYB7 will prevent any progress bevond
their present activity,

All cooperalive agreement budgets include cquipment  upgrade
arrangements  for all centers  excepbt  SDSC. ADSC not only necds an
upgrade in terms of computing capacity, bul it alse needs an SSD to
enhance  the inleraclive environment. The CTSS time sharing svatem
operated only on disks on o machine withoul virtual memory spends a
lot of time rolling job images in and out. Tn general CTSS overlaps
this activity fairly well at SPSC Dbecause of restrictions on memory
use, but this improvable with an SSD. Also, there are 1/0 intensive
problems thal will nol run well without an SSD. The SSD should be in
the FY8R Dhudget because it would help relieve the saturation at SDSC.
SDSC also needs $0.6M for mass storage upgrades in FY88. The CPU
upgrade i3  necded bv TFTY8S9. The SH5D costs 43M for a 128 Mwd unit, but
it could be leased for $1.0M per vear including maintenance. In FY89,
the CPU upgrade will cosl $20M or more. Allowing for a $5.0M trade in
and  amortizing over five vears, lhis adds $3.84 to the budget
beginning in FY89,

An upgrade al CNSF, from an IBM 2084 to an IBM 3090 400 with veclor
facilily was provided by the vendor al no cost to NSF in Ocloler 19826.
CNSF ond  IBM  have worked oul an  agrecement whereby in FYE7, CNST
~rovides 12 svstem=z and applications staff to support tailering the
"twarce Lo Corncll’s environment and providing feedback to IRM on
3F’s software necds and IBM’s software performance. IBM then
provides a no cost upgrade te the existing TRM 3090. This would add 2
processors and increase both the main and extended memories to
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the maximum available. Then in FY88 a second 3090 model 600 would be
installed at an eslimated cost of $10M. A high-speed channel,
100MR/zce or Taster, would link the lwo systems. Tt will provide the
CNSF wilh about three times the current capacity and enable usecrs to
aggreyate more processors on a single problem. This is an important
up¥rade because CNSF has the goal of making parallelism work. The
410M could be financed over a period of [ive vears at a cost of
$2.0M/vr.

The PSC  budget doubles from $4M in FY87 to &8M in FY88 because cost
sharing was front loaded and NSF furnished a CRAY-1S5 as a $3M trade
in for the X-MP/48. It increases another $2M in FY89 to provide a
funding level that will allow for an upgrade in FY89. The PSC budget
assumed that the purchase price of the upgrade would be $17M. At this
time it is believed that this falls short by $3M. To correct for this
an additional $0.8M per vear is needed beginning in FY89.

The expected price increases for the upgrade also offect NCSA. They
have level funding of $4M per vear for the Supercomputer main{rame.
ssuming that they trade in the XMP/48 and refinance the balance along
ith the upgrade, they will neced an additional $1.5M o year beginning
in FY893.

The FYB8 upgrade al JVNC from an ETA-10/4 to an ETA-10/8 has a
purchase price of $8.8M. Amortized over {five vears, this has an
impact of $2.2M annually. Also JVNC nceds funding for the ETA-10/4
which was removed in FY87. This comes to $3M annually.

o

$13.3M. With staff the overall increase from FY87 to FY88 should be
$16.8M. Thus the c¢enters neced $54.5M ($37.7M, (FY87 base) + $16.8M)
in FYS8. The increase in funds from FYB7 to FY88 of $7.3M does not
come closer to the amount needed to cover the additional staffl and
upgrades.,

Upgrade needs for FYRB therefore total (0.6+ 1.0+ 2.5+ A4+ 2.2+3).

Optimum Financing Period

In this paper, a five-vear pavoff period was assumed for the mainframe
upgrade discussion. However 1f the centers are to remain at the
forefront of computing technology, payoff periods of three vears for
supercompuling equipment are more appropriate Lo permit the centers to
obtain lcading edge equipment. This is consistent with the
January 12, 1987 statement to a subgroup of the PAC” the NSF
Centers should exist with the largest peak power forever" The five-
ear amortization schedule understates the annual problem by $4.2M.
lso, the cooperative agreements would have to be extended for much
longer periods to cover the financing.
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Comparative Costs

Another way of looking at the center’s costs is Lo compare them with
the cost of operating the NCAR  Scientific Computling Division (SCD).,
Tn FYR7 the NCAR budget haos $21.8M for science, %13.8M for the 3CD,
20.6M for admipistirative aclivilies. The cost Lo run SCD includes a
proportional fraction of the administrative budgel ($3.7M) and for
compoaricon wilh the DASC  centers, 1L should include about $0.50M for

its share of the building. This gives a toltal of $18M. As it now
stands, the CISE TYR2 Dbudget request for the contere averages $9.0M
per center. Since 'SF contributes about 60%, each center will now

vreceive $15.0M annually from  all sources  which is  $2.0M per ceonter
below the cost of operaling a mature, full service cenber,

Other Considerations

ithis memo concentrates on most of the large buldget items. It should

no! be considered an exhaustive list. Tmprovements in dizk capacity
and  performance may be desirable additions Lo the upgradldes.
Tnztallation costs for upgrades can easily run to $0.3M/site. As
staff increases cosls for space, furniture, Lravel, materials and
supplics also itncrease, In PY86 and FYS8T7 48.9M was vemoved from the

program, i.ec., funding o)1 below the cooperative agreements by this
amount ., Tl this continues as proposed through FY23 o total of 411.9M
as become unavailable to the centers. Tt is arguable that the money

could not have been zpent well in FYRG and FYR7 because of slartup
problems in two centoers, Now that startup problems have been overcome
these funds need to bhe restored so Lhat progress maov  be made. To
continually fund the program at lower than needed annual levels will
necessarily result in one of two outcomes. Bither all the centers

will e forced to lower desired staffing, service, and compuling
resource levels or NSF suppert must be withdrawn from one or more
centers. There is  little to be gained financially from the latter
approach because NSF would have significant termination  costs,
including pavoffs for existing machine loans, severance pay, building
mortgages, otc, Also, we will lose leverage from all  outside funding

sources. Further there 1s no assurance thaol the monics saved after
withdrawing support would be made available to the remaining supported
copltors. On the other hand, the inevitable resull of a policy of

~ontinually funding below adequate levels is  the ultimate withdrawal
NSF support from all the centlers. Al some future date this may
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well e  appropriate because the centors will hove matured and hecome
able ta  obtlain sufficienl non-NSF funding. However, at Lhis Lime,
this policy zimply preven!a them from mecting our mutunl goals.

There is  evidence thal the failure Lo fund the program abt the

cooperrative  adgreement levels  has causced A distrust of NSF's
willingness Lo commit to the future of Lhe program. Certain
entreprencurial arrangemenls have become clounded and donations from

now roquive matching funding from the NST. The NSF  is not the only

arganizant ion that wants leverare and matching  funda. There ig less
willingness for the Cenlers’ olhor funding partners to provide more
fund= than before,

The collaborative induslrial programs need years to become ecstablished

and 1o grow. Only three  substantive agreemenlis are Lo he in place
rounghly two  wvears into  Uthe Phase 1T programs: These are the NCSA-
Kodalk, the CNSF-Corning Glass antl the ADSC-Aerojot General
rangements. The collaborative research route has lTong Tend times,
F'policy prohihits the centers from selling tLime direcily. This
makes T diflficult to «quickly raise money lo offaet any  NSF

redoct tons,

Pl |

T have heard expressions of dissatisfaction with the progress of the

centers allthough our reviews last summer were faverabhle, It should be
vemembhered Lthal the Phase IT1 eoenters  have  only  been  in operation,
i.e., providing significant service since Jan 198G. This is only one
vear ago. The last lwo were on line btoward mid 86, Only one {SDSC)
wias lorped  and managed by o trained cadre. The olthers were spnn up
nsing some help from Lhe local Universities, bul  arc largely under a
management and  staff that is learning. This approach allowed some

dollar savinpga, bul wilh some mis--ctep.

However considering their experience level, theyv have donce well and
are improving constantly. There are now signilicant scientific
results from the program. Examples may be found in  the reporls the
centers provided atb the November PAC meeling. The PPSC has publisheod
some  of these in "Examples of Science Done at the Pittsburgh
Supevrcompuling Conter.™
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The Funding Summary FYR8 FY90
The following table, based on a five-year amorlization schedule, shows
the centers’  budgelb shortfull for FYR8 through FYQ0. The oxpected
budget level in FYB89 ond FYZ0 assume a 12.4% annual DASC increasce
based on FYR7-FYZ2 ecxperience.
TYRR FYR9 FY90 Overall
"YB7 hase & inflation 38.8 40.0 Al 2 Shortfall
taff 1.3 5.8 10.4
sDSC Upgrade 0.0 3.8 3.8
SDSC 88D 1 1 1
SDSC MSD A 0 0
NSTF Upgrade 2 D 25D Zed
2R ”1)}:{]“"1(]'7? 1 = b
e trade Correct ion 0 0.1 0.n
JVN pgrade ETA10/1 3 3 %
JUNC Upgrade BTAI0/8.2 202 2.2 2.2
NCSA Upgrade Correction 0 1.6 1.5
testore Transfer Fund 6.5 0.5 Q.0
Annunl Requirement LG S 6538 62.9
hudpgel Tevel 15 0.6 569
Shortfall 25 12.6 Iz 1.1
A asimilar toble based on o three-veor amortization schedule:
FY®&® FYRAD FYOoo Overall
FYB7 base & inflation IR.8 40 a1.2 Shortlall
Staff 2.0 5.0 9.0
SDSC Uperade 0.0 5.0 .0
SDSC SSD 12 1.2 1.2
SDEC MSD 0.6 0 0
CNSF Upgrade F: 9 2.9 3.9
PSC Upgrade 4 2 A
PSC Upgrade Correction 0 1.2 1.2
JVNC Upgrade ETA10/4 4.7 1.7 4:7
JVYNC Upgrade ETAL10/8 3.1 3.4 3.4
NCSA Upgrade Correclion 0 4.5 4.5
Restore Transfer Fund 0.5 0.5 0.5
Annp Requirement 59 Tidwd 72.8
Ru« Level 45 50.6 56.9
Shov, fall 14 S 21.9 58.4
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Conclusions

Funding is dependent on performance, but performance is also dependent
on funding. Therefore, T belicve it i imperaltive  thatl the Ffunds
removed Trom  the centers’ program in Lhe firsl vears be pul back in
the later vears beginning in FYS88 to permil ecach center Lhe resources

to provide services at the Phase TI1I and IV planning levels. The
previous ables illustrate the benelits of such o restoration. At a
five-vear amortization, the restoration of $11.7TM covers Lhe expecled
delicit . At a  three-—-year amortizalion, il covers  abhout  half.

Furthermore, such an increase would make the cenlers’ annunl operating
budgetls =imilar to Llhose at older, well established institulions.



Subject: Alternatives to fund the centers up to their desires and abilities?
To: Director

From: Assistant Director, CISE

Date: 21 August 1987

Based on the what I heard at a recent meeting reviewing the centers plans, it is
clear that the ASC centers have the ability to absorb an arbitrary amount of
funding for the following arguably reasonable things:

incremental equipment for better balance (e.g. memory, disks, lines)

upgrades to prevent center obsolescence

increased capacity to meet industrial needs and opportunities

"batch" and remote visualization equipment for movies

and lesser priority items including:
courses
grand challenges in computational science
new technologies and new techniques in parallelism
scientists to help in parallelization and visualization
interatctive visualization at the user level

We cannot possibly meet the requests. The disturbing fact is that NSF is the
sole source of support at nearly all of the centers except Illinois, and the
degree of support is increasing. Our current approach to funding has literally
reduced industrial support. Except for Cornell and Illinois, the centers are
really decoupled from industry; they are customers rather than research
partners.

I would like to find some other ways to share this incredible funding burden.
Here's my current list of options (ideas):

1. Status quo. NSF funds it all centrally, as we do now in competition
with computer science. This is the worst of all possible worlds because the
use of the facility is completely decoupled from the supply of the service.
By being in CISE, nearly everyone associated with the budget, gets the
erroneous conclusion that people working on computer science and
engineering research have something to do with the centers. Little or no
coupling or use of the centers is made by computer science. The machines
aren't suitable for computing research, nor are adequate funds available for
computational science.

If I make the decision to trade-off, it will not favor the centers, but rather
centers will be funded at about the same as overall science.



2. Central facility. NSF funds ASC as an NSF central facility. This
allows the Director, who has the purview for all facilities and research to
make the trade-offs across the foundation.

3. NSF Directorate use taxation. NSF funds it via some
combination of the directorates on a taxed basis. The overall budget is set
by AD's. DASC would present the options, and administer the program.

4. Directorate-based centers. The centers (all or in part) are "given" to
the research directorates. NCAR provides an excellent model for say BBS,
and MPS. Engineering might also operate a facility. I see great economy,
increased quality, and effectiveness coming through specialization of
programs, databases, and support. This is partially happening.

5. Co-pay. In order to differentially charge for all the upgrades and
incrementally nice facilities a tax would be levied on various allocation
awards. Such a tax would be nominal (e.g. 5%) in order to deal with the
infinite appetite for new hardware and software. This would allow other
agencies who use the computer to also help pay.

6. Manufacturer support. Somehow, I don't see this changing for a
long time. A change would require knowing something about the power
and throughput of the machines so that manufacturers could compete to
provide lower costs.

7. Make the centers larger to share support costs. Manufacturers
or service providers could contract with the centers to "run" facilities. This
would reduce our costs somewhat on a per machine basis.

8. Fewer physical centers. While we could keep the number of

centers constant, greater economy of scale would be created by locating
machines in a central facility and running them more like LASL and LLNL
where each run 8 Crays to share operators, mass storage and other forms
of hardware and software support. With decent networks, multiple centers
are even less important.

9. Simply have fewer centers. but with perhaps increasing power.

10. Maintain centers at their current or constant core levels for
some specified period. Each center would be totally responsible for
upgrades, etc. and their own ultimate fate.



11. Free market mechanism. Provide grant money for users to buy
time. This might cost more because I'm sure we get free rides at places
like Berkeley, Michigan, Texas and the increasing number of other
institutions who do provide megaflops to their users.

I really question how we are going to fund this program in any fashion which
permits the facility to be "traded-off™ as part of a total research program. Only
the disciplines can do this. I believe we should do the following:
1. consolidate equipment in fewer equipment-based centers to reduce cost
and operate fewer physical centers at a greater economy of scale
2. have 3 or 4 directorate based centers and 2 or 3 general centers
3. use co-pay as a means to look at real need and as a way to fund
specialized facilities such as 35mm movie equipment

Can I have your help on this matter?



why was it necessary to establish a central directorate for CEVR
computing?

< P —

CISE recognizes the pervasiveness of the computer in society today and
the unique opportunities for computing at this time. — 227

alon| Tw? . 2 e
The information seciety,whiehis the largest sector of the economy is
based on computing and communicatwn Lgst as mechanisms were the oo fre T
basis of the industrial revolution, sihatérs are the basis of the i
information revolution. £ aes

Computing is found in virtually every scientific and engineering discipline \7 o
as a base either as a tool or a component, and it is a science in its own
right. In science, the Nobel Laureate, Ken Wilson, and head of the Cornell
Theory Center housing one of the NSF supercomputer centers, expains
computation as the third paradigm of science. The first being theory, and
second, experimentation. -

.~$a£’

History has shown that government funding of computing research has been e 2

the main driving force of the revolution in computing-that has become-the—

4 5y I o 12 ('14 . /: o e ’~~
Finally, today, we have a nawsppor:tum{g vis a vis parallelism to come off '
the technology evolutionary path of the last few decades that provide only

%10 of performance per decade. Th= Ary, ws ha 00 g felb” as 1l Copti

How Do you see Computing research affecting Competitiveness?
Directly thro ducts. We have history of revolution that has
occurred b ncﬂ‘hgJ university research -The Army funded Eniac and Edvac
at Penn, the first computers that became the basis of modern computers,
and the designers went on to create Univac. At MIT, ONR funded Whirlwind,
from which came core memories, real time, air defense, air traffic control

computers, interactive computing and the first computer aided x>
manufacture. Digital Equipment Corporation came almost directly from ?\ \’;_
the Whirlwind effort and team. Timesharing was first implemented at L @
MIT; this became the basis of all modern computing. Graphics research, %-1
initially at the University of utah, became the basis of all workstations e - \
and PC’s, its how computers are beginning to be truly useful to everyone. g *Q%
ARPA funded communications networks for computing. The artificial - NS
intelligence-based expert system at Digital to specify how computers are « = 3, 1
put together was first prototyped at Carnegie Mellon U. This was the bas1s\ . o
N

of the emerging Al industry. Universities are the main source of ideas and 2 ' J\
programs in VLS! design.— i el ame we s i ” s
p : e ) ? : w4 : A
Only this week, these example of NSF funded projects came across my ’
desk: Don Knuth's program, TEX, is now the'basis for modern typesetting of ',
scientific and mathematics manuscripts. Two different parallel R
processing schemes, are now implemented by S companies. A research at "ot




support and the contract was ciear from the beginning that we were not
going to continue support when our own phase |1, centers became
operational. The phase || centers are all now operational, pretg=muetr
according to our plan. By cutting our Phase Il centers back 158, would be a
disaster; we simply can not maintain the systems at the performance
levels we need, that is having the latest, and highest performance
computer available on the market. This requires amortizing a computer
over 3.5-5 years, the gestation time for a supercomputer. | do not support
the concept of a “free market mechanism” for machine time at this time,
whereby anyone can supply cycles. This mechanism didn't work and was
the main drive why the government had to step in and form the ASC
program in the first place. /

>

| am in the process of reviewing whether we have adequate funds to

maintain our existing centers with the latest computers. It 1ooks as if we ) ..-rw«
are going to*haye to need more funds. | am not requesting more at this fane sifarbd
time, but believe we want significantiy more help from computer 7 pani, FR.
suppliers, several of the states, some of the universities that host the e ; i
computers, and industrial users. | believe the government is paying too ‘ ,,
much of the freight. s fud

e 1.4
Are you happy with the Program? 3 ; by

Yes. We have 6K people on 2K projects, at 200 sites in all states. We see
exciting results almost daily.

One of the great benefits from the program to date is the side effect of
causing a number of great universities to acquire their own
supercomputer. | don't believe any great university can afford not to have
this kind of capability. For example, Berkeley has a small Cray XMP and an
IBM 3090/200, Texas, Ohio State, Minnesota have or acquiring Crays. |
hope the ETA computer will be successful, and replace the CDC 205's at
various universities that have them. Michigan got the second 3090 after
the center at Cornell. IBM has installed 40-3090/200's which could supply
signficant computing power (each processor of a dual is about equal to a
Cray 1). Infact today, | estimate that we have the equivaient of over 110
times the Cray | available to the university research community, about 70
of this is in unis, about 40 at the centers (including NCAR) in 4 Cray xmps,
1-Cray 1, 1-3030/400, and 2-CDC 205's that are to be replaced with a
machine of 20x a Cray 1.

As an alternative, three companies are building and installing mini-supers,
all of which can do many of the tasks supers can do on a cost-effective
basis. Many more designs are in the wings.

As the person responsible for getting about 3000 computers of the
minicomputer price class into the scientific community in the form of




vax, | think the future will give us lots of options in the way to do
computing. Today, supercomputer users generally access supers at the end
of a very slow network. This limits their own abilities in a different way,
particulariy in being able to visualize results. Many things {other centers,
superminis, and networks) have changed since the establishment of the
centers program, and we must continually evaluate the options for the
future.

In all scenarios, | continue to see the need for a few centers which have
the latest and fastest computers.



Litah has just implemented a text searching scheme that promises to be
able to retrieve any text in any size database in virtually O time.
Kamakahar's algorithm at BTL came out of extension of his thesis work at

UC/E.

The supercomputer centers produce results regulariy: America's cup, Kodak
Material, Corning {1/6 throw away) simulation of the new superconducting
materials, search for cold virus serum, molecular modeling and
computational chemistry, we even have work to use the computer as a
computational telescope.

N
Computers are critical to CAD,CAM,CAl, CAl, .. in every environment from
home, office, laboratory, vehicle, or factory. We especially are focusing
on hardware in this budget, note the increase in the MIPS area.

Finally, we still have a + balance of trade in computers, but its fading
fast. Japan is breathing down our neck in every phase of R..D, and every
area from Al to payroll.

Bottom line: We have no trouble in measuring results, including gestation
times. It is quite rapid, and it can and must be even faster.

What are you doing to help the education process?

| ey believe that the big force that drives the education process comes
from the right balance between research and teaching by first rate
researchers. Much of research comes from student questions.

Let me give a homely example of the interaction of teaching and research. |
took 6 years off from Digital to teach and do research at Carnegie Mellon
university from 66-72. | wanted to explain how simple computers were
and to have computers design them. We came up with 2 notations, that
later became languages to describe, simulate and ultimately now to begin
to automatically design computers. The text we wrote 1s still a classic on
computers, and many simulators use the language, and at least one
company sells the program. All of this came out of a research direction
and drive that was largely pedagogical.

| also believe that the work we are doing indirectly in CAl in some of the
leading universities will ultimately filter into all forms of education.

Are you familiar with Rep Sabo’s Proposal to have NSF fund the
Phase | centers by cutting 15% from the Phase 1| budgets, and
then ultimately go to a free market for all supercomputer
service?

The Phase | program was established to buy computer time from various
organizations, including three companies and three universities (Colo
state, minn, Purdue) who had supers. We had no long term commitment for



Long Range Plan for Scientific Computing .. has been submitted. Qriginal
plan is too il1-defined and open ended to manage. It is being segmented
into smaller, more manageable and measureable parts. The role of the
centers needs to be somewhat more than a provider of cycles, yet smaller
than all the activities that could be addressed. It is difficult to express
the notion of a central facility which is interconnected to a common

facility and broad set of techniques (See attached.)

How does that vision fit with NSF overall view of academic computing
needs? We are making a survey to determine the needs for scientific
computmg since the centers. This would include all facilities,
workstations, networks, etc. We have an informal survey of computing
today in academe for thes scientific community and the FCCSET committee
will take on this formally.

what areas will NSF emphasize in the CISE directorate? CISE includes a
broad range of topics in computing, automation, robotics, and
communications networking research.

In what ways hs the computing community bgeen involve in reommending
priorities withing the fields encompassed within Cise? Each of the 5
divisions have advisory committees. | have integrated the combined
views.

How has the development of new more powerful and less expensive
computers impacted the Irp for providing the academic community with
advanced scientific computing capabilities? We have not changed the plan
to reflect the fact that a new class of machines, the mini-supercomputer
is available. We see it as being as pervasive as the minicomputer and an
important computing for individual groups and departments. A very large
fraction of all computing would be done on these machines, just as in the
past. This would not diminish the need for centers. The only effect would
be to increase the pressure for better interchange of programs.

How have dvelopments in Hardware and software impacted the
computational needs of the community? Unclear.. continues to stimulate
it to new heights.

Given changes in the computing field in the recent years, how does the
Bardon Curtis report recommendation of 10 NSF s/c centers at academic
institutions relate to your Irp? The need for the plethora of center is
being satisfied in a number of ways: IBM, and the states.

Uitimate budget for sc in 87 was Sm below the orginal request, how was
that reduction distributed and what were the consequences of the
recommentdaiton? Cut from von Neuman, Cornell, and hastened Phase |
phase out.



How does that budget reduction compare to the levels of support estimated
in the co-operative agreements with the National centers? Currently, the
budget is below the amount we agreed to provide initially. We have been
trying to find ways to get more support at the centers in the form of
industry use, computer industry support, state and university support. we
are evaluating the support levels, various commitments, and the future
needs.

What is the status of the phase i centers? They have been terminated as
planned.

To what extent have the Japanese been successful in marketing their
machines in the US? Only one machine exists in a university center at
HARC. This is the SX2, the world's fastest computer.

what success have us manufacturers had in marketing their machine in
Japan? There are no computers in Japanese labs or universties.

Are the Japanese unfairly cutting the prices of their machines? Don't
know.

What is the administration doing in this area? Don't know.
what is the significance of seperating networking form the ASC program?
What priority does NSF attach to networking?

What consideration has nsf given to the establishemnt of a national higher
education computer network to support research and education?
:J_‘t[i \Gi‘ff-r‘;':’ \""r { - gooF
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MEETING THE GRAND CHALLENGES OF SCIENCE
AT THE NATIONAL SUPERCOMPUTER CENTERS

IN THE BEGINNING . . .

In the two years since the National Science Foundation announced the
establishment of National Supercomputer Centers, much has been
accomplished.

The National Centers have acquired, installed, and are operating their
supercomputer systems and have obtained staff for management, operation,
networking, provision of user services, and new projects such as visualization.
The Centers are fully operative -- some centers are already saturated and total
usage has been growing rapidly. In the brief two year period, researchers in all
scientific and engineering disciplines have gained access to a wide range of
advanced computing capabilities. At this time there are more than 3000
scientists using 3 CRAY X-MP's, a Cyber 205, and an IBM 3090 at the National
Centers. We serve virtually every discipline of science and engineering.

The Centers have been successful at attracting non-NSF support to help in
these efforts. This includes (i) donations of computer systems and workstations
from the computer industry, (ii) corporate support for industry/university
collaborative research, (iii) state and university support for networking and
communications, workspace for staff, renovations, and new structures, and (iv)
industry discounts on equipment and software. = The NSF Centers have many
means of access. Several of the Centers have established consortia networks
to support remote access. Some Centers have used more ad hoc methods -
"800" numbers, packet-switching networks, etc. The Centers also continue to
support rapid development of NSFNET and have assisted in its early stages of
implementation.

AND NOW TO THE FUTURE . . .

The best and proper role of the Centers in the future is the key issue in
establishing plans and budgets. In December 1986 the Directors of the six NSF
Centers (including NCAR) met to discuss future directions and the resulting
program needs. The Directors agreed upon the following goal for the National
Centers:

"To advance science and engineering as far as the cutting edge of
computational technology will allow."




The purposes of this paper are to express the means by which the Centers
will address this goal and to seek from the Foundation the level of funding
required to make it possible.

TO ADVANCE SCIENCE AND ENGINEERING.. . .

The Centers have created an intellectual and computational environment
that encourages bold attacks on truly important problems. They are now
attracting researchers in universities and industry to collaborate on
interdisciplinary problems of national scope and with common computational
needs. To fully realize the potential of the Centers, there must be substantial,
long-term support at the national level for a broad intellectual and
computational environment.

We see emerging several examples of very significant national and
interdisciplinary problems (which we choose to call Grand Challenges). Below
we discuss, in general terms, the requirements for achieving major successes in
these areas. We follow this with an assessment of what is needed in order to
help the centers meet these requirements. The problems are:

1. Electronic Structure - the binding together of atoms to form molecules and
material substances underlies many disciplines of science and engineering
(chemistry, biology, materials science, etc.) and many industrial areas. The
Schrodinger equation accurately describes this binding. In practice, the cost of
simulation rises rapidly with the number of electrons. Supercomputers are
essential for greater than 4 to 100 electrons (depending on the algorithm and
degree of reliability one seeks). A rich set of algorithms exists for the study of
electronic structure. Nevertheless, major technological and algorithmic
advances and novel computational strategies are needed to go much beyond
this level. Advances here can have a major impact on the technological base of
our society.

2. Molecular Biology - accessibility of supercomputers has enabled scientists
working in the area of macromolecular modeling to make significant progress
toward a fundamental understanding of the nature of the molecules of life. New
breakthroughs have already been made in the structure and analysis of a
human cold virus and in quantitatively predicting the relative enzyme-substrate
binding energies using an empirical potential energy model. These advances
hold great promise in the area of pharmaceutical chemistry. Supercomputer
access has also rapidly accelerated directed efforts toward rationalizing three
dimensional structures of proteins on the basis of their amino acid sequence.
This area of research, known as the "protein folding problem" is fundamental to
an understanding of structure-activity relationships in biological systems. The
more powerful supercomputers of the future will still be challenged by the size
and complexity of such studies.

3. Global Geosciences - observations over the last few years have revealed
striking changes in key indicators of the state of the planet: the atmospheric




concentrations of carbon dioxide, methane, fiuorocarbons, and ozone are all
changing dramatically, indicating that the dynamic balances that control the
planetary environment are being altered. We see an emerging image of
profound change occurring on the scale of decades to centuries. In
contemplating the immediacy and threat of change on the global scale, science
has discovered anew that processes on vastly different spatial and temporal
scales are all interrelated in the components of the Earth System--the
atmosphere, ocean, land surface, and the terrestrial and marine biospheres. All
respond to variations in the solar energy that drives the system, and all are part
of the complex process of controlling the Earth's energy budget and the
planetary environment.

The challenges of understanding and predicting global change are not only
straining the capabilities of the most advanced supercomputer systems,they are
forcing re-examination of the traditional roles and structures of the Earth
Sciences, of the aims of individual scientists, of the organization of university
departments. The scientific community, federal agencies, and governments
throughout the world are responding with initiatives such as the World Climate
Research Program, the proposed International Geosphere Biosphere Program:
A Study of Global Change, the NASA Earth Systems Science Program, and the
NSF Global Geosciences program.

4. Computational Fluid Dynamics - The nonlinear, sometimes chaotic,
aspects of flow processes are pervasive in science and engineering. Much
progress has already taken place, including the development of the theory of
solitons and other nonlinear waves and the analysis of routes to chaos in
dynamical systems. Computational studies have been particularly effective in
analyzing these problems and extracting new ideas. By supercomputer
simulations scientists and engineers can, for example, perfect the design of
vehicles to reduce drag and increase flow mixing to improve combustion and
heat transfer.

Similar advances may be expected in such wide ranging problems as
methods to predict oil reservoir dynamics, ocean surface wave interaction,
atmospheric data simulation, and environmental engineering. Even modest
improvements in these problems are worth billions in potential cost savings
each year. Problems of major interest are still waiting, however, for more
powerful supercomputers to make them tractable - to simulate full-scale
aerodynamics for the next generation of aircraft, for example, the computer
system must be capable of producing one billion operations per second on a
sustained, real performance basis

5. Decoding Genomes - Advances in laboratory techniques in mapping and
sequencing genomes of living organisms are challenging the ability of
computational resources to keep up with rapidly increasing needs in genetic
modeling and the coming flood of detailed genetic information.Within two years,
Japanese devices are projected to be capable of sequencing over 1 million
base pairs per day. The community is discussing the technical possiblity of
sequencing the entire human genome (3 billion base pairs) within the next
decade. Some believe that it would be better to concentrate on lower




organisms first. Regardless of the outcome, there will be an explosive growth in
the years ahead of sequencing of genomes.

The very nature of this research is inherently interdisciplinary, drawing on
many subfields of biology, as well as numerous aspects of computer science
and computational technology. The data storage and computational
requirements will strain today's supercomputer systems. Clever new algorithms
and computer architectures are needed. Clearly a national network is needed
to tie together the laboratories producing the new data, the biologists using the
data, and the national centers (such as the Los Alamos DNA database) storing
and processing the data.

6. Brain Mapping - Sir Francis H. C. Crick observed, "There is no scientific
study more vital to man than the study of his own brain. Our entire view of the
universe depends on it." Basic information is still lacking in such areas as
measuring and displaying individual differences among human brains;
organizational changes as affected by genetic factors, human growth and
development, and trauma; dynamic processes - electrophysiological, metabolic
and biochemical; and structure-function relationships as they relate to
perception, judgement and behavior. It will be a major challenge to develop a
system capable of mapping in three dimensions and displaying the entire
human brain at microscopic levels of detail. The demands for storage,
manipulation and processing vast amounts of information are immense but
overshadowed by the need to develop algorithms to identify and quantify brain
structures, modeling of dynamic processes, and developing relationships
helpful in diagnosis and treatment of disorders.

7. Modeling the Global Economy - As our planet moves toward an integrated
global economy, the need for realistic computational models of this complex
system becomes more acute. There has been progress in particular models
(Project LINK, Input-Output, FUGH, etc.) which take a certain mathematical
framework and interact with data bases. However, each model captures only a
part of the interactive system. What is needed is a major interdisciplinary effort
to create a super-model which couples together the key processes which we
know to be important, such as demographics, resource distribution, monetary
flows, transportation and communications networks, trade flows, variations in
political and economic systems, etc.. This will require bringing together for
extended periods leaders in many different sub-fields of economics and political
science, with experts in mathematics, algorithms, and the science of complex
interactive systems. In addition to reforming the mathematical model, vast holes
in the databases representing the real world need to be filled. Such a goal
obviously will require international cooperation and a decade or more of work.

THE ROLE OF THE NATIONAL CENTERS IN THE GRAND CHALLENGES

We find that there are some common prerequisites for achieving full benefits
of supercomputers in these Grand Challenges. First, each of these needs a
fully interacting computational community from a wide range of disciplines to
ensure that the best algorithmic and scientific approaches are identified and
pursued. Second, each needs continually evolving facilities at the cutting edge




in capabilities and performance to ensure the best use of algorithms and timely
solution of problems.

The key roles we see for the centers in addressing the Grand Challenges
are: First, they provide a concentration of technical and computational
expertise capable of supporting these projects. Second, they provide major
resources at the leading edge of computational technology,that have to be
centralized for maximum capability and performance because their cost is and
will remain beyond the reach of most universities. Third, they provide a flow of
information between various computational communities solving these
problems - avoiding duplication of effort and speeding the widespread use of
new information and computational techniques. Fourth, they interact with
industry through collaborative research, training and the communications
inherent in the U. S. scientific community, in productive ways that enhance
technology transfer.

There are many applications of supercomputers that require the full range of
human and technological resources of a national center. The centers will have
a critical role in inaugurating new scientific and engineering applications and
will transfer these technologies to the industrial and university computational
science and engineering communities. This will contribute to strengthened
United States competitiveness in the world marketplace.

... AS FAR AS COMPUTATIONAL TECHNOLOGY WILL ALLOW

The National Centers are ideal for commissioning tomorrow's
supercomputers. Once these systems are acquired, the Centers will operate
them, establish a user base, and install vendor developed enhancements.
Scientists will benefit by early access to systems of the future and the computer
industry will benefit by favorable exposure and user input on projects in
development.

There are desirable features of computing which are of great importance to
the computational science community but which have not yet materialized.
These include higher bandwidth I/O channels, interactive graphics, improved
mass storage systems, and standards. The Centers are, individually and
collectively, attempting to influence the computer industry on such future
developments.

The economic competitiveness of the United States requires rapid
advancements in our technology and this, in turn, requires a steadily new and
increasing supply of technical experts. The Centers are one of the very few
resources available for training and educating students and young investigators
in supercomputing and advanced computer technology.

WE CONCLUDE ...




The five National Supercomputer Centers have come into existence in a very
short time. They all have achieved major leverage from funding outside the
NSF - $150 million estimated over five years out of a total funding of $370
million. Still missing to support the above Grand Challenges and the
opportunity to push technological boundaries are:

1. Adequate human resources to pull the scientific and engineering
computational communities into full usage of the supercomputing environment,
and to train a large number of researchers in the expert use of computational
techniques,

2. Achievement of balanced computational resources at the
centers(balanced among cycles, memory, graphics, networking, mass storage,
etc),

3. The financial strength to maintain this balance at the leading edge of
advanced technology, as required by the Grand Challenges, and

4. Far reaching, high speed networks to provide researchers effective
access to these resources.

Because of the immense national importance of computational science and
engineering to the competitiveness of the U. S. in the international marketplace,
we request that the NSF increase support for the National Centers. This will
improve the computational facilities and staff at the Centers, enrich the
intellectual environment, and facilitate high quality access to these facilities.
Thus the National Centers will be able to fulfill their role in advancing science
and engineering as far as the cutting edge of computational technology will
allow.

T e




NATIONAL SCIENCE FOUNDATION
WASHINGTON, D.C. 20550

OFFICE OF THE
ASSISTANT DIRECTOR
FOR COMPUTER AND INFORMATION
SCIENCE AND ENGINEERING

January 26, 1986

Dr. Jack Worlton
3089 Villa
Los Alamos, NM 87544

Dear Jack:

I enjoyed your very thoughtful and useful comments on my paper, your slides, and your paper on
Computational Mechanics. I urge you to submit the paper to either the ACM Communications or
IEEE Computer Magazine in order to get the computer smcncc/engmeenng community involved in
computational science. Let me also encourage personal interaction with this community with
lectures and papers.

The lack of communication between the traditional users of supercomputers and the computer
science community which trains new users and computer systems builders, and studies "realistic"
next generations of machines, is a most difficult problem for NSF. I believe the communications
gap between the two communities is impeding progress on all fronts from applications software to
basic systems software. It will certainly limit our ability to use parallel computers for scientific
problems. As you may recall in the three unsuccessful attempts at LLNL, LBL, and LASL, it is
non-trivial to build parallel computers. Yet the mainline of computers is clearly the
shared-memory, vector, multiprocessor for all classes (supers, mainframes, minis, and
workstations). I don't believe the answer is to ignore the computer science community as users
attempt to build parallel machines, but rather to involve them. NSF's inititiative in Computational
Science and Engineering is aimed at doing this.

Your comments on the paper stimulated these thoughts and questions.
ABOUT THE DATA AND THE DIAGRAM

100 x 100 Linpack (or any other single number) Benchmark. If I am allowed only

one number to characterize scientific computer performance, it would be the 100x100 Linpack
benchmark. I have found good correlation with two other benchmarks, and that it is the rate that
the Cray's I've asked about run, averaged over long periods, €.g., days. I should have put the
ranges on performance, as you did on the plots, but I would sure like to understand how the
distributions of speeds for various applications vary by environment and user sophistication (e.g.,
National Labs, NCAR, NSF Centers, and traditional computation centers). The table does have
the 300x300 performance metric, and the derived performance/price metric. The reader should
draw conclusions from the range numbers.

Note, a recent report by a committee sponsored by Jim Decker's FCCSET committee argued for
better understanding of benchmarks. The report suggested that DOE and NSF carry out this
work. Surely the evaluation techniques at LASL can shed more light on performance as it has
over 40 years experience in scientific computing. I would like to get our community involved in
working with the National Labs on this as soon as possible. Understanding virtual memory and
cache performance is also critical as IBM comes into the market. I believe we'll find out these
techniques actually work, despite the fact that Cray doesn't use them.

1



Configuration Size (i.e., cost). The secondary memory is expressed in Gigabytes. The _
IBM configuration has 60 Gigabytes, which implies the Cray is artificially lower priced, especially
since many of them also have IBM disk farms as back-ends, and they all have mini front-ends. It
is also unclear what the appropriately scaled disks for the mini-supers and workstations should be,
but I attempted to put down what I thought were operational configurations, and that's why I
have several configurations for the SUNs. Having appropriate secondary memory and the full i/o
complement for all the supers and alternatives in the other machines clearly turns the plot into the
areas as you suggest.

Time discounted performance metrics. In plotting computer price and performance

evolution, the key variable is time. The plot doesn't give these, but the table does give the
delivery dates so the reader can make his own adjustments. A sophisticated reader would discount
machines at about 14% per year (a factor of two in 5 years), the technology evolution factor for
current supercomputer circuit/packaging technologies. The Cray 48 (shown erroneously in its
recently faster clocked version with the initial ship date) would be more impressive if I were to
use "discounted" metrics in the comparisons. Not discounting price or performance with time
probably creates the biggest error in computing performance/price.

The bottom line is that for the table, the reader has the caveats (especially about ETA). Itis
from the table that I draw a few conclusions, for example, the need for standards, the need for
networking to make the centers most effective, the plethora of alternative computers creating a
hierarchy and acting as"feeders" to the centers and, of course, the need for more understanding
about use, etc.

I am not unhappy with the numbers or the derived numbers except that they may underestimate
IBM. If I update or submit the paper for publication, I would like to use your plot. The reader has
to be able to interpret the table, ranges, and understand the great variations due to systems
managment, use, networking, and configuration.

ABOUT THE CONCLUSIONS

I agree, supercomputers have the highest potential performance, and if people exploit them with
proper vectorization, then the performance/cost can be much better than the uni-processor
mini-supers. Certainly the variation is higher because you multiply the variation due to
vectorization of a single processor by the number of processors. This point can be understood in
looking at the 4 processor XMP which runs, on the average, at Linpack 100x100 speed (4 x 27).
Yet the hand-coded peak Linpack (713) can almost reach the peak of the machines. Do you see
wide variations in the use of your machines at LASL depending on user sophistication, degree of
time-sharing, type of problem? Again, the issue is that the best cost-effectiveness of the super
comes from using it at its peak. Given the performance needs at LASL and LLNL, are you not
using smaller machines in the superregion? Are you using some of your XMP's in a parallel
processing fashion (either with shared memory or with message passing) to get into their peak
range?

Could it be that on the average, the supers should be used with front-ends for non-vectorized
work, simply to get the best total cost-performance and responsiveness? Would it be best to only
run supers at these above-average speeds where they have the best performance/price and provide
truly super speed not achievable on the mini-supers? I met one user at Illinois who described his
Alliant as operating at 3/4 the speed of the XMP.

Do you think our centers should provide parallel processing service, especially in preparation for
the larger mP's such as the ETA 10, YMP, and Cray 3 in order to get some insight so that the
large mP's provide the proper environments? We have capacity today to permit this form of use.



ABOUT PAPER MACHINES AND THE RATIONALE FOR THE MACHINES

I chose the particular machines because the manufacturers gave me the data on them and allowed
me to put them in a public document. Also, I considered them to be the leading edge and most
relevant machines for our computing environment.

The future SUNs were there because Bill Joy saw the slide and put the numbers on it and agreed
to let me use them. I will continue to remind him of them, as they are very aggressive. I wanted
to encourage SUN to meet them, because it will provide enormous benefit to the community if
they or any other company are successful. (My responsibility is to encourage computing of all

types.)

The ETA 10 is included because of NSF's commitment, and because it is a "real machjnt;" to us
which we spend time watching and waiting for. NSF allowed it to be bid as a real machine.

The performance numbers are ETA's; I quoted them without comment. Various people have
commented on the optimism of their performance numbers. I did not use future machines by Cray
or IBM in the document, nor would I ever expect to, because these manufacturers simply don't
make future commitments unless they have something running. Ihope the ETA situation and
numbers are an anomaly in behavior from a bygone era.

I like your slide on the formulation of the probablities of various future machines. Let me
encourage you to tune it up with time varying functions. For example, the probablity of shipping
at some future time increases up to a point, usually at a reduced performance level. At this point,
the probability of ship is reduced as a startup runs out of money, some flaw(s) is discovered (e.g.,
Trilogy), or in a large company, the people tire and stop the project.

I'have always subscribed to Worlton's Rules for Paper Machines. As a former machine builder
and manager of groups proposing new machines, a few other rules are needed, of course, if you
are to ever let a group propose a machine. The rules of machine proposers who build state-of-the
art machines always stretch the imagination. Ideally, such machines should never be sold to
customers. I think we want to tend toward a policy of buying benchmarkable computers. A
major part of the rationale for the NSF program was to support the U.S. supercomputer effort,
and we are not alone among Federal agencies. I believe NSF was right to obtain the ETA 10 as
part of the program despite the risks.

THE ROLE OF THE NSF SUPERCOMPUTER CENTERS

Peak Power. I don't believe we are changing the role of the centers. John Connolly's long
range plan has quite a clear statement about their primary role of providing service (including
hardware and generic application software) and training. The ASC advisory committee has been
concerned about this in light of modest budget growth in FY87. The budget is based on center
performance, networking plans and needs, actual use and the congressional appropriation for
NSF. In a recent meeting with members of the advisory committee, I agreed that "the NSF
Centers should exist with the highest peak (computing) power -- forever". You

will see this on my board if you visit me. This commitment does not affect our obligation to see
that public funds are used as effectively as possible.

University Centers and Scientific/Engineering Power. I disagree about your

assessment. In fact, university computation centers do manage supercomputers. Note, there are
40 IBM 3090/200's installed now, several XMP's are installed and on order, and I believe the
program has stimulated use and ownership already. I think that if we are going to solve the
problem of training people in new use of advanced scientific computers, universities must own
and operate them. Similarly, we are gathering data on the operational aspects of the centers to
serve as a guide for other university centers. I want to include the National Labs in this



comparative data on cost, performance, and service delivered. Could you provide me with such a
report on the operation of your center at LASL.

Today, I see the volume of use of the NSF centers by the general scientific community limited by
education and imagination (due to education). I don't see the centers addressing this very rapidly
as they only have formal courses for a few hundred per year. I would like to see wide-scale
teaching of vectorization and parallelization techniques by engineering, science, and computer
science departments in the hand crafted way we do now at our centers, at traditional computation
centers, and perhaps via smaller computers which are all evolving to have vector capability (if
there's any way to buy them). Texts in computing and applications are in dire need of updating. I
would like to measure the progress both in terms of the change in degree of involvement by the
scientific community and by the final scientific/engineering results. Unless more users get
involved and the community is enlarged, I think the impact of the program will be much less than
what it should be or that we promised.

New Machines. The purpose of the paper was to ask the centers about their roles. For
example, they have in fact been beta sites for manufacturer-provided machines including Alliant,
IBM and SCS, and I had been encouraging them to continue this role of trying to understand the
issue of cost-effectiveness my paper raises, subject to the constraint of providing service and
having the latest and fastest machines. It is desireable to understand how smaller machines could
act as problem feeders for a larger base despite the fact that the centers program discriminates
against this level. I suspect users who don't have unlimited free resources will actually choose
smaller machines. Do you think the centers should be involved in smaller machines in any way?

It is now pretty clear to me that the centers should not be involved in highly experimental machines
(e.g., the Connection Machine, or GF11), even though I expect such machines to have the
greatest power for a number of problems in the future. These machines are not general purpose
now, and the centers already have too much to do already. Do you have any ideas how these
machines will be funded or evaluated for scientific use?

Standards. The NSF centers could become involved in the standardization process. History has
shown that standards are the key to sharing software and databases, and building a large user
base. I see having a compatible uniform system across the hierarchy of machines as the key to
extending access to users at workstations and remote sites that require scientific/engineering
computing. Idon't believe NSF should be funding the development and maintainence of an
operating system, espccmlly one that is at variance with forthcoming Federal Information
Processing Standards and is outside the standards process, operating under its own laws. NSF
simply doesn't have the funds to participate in building vanity operating systems (e.g. CTSS, and
its successor) and language dialects (e.g. LANL Fortran) that characterize the National Labs'
environments. Our centers must build on the past work of others, especially the manufacturers,
not reinvent systems that have to be maintained. I am delighted that Cray has introduced Unicos,
and a number of sites are running it (Berkeley, Bell Labs, Cray, and several in Europe).

I don't think the centers should be engaged in any systems development, but rather should
promote the development of a high quality, standards-compatible environment by knowing what
they need--communicating with their suppliers and participating/leading the standards process.
This includes all the aspects of a standard environment: networking, the programming
environments (especially one that dramatically improves Fortran), human interfaces, graphics,
parallel processing, etc. I believe the centers have the resources and obligations to provide a
common environment that is compatible with the relevant Federal Information Processing
Standards such as POSIX, TCP/IP, etc.

At a recent meeting, all of the center directors agreed to provide the POSIX (UNIX) environment
in the future. Allen Newell, who chaired the meeting saw this as a significant event. I am anxious
to see a schedule and milestones.



CAN THE CENTERS PROGRAM ELIMINATE SMALLER COMPUTERS?

Stuart Rice, a chemist and supercomputer user at the University of Chicago, and recent National
Science Board member, raised the question of the funding mechanism for the mini-supers because
of the high share of NSF funds for scientific and engineering computing that are directed into the
centers. In a talk at the IBM ACIS Forum on the Physical Sciences, he described the hierarchy
and stated four basic concerns (which I agree with) as follows:

"I have in mind a networked system ... graphics workstations and local supporting intermediate

computer and ultimately connects to a supercomputer with provisions of special devices ...

1. Distribution of computer resources is distorted by the use of "funny money" ... cash and

credit ... Workstations come from grants, supers are "free" ... intermediate machines are

indispensible and current funding patterns will have to change if ...

2. Dramatic advances in hardware haven't been matched by advances in algorithms and

operating systems. ... parallelism is “chicken and egg"

3. The scientific community has become rather inflexible with respect to use of operating

systems ... don't use particualar machine features...

4. ... the scientific community has not been as imaginative as it might in thinking about the uses

of computation in research."

I have been developing a census of scientific computers. It shows that most scientific computing
is done on "departmental” machines, and many worry that the centers program could act to drive
out this style of computing, independent of its merit. Note the distribution of computing power,
given in Cray 1 equivalents:

Supers: 60 from 30 processors (counts a 4 Pc XMP as 4)
80 from 40 - IBM 30390's
IBM Mainframes: 14 from 80 - 3080's
Mini-supers: 15 from 30 Alliant, Convex, and SCS
Super-minis: 75 2650- VAX 7XX ...
250 VAX 86XX, and 250 IBM 4381)
Workstations: 16 from 1600 microVAX, plus
n Apollo's, IBM RT's, and SUNS
large FPS 20 from 50, 2164's

The paper, and above count, and power equivalence doesn't mean to imply that computing power
can be used interchangeably on problems any more than one would imply common utility in
evaluating electrical power capacity across large power stations, home stand-by power
generators, and batteries, etc. In a similar fashion, given that your paper on computer export
control stated that it takes about 8,000 hours on a supercomputer to design a nuclear weapon, we
might conclude: the Russians don't have any weapons, or that it takes them much longer to
design and theirs are obsolete, or they use better algorithms, etc.

As you know, many start-up and traditional companies are pursuing new, scientific machines that
should be very cost-effective. I'm anxious to make the comparison with the next Crays. I've
already had one inquiry from a reporter as to whether the centers program might kill companies
building small computers. Since NSF discriminates against minis (super-minis, and
mini-supers) the many users of smaller and experimental machines might make similar arguments
to restore funding for departmental/group level machines, just as the original arguments were
made by the folks who needed supercomputers.

INTERACTION WITH THE PROGRAM

To the best of our knowledge, no one in the Directorate is involved in the Iranian-Contra crisis.
You have a copy of the document I wrote because I asked for comments on it. No use is being



made of it other than to solicit comments regarding the issues it raised, including this one on
small machine discrimination.

NSF wouldn't consider operating without consensus. All of us in the Directorate spend a great
deal of time and effort interacting with users, Centers Directors, and the Advisory Committee on
these and other issues. The consensus which launched the ASC program never was restricted to,
as you imply, specific facilitiecs. We intend to keep the program at the frontier. Moreover, we
have the responsibility to evaluate it and to manage it according to its progress and the emerging
scientific computing environment (such as products from IBM, the whole class of mini-supers,
specialized mini-supers, and high performance experimental machines that achieve super
performance) not envisioned in the original proposal. That is critical to maintaining a broad,
foundation-wide consensus and not permitting it to degenerate into what can be seen as
consensus of a very limited “constituency" that does not advance science or engineering widely,
nor communicate with the industrial community.

Thanks for your comments on the paper, I look forward to working with you and your
colleagues at the National Labs for continued understanding about the performance and operation
of current and future computers, and ultimately to the creation of a better scientific computing
environment.

Sincerely,
Gordon Bell
Assistant Director
ce E. Bloch
J. Connolly
R. Ewald
Derek Robb
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LETTER TO CENTER DIRECTORS

August 29, 1986

Dear

I look forward to meeting with you at the SC Director's meeting
on October 7, 1986, at Cornell University. I am particularly
interested in discussing several issues which will be crucial to
the health of the Foundation's support for the supercompter
research program over the next several years.

Thus far, NSF expects to spend $311 million in supercomputers
over the next 5 years. An additional $200 million comes from
other sources to achieve the originally envisioned program.
Expenditures at this Tlevel raise strong expectations about the
scientific efficacy of the Centers and the nature of their
operations. As we gain operational experience with the Centers,
it will be increasingly important to document various aspects of
the program and to devise policy to maximize its usefulness.

Based on my observations and information available to O0ASC, I
believe that we need to take major steps in improving information
about the following which would lead to higher quality,
efficiency, and effectiveness:

1. Service provision: In addition to time allocations we
need data which 1s comparable across centers, and useful for
analyses of the cost/efficiency of alternative computational
resources (within and beyond the centers);

2. Service use: Apart from allocation, we need to identify
the scope, nature, density, (within disciplines) and
adequacy of service from the researchers' point of view. It
is especially important to characterize the nature of the
demand and how it varies over time, and;
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3 Scientific and engineering output: The research
community should be concerned with improvements 1in
scientific knowledge, not computer time. If the centers are
effective, we should observe a significant change in
research output by the user base. Although this final
output is hard to measure, we should start to see results
that are unique to the Centers' program. What are they?
How might we begin to get at the merit of the research and
the likelihood of breakthroughs through computation?

In addition to information, I believe that we need to become far
more concerned with the overall operation of the program. There
are major opportunities through policies about the following:

(1) Standardized software libraries, and common operating
systems and user environments;

(2) Non-duplicative disciplinary emphases, specialization
(specialized data resource requirements) and improved
access;

(3) The desired end user environment and workstations,
software for access, graphics, advanced utilities, etc;

(4) Shared use of special facilities, unique machines and
software, and;

(5) Optimal time allocation schemes based on actual cost
efficiency of alternative computing resources (at or
outside of the Centers)

My overall impression is that the Centers have done a marvelous
job of getting started. In the face of the current budget
environment in Washington, and rapidly changing scientific
computing technology, it will be necessary to devote equal energy
to operational and evaluation 1issues. I look forward to
discussing these things with you, and invite your suggestions and
reactions.

Sincerely,
s/

C. Gordon Bell

cc: John Connolly, OASC
Frank Stillinger



18 November 1986

Professor Michael Dertouzos
Laboratory for Computer Science
545 Technology Square
Cambridge, Massachusetts 02139

Dear Mike,

I enjoyed the meeting with you, Gerry Sussman, and Piet Hut on
Saturday regarding the proposal to build a Computational
Observatory for Galaxy-Galaxy Scattering experiments. I believe
that Computer Science and Mathematics should consider this work on
Computational Science aimed at the "third paradigm of science:
simulation" to be perhaps our highest priority at this point in our
collective development. The building of these experimental
laboratories that do virtually all of the experimentation through
computation also needs to be an equally high priority within each
of the scientific disciplines we would hope to "revolutionize"
Chemistry, especially molecular synthesis supporting
bio-technology, is probably at the top of the list in terms of need
because of the complexity and engineering nature of the problem.

NCAR, I believe, has operated in this mode for a decade by
providing computer resources (cycles, programs, and databases) that
a common community of atmospheric and earth scientists at all
universities interact with to carry our simulation with
experimental verification. This model of distributed, science
surrounding a common set of computational resources is clearly the
next step in the evolution of wvirtually all science, to both
supplement and in some cases supplant experimental science. Let

ezplg:e_;h;sA Ken Wllson, Nobel Laureate, at Cornell and a
researcher in Electronic Structures is probably the most lucid and
outspoken on this viewpoint. He is the Director of the Cornell
Theory Center, one of NSF's centers. They have the 3090. Let me
urge you to get him to talk to the entire scientific and
engineering community at MIT.

This should be the right time to undertake this work because the
machines are available, can be made available, or should be the
subject of construction and research by the computing community.
NSF's five National Centers are now operating 3 Cray 48's, a CDC

205, and an IBM 3090/400 with vectors. NCAR, which NSF operates,
has just installed a Cray 48. I believe you should use computer
i i v 1 in order
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simulation, and to estimate computational needs for wvarious

problems.,

The Digital Orrery by Sussman, which computes at 1/2-1 Cray 1/S for
orbital calculations is an excellent testimony to the notion that
specialized machines can be used for scientific computational
experiments. IBM is building the 11 Gigaflop machine for QCD
calculations to compute the mass of the proton.

Columbia/Brookhaven are also building a similar machine. CMU's
Chess machine is another example, and we have numerous simulation
machines for engineering. Whether you need a special machine or
not would be a product of this next exploratory phase.

Independent of whether you need or build specialized computers for
these various laboratories, I believe it is critical for MIT to

: . ] : L £1 i
supercomputer! I have been surprised to find that MIT faculty are
making only minimal use of NSF's supercomputer centers. Thus, I
see MIT as lagging in this form of science.

believe MIT is uniquely qualified to take on this revolution in
science because of its size and strength in both engineering and
science. These "Computational Laboratories™ simply require
significant engineering beyond anything computer scientists builds
today. Thus a by-product is likely to be a much greater gain in
software engineering than anything that comes from researching
software engineering per se.

MIT has played a very important role in computing with Whirlwind in
the 50's, timesharing in the 60's, and its contribution to
artificial intellience because it actually built large scale
systems. Berkley and Carnegie-Mellon are the only other two places
which could organize such an effort, I believe. Within a year or
two, it could be in a position to lead this revolution by
establishing a laboratory center for scientific research through
simulation. Let me urge MIT to proceed.

Again, I enjoyed the stimulation interaction with you, Gerry and
Piet on Saturday. As you can see above, I share your vision. Now
just follow it.

Sincerely,

Gordon Bell
Assistant Director

cc Erich Bloch, Director
John Connolly, Division Director, Advanced Scientific
Computing
Paul Gray
Rich Nicheolson, Assistant Director, Mathematics and Physical
Sciences



18 November 1986

Dr. Paul Gray, President
Massachusetts Institute of Technology
77 Massachusetts Avenue
Cambridge, Massacusetts 02139

Dear Dr. Gray:

| just wrote to Mike Dertouzos urging him to take on the revolution in
science that we believe will come with the availablity of high speed
scientific computers. A copy of the letter is attached.

MIT has not been involved in this revolution to any degree so far, | believe.
Furthermore, MIT is not a very large user of NSF's Supercomputer centers,
nor does it have significant, powerful local scientific computing

capabilities.

Given the fine relationship you have both with IBM and NEC, let me urge you
to urge them to provide you with one or more of their scientific computers

as components for the laboratory or center that is described in the letter

to Mike. This would allow the laboratory to get started now.

Sincerely,

Gordon Bell
Assistant Director

cc Michael Dertouzos



Dear Joe:

In discussing your letter with Gordon Bell, Assistant Director of Computers and

Information Science and Engineering (CISE), he made the following comments.
They pretty much confirm your observations, and in addition, he raised an issue
about the future of Cornell vis a vis upgrading the 3090/400 to a 3090/600, and

Cornell's commitment to production, parallel processing.

The Cornell Center was initially established as a composite entity with at least
one major goal of supplying supercomputer power to the entire scientific and
engineering community through the Production Supercomputer Facility. This
implies distributing at least half the power outside of Cornell. In addition,
several other independent and orthogonal activities were part of the Center:
Don Greenberg's graphics research, Ken's work on building experimental
parallel computers, and Gibbs.

The Advanced Scientific Computing Program is now a fantastic success, with
6000 supercomputer users and 2000 research projects at 200 universities.
Furthermore, many univerisites are buying their own supercomputers. It has
become increasingly clear that:

*the demand for quality computational power from the users,

sthe necessity to keep the latest equipment at the centers,

*the need to link centers and users via a high performance network,

a desire to establish grand challenges (Ken's words) formed around
teams of computational scientists formed in every discipline, and

the possibility of doing exciting research into parallel computers,
visualizing results, new algorithms, etc.--
all of which can absorb large resources, the overall program must be
segmented into different sub-programs which are managed and funded
independently. The program's goal is now simply to supply quality,
computational power (and training) with the highest performance machines at
the five National Centers. This is what the congress, NSF, and the users want
and expect from the program.

CISE has also established a seperate program (see attached letter) addressing
a broad range of important topics in advanced scientific computing, including:
new technologies such as parallel computing, visualization, and the formation
of computational science teams aimed at specific disciplines. This research
program is operated on an independent basis. In addition, we have a
foundation-wide, discipline speciific program on Computational Science and
Engineering (see attached) that's distributed through every discipline.

In looking at the trajectory of the Cornell center, Gordon saw no synergy among
the activities, and the scope of a substantial part of this work is well outside of
the charter of the ASC program.



Don's work on Graphics continues to be exciting, but has nothing to do with
either supercomputing or parallelism. In fact, at Gordon's urging, the FPS
machine in Don's Center was apparently moved back to the computing
center so that it could be used in a parallel processing fashion by all users.
This was designed to provide much better service, such as parallel
processing, for all users, including Don.  Don's graphics work can be
funded, as it has in the past, in various places throughout the foundation and
other agencies. If it is focused on the visualization initiative, then he can
apply to the program described in the attached letter.

The Gibbs project proposal painted an exciting scenario, but was abandoned
because you lacked the manpower. In restarting it, the pressures on
resources at your center, clearly put it below your cut line. Since Gibbs
continues to be an exciting idea, it should have no trouble in being funded
here or elsewhere.

Before the 3090/400 was installed, Cornell came with a proposal to upgrade
the FPS machines and install more at a significant cost to NSF. Gordon
apparently discouraged this because of the efficacy, lack of generality, and
reproducibility of the system. Today, no one wants to use these machines
and Cornell is considering getting rid of them because of poor reliability,
difficulty of use, and high operating cost. Fortunately, Cornell is beginning
to see the 3090 as an important, parallel machine, and attend to the need to
supply computational power to the community.

Cornell is spending money doing conventional systems programming on
compilers and operating systems for the Floating Point Systems T-series.
The T-series was supported by the Federal Government, through DARPA, at
a cost of $10 Million at Ken's urging, even though Cornell refused the "porky"
machines. Cornell (NSF) is still part of this ill-fated effort. Gordon's feels
that the T-series is still inadequate for virtually every task, even though all
but the switch have been redesigned. He claims the switch will have to be
redesigned if users operate the computer for anything other than a limited
set of applications, such as Monte Carlo calculations. Again, NSF is not
happy about funding conventional software development that should be
supplied by a manufacturer. This work will not be considered to be part of
the centers program in the future. It would seem that DARPA would be an
ideal place to get funding for this work, since they had to fund the T-series.
Also, CISE has two programs which might fund this basic work.

Finally, networking is a seperate division of CISE charged with providing a
network for supercomputer users to access centers. This was done for a
number of reasons, including an organizational one within CISE, aimed at
making the network operate! The lack of good networking has been a serious
impediment to using the centers, especially Cornell. For example, many of
your users come in via 800 dial-up lines, not the network. Given the critical



nature of networking, Steve Wolff, and Gordon are both spending a signficant
amount of time working in this area. Gordon heads the Federal Co-ordinating
Committee on Science and Technology, for Network Access of
Supercomputers. Ken Wilson and Allison Brown have been part of a study
group, which recently met in San Diego, working on this critical issue. NSF
views networking for both the supercomputer access and for the interchange of
scientific knowledge as a critical thrust.

Recent meetings with your center seemed to indicate that it is heading toward
providing supercomputer service based on the IBM 3090/400. Furthermore,
there appears to be an excellent relationship between all parts of IBM and
Cornell. IBM is excited about the possibility of having Cornell being its leading
edge site for parallelism research. We see this as a great possible opportunity
for Cornell, provided it can first muster and then focus its resources.

IBM recently visited NSF concerning an upgrade of the 3090/400 to a 600, and
whether we felt the Cornell center contract would be renewed. We also
discussed funding for Cornell being the test site for a second more loosely
connected 600.

Although the renewal depends on the future site reviews, NSF has been
encouraging Cornell to get in a position to pass a review as a national facility.
It is our desire to see Cornell become a healthy center fulfiling its role. In
addition, Cornell is in a unique position to provide the greatest
supercomputing power on a continuous basis using parallelism, if the 600
upgrade takes place. This later role takes a commitment NSF doesn't see at
this time. This would mean focusing resources to understand, explore, and
support parallel processing on the 600. Such an effort would include systems
programmers such as those we are apparently supporting on the T-series,
computer scientists, and computational scientists with discipline specific
problems. Cornell is in a unique position to do this work, but other universities
who have 3090/400's could also carry out the work. NSF and IBM both
believe the work is critical and want to proceed with it.

Are you interested in working on this difficult, main line focus on parallelism
based on the 3090 at this time, or do you prefer to explore the alternatives
which are unlikely to yield significant, general purpose supercomputer power to
your broad user basis?

Although Erich, Mary Clutter and | are the only part of NSF charged with an
entire overview of science, including computational science in every discipline,
the CISE directorate has a very broad overview of computing., including some
programs in Computational Science and Engineering. Gordon Bell and John
Connolly are anxious to discuss any of the above issues you feel are
necessary. In particular, the 600 upgrade sounds like an especially critical
issue that should be settled immediately.



Sincerely,

John Moore

CC:
Ken Wilson
Gordon Bell
John Connolly
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ubject: Thoughts and Concerns on Centers Operations
To: Supercomputer Center Directors

From: Gordon Bell

Date: 25 August 1986

The Centers have done an extraordinary job of proposing and
establishing large, computation facilities, building networks,
acquiring software, and building a generally happy user base. By
all accounts, a number of scientists and engineers appear to be
utilizing the centers effectively. OASC reported to the National
Science Board in August, and received approvals to operate the
San Diego, Illinois, and von Neumann centers for periods of 3,3,
and 1 year respectively. At the Board meeting, updates were
given of the various centers in order to provide some
understanding of the general status of the operation.

Looking at the operational data, studying the site visit reports
and user questionaires, visiting two of the centers, and talking
with various users raised many concerns in my own mind. I think
it is time to review just where we are in the program.

The report to the board was based on sketchy and inconsistent
data from you which I hope is just poor reporting. Hopefully, it
is not an indication of the operation. Our goals have to be
providing very high quality service. I would like to see these
areas addressed at the Directors meeting and then operationally:

1. Services supplied, including cost and efficiency data- We
simply have a poor understanding of the services being supplied,
based on many of the reports. Rather than trying to provide a
common data base at NSF, it would be preferable to get quarterly
reports, in some common format, on the services the centers are
providing. These reports should provide cost and efficiency data
for services and compare this with other alternative forms of
computation, including: resource centers, single discipline
centers (e.g.NCCAR), public utilities, local mini-supers and
workstations, and specialized computers.

2. Services used and the community of users— NSF is especially
concerned with fairness. The centers were established to provide
service to the entire community, not just the local univerity,
the consortia, or a single intellectual community. The concern
is across: geography, discipline, and user size (especially the
beginner). While the question of fairmness is not significant now
while we have idle time, it will become a majorissue as the
demand increases. (If the demand doesn’t increase, the centers
will have been poorly conceived.) On the other hand, we observed
that there is idle time in the centers—- this is a poor
utilization of our national resources and this problem must be
solved immediately. The atmospheric scientists are making good
use, because they have been long time supercomputer users and
programs always ready to socak up any amount of time.

The data on the use shows institutional locality, and a very



small user base. A few hundred significant, mostly local users
out of 15,000 NSF grants are utilizing the centers. Maybe this

is the way it should be. My own feeling is that unless a user is
getting an hour of time per day, on the average, he'd be better
off on a smaller machine. This would mean that a maximum of 4 x

160 "average" users would be at the centers.

3. Scientific and engineering output-The community should be
concerned with final scientific knowledge, not computer time. If
the centers are effective, we should observe a significant change

in research output by the meager user base. Although this final
output is hard to measure, we should start to see results that
are unique to the centersprogram. What are they? (Our Nobel

Prizes cost us in the neighborhoocd of $12 billion per year, so
any incremental prizes are a bargain for the $0.5B we’ll
spendover the next decade at the centers.) Just what are we
doing to look at the merit of the research and the likelihood of
breakthroughs through computation?

4. Standards, common library software, and ease of use- Since
three of the centers operate Cray XMP’s, we have the opportunity
to use a common operating system, common libraries, etc. so that
users can operate on any center, including computers outside the
centers. Given the large number of systems that use Unix as an
operating system, I believe we should adopt this as the standard
operating system as soon as possible. This will allow user
compatibility with workstations for graphics and local
computation, and the mini-supercomputers such as Alliant, Convex
and SCS, all of which provide computation on an equally
cost-effective basis as the Cray. Similarly, the Cray 2, 3, and
ETA are all providing UNIX. What are the libraries we want
across the centers?

5. Programs and data for communities— It would seem that certain
communities need common data and/or programs along the lines as
NCAR is operated. This would argue for both having centers
specialized when large datasets are involved, but certainly
common operationg systems in order to support use across a broad
community without reprogoramming. What is or will happen here?
6. Workstation and graphic support- Given a single user may want
to utilize several facilities, it is essential to have a common
set of local utilities for graphics and computer access.
Certainly, it seems necessary and desireable to support all the
graphics of all of the centers, provided a user will be accessing
multiple centers.

7. Utilizing special facilities- Today, Cornell has two highly
specialized facilities from Floating Point Systems capable of
supplying a very large amount of computation. These require
programs to exploit their unique capabilities.

While there are certainly more questions and issues involved in
providing computational service at the level our users should
demand, the above should let us start to focus on the question



of providing high quality output and easier access.

I look forward to interacting with you at the Cornell meeting.



October 23, 1986

“F1°
“E2"
“E3"

Dear “F4-°

Enclosed is a letter to the centers directors introducing issues
that I believe are critical to the measurement, operation, and
future of the centers. Some of these issues were discussed at
the Centers Directors meeting October 6 and 7.

You have a paper (also distributed at the meeting) outlining a
set of issues that I derived by looking at today's scientific
computers, It shows that machines exist in a hierarchy,
permitting users to compute in a variety of styles depending on
various factors such as networks, graphics, standards, local
programs/databases, and economics. Since the data show that all
styles of computing will exist, it should be our goal to provide
the most productive environment for scientists and engineers
today, and in the future. This strongly favors having a
“standardized" environment so a user can chose any hardware at a
given class and level (e.g. supercomputer, mainframe, super-mini
used as a front-end or back-end to a supercomputer, mini-super,
graphics workstation, or personal computer), and be able to
migrate work among the levels as needs and machines evolve.

Michael Levine of Carnegie-Mellon University is convening a
conference at CMU to examine the issues in supporting such a
common environment which includes: network, front-end, graphics,
programming environment, and user interface, etc.

In addition to the issues described in the letter and attached
report, I am quite concerned about the limited availability, use,
and growth in use of the centers. Ken Wilson has convinced me
that computation, characterized by today's supercomputers is the
next revolution in science. I believe the same can be said for
many parts of engineering. With the exception of San Diego, the
use seems to me to be quite local and limited. I believe the
user base is not expanding as rapidly as is necessary to justify
the 1/4 billion dollars that will be spent for this program. We
must understand just what is happening regarding training and
use. I think the Advisory Pane] must address this issue as their
highest priority! Fo B b, v /
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I am committed to help you make the centers the leading places
for scientific and engineering research through a new paradigm of
computation. The program has fine support from Congress, other
NSF Directorates and manufacturers. For example, Alliant, IBM,
and Scientific Computer Systems have provided their first
machines at no charge to centers for evaluation., I am
encouraging other hardware and software suppliers to follow their
precedents.

You are meeting on November 20-21. I hope you can start to look
at what's been accomplished during the first three years of the
program, and then address critical issues and opportunities.
Sincerely,

Gordon Bell
Assistant Director



M EMORADNDUM
April 8, 1987

FROM: AD, CISE
TO: DIRECTOR, NSF

TOPIC: Advanced Scientific Computing FY88 Budget Issues

This is to detall budgeting considerations for ASC centers, and
to i1illustrate the need to work out an NSF budgeting strategy
recognizing ASC (and network operations) as facilities serving
all of scilence and engineering. My concerns are asg follows:

1. ASC requires an additional $£3.5m to $9.5m added to the FY88
budget, The FY1988 Congressional budget request for the centers
component of ASC is $45m. This 1= $3.5m less than reguired to
meet current cooperative agreements and, in addition, to renew
the agreement with Cornell. At the 3$U45m level, the program may
be forced to reduce one or more centers to levels too low to
Justify continued support. A maintenance level for the program
(allowing needed staffing additions) would require $5m. This will
not guarantee the leadership role of the NSF centera. To achilieve
leadership requires $9.5m. The increments, the staffing additions
and equipment upgrades purchased, and priorities across the range
are shown in the attached chart. As reference, the annual NCAR
budget of $18m i=s also noted.

2. Additional funds for ASC must be drawn from the NSF budget
rather than from the CISE component. Reductions from your
initial agssignment, required to meet the OMB mark, were made
entirely within CISE. In making them, 1 preserved the priorities
developed in the first CISE LRP, proportionately reducing 11
CISE activities. This reduced the aggregate percentage zZrowth of
the relatively small TISE research programs to substantiaslly less
than comparable activities in Engineering. Further tradeoff of
the ASC activity with the rest of CISE is inappropriate, given
the broad goals of ASC and the small base of CISE.

3. Several things contributed to this situation: the success and
popularity of the ASC activity, the opportunistie nature of
computer facilities programs, the regquirement for unplanned but
essential upgrading to gtay at the gstate of the art, and the

structural change in the NSF budget. As the attached "Leverage"
chart shows, NSF cannot depend on uncontracted industrial szources
of leverage, but accept them opportunistically. Given these

reaszons for strong agency support of the ASC program, a
correction is needed to the budgeting philo=zophy and process.
ASC (and Networking operations) must be detached, made gseparate
"NSF" lines not part of the CISE budget, while remagining part ot
the orgcanization.

ATTACHMENTS



ACS BUDGET ANALYSIS

($millions)
FY8&88 FY89 FYQO
Current Centers $45.0 ———— —_———
Cooperative Agreement
(+Cornell, +JVNC/ETA 10) ug.s 51.9 54.6
+minimunm needed
staff additions 1.5 1.7 1s"T
PRIORITY = 1
+3090/600 at Cornell
(4 yr payoff) @ 2.5 2.5
PRIORITY = % _
+fix memory problem 1.6 1.0 1.0
and upgrade SDSC —— 3.8 3.8
PRIORITY = 3
+NCSA upgrade —_ 1.5 1.5
correction
PRIORITY = 4
+Pitt upgrade -——— . 8 .8
correction
PRIORITY = 5
TOTAL $53.7 $63.2 $63.9
¥ - ;
FOR COMPARISON:
1. Rotar model
of need......
(5 yr amort.) $54.5 $63.2 $68.9
(3 yr amort.) $59.0 $73.0 $78.9
2. NCAR annual $18.0 $18.0 $18.0
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% NSF

VENDOR
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% NSF

INDUST.
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% NSF

CONSORTIA
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% NSF

HISTORY OF FUNDING SOURCES

SDSC ILLINOIS JVNC CORNELL PITT

85 86 87 85 86 87 85 86 87 85 86 87 86 87
4.9 9;5 12.1 |5.1 7.2 8.7 |8.8 5.6 8.5| 5.0 5.4 5.4]2.0 4.0
1.0 1.0 1.0 |(1.0 2.0 3.0 |0.6 1.5 o0.6| 0.8 0.8 0.8}1.9 1.0
1.2 1.2 1.2 1.3 1.5 1.0 |=== === ===1] 1.8 0.7 0.71]3.6 2.7
7.1 11.7 14.3 |7.4 10.7 12.7 |9.4 7.1 9.1 7.6 6.9 6.9|7.5 8.6
69% 81%Z 857 | 697 67%7 697 |94% 797 937 | 667 78% 78% | 27% 47%
0.5 0.7 0.7 f1.5 1.5 1.5 |1.8 1.8 1.8 | 5.7 16.5 8.6]0.5 0.7
7.6 12.4 15.0 |8.9 12.2 14.2 1.2 8.9 10.9(13.3 23.4 15.5(8.0 9.3
647 77%2 81% |57%2 59% 6l% |79% 63% 78% | 387 23% 357 | 25% 437%
0.4 1.9 1.6 0 1.6 1.0 0 2.5 0.2 0.3 0 0.2 0 0.5
8.0 14.3 16.6 |[8.9 13.8 15.2 (1.2 11.4 11.1 |13.6 23.4 15.7 8.0 9.8
6172 66% 73% | 57% 52% 57% | 79% 49Z 77% | 37% 23%  347% | 257 41%
4.0 4.0 4,0 | === === === 2,5 2.5 2,5| === @ —m=  ce=| om= oe-
12.0 18.3 20.6 |8.9 13.8 15.2 {13.7 13.9 13.6 |13.6 23.4 15.7 8.0 9.8
417 527  59% | 57% 52% 57% |64%Z 407 637 | 377  23%  34% | 257 41%




April 14, 1987

Professor Niklaus Wirth
ETH-Zentrum

Institute for Informatics
Zurich, Switzerland 8092

Dear Niklaus:

Enclosed is a copy of the memo which | wrote raising various questions about the operation of
our supercomputer centers. | have another memo in progress which compares what | think are
the pro's and con's of a "centers" approach with using a plethora of group and departmental,
distributed superminicomputers. Basically, it shows that our centers cost NSF about $11M per
year to run, and someone else (state, university, industry) kicks in another $5M. In our case, |
believe an $11M expenditure would buy anywhere from 50-100 mini-supercomputers,
depending on how they are run, and provide 3- 6 times the aggregate power of a center.
Furthermore, our centers serve only 5-10% of the scientific user community, and an even
smaller part of the engineering users. Finally, by having centers, we are discouraging users to
buy their own computers and use our network of supercomputers. (Our networking costs about
$2,000 per user.)

While | believe NSF needs to sponsor centers where the greatest computing power is available
for the top few jobs, | don't believe it is an especially good way to supply scientific and
engineering computing to the large number of users and potential users. | would somehow like to
encourage users to have their own mini-supers either in individual labs or departments with a
minimum staff. Small machines should be compatible with the centers where larger jobs could
be run. Right now they aren't because our centers can't run Unix.

Since | don't know the complete environment (i.e., availability of supers at service bureaus,
labs, etc., and the university structure) in your country, it is probably presumptious of me to
offer a solution. My first reaction is: get as many mini-supers (perhaps all with virtual
memory) as you need with UNIX running on them, get compatible UNIX workstations for
graphics, etc., build a good LAN environment, and perhaps allocate some funds for a few user
to buy supercomputer time externally when their problems demand it. Learn about this kind of
computing. Track user demand by encouraging users to buy machines when they need them.



My other reaction is: get a Cray-XMP and run UNIX with a LAN to UNIX workstation. It has lots
of software and the community is producing more for it all the time. It may solve a few more
large problems, provided the "system" will allocate the time to a few, very large users.

Sincerely,

Gordon Bell
Assistant Director

Enclosure



NATIONAL SCIENCE FOUNDATION
WASHINGTON, D.C. 20550

OFFICE OF THE
ASSISTANT DIRECTOR .
FOR COMPUTER AND INFORMATION April 2, 1987
SCIENCE AND ENGINEERING !

Professor Edward A. Feigenbaum
Computer Science Department
Stanford University

Stanford, California 94305

Dear Ed:

Your question, roughly: "If Al $ is sO great as measured Dy
numerous companies and organizations making money and doing new
computer applications, why aren't the AI companies making
money?", stimulated the following thoughts (and call to action).

In general, the AI suppliers are simply designing and building
new languages to build expert systems. I don't see them as AL
companies at all, and rule-based programming is merely another
programming technique that should be acculterated into
traditional computer science.

There are several reasons why "language" suppliers, in general,
have never existed to a large extent and made much money.

Language construction is a highly creative engineering intensive
business. "Garage shops" appear to be the best place to develop
them. Look at the language business today. A tiny company
called Green Hills develops most C's, Fortran's, and Pascal's.
Ryan-McFarland and Microfocus supply Cobols. Several companies
are going after the potentially lucrative ADA market that
accompanies the waste surrounding military procurement. Gold
Hills, Lucid and Franz are building LISPS.

Large companies who have traditionally been good at languages
oftentime build their own (such as DEC and IBM).

The "systems" companies are inherently the "best" place to sell,
distribute, train, and support products--particularly as "expert
systems" building languages begin to look like commodities and
traditional programming. This will mean "bundling" and lower
prices for the "tools", i.e., languages to build expert systems.



The early establishment of the three companies to supply these in
the mainframe, mini, and workstation market (Teknowledge,
Intellicorp and Inference Corp) was an anomaly and needed at a
time when users required training of the programming methodology.
I suspect Teknowledge could be doing the best because it supplies
training, runs on a number of computers, is therefore somewhat of
an integrater to a customer, and does special systems. This
enables them to understand end user needs.

In the PC world there are many companies building and selling
these languages because the task won't stand the support (at the
low prices). Ultimately, I'd expect a distributon company 1like
Ashton-Tate, Electronic Arts, or Microsoft to be the best
distribution channel--although an established company like Gold
Hills could get the market.

Also note you have too many, high overhead, high product cost
suppliers, including DEC with OPS5, fragmenting and confusing the
market by not having a standard language. This means "expert
systems"” can't be easily taught in traditional CS curricula and
other places in the same fashion as Basic, Cobol, Fortran,
Pascal, etc. There's no reason this can't be taught to high
school students. Users also delay buying.

The place to make money, using the "traditional" computing market
as an analogical model is in "applying" the language to solve
real problems. The lack of a standard is probably impeding this,
even though you've found lots of real use of the existing
competitive tools. The situation is akin to programming business
and scientific applications prior to Cobol and Fortran.

Two places apply tools: end users (so far these applications are
fairly simple) and companies who have expertise and provide tools
in vertical or end use, e.g., Syntelligence. For example,
today's CAD suppliers use rule-based approaches for some of their
work. They make money because they know CAD of logic or VLSI,
not because they know expert systems. Expert systems builder
languages are only tools to make real end user tools.

The point of this letter is not only to give a simple answer to
the question, but to raise a broader question: How can there be
more use of rule based systems technology for building expert
systems?

I believe the answer to the question is standardization! By
standardizing, traditional computer science would embrace the
rule-based approach, teach it, and we'd see a much greater



proliferation of these tools. This would let the AI types work on
hard problems rather than being plain old systems programmers.
Recall that I encouraged Steve Squires at DARPA to get the LISP
community to agree on Common LISP as a means of consolidating the
fragmented AI community. Using Prolog or OPS5 (lacks a
procedural interpreter) and LISP (lacks an inference interpreter)
isn't the answer because this forces users to build mechanisms as
the AI community did for years before they built systems. They
all require more primitives for data and knowledge bases.

My solution to this problem would be to extend the two dominant
systems programming languages, C and LISP, to have really high
quality inference mechanism. Ultimately ADA would be extended
perhaps and this process could be conducted via the DARPA
community, and Steve Squires might be the best to sponsor this
since he succeeded in doing the same job on common LISP.

An alternative approach would be to build another parallel
language that could be coupled to any traditional language, but I
doubt if this is right.

Of course, we could wait till one of the approaches becomes
dominant, but this can't happen easily the way I see it.

What do you think of this view?

Please feel free to distribute this.

Sincerely,

cc Sam Fuller, DEC
Lee Hecht, Tecknowledge
Tony Slocum, Lucid
Steve Squires, DARPA
Y. T. Chien
Steve Squires
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Dear Dr. Large, Supercomputer user:

I was responsible for the the first mini- and time-sharing computers and later VAX. Now,
I would like to introduce you to Titan, the first Graphics Supercomputer from Ardent
Computer. I believe Titan will be the most important scientific and engineering computer
since the VAX and the Cray 1. The reasons are simply:
Titan provides 10 Megaflops (measured on the 100 x 100, 64-bit Linpack
bcnchmark) of computational power. This is rougly the speed of the Cray 1 or
the IBM 3090 processor with vector facility. It has a memory of 1 to 16 million,
64-bit words (8-128 Mbytes), and a full 32-bit virtual memory for large
programs.

2. Titan costs less than $100,000 so it can be easily purchased for a project. This
makes it roughly 5-10 times more cost-effective than a supercomputer.

3. By utilizing Titan as part of the "project” team, you get 15-40 hours per week of
dedicated, "equivalent” supercomputer time (750-2000 hours per year). By
comparision, only a few projects are allocated over 1,000 hours per year at
NSF's six national supercomputer centers. By returning to " distributed”
computing, whereby a project operates its own computer when necessary, the
"average" 50 hour project at a center gets 15-40 times more computing.

4. Titan provides a "free" Cray processor's worth of power for visualization. By
being able to render pictures via Dore' our Dynamic Object-oriented Rendering
Environment at a real time rate of 400,000 shaded polygons per second, we
believe new insight and applications will result. Titan provides interactive, not
batch graphics. Turn-around is instantaneous, including video production.

5. Titan is fully compatible with your existing computing environments. It provides
VMS and Cray Fortran, C, Unix, and Ethernet. Ardent supports and encourages
standards. We are licensing Dore' to be utilized on all computers on the same
basis as Unix.

6. A substantial number of applications level programs exist and are being ported
now to run on Titan including: Matlab, NAG, Nastran, Gaussian 86, y, z. ....

In summary, I feel we've built a tool that will cause again revolutionize science and
engineering. Let me urge you to order one today. If you don't like it we'll refund your
money (you'll be the first). A price list, using the NSF discount schedule is included.

Alternatively let me know if you want more information, including detailed terms and
conditions, more manuals, etc. or a salesman to call on you.

Sincerely,

Gordon Bell
Vice President Research and Development
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Dear Computer Science Department head:

I built the first mini- and time-sharing computers including VAX as head of R and D at
Digital Equipment. As the first Assistant Director for Computer and Information Science
and Engineering at NSF, the most important problem for computing was closing the chasm
between scientists and engineers who are entering the new era of supercomputing, and
computers scientists who have the ability to lead in this revolutionary era.

Now, I would like to introduce you to Titan, the first, interactive Graphics Supercomputer.

Titan was designed specifically to revolutize science and engineering by providing
exceptional power (10 Megflops on 100 x 100 Linpack - or roughly equal to a Cray 1 or
IBM 3090), a large virtual and physical memory, and at less than $100,000. It is designed
to be used directly on projects. Furthermore it provides a "free" supercomputer's worth of
power for graphics and visualization. It's a networked Unix machine with Cray and VMS
Fortran, and C that's compatible with the Unix workstation environment.

While Titan may be the most important computer for scientists and engineers since the
VAX and the Cray 1, it is equally important for computer science departments.

1. Titan is the ideal tool to provide a supercomputer for computational science
training and research aimed at vector processing. Computer science must be
restructured to reflect the major change in computer architecture with the
introduction of vectors in supercomputers, mini-supercomputers, and now our
graphic supercomputer.

2. Titan s an ideal system to introdce and explore the subtleties of parallel
processing since it provides 1 to 4 vector processors. Primititves were added to
Unix and the languages.

3. Titan renders 3D images of all types at the rate of 50 Million pixels per second.
Furthermore we license Dore' (Dynamic Object-oriented Rendering Environment)
to operate on all workstations.

4. By finally having supercomputer capacity, you can explore data-structures for real
world objects including solids, atoms and molecules, fluids, visual images,
animated figures, and mathematical functions.

5. It's completely affordable.

In summary, I feel we've built a tool that will revolution science and engineering, provided
that computer science helps. Let me urge you to order one. If you don't like it we'll
refund your money . A price list, using the NSF discount schedule is included.

Alternatively let me know if you want more information, including detailed terms and
conditions, more manuals, etc. or a salesman to call you.

Sincerely,

Gordon Bell
Vice President Research and Development
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NATIONAL SCIENCE FOUNDATION
Computer and Information Science and Engineering
1800 G Street, NW
Washington, DC 20550

January 30, 1987
Dear Colleague:

This letter is being sent to you in order to inform the scientific community of important activities presently taking place at
the National Science Foundation. The fiscal 1987 Budget for the National Science Foundation includes funds of several
million dollars in support of an initiative known as: "Computational Science and Engineering" (CSE). These funds are being
distributed among the various disciplines: Biological, Behavioral and Social Sciences; Computer and Information Science and
Engineering; Mathematical and Physical Sciences; Science and Engineering Education; Engineering; and Geosciences. Itis
anticipated that this new program will stimulate activity at the interface between the sciences and advanced computer
technology. The NSF strongly urges investigators to inquire further about the details of the initiative with the various
program directors at the Foundation. Enclosed with this letter is a program announcement (NSF 86-91) that describes the
goals of the overall NSF/CSE programs.

Many of you may know that there have been a number of organizational changes at NSF. One is the creation of a new
Directorate for Computer and Information Science & Engineering (CISE), which combines several preexisting computer
activities from other directorates, the Division of Computer Research, the Division of Information Science and Technology,
and programs in Computer Engineering, Communications and Signal Processing, and the Office of Advanced Scientific
Computing.

CISE supports research in computer science, information systems and processing, robotics, networking and communications,
microelectronics, advanced scientific computing and intelligent systems. The overall goal of the effort is to improve the
knowledge base, research infrastructure and professional labor force needed to understand and improve the nature, synthesis and
use of computing and information processing devices and systems. The current structure of CISE includes 5 divisions:

« Computer & Computation Research e Advanced Scientific Computing
« Information, Robotics & Intelligent Systems ¢ Networking & Communications Research & Infrastructure

» Microelectronic Information Processing Systems
FORMATION OF RESEARCH TEAMS

Although many of the efforts described below can be performed by single investigators, and will be, to some extent,
supported in that form, this new initiative will emphasize strong inter-disciplinary approaches to the enhanced computing
capability and environment of the scientist and engineer. Proposals involving computer scientists, mathematicians, scientists
and engineers, and specialists in such areas as computer graphics, might be integrated in such a way as to form an inter-
disciplinary group or team, addressing specific problems of importance to one or more scientific or engineering disciplines.
For example, such proposals might be strongly coupled with the efforts of innovators of state-of-the-art algorithms and
software for application on machines with highly parallel architecture. Such approaches could develop new paths for entire
disciplines to follow. They will be coordinated among CISE programs and the NSF scientific and engineering disciplines.

RESEARCH OPPORTUNITIES IN CISE

Proposals with a strong interdisciplinary approach are being encouraged in the following computational areas, although this
list is not intended to be complete:

= Software and Algorithm Development « Application of Advanced Technologies to problem solving
« Visualization, Graphics and Image Processing  * Formation of Novel Computational Strategies
= Network and Communication Systems » Performance Evaluation of Computer Systems and Software

« Distributed and Parallel Processing and Vectorization

Software and Algorithm Development: It is widely accepted that software lags hardware development. This fact is
~ecially true for supercomputers and other machines of advanced architectures. Within CISE, the Computational Science and
Jineering Initiative will focus on research that addresses the development of novel algorithms and their implementation
_..0 useful software packages, the creation of friendly working environments, and the automatic production of fast, efficient
code for scientists and engineers working on advanced computers. Innovations in languages, user-friendly interfaces, software
tools, etc. might address issues related to the speed up of code development and therefore the productivity of researchers.
Methods which assist in the portability of code across a variety of advanced machines will also be considered.



Visualization, Graphics and Image Processing: More powerful visualization capability is being demanded to take
advantage of the most powerful machines. Substantial insights are already being gained from graphics, which is the only way
to understand many scientific phenomena. Among the many research topics in graphics and image processing are:
extemporaneous, interactive steering of numerically intensive calculations; dynamic visualization of fields in higher
dimensions; high bandwidth graphics, networks and protocols; massive data set handling and standards; vectorization and
parallelized algorithms for visualization; workstation-driven remote use of supercomputers; standard graphics-oriented
scientific programming environments.

Perforunance Evaluation: A recent NAS/NRC report on "An Agenda for Improved Evaluation of Supercomputer
Performance” remarks on the severe lack of scientific foundation, regarding our ability to evaluate the performance of
advanced computers. Investigations into the definition and techniques for performance evaluation of parallel or other computer
systems are encouraged either as the principal subjects of proposals, or as components of other research projects in this
initiative,

Distributed and Parallel Processing and Vectorization: The direction of advanced scientific computing is clearly
headed toward parallelism to achieve increased capacity. Since the complexities of programming in parallel environments
with optimally vectorized code place even more challenging demands on software and algorithm development, the
Computational Science and Engineering Initiative will emphasize means to provide effective scientific computing in vector
and highly parallel environments. For example, the initiative will consider methods for automatically parallelizing existing
scientific codes or rewriting them for efficient use on machines of advanced architectures. Also, software tools for increasing
productivity of the programming environment on parallel and distributed architectures will be encouraged especially, for vector
and multiprocessor computers.

Advanced Technologies: The Science and Engineering Initiative welcomes proposals concerned with areas of technology
that have a strong impact on the conduct of future computing. Examples include high capacity and/or high performance mass
storage coupled with appropriate file and data base management systems, optical computing, neural networks, non-binary
computing, or any such ideas that could influence the nature of advanced scientific computing. The CSE Initiative will
cooperate with other programs on the potential application of advanced computing technologies and systems to scientific and
engineering problems. Proposals of this type will be coordinated as appropriate both within and outside the Foundation.

Formulation of Novel Computational Strategies: New computer architectures, communications technologies,
languages, and other software or hardware advances becoming available offer promise of greatly enhanced speed, flexiblility, or
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