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Education Network (NREN) aka the Internet. Bo. 2 colltaills a number of
illterviews by per"",s creatillg the history of CISE and the Illtemet.

Bell CISE Directorate of NSF. Charter, Budget" Goal" Org. 1986-1987 VBBI. ;. " '00
Colltaills ratiollale for a Ilew NSF Oivisioo taken from Ellgilleerillg, Math alld
SCiellce, and Social SCience. Talk to Con ress. CS commullit ,illdudin CRA.
Bell CISE NREN FCCSEr reports. papers. & Aspray, IEEH, Kleillfock. vall Houweling 18.2 " '"illterviews VBB2.
This folder is about NSFs role in creating the Natiollal Research and Educatioll
Network (NRENI aka the Illtemet and has my illterviews with people and
or~anilatioos writin~ the historv of CISE and the Internet
Bell CISE NSF Cellters for ASC divi,iOll VBB3, S8.9 " '"NSF Supercomputer Centers that were e,tablished at this time. The funding and
operation was somewhat colltelltious since the computer science commullity had
no Interested in scientific computing in t986. Thirty years later the cOllditioll i,
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Advanced Scientific Computing: Past... Future 

Phase I. Supercomputer Access for Research Community (9/84-10/86) 
Supply supercomputer power to existing scientific and engineering users. 
Capacity: Universities [3(4);1(1);0]*; NSF [0;2(2);0] = 5; 2 
Access: basic terminals via dial-up lines 

Phase II. Establish Supercomputer Centers (1985- 
Establish centers to provide computational power and begin to train new 
paradigm for computation.  Establish a network to link centers and 
provide users high speed access with graphics workstations. 
Capacity: Universities [5(7);1.75(14);40(40~80);1(4)]; NSF 
[2(3);5(33);1(4)] = 69; 40 
Access: terminals, Local Area Networks, and workstations 
Network: NSF backbone @ 56 Kbps; Consortia nets; dialup 
Training: Continuous on campus training, Summer institutes for all 
disciplines 
Environment: graphical i/o via workstations; start to hide-the-
supercomputer for improved ease-of-use; begin to provide a "standard" 
environment for operating system, languages and graphics across 
workstations, mini-supercomputers, and supercomputers 

Future  Distributed, Compatible, and Visual Supercomputing (≥1990) 
Provide the leading edge environment with "visualization" where users 
can compute at any machine in a fully compatible hierarchy depending on 
cost, performance, and geographic needs.    Initiate a Computational 
Science and Engineering program.  Distributed communities of 
researchers working on common problems.   
Capacity: Universities [4(80); 8(160); 100(200)]; NSF[1(20);4(128);1(12)] 
= 480; 160 
Access and Network: Research Network (Global LAN) based on fiber 
optics packet switching operating at 45~140 Mbps to interconnect entire 
research community. 

Peak Power: By using parallelism provide X10 ~ X100 speedups 
By providing order of magnitude power increase, new problem solutions 
will become tractable. 

Notes: 
* [number of supercomputers by CDC; Cray; IBM; Japanese (Amdahl/Fujistu;
Hitachi/National; NEC)]. () power in equivalent Cray 1's.



Advanced Scientific Computing Program Evolution 

Original OASC Program Goals 
•supply supercomputer power to scientific and engineering community
•train scientific and engineering community to use supercomputers
•support U. S. supercomputer industry
•provide for remote access by users
•stimulate development of a "rich and powerful" scientific/engineering
computing environment for all as measured by total power and utility

Evolving Centers Program 
•provide the highest performance service with the latest supercomputers,
acting as "beta" sites for the manufacturers
•provide generic applications software libraries
•maintain "consortia nets", and connect to NSFnet and regional nets for user
access
•train "selected or strategic" users in various disciplines (30/center)
•allocate time; report use by disciplines, user experience, user job size, and
geography; review effectiveness for users;  and review final
scientific/engineering output
•co-ordinate and establish a common program, user interface, and graphics
environment across centers to maximize user effectivenss ?
•establish key links with hardware and software suppliers?
•establish a program for industrial users?

CISE-wide Programs in CSE, New Technologies, and DCCR 
•benchmark and understand performance and cost-effectiveness of various
conventional scientific, multi-vector processor computers
•enhance  training for all disciplines to include vector processing
•provide advanced graphics techniques (visualization)
•provide parallel processing environments and encourage applications
appropriate to efficent use of multiprocessor supercomputers
•research on advanced algorithm and software across disciplines
•research new technologies for potential performance breakthroughs

Other NSF CSE Programs 
•develop and maintain area(x)-specific, common user communities for common
programs and datasets
•sponsor and organize the "grand challenges" in computational science

Changing Networking Activities-NCRI 
•Originally provided network to link centers to users, to each other, and to other
networks.
•Currently links to other databases, going beyond traditional computing
•Extend network to support entire research infrastructure
Gordon Bell; 10 March 1987
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Advanced Scientific Computing Program Evolution 

Original OASC Program Goals 
•supply supercomputer power to scientific and engineering community 
•train scientific and engineering community to use supercomputers 
•support U. S. supercomputer industry 
•provide for remote access by users 
•stimulate development of a "rich and powerful" scientific/engineering 

computing environment for all as measured by total power and utility 

Evolving Centers Program 
•provide the highest performance service with the latest supercomputers, 
acting as "beta" sites for the manufacturers 

•provide generic applications software libraries 
•maintain "consortia nets", and connect to NSFnet and regional nets for 

user access 
•train "selected or strategic" users in various disciplines (30/center) 
•allocate time; report use by disciplines, user experience, user job size, 

and geography; review effectiveness for users; and review final 
scientific/engineering output 

•co-ordinate and establish a common program, user interface, and 
graphics environment across centers to maximize user eff ectivenss 

•establish key links with hardware and software suppliers? 
•establish a program for industrial users? 

CISE-wide Programs in CSE, New Technologies, and DCCR 
•benchmark and understand performance and cost-effectiveness of various 
conventional scientific, multi-vector processor computers 

•enhance training for all disciplines to include vector processing 
•provide advanced graphics techniques (visualization) 
•provide parallel processing environments and encourage applications 

appropriate to efficent use of multiprocessor supercomputers 
•research on advanced algorithm and software across disciplines 
•research new technologies for potential performance breakthroughs 

Other NSF CSE Programs 
•develop and maintain area(x)-specific, common user communities for 

common programs and datasets 
•sponsor and organize the "grand challenges" in computational science 



Advanced Scientific Computing Needs and Opportunities 

FY 88 89 90 91 92 
Centers Today 

Current Plan 45 
Co-operative Agreeement 48.5 51.9 54.6 
Minimum staff upgrade 1.5 1.7 1.7 
Cornell second 3090/600 2.5 2.5 2.5 
Misc upgrades at 5 yr. replace 1.6 6.9 6.9 
Total if 5 year replacement 53.7 63.2 63.9 

Total if 3 year replacement 59 73 78.9 

Centers with more capabilities 54 63 69 74 80 
Enhance range of activities 2 2 2 3 3 
Enghance equipment at centers 10 29 33 37 
Total Centers Plan 56 75 100 110 120 

CSE & Technologies Today 3.6 

CSE, Technologies, Visualization, etc. for a "balanced" program 
CSE 6.5 8.6 10.7 
New Technologies 3.6 4.6 5.4 
Visualization (center/group) 4 5 6 
Sci and Tech. Centers 3 5 6 
Total 17.1 23.2 28.1 

Support purchase of Mini-supers 
      for groups on matching basis 0.25/group, one time equipment grant 

machines 40 48 56 
cost 10 12 14 



Preparing for Changing Scientific Computing Environments 

Gordon Bell, Assistant Director 

Introduction 

Computer and Information Science and Engineering 
National Science Foundation 

Washington, D.C. 20550 
30 September 1986 

Recently, a hierarchy of scientific computers in three price ranges and computing styles have 

evolved with relatively the same performance/price and computational ability. The hierarchy 

includes: the supercomputer and large mainframe used as a regional or central computer costing 

between $10M-20M; the mini-supercomputer used alternatively as a central, departmental, or group 

computer costing around $500K; and a workstation/workstation cluster, used as a shared, 

departmental resource, as a single user system, and access to other machines in the hierarchy 

costing around $50K. 

The comparable computational power of these new scientific computers raises various policy issues 

for NSF including the management of its Advanced Scientific Computing Program, the role of the 

five National Centers, and the way computation is supplied to the research community. Ideally, a 

user will utilize all forms of computation based on economics, networking, power, response time, 

and interaction (especially graphics) needs. This paper explores these parameters and outlines the 

policy implications required to provide the most productive environment for the research 

community. 
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The data for this analysis are key performance characteristics of a variety of scientific computers: 
• number of processors, #P.c 
• primary memory size in 64-bit Megawords, M.p, with virtual memory (shown as .v) 
• secondary memory size in Megabytes, M.s 
• speed measured in millions of floating point operations per second 

using Dongarra's Unpack benchmark for a lOOxlOO and 300x300 matrices, Mtlp 
• the price of the machine in millions of dollars, $.M 
• the cost-effectiveness, i.e. perfonnance per unit price for two sized matrices, flpJ$ 
• introduction date, Intr ' 
• stretch time versus Cray XMP single processor for a single job () 

Table of Computer Characteristics 

System #P.c M.p M.s MOp $.M OpJ$ Intr (Stretch) comments 
Supercom,1211W:S 
Cray416 4 16 9.6 108.-480 '17 6.4-28.2 86 (1) 27/Pc. 8.Sns clock 
Cray48 4 8 9.6 108.-480 lS 7.2-32 84 
ETA 10 (Est.) 8 288.v 9.6 1040.-2K 19.7 52.8-107 6/87 (0.2) 10.Sns, 7ns •ss = xl.S 
Cray2 4 256 9.6 60.-372 18.6 3.2-20 86 

Mwnfram~ 
IBM 3090/400 4 16." 60 48.-108 9.8 4.9-11 9/86 (2.25) sans software 

Mioi·suptt<alm12ur,w 
Alliant F8 8 l.v .4 7.6-14 .75 10.1-18.7 6/86 (3.6) with directives 
Convex Cl 1 1.v .4 2.9-14 .4 7.3-3S 1/8S (9.3) 
SCS-40 l 2 .7 7.3-26 .6S 11.2-40 7/86 (3.7) XMP compatible 

~grksrali!los 
Sun3-200 1 1.v - .47 .04 12.0 9/86 (57) 
Sun 3-200 l 1.v .28 .47 .06 8.2 (57) 
Sun3-200 1 2.v 2 .47 .12 3.9 9/86 (57) 
+3diskless 4 8.v 2 1.9 .25 7.5 cluster of 4 

Sun87/Bloy 1 2.v - 1.5 .02 75 87 (18) 
Sun88/BJoy 1 4.v - 4.0 .03 132 88 (6.75) 
Sun89/B1oy 1 8.v - 10.0 .04 250 89 (2.7) 

Hi11&ao~ B~Cen.o~s 
Cray 1/S 1 1 12 . ..(»6 6 2.-11 75 (2.3) 
VAX-nnso 1 .5v .1 .15 .3 2. 4fi8 (180) 

~ 
For the Crays and ETA-IO. the perfonnance is for4 and 8 independent job sll'Cal11s. Linpack appears to be a good 
benchmark in that it correlates well with other scientific and engineering benchmarks, and with the average 
delivered power. As work is "tuned" for vector processing, the 300x300 matrix is a realistic target for typical 
applicalions. 

A variety of different secondary memory configurations are given, including none for the 3090 and several Suns. 

The fastest uniprocessor is the NEC SX-2 at 43-347 Mflops. 

Super-minicomputers. and high-performance PC's are not included because they provide relatively poorer 
perfonnance. and perf onnance/price. For example, the PC A T/370 is a factor of 818 slower than a Cray and the cost 
to perfonn floating point operations is roughly double. 
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Background 
The current surge of interest in supercomputers becomes clear when we look at the evolution from 
the late 70's when the Cray 1 and VAX 780 were the standards for computation. The 780 entered 

the scientific and engineering community because it provided relatively the same price performance 

as a Cray 1, even though the performance differed by a factor of 80 (using Linpack as an 

indicator). A more reasonable estimate for the difference is more like a factor of 20-40. Those 

who bought VAX.en observed that since the average user only got 1-2 hours of Cray time each 

week, (50-100 hours per year) they could get the same amount of computing done by letting a 

VAX grind 20-160 hours per week. 

Over time, the Cray evolved; the XMP was speeded up by over a factor of two and built as a 

multiprocessor, which roughly trebled the performance/price. When the scientific community 

started utilizing Crays with improved compilers, they began to develop more effective algorithms 

for vectors that increased the effective power of the machines. The delay in getting a more 

cost-effective VAX (the 8600 was two years late), and the relatively high price of V Ax.en 

exacerbated the difference between the supercomputer, and the super-minicomputer (in essence a 

lower priced mainframe). The popularity of VAX.en for more general computing also allowed the 

price to remain high, by giving it a market outside the research community. DEC, like IBM when it 

introduced a complete range of compatible computers, may have become less interested in and 

attentive to the research community. The CrayN AX gap may have been a major motivation in the 

formation of the NSF Advanced Scientifc Computing Program. 

In the early 80's Alliant, Convex, and Scientific Computer Systems formed to exploit the 

performance/price gap between the Cray XMP and VAX by utilizing vector data-types pioneered in 

the Cray 1. Thus, a new class of mini-supercomputers was formed, all of which have better 

performance/price than the Cray (almost a factor of 2 in the case of the new SCS-40). 

By 1985, ten years after the Cray 1, IBM and Japanese manufacturers building IBM-compatible 

mainframes had added vectors and multi-processors to their machines. 

Observations About the Computers From the Table 

Three characteristics are important: the processing power in Megaflops; the cost-effectiveness in 

flops/$, and the stretch time versus a Cray. There are exceptional computers, when comparing the 

cost-effectiveness in each class: the (projected) ETA-10 (to be better by a factor of 8!), and the 

SCS-40 (better by almost a factor of 2). The SCS-40's virtue and principle flaw is Cray 
-~ 

compatibility. Other mini-supers have virtual memory. A cluster of SUN workstations could 

provide up to a factor of 2 better performance/price, depending on the amount of secondary 

memory. The factor of 5 difference in the speed of the ETA-10 versus a Cray XMP should open 

up new problem solution domains. The ET A-10 uses large CMOS gate arrays on large, multilayer 
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printed circuit boards. This kind of fabrication provides a potential breakthrough in cost that is 

counter to the use of ECL to build supercomputers, large mainframes, and supenninicomputers by 

Cray, DEC, IBM and the Japanese.Both the Cray 2 and ETA-10 have large memories that should 

open up new problem domains. All of the machines, except the Crays, have virtual memory. 

Because of the lack of paging, it may be difficult for multiple users with very large problems to 

effectively utilize the Cray 2. The use of large physical and virtual memories needs to be explored 

and understood. 

While the table shows times for a floating-point intense program, Linpack, it is unclear how the 

machines perform under comparable workloads or whether they will actually be used in the same 

fashion. For example, a slower machine is likely to be used more interactively and results of the 

computation viewed constantly to avoid unnecessary work. Users oflarge batch machines may 

have to request more work and output because tum-around is longer. Scalar benchmarks aren't 

given, and most machines are used a significant amount of time either interactively or in scalar 

mode, both of which lower the performance and favor the 3090 (which outperforms the Crays in 

scalar mode), mini-supers, and workstations. 

NEC's SX-2, not included in the Table, executes Linpack at about twice the performance of a 

single processor Cray XMP. The performance/price is unclear. 

Many computers exhibit performance/price comparable to tcxlay's supercomputers. The Advanced 
Scientific Computin~ Promm must understand the relative power and work capacity of all forms 
of computation and be~n to develo,p ways to supply resources appropriate to user need and 
cost-effectiveness considerations, 

Can Users Tolerate the Time Stretch/ Lower Cost Trade-off? 
Can a user of a smaller computer, stand the lengthened tum-around time that comes with using a 

slower computer and stretching the computation time by factors of 4 to 10? At present, only one or 

two users within our user community are receiving an hour of computer time per day. The 

mini-supercomputers, supplying the eqivalent of one hour of Cray time in 4-10 hours are 

competitive because the average tum-around for a one-hour job on a Cray can easily be this long. 

The typical tum-around for a 15 minute job is 2 hours (or factor of 8 stretch). The Sun 

Workstation might be used for longer computation provided the user "guides" the computation. 

The Sun's stretch factor is comparable to that experienced between the Cray and 780 during the late 

70's. Alternatively, advances in partitioning programs for parallel processing make the cluster have 

the best performance/price if a job can be parallelized using a message-passing model of 

computation. 

Based on the performance, and time allocations inherent in supercomputer use, a complete 
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hierarchy of computers will exist and is justified. Given that an individual user or prQject is likely 

to simultaneously access all levels of the hierarchy. a compatible {and most likely standardized)

basic environment that can s@port user communities, who in tum have common wplications 

environments, is essential. 

Multiprocessors,' Array processors and Multicomputers (e.g. Hypercubes) for 

Parallel Processing 

A number of alternatives exist that may offer significant improvements in performance or 

performance/price. For example, a 64 computer NCUBE has been used to solve a problem that 

took twice as long on a single processor XMP. The improvement yielded almost an order of 

magnitude in cost. Given the decomposition for parallel procesing on the NCUBE, an XMP might 

be used to gain a 4 times speed-up; in fact, the XMP operating in this mode has computed Linpack 
at a rate of 713 Mflops which is 26 times the single processor rate. Likewise, array processors 

such as the FPS X64 have been lashed to minis and mainframes, yielding significant improvements 

in performance/price. None of these alternatives are explored. 

Standardized parallel processin� primitives in all pro�mmin� Ian�ua�es based on a multi-process, 
messa� passilll� model of computation is needed for all structures, Pro�ams used in this fashion 

will operate compatibly and identically across workstation clusters, multicomPuters such as the 

hypercube, and shared-memory multiprocessors <e.�. Cray and ETA), Given the relatively 

constant performance/price and similar rum-around times for an of the computin&: alternatives, 

parallel processin &: becomes essential. 

The Role of the Super Computer Centers 

Historically, centers have existed for a variety of reasons including cost sharing, technology, 

performance, networking, user needs, local politics, government funding, etc. Clearly when hot 

ideas emerge and projects need ten to several hundred hours of supercomputer time that can't be 

supplied locally the centers are essential. The definition of the kinds of work that the centers will 

su12wn is critical, tpven tqat computation can be done vezy effectively by local university centers, 

departments, prQ.iects. and individuals at workstations. 

Our centers are critical to scientific and en�ineerin� computin� for the research community. Today 

the centers train users about the parallelism inherent with vector data-types. They have the 

programs and staff to train the trainers and users rapidly, and to support large programs and 

datasets inherent in supercomputer use. Centers may be the best place to support certain large 

programs and databases for a given intellectual community; NCAR is an excellent example as it 

provides millions of lines of common programs and 17 terabits of common data for its community 
of atmospheric scientists to environmental engineers. Centers may also support common programs 

for communities of distributed users at mini-supers, super-minis, and workstations in order to 
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supply service when the distributed research requires significant computing power. 

Large amounts of power (on the order of 1 hour per day) would be supplied to large projects that 

do not have machines, and to a community of student and casual users who access common 

programs and data. ff the "average" project uses 1 hour per day or 350 hours per year, then a Cray 

XMP would support 24x4, or about 100 projects! Projects of this size would be, in effect, 

subsidized at about $100,000 with steady-state costs. It can, alternatively, service 640 users who 

use at most an hour a week, or 50 hours per year, providing them about a $15,000 subsidy. 

Finally, several thousand student and casual users who would use no more than 10 hours per year 

(a year on a PC/370) could be supported at negligible cost. Policy statements are needed which 

characterize usea~e across ~eo~phy. user size, and discipline, 

The centers have a lead role in supporting state-of-the-art computers of all types including 

supercomputers, mini-supercomputers, and larger scale experimental machines. The centers 
should be the beta test sites of all new systems, especially those which can not be easily purchased 

or supported by local researchers or departments. The centers must take the lead role in 

understandin~ benchmarks, workloads. and cost-effectiveness of all fonns of computation, 

Standards. The three alternative fonns of computation that fonn the main line of computing all 

provide roughly the same computational service at comparable costs (not including the cost to the 

user). We must establish standards that make it equally easy for users to work at any of the places 
in a compatible fashion. In many cases, a user will use the super or mini-super or existing 

super-mini for calculations and the workstation to view results. Thus code will be run in a highly 

distributed fashion across different machines including new, and evolving UNIX-compatible PC's. 

Similarly. we should work toward establishin~ and supportin~ common prowams and data across 
en~neerin~ and scientific disciplines so they may compute at any level of the hierarchy, 
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Conclusions 
Computers now exist which allow various styles of computing ranging from regional 

supercomputers ,to personal workstations. All of the computers in the hierarchy will continue to 

exist and flourish because, with the exception of the ETA 10 to be delivered next year, all offer 

relatively the same cost and effectiveness. 

Having the wide range of styles and locations demands attention to: 

•training, education and program support; 

•networks for intercommunication of programs, data, and terminal access; 

•benchmarks, workloads, accounting, and pricing i.e. understanding cost and effectivenss; 

•allocation of time across user communities by size, discipline, and geography; 

•standardized programming environments and graphics enabling effective use; 

•supporting specialized community programs (e.g. NASTRAN) and databases 

(e.g.NCAR); 

•specialized and alternative computers; and 

•standards, understanding and training for compatible, message-passing parallel processing. 

With the center program entering phase II, attention and resources will have to be focused on these 

demands. 
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MEMORANDUM 

SUBJECT: Advanced Scientific Computing Strategic Opportunities 

FILE TO: 

FROM: 

DA1E: 

Assistant Director/CISE 

August 31, 1987 

I'd like to raise several strategic issues for our support of advanced computing for research which 

go beyond the budgeting for the NSF Supercomputer Centers. This concern is based on: 

o lack of support for distributed minisupercomputer facilities which complement, but 

do not replace the DASC supercomputer centers 

o difficulties and long lead times in the creation and support of a completely 

compatible distributed computing environment across a range of machines 

horizontally (supers) and vertically (supers, mainframes, super-minis, mini-supers, 

and workstations) 

o inability to support new, faster and/or more cost-effective computers on an 

opportunistic basis, (because the centers consume such a large fraction of our 

resources) 

o the inefficiency of central facility versus research discipline-based management 

o inability to support a CSE or a "Grand Challenges" program via the research 

directorates (which is necessary for a true revolution in scientific computing) 

o lack of understanding and inability to fund benchmarks dealing with performance 

and performance/cost issues associated with alternative forms of computing 

Backin:ound 

Last fall, I wrote a memo which was circulated widely within the community (Preparing for 

Changing Scientific Computing Environment, 30 September 1986). The reactions were bi-modal: 

"don't rock the boat because at least we have supercomputer time" and "you're right, we need a 

range of compatible computers for a complete environment, furthermore we need support for 
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smaller machines". I am now convinced the hypothesis of the Cray XMPN AX-780 gap was 

correct, and the genesis of the supercomputer program. However, if the program hadn't been 

started, then today, more researchers would be using mini-supers and super-minicomputers such as 

Alliant, Convex, DEC, Elexsi, IBM, etc., which would serve many researchers better than the 

centers are able to. For those researchers who do not need the maximum capability offered by 

supercomputers, mini supercomputers distributed into the researchers' own environment and 

connected via networks to the supercomputer centers would offer significantly more and higher 

quality computing resources to those researchers. Note that capacity refers to throughput and 

capability refers to turnaround. Independently, Stuart Rice made similar points in a recent speech: 

"I have in mind a networked system ... graphics workstations and local supporting 

intermediate computer and ultimately connects to a supercomputer, with provisions 

of special devices ... 

1. Distribution of computer resources distorted by the use of "funny money" ... 

cash and credit ... Workstations come from grants, supers are "free" ... 

intermediate machines are indispensible and current funding patterns have to change 

if. .. 

2. Dramatic advances in hardware haven't been matched by advances in algorithms 

and operating systems. . .. parallelism is "chicken and egg" 

3. The scientific community has become rather inflexible with respect to use of 

operating systems. . .. don't use particular machine features ... 

4. . .. the scientific community has not been as imaginative as it might in thinking 

about the uses of computation in research." 

A Vertically and Horizontally Compatible Computin~ Environment 

Rice's scenario is based on complete horizontal (all the supercomputers) and vertical (supers, 

mini-supers, and workstation) compatibility. We now have six incompatible centers (including 

NCAR). Since UNIX is truly becoming an important standard under the forthcoming Federal 

Information Processing Standard, FIPS P1009, Posix, I believe this situation must change. 

Unfortunately, NSF at SDSC is supporting the development of "Unix-like" calls for CTSS, 

thereby creating a continuing support commitment for a proprietary operating system. The ASC 

Program has been slowly addressing this problem. Until UNIX is in place the existing situation 

limits the use of the centers' supercomputers for entire communities such as VLSI designers and 

creating more work for their users who now operate with the standard (workstations and minis). 
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Mini-swers Are Required to Operate With The Swercomputer Centers In Order To Provide The 

Best Computing Environment 

Support for supercomputer centers was provided without providing support for intermediate 

equipment, thereby depriving users from doing a substantial amount of their computing on a local 

basis. NSF Program Managers have not funded mini-supers in the same manner as they did minis 

and superminis because of the availability of "free" supercomputer time and higher cost of 

mini-supers. 

We need all forms of computing: workstations for productive development and visualization; local 

super-minis, and mini-supers for the shorter calculations or where programs can be run longer to 

get the same results; and supercoomputers for the exceptional scientific opportunities and "grand 

challenges" that networked powerful central systems with common programs, data and support 

provide. To have such an environment requires two components: compatibility and the ability to 

fund the distributed, small machines. 

While I support having the existing centers at the largest, peak power for users whose problems 

require the maximum computational capabilities, I don't believe they are an "acceptable" way to 

supply scientific and engineering computation capacity to the larger community. In particular, 

some of the existing supercomputers in the centers are a poor way to supply computation to certain 

parts of the engineering community, because most of their small memories, lack of virtual memory, 

lack of UNIX compatibility (most workstations run UNIX), and network-limited graphics. 

However, the IBM 3090/600 has both a large physical and virtual memory. Similarly the ETA 10 

has large physical and virtual memories and will have a UNIX capability. 

Comparing a Swercomputer Centers Approach With Distributed Miniswers 

Enclosed is a table which compares the centers approach with distributed mini-supercomputers 

which are operated directly by the research community. While the table compares the minisuper 

with the super, it isn't the intent to eliminate the center. Distributed machines would be managed 

on a group, department, or university-wide basis in precisely the same fashion as the several 

thousand minicomputers and super-minicomputers are today. The table compared a single Cray 

XMP (sans networking) center with a collection of mini-supers costing roughly $600K (plus 

interest, but without discount), assuming that most of the operational costs for the mini-super are 

borne by the user communities institution. In essence, distributing the mini supercomputer 

transfers the costs of the large central staff, facilities, materials and supplies, travel, networking, 

etc. from direct NSF funding to the organization using the distributed center. By distributing, 
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usually one full-time person and a plethora of students maintain a mini and it is expected that this 

would continue with the mini super environment. Furthermore, many students are now deprived 

of the operating experience and training of a supercomputer environment. 

The cost to NSF that I've used to operate a Center is $1 lM, and doesn't include the roughly $IM 

required for network access (about $1K per user), nor the upgrade. The NSF budget amount 

request for the centers in FY '88 averaged $9M. The average cooperative agreement request is 

$9.7M. The amount needed is somewhat more--$10.7M. If you include the network which is 

needed for an overall integrated environment, it gets to roughly $12M per center. They still must 

be able to continue at the level of $2M-$4M of outside support. In contrast to supercomputers 

which are increasing in price, superminis are getting cheaper with the large number of new 

suppliers and approaches, but mini supers have remained in the $0.5M to $1.5M price range, 

probably because of the artificially limited market for these devices. 

These cases are provided to compare the distributed and the centralized approach. Each assumes 

that a user base of 1200 is to be supported which is similar to that of a NSF supercomputer center. 

Also, it is assumed that a minisuper provided I/24th the capacity of an XMP/48, or each mini 

would be equal to 116th of processor (1/4-1/3) is probably more realisitic. Note both cases favor 

the distributed approach: 

1. 24 superminis, with 50 users each could supply the capacity but not the ultimate 

capability of the XMP. The NSF cost for 5 years for the computers 

would be only $6M versus $1 lM. To provide operational assistance to such a 

large community (50 users) would probably cost NSF an additional 100K, or raise 

the NSF cost by another $2.4M. This system provided equivalent capacity of a single 

center. Certainly, one would not operate 24 superminis in a centers environment! 

2. To serve 1200 users, with only 25 users per machine would cost roughly the 

budgeted FY '88 NSF cost per center. However, each user would have at 

least twice as much computing capacity, and have no networking limits. 

The main environments where supercomputers make sense are the large, centralized, National 

laboratories which can afford large support staffs, and which need large amounts of computing 

resources including many shared programs and databases. Also, they require minimal 

networking. 

New Machines In Various Price Ranges 

4 



A number of new machines that will provide opportunities for service as super and mini 

supercomputers are described below. 

Thinking Machines has introduced a much faster version of the Connection Machine at a price of 

about $5M which will be useful for a reasonably large class of problems. 

ETA has announced their "Piper" running at 205 speed which is a room cooled computer running 

Unix. 

A large number of conventional and parallel processing computers (multicomputers) exist and are 

being introduced, all of which offer significant (factors of 2-10) performance and/or 

performance/price improvements for scientific computing. For example, a new company, 

Multiflow, based on work NSF funded at Yale on parallel procesisngjust introduced a new $400K 

machine which conputes at 1/4-1/2 a Cray XMP for Linpack, and higher on the average because it 

automatically parallelizes over 7 operations per instruction. 

Several RISC processors, includingMIPS, have introduced computers which have scalar integer 

performance, characteristic of work done by compilers and operating systems, equal to the Cray 

XMP. 

We can support none of these directly via CISE without trading off some important component of 

our current activities. The program offers refer computer requests to ASC and have not decided to 

support mini supers in the same manner that they have supported minicomputers in the past. 

Center-based Mana~ement versus Research-based Mana~ement 

There is essentially no management of the program based on research needs. The computational 

science and engineering initiatives we are able to fund are anemic and completely out of balance 

with the very large centers budget! A real program would be the basis of Wilson's "Grand 

Challenges", and until each of the disciplines is given the dream and responsibility, they will not 

deal with the opportunity. 

Also, given that essentially all of ASC funding is going into centers we have no funding to 

understand scientific computing (e.g. benchmarks), to improve productivity through visualization, 

or new algorithms or new approaches to computation based on parallelism. This lack of 

understanding will be the first limit of using the next round of supercomputers which are predicated 
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on a number of processors. 

Bottom Line 

Many opportunities exist: The incompatible computing environment at the centers, lack of 

graphics, novel research results that cold only be accomplished with larger resources, performance 

levels, new user training and population, growth by engineering users, vendor support outside of 

IBM's total commitment, and industrial involvement I am disappointed with the imbalance in the 

existing program given we are spending so much and cannot address the entire spectrum of 

requirements. Above all, we have not provided an important style of user-managed distributed 

computing for our users, including new machines which could provide much more capacity, 

capability, and training. 

Recommendations 

Given the political environment surrounding large centers, I don't believe NSF could withdraw 

support to any of the centers in order to fund a more balanced computing environment, even though 

this is what I recommend given that NSF in effect operates a zero sum game. For balance, the 

funding should be increased to support them at their peak power, along the lines I argued in an 

earlier memo. At the same time, we need a much stronger CSE Program which is distributed 

among the research directorates and divisions, along with the computer time. Finally research 

directorates should encourage users to buy their own smaller, more cost-effective, and in the case 

of memory, more powerful computers. None of this is happening. 

I believe we need both ideas and help in order to have a better balanced program. 

GB6 
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Subject: Alternatives to fund the centers up to their desires and abilities? 

To: Director 

From: Assistant Director, CISE 

Date: 21 August 1987 

Based on what I heard at a recent meeting reviewing the centers plans, it is clear that the 
ASC centers have the ability to absorb an arbitrary amount of funding for the following 
arguably reasonable things: 

• incremental equipment for better balance (e.g. memory, disks, lines)

• upgrades to prevent center obsolescence increased capacity to meet industrial
needs and opportunities “batch” and remote visualization equipment for movies

• and lesser priority items including:

• courses

• grand challenges in computational science new technologies and new techniques
in parallelism scientists to help in parallelization and visualization interactive
visualization at the user level

We cannot possibly meet the requests. The disturbing fact is that NSF is the sole source 
of support at nearly all of the centers except Illinois, and the degree of support is 
increasing. Our current approach to funding has literally reduced industrial support. 
Except for Cornell and Illinois, the centers are really decoupled from industry; they are 
customers rather than research partners. 

I would like to find some other ways to share this incredible funding burden. Here’s my 
current list of options (ideas): 

1. Status quo. NSF funds it all centrally, as we do now in competition with
computer science. This is the worst of all possible worlds because the use of the
facility is completely decoupled from the supply of the service. By being in CISE,
nearly everyone associated with the budget, gets the erroneous conclusion that
people working on computer science and engineering research have something to
do with the centers. Little or no coupling or use of the centers is made by
computer science. The machines aren’t suitable for computing research, nor are
adequate funds available for computational science.

If I make the decision to trade-off, it will not favor the centers, but rather centers 
will be funded at about the same as overall science. 

2. Central facility. NSF funds ASC as an NSF central facility. This allows the
Director, who has the purview for all facilities and research to make the trade-offs
across the foundation.

3. NSF Directorate use taxation. NSF funds it via some combination of the
directorates on a taxed basis. The overall budget is set by AD’s. DASC would
present the options, and administer the program.



4. Directorate-based centers. The centers (all or in part) are “given” to the 
research directorates. NCAR provides an excellent model for say BBS, and MPS. 
Engineering might also operate a facility. I see great economy, increased quality, 
and effectiveness coming through specialization of programs, databases, and 
support. This is partially happening. 

5. Co-pay. In order to differentially charge for all the upgrades and incrementally 
nice facilities a tax would be levied on various allocation awards. Such a tax 
would be nominal (e.g. 5%) in order to deal with the infinite appetite for new 
hardware and software. This would allow other agencies who use the computer to 
also help pay. 

6. Manufacturer support. Somehow, I don’t see this changing for a long time. A 
change would require knowing something about the power and throughput of the 
machines so that manufacturers could compete to provide lower costs. BTW:Erich 
Bloch and I visited Cray Research and succeeded in getting their assistance. 

7. Make the centers larger to share support costs. Manufacturers or service 
providers could contract with the centers to “run” facilities. This would reduce 
our costs somewhat on a per machine basis.  

8. Fewer physical centers. While we could keep the number of centers constant, 
greater economy of scale would be created by locating machines in a central 
facility and running them more like LASL and LLNL where each run 8 Crays to 
share operators, mass storage and other forms of hardware and software support. 
With decent networks, multiple centers are even less important. 

9. Simply have fewer centers. but with perhaps increasing power. 

10. Maintain centers at their current or constant core levels for some specified 
period. Each center would be totally responsible for upgrades, etc. and their own 
ultimate fate. 

11. Free market mechanism. Provide grant money for users to buy time. This 
might cost more because I sure we get free rides at places like Berkeley, 
Michigan, Texas and the increasing number of other institutions who do provide 
megaflops to their users. 

I really question how we are going to fund this program in any fashion which permits the 
facility to be “traded-off’ as part of a total research program. Only the disciplines can do 
this. I believe we should do the following: 

1. consolidate equipment in fewer equipment-based centers to reduce cost and 
operate fewer physical centers at a greater economy of scale 

2. have 3 or 4 directorate based centers and 2 or 3 general centers 

3. use co-pay as a means to look at real need and as a way to fund specialized 
facilities such as 35mm movie equipment 

Can I have your help on this matter? 
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M E M O R A N D U M  ...  
D R A F T (NSF Confidential do not reproduce) 
Date: August 25, 1987 
To: File 
From: Assistant Director, CISE 
Subject: Advanced Scientific and Engineering Computing Direction 

I'd like to raise several strategic issues for our support of advanced computing 
for research which go beyond the budgeting for the NSF Supercomputer 
Centers.   This concern is based on these factors: 

•inability to create and support a completely compatible distributed computing environm
•inability to support new, faster and/or more cost-effective computers on an opp
•the inefficiency of central versus research discipline-based management 
•inability to support a CSE or a "Grand Challenges" program via the
research directorates (which is necessary for a true revolution in scientific computing) 

Background 
In the fall, I wrote a memo which was circulated widely within the community 
(Preparing for Changing Scientific Computing Environment, 30 September 
1986).  The reactions were bi-modal: "don't rock the boat because at last we 
have supercomputer time" and "your right, we need a range of compatible 
computers for a complete environment, furthermore we need support for 
smaller machines".  I am now convinced the hypothesis of the Cray XMP/ VAX-
780 gap was correct, and the genesis of the supercomputer program.  If the 
program hadn't been started, then today, researchers would be using Alliant, 
Convex, DEC, Elexsi, IBM, etc. mini-supers and super-minicomputers, and 
would have access to significantly more and higher quality computing 
resources.  Independently, Stuart Rice made similar points in a recent speech:  

"I have in mind a networked system ... graphics workstations and local 
supporting intermediate computer and ultimately connects to a 
supercomputer, with provisions of special devices... 
1. Distribution of computer resoures distorted by the use of "funny money" ...
cash and credit ... Workstations come from grants, supers are "free" ...
intermediate machines are indispensible and current funding patterns have
to change if ...
2. Dramatic advances in hardware haven't been matched by advances in
algorithms and operating systems.   ... parallelism is "chicken and egg"
3. The scientific community has become rather inflexible with respect to use
of operating systems.  ... don't use particular machine features ...
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4. ... the scientific community has not been as imaginative as it might in
thinking about the uses of computation in research."

A Vertically and Horizontally Compatible Computing Environment 
Rice's scenario is based on complete horizontal (all the supercomputers) and 
vertical (supers, mini-supers, and workstation) compatiblity.  We have total 
incompatiblity across the six centers (including NCAR).  They are not compliant 
with the forthcoming Federal Information Processing Standard, FIPS P1009, 
Posix.  I believe this arcane situation should change, but so far we have no 
commitment for UNIX at the centers, other than a contract for the ETA 10.  
Furthermore, NSF is supporting the development of "Unix-like" calls for CTSS, 
thereby creating a continuing support commitment for a proprietary operating 
system that I don't believe the government should be funding.  The ASC 
Program simply has been unable to address this problem, thereby limiting the 
use of machines for entire communities such as VLSI designers and creating 
more work for all users who now operate with the standard (workstations and 
minis). 

Mini-supers Are Required To Operate  With The Supercomputer Centers In 
Order To Provide The Best Computing Environment 
Aside from the incompatiblity that prevents users from moving among the 
centers,  exclusive support for centers has driven support of smaller machines 
away, thereby depriving users from doing a substantial amount of their 
computing on a local basis.   NSF Program Managers have not funded mini-
supers in the same fashion as the traditional mini and super-mini, given the 
availablity of "free" time at supercomputer centers and increased cost of mini-
supers.   

We need all forms of computing: workstations for productive development and 
visualization; local super-minis, and mini-supers for 90% of the calculations; 
and supercomputers for the exceptional scientific opportunities and "grand 
challenges" that a powerful central system with common programs, data and 
support would give.   To have such an environment requires two components: 
compatability and the ability to fund the distributed, small machines. 
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While I support having several centers at the largest, peak power for the top 
5%-10% problems and users, I don't believe they are an acceptable" way to 
supply scientific and engineering computation to 90% of the community.  In 
particular, they are a poor way to supply computation to certain parts of the 
engineering community, because most of the computers have small memories, 
lack virtual memory, lack UNIX compatibility (most workstations run UNIX), and 
lack graphics (limited by the network for the foreseeable future).   
 
Comparing a Supercomputer Centers Approach With Distributed Minisupers 
Enclosed is a table which shows some of the gains by utilizing mini-
supercomputers which are operated directly by the research community.  While 
the table compares the minisuper with the super, it isn't the intent to elimanate 
the center.  Distributed machines would be managed on a group, department, 
or university-wide basis in precisely the same fashion as the several thousand 
minicomputers and super-minicomputers are today.  The table compares a 
single Cray XMP (sans networking) center with a collection of mini-supers such 
as the Alliant FX-8 costing roughly $600K (sans interest and any discount), 
assuming that the operational costs for the mini-super are borne by the user 
community in much the same way the end users fund part of the operational 
cost of the centers.  In essence, distributing the computers elimates the large 
central staff and facility expenses of a center.  By distributing, usually one full-
time person and a plethora of students maintain a mini.  Furthermore, many 
students are now deprived of this operating experience and training.   
 
The cost I've used to operate at Center is $11M, and doesn't include the 
roughly $1M required for network access (or about $1K per user).  The amount 
in '88 will vary for a center from $9M (the budget), $9.7M (agreement), $10.7M 
(my request), going to roughly $11M in '90, but actually requiring more like 
$13M to make up for the short fall needed to have modern centers.  If you 
include the network this gets to roughly only $14M per center, assuming they 
still are able to generate $2M-$4M of outside support. In contrast to 
supercomputers which are increasing in price, superminis are getting cheaper 
with the large number of new suppliers and approaches.  Note all four cases 
favor the distributed approach: 

 
1. 16 superminis, with 75 users each could supply the power of the XMP.  

The cost for the computers would be only $2M versus $11M.  To provide 
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operational assistance to such a large community (75 users) would probably 
cost an additonal 100K-200K, or raise the cost to the $5M range.  Such a 
system could only serve 16 sites conveniently, or 80 sites if they replaced 
the 5 centers (something that I am not advocating). 

 
2. To serve 1200 users, with only 25 users per machine would cost about 

$6M.  Note, this is roughly equivalent to the user community and number of 
sites we support today.  However, each user would get about 3 times as 
much computing, and have no networking costs or limits. 

 
3. If NSF provides $11M per center with only 1200 users, 92 mini-supers 

could be purchased.  Each computer would serve 13 users, each of which 
would get about 5-1/2 times as much computing power as they do today. 

 
 4. If NSF provides $11M and each machine has only 25 users, 2300 users 

could be served for the same cost.  Each of the old and new users would get 
about three times the power of existing supercomputer users. 

 
 A second case which assumes $0.1M/year for operations is added to the mini-
supers cost, still shows favorable results.  The main environments where 
supercomputers make sense are the large, centralized, National laboratories 
which can afford large support staffs, and which need large amounts of 
computing resoures including many shared programs and databases.  Also, 
they require minimal networking. 
 
New Machines In Various Price Ranges 
Thinking Machines is introducing a much faster version of the Connection 
Machine at a price of under $10M which will "be the supercomputer" for a 
reasonably large class of problems.  
 
ETA threatens to supply their "Piper" which is a room cooled computer running 
Unix.  Such a machine should be sold in the "below a $1M" range. 
 
A large number of conventional and parallel processing computers 
(multicomputers) exist and are being introduced, all of which offer significant 
(factors of 2-10) performance and/or performance/price improvements for 
scientific computing.  For example, a new company, Multiflow, based on work 
NSF funded at Yale on parallel processing is just introducing a new $400K 
machine which computes at 1/2 a Cray 1 for Linpack, and higher on the 
average because it automatically parallelizes over 7 operations per instruction.   
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We can support none of these either directly via CISE  or via the research 
programs because program officers refer computer requests to ASC.  Much of 
our resources are spent in supporting Cray machines in a mode by which users 
run small programs on our incompatible operating systems. 

Center-based Management versus Research-based Management 
Our exclusive focus is on highest performance supercomputers and centralized 
top-down allocation schemes.  The allocation overhead for time alone is 
inefficient and bureaucratic, and is in effect, double jeporady for researchers.  
This is uncomfortably unsound now given the "competition and availability" of 
other non-NSF facilities (roughly 40 IBM 3090's and 4 Crays) and the absence 
of effective mechanisms for bounding the activites of the centers and 
evaluating their operation as facilities.  I strongly recommend having the 
various research directorates or divisions allocate the computer time at the 
centers in order to get the proper focus on managing the complete set of 
computational resources including computer time, special programs and 
databases, and a computational science and engineering program (if one ever 
gets established). 

Our exclusive focus on centers, forced by congressional interest, overshadows 
any real analysis of the evolving needs for research, and prevents us from 
exploiting obvious advances in place and any unforseen such as those 
described above. 

Computational Science and Engineering Research 
There is essentially none!  The initiatives we are able to fund are anemic and 
completely out of balance with the very large centers budget!  A real program 
would be the basis of Wilson's "Grand Challenges", and until each of the 
disciplines are given the dream and responsiblity, they will not deal with the 
opportunity. 

Bottom Line 
By virtually all measures (the incompatible computing environment at the 
centers, lack of graphics, novel research results that could only be 
accomplished with large resources, performance levels, new user training and 
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population, growth especially by engineering users, vendor support outside of 
IBM's total commitment, and industrial involvement) I am disappointed with the 
program.  Worse, we are spending too much and our future is completely 
mortgaged to an even costlier future program.  Above all,  centers have driven 
out an important style of user-managed distributed computing for 90% of the 
users, including new machines which could provide much more capacity, 
capability, and training.   
 
 
Recommendations 
Given the political environment surrounding large centers, I don't believe NSF 
would close one of the centers in order to fund a more balanced computing 
environment, even though this is what I recommend given we are operating in 
a zero sum game.  Thus, the funding should be increased  to support them 
properly, along the lines I argued in an earlier memo.  At the same time, we 
need a much stronger CSE Program which is distributed among the research 
directorates and divisons, along with the computer time.  Finally research 
directorates should encourage users to buy their own smaller, more cost-
effective, and in the case of memory, more powerful computers.  
 



MEMORANDUM 

SUBJECT: Advanced Scientific Computing Strategic Opportunities 
TO: FILE 
FROM: Assistant Director/CISE 
DATE: August 31, 1987 

I'd like to raise several strategic issues for our support of advanced computing for 
research which  go beyond the budgeting for the NSF Supercomputer Centers.  This 
concern is based on: 

o lack of support for distributed minisupercomputer facilities which
complement, but  do not replace the 
DASC supercomputer centers 

o difficulties and long lead times in the creation and support of a complete
compatible distributed computing environment across a range of machines horizontally 
(supers) and vertically (supers, mainframes, super-minis, mini-supers,and workstations) 

o inability to support new, faster and/or more cost-effective computers on an
opportunistic basis, (because the centers consume such a large fraction of our resources) 

o the inefficiency of central facility versus research discipline-based
management 

o inability to support a CSE or a "Grand Challenges" program via the research  directorates
(which is necessary for a true revolution in scientific computing) 

o lack of understanding and inability to fund benchmarks dealing with
performance 

and performance/cost issues associated with alternative forms of computing 

Background 



Last fall, I wrote a memo which was circulated widely within the community (Preparing 
for Changing Scientific Computing Environment, 30 September 1986).  The reactions 
were bi-modal:  "don't rock the boat because at least we have supercomputer time" and 
"you're right, we need a range of compatible computers for a complete environment, 
furthermore we need support for smaller machines".  I am now convinced the 
hypothesis of the Cray XMP/VAX-780 gap was correct, and the genesis of the 
supercomputer program.  However, if the program hadn't been started, then today, more 
researchers would be using mini-supers and super-minicomputers such as Alliant, 
Convex, DEC, Elexsi, IBM, etc., which would serve many researchers better than the 
centers are able to.  For those researchers who do not need the maximum capability 
offered by supercomputers, mini supercomputers distributed into the researchers' own 
environment and connected via networks to the supercomputer centers would offer 
significantly more and higher quality computing resources to those researchers. Note 
that capacity refers to throughput and capability refers to turnaround.  Independently, 
Stuart Rice made similar points in a recent speech: 

"I have in mind a networked system . . . graphics workstations and local 
supporting intermediate computer and ultimately connects to a supercomputer, with 
provisions of special devices . . . 

1. Distribution of computer resources distorted by the use of "funny money" .
. . cash and credit . . . Workstations come from grants, supers are "free" . . . 
intermediate machines are indispensible and current funding patterns have to change  if . . . 

2. Dramatic advances in hardware haven't been matched by advances in
algorithms  and operating 
systems.   . . . parallelism is "chicken and egg" 

3. The scientific community has  become rather inflexible with respect to use
of operating systems.  . . . don't use particular machine features . . .

4. . . . the scientific community has not been as imaginative as it might  in
thinking  about  the uses of computation in research." 

A Vertically and Horizontally Compatible Computing Environment 

Rice's scenario is based on complete horizontal (all the supercomputers) and vertical 
(supers, mini-supers, and workstation) compatibility.  We now have six incompatible 
centers (including NCAR).  Since UNIX is truly becoming an important standard under 



 

 

the forthcoming Federal Information Processing Standard, FIPS P1009, Posix, I believe 
this situation must change.  Unfortunately, NSF at SDSC is supporting the development 
of "Unix-like" calls for CTSS, thereby creating a continuing support commitment for a 
proprietary operating system.  The ASC Program has been slowly addressing this 
problem.  Until UNIX is in place the existing situation limits the use of the centers' 
supercomputers for entire communities such as VLSI designers and creating more work 
for their users who now operate with the standard (workstations and minis). 
 
Mini-supers Are Required to Operate With The Supercomputer Centers In Order To 
Provide The Best Computing Environment 
 
Support for supercomputer centers was provided without providing support for 
intermediate equipment, thereby depriving users from doing a substantial amount  of 
their computing on a local basis.  NSF Program Managers have not funded mini-supers 
in the same manner as they did minis and superminis because of the availability of 
"free" supercomputer time and higher cost of mini-supers. 
 
We need all forms of computing:  workstations for productive development and 
visualization; local super-minis, and mini-supers for the shorter calculations or where 
programs can be run longer to get the same results; and supercoomputers for the 
exceptional scientific opportunities and "grand challenges" that networked powerful 
central systems with common programs, data and support provide.  To have such an 
environment requires two components:  compatibility and the ability to fund the 
distributed, small machines. 
 
While I support having the existing centers at the largest, peak power for users whose 
problems require the maximum computational capabilities, I don't believe they are an 
"acceptable" way to supply scientific and engineering computation capacity to the larger 
community.  In particular, some of the existing supercomputers in the centers are a poor 
way to supply computation to certain parts of the engineering community, because most 
of their small memories, lack of virtual memory, lack of UNIX compatibility (most 
workstations run UNIX), and network-limited graphics.  However, the IBM 3090/600 
has both a large physical and virtual memory.  Similarly the ETA 10 has large physical 
and virtual memories and will have a UNIX capability. 
 
Comparing a Supercomputer Centers Approach With Distributed Minisupers 



 

 

 
Enclosed is a table which compares the centers approach with distributed mini-
supercomputers which are operated directly by the research community.  While the 
table compares the minisuper with the super, it isn't the intent to eliminate the center.  
Distributed machines would be managed on a group, department, or university-wide 
basis in precisely the same fashion as the several thousand minicomputers and super-
minicomputers are today.  The table compared a single Cray XMP (sans networking) 
center with a collection of mini-supers costing roughly $600K (plus interest, but 
without discount), assuming that most of the operational costs for the mini-super are 
borne by the user communities institution.  In essence, distributing the mini 
supercomputer transfers the costs of the large central staff, facilities, materials and 
supplies, travel, networking, etc. from direct NSF funding to the organization using the 
distributed center.  By distributing, usually one full-time person and a plethora of 
students maintain a mini and it is expected that this would continue with the mini super 
environment.  Furthermore, many students are now deprived of the operating 
experience and training of a supercomputer environment. 
 
The cost to NSF that I've used to operate a Center is $11M, and doesn't include the 
roughly  $1M required for network access (about $1K per user), nor the upgrade.  The 
NSF budget amount request for the centers in FY '88 averaged $9M.  The average 
cooperative agreement request is $9.7M.  The amount needed is somewhat more--
$10.7M.  If you include the network which is needed for an overall integrated 
environment, it gets to roughly $12M per center.  They still must be able to continue at 
the level of $2M-$4M of outside support.  In contrast to supercomputers which are 
increasing in price, superminis are getting cheaper with the large number of new 
suppliers and approaches, but mini supers have remained in the $0.5M to $l.5M price 
range, probably because of the artificially limited market for these devices. 
 
These cases are provided to compare the distributed and the centralized approach.  Each 
assumes that a user base of 1200 is to be supported which is similar to that of a NSF 
supercomputer center.  Also, it is assumed that a minisuper provided 1/24th the capacity 
of an XMP/48, or each mini would be equal to 1/6th of  processor (1/4-1/3) is probably 
more realisitic.  Note both cases favor the distributed approach: 
 
 1.  24 superminis, with 50 users each could supply the capacity but not the 
ultimate  capability of the XMP.  The NSF cost for 5 years for the computers would be 



 

 

only $6M versus $11M.  To provide operational assistance to such a large community 
(50 users) would probably cost NSF an additional 100K , or  raise the NSF cost by 
another $2.4M.  This system provided equivalent capacity of a single center.  Certainly, 
one would not operate 24 superminis in a centers environment! 
 
 2.  To serve 1200 users, with only 25 users per machine would cost roughly 
the  budgeted FY '88 NSF cost per center.  However, each user would have at least  
twice as much computing capacity, and have no networking limits. 
 
The main environments where supercomputers make sense are the large, centralized, 
National laboratories which can afford large support staffs, and which need large 
amounts of computing resources including many shared  programs and databases.  Also, 
they require minimal networking. 
 
New Machines In Various Price Ranges 
 
A number of new machines that will provide opportunities for service as super and mini 
supercomputers are described below. 
 
Thinking Machines has introduced a much faster version of the Connection Machine at 
a price of about $5M which will be useful for a reasonably large class of problems. 
 
ETA has announced their "Piper" running at 205 speed which is a room cooled 
computer running Unix. 
 
A large number of conventional and parallel processing computers (multicomputers) 
exist and are being introduced, all of which offer significant (factors of 2-10) 
performance and/or performance/price improvements for scientific computing.  For 
example, a new company, Multiflow, based on work NSF funded at Yale on parallel 
procesisng just introduced a new $400K machine which conputes at 1/4-1/2 a Cray 
XMP for Linpack, and higher on the average because it automatically parallelizes over 
7 operations per  instruction. 
 
Several RISC processors, includingMIPS, have introduced computers which have scalar 
integer performance, characteristic of work done by compilers and operating systems, 
equal to the Cray XMP. 



 

 

 
We can support none of these directly via CISE without trading off some important 
component of our current activities.  The program offers refer computer requests to 
ASC and have not decided to support mini supers in the same manner that they have 
supported minicomputers in the past. 
 
Center-based Management versus Research-based Management 
 
There is essentially no management of the program based on research needs.  The 
computational science and engineering initiatives we are able to fund are anemic and 
completely out of balance with the very large centers budget!  A real program would be 
the basis of Wilson's "Grand Challenges", and until each of the disciplines is given the 
dream and responsibility, they will not deal with the opportunity.   
 
Also, given that essentially all of ASC funding is going into centers we have no funding 
to understand scientific computing (e.g. benchmarks), to improve productivity through 
visualization, or new algorithms or new approaches to computation based on 
parallelism.  This lack of understanding will be the first limit of using the next round of 
supercomputers which are predicated on a number of processors. 
 
Bottom Line 
 
Many opportunities exist:  The incompatible computing environment at the centers, 
lack of graphics, novel research results that cold only be accomplished with larger 
resources, performance levels, new user training and population, growth by engineering 
users, vendor support outside of IBM's  total commitment, and industrial involvement I 
am disappointed with the imbalance in the existing program given we are spending so 
much and cannot address the entire spectrum of requirements.  Above all, we have not 
provided an important style of user-managed distributed computing for our users, 
including new machines which could provide much more capacity, capability, and 
training. 
 
Recommendations 
 
Given the political  environment surrounding large centers, I don't believe NSF could 
withdraw support to any of the centers in order to fund a more balanced computing 



 

 

environment, even though this is what I recommend given that NSF in effect operates  a 
zero sum game.  For balance, the funding should be increased to support them at their 
peak power, along the lines I argued in an earlier memo.  At the same time, we need a 
much stronger CSE Program which is distributed among the research directorates and 
divisions, along with the computer time.  Finally research directorates should encourage 
users to buy their own smaller,  more cost-effective, and in the case of memory, more 
powerful computers.  None of this is happening.   
 
I believe we need both ideas and help in order to have a better balanced program. 
 
GB6 
 
Issues to address in the DASC Long Range Plan 
 
What is the New Technologies charter? 
 
What is DASC's role vis a vis Computational Science and Engineering (CSE) in 
encouraging the disciplines to effectively organize and utilize supercomputers? 
 
How can the users build quality large codes that have traditionally come out of the 
efforts of researchers and professionals built over 5-10 years? 
 
The centers have to demo that they are doing something of added valued that could not 
better be done in a single center, given the expensive NSFnet. 
 
The network cost-effectiveness 
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Subject: Alternatives to fund the centers up to their desires and abilities? 
To: Director 
From: Assistant Director, CISE 
Date: 21 August 1987 

Based on the what I heard at a recent meeting reviewing the centers plans, it is clear that the ASC centers 
have the ability to absorb an arbitrary amount of funding for the following arguably reasonable things: 

incremental equipment for better balance (e.g. memory, disks, lines) 
upgrades to prevent center obsolescence 
increased capacity to meet industrial needs and opportunities 
"batch" and remote visualization equipment for movies 

and lesser priority items including: 
courses 
grand challenges in computational science 
new technologies and new techniques in parallelism 
scientists to help in parallelization and visualization 
interatctive visualization at the user level 

We cannot possibly meet the requests. The disturbing fact is that NSF is the sole source of support at 
nearly all of the centers except Illinois, and the degree of support is increasing.  Our current approach to 
funding has literally reduced industrial support.   Except for Cornell and Illinois, the centers are really 
decoupled from industry; they are customers rather than research partners.   

I would like to find some other ways to share this incredible funding burden.  Here's my current list of 
options (ideas): 

1. Status quo. NSF funds it all centrally, as we do now in competition with computer science.  This is
the worst of all possible worlds because the use of the facility is completely decoupled from the supply
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of the service.  By being in CISE, nearly everyone associated with the budget, gets the erroneous 
conclusion that people working on computer science and engineering research have something to do 
with the centers.  Little or no coupling or use of the centers is made by computer science.  The machines 
aren't suitable for computing research, nor are adequate funds available for computational science. 
 
If I make the decision to trade-off, it will not favor the centers, but rather centers will be funded at about 
the same as overall science. 
 
2. Central facility.  NSF funds ASC as an NSF central facility.  This allows the Director, who has the 
purview for all facilities and research to make the trade-offs across the foundation. 
 
3. NSF Directorate use taxation.  NSF funds it via some combination of the directorates on a taxed 
basis.  The overall budget is set by AD's.  DASC would present the options, and administer the program. 
 
4. Directorate-based centers. The centers (all or in part) are "given" to the research directorates.  
NCAR provides an excellent model for say BBS, and MPS.  Engineering might also operate a facility.  I 
see great economy, increased quality, and effectiveness coming through specialization of programs, 
databases, and support.  This is partially happening. 
 
5. Co-pay.  In order to differentially charge for all the upgrades and incrementally nice facilities a tax 
would be levied on various allocation awards. Such a tax would be nominal (e.g. 5%) in order to deal 
with the infinite appetite for new hardware and software.  This would allow other agencies who use the 
computer to also help pay. 
 
6. Manufacturer support.  Somehow, I don't see this changing for a long time.  A change would require 
knowing something about the power and throughput of the machines so that manufacturers could 
compete to provide lower costs. 
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7. Make the centers larger to share support costs.  Manufacturers or service providers could contract
with the centers to "run" facilities.  This would reduce our costs somewhat on a per machine basis.

8. Fewer physical centers.  While we could keep the number of centers constant, greater economy of
scale would be created by locating machines in a central facility and running them more like LASL and
LLNL where each run 8 Crays to share operators, mass storage and other forms of hardware and
software support.  With decent networks, multiple centers are even less important.

9. Simply have fewer centers. but with perhaps increasing power.

10. Maintain centers at their current or constant core levels for some specified period.  Each center
would be totally responsible for upgrades, etc. and their own ultimate fate.

11. Free market mechanism.   Provide grant money for users to buy time.  This might cost more
because I'm sure we get free rides at places like Berkeley, Michigan, Texas and the increasing number of
other institutions who do provide megaflops to their users.

I really question how we are going to fund this program in any  fashion which permits the facility to be 
"traded-off" as part of a total research program.  Only the disciplines can do this.  I believe we should do the 
following: 

1. consolidate equipment in fewer equipment-based centers to reduce cost and operate fewer physical
centers at a greater economy of scale
2. have 3 or 4 directorate based centers and 2 or 3 general centers
3. use co-pay as a means to look at real need and as a way to fund specialized facilities such as 35mm
movie equipment

Can I have your help on this matter? 



Advanced Scientific Computing Program Evolution 

Original OASC Program Goals 
•supply supercomputer power to scientific and engineering community
•train scientific and engineering community to use supercomputers
•support U. S. supercomputer industry
•provide for remote access by users
•stimulate development of a "rich and powerful" scientific/engineering
computing environment for all as measured by total power and utility

Evolving Centers Program 
•provide the highest performance service with the latest supercomputers,
acting as "beta" sites for the manufacturers
•provide generic applications software libraries
•maintain "consortia nets", and connect to NSFnet and regional nets for user
access
•train "selected or strategic" users in various disciplines (30/center)
•allocate time; report use by disciplines, user experience, user job size, and
geography; review effectiveness for users;  and review final
scientific/engineering output
•co-ordinate and establish a common program, user interface, and graphics
environment across centers to maximize user effectivenss ?
•establish key links with hardware and software suppliers?
•establish a program for industrial users?

CISE-wide Programs in CSE, New Technologies, and DCCR 
•benchmark and understand performance and cost-effectiveness of various
conventional scientific, multi-vector processor computers
•enhance  training for all disciplines to include vector processing
•provide advanced graphics techniques (visualization)
•provide parallel processing environments and encourage applications
appropriate to efficent use of multiprocessor supercomputers
•research on advanced algorithm and software across disciplines
•research new technologies for potential performance breakthroughs

Other NSF CSE Programs 
•develop and maintain area(x)-specific, common user communities for common
programs and datasets
•sponsor and organize the "grand challenges" in computational science

Changing Networking Activities-NCRI 
•Originally provided network to link centers to users, to each other, and to other
networks.
•Currently links to other databases, going beyond traditional computing
•Extend network to support entire research infrastructure
Gordon Bell; 10 March 1987



Why was it necessary to establish a central directorate for computing? 
CISE recognizes the pervasiveness of the computer in society today and the 
unique opportunities for computing at this time.   

The information society, which is the largest sector of the economy is based on 
computing and communication.  Just as mechanisms were the basis of the 
industrial revolution, cinoters are the basis of the information revolution.   

Computing is found in virtually every scientific and engineering discipline as a 
base either as a tool or a component, and it is a science in its own right.  In 
science, the Nobel Laureate, Ken Wilson, and head of the Cornell Theory 
Center housing one of the NSF supercomputer centers, expains computation 
as the third paradigm of science.  The first being theory, and second, 
experimentation.   

History has shown that government funding of computing research has been 
the main driving force of the revolution in computing that has become the 
largest industry today. 

Finally, today, we have a new opportunity vis a vis parallelism to come off the 
technology evolutionary path of the last few decades that provide only x10 of 
performance per decade. 

How Do you see Computing research affecting Competitiveness? 
Directly through products.  We have  history of revolution that has occurred by 
funding university research -The Army funded  Eniac and Edvac at Penn, the 
first computers that became the basis of modern computers, and the designers 
went on to create Univac.  At MIT, ONR funded Whirlwind, from which came 
core memories, real time, air defense, air traffic control computers, interactive 
computing and the first computer aided manufacture.  Digital Equipment 
Corporation came almost directly from the Whirlwind effort and team.  
Timesharing was first implemented at MIT; this became the basis of all modern 
computing.  Graphics research, initially at the University of utah, became the 
basis of all workstations and PC's, its how computers are beginning to be truly 
useful to everyone.  ARPA funded communications networks for computing.  
The artificial intelligence-based expert system at Digital to specify how 
computers are put together was first prototyped at Carnegie Mellon U.  This 
was the basis of the emerging AI industry.  Universities are the main source of 
ideas and programs in VLSI design. 

Only this week, these example of NSF funded projects came across my desk:  
Don Knuth's program, TEX, is now the basis for modern typesetting of scientific 
and mathematics manuscripts.  Two different parallel processing schemes, are 
now implemented by 5 companies.  A research at Utah has just implemented a 
text searching scheme that promises to be able to retrieve any text in any size 
database in virtually 0 time. Kamakahar's algorithm at BTL came out of 
extension of his thesis work at UC/B. 



The supercomputer centers produce results regularly: America's cup, Kodak 
Material, Corning (1/6 throw away) simulation of the new superconducting 
materials, search for cold virus serum, molecular modeling and computational 
chemistry, we even have work to use the computer as a computational 
telescope. 

Computers are critical to CAD,CAM,CAI, CAI, ... in every environment from 
home, office, laboratory, vehicle, or factory.  We especially are focusing on 
hardware in this budget, note the increase in the MIPS area. 

Finally, we still have a + balance of trade in computers, but its fading fast.   
Japan is breathing down our neck in every phase of R...D, and every area from 
AI to payroll. 

Bottom line: We have no trouble in measuring results, including gestation 
times.  It is quite rapid, and it can and must be even faster. 

What are you doing to help the education process? 
I mainly believe that the big force that drives the education process comes from 
the right balance between research and teaching by first rate researchers.   
Much of research comes from student questions. 

Let me give a homely example of the interaction of teaching and research. I 
took 6 years off from Digital to teach and do research at Carnegie Mellon 
university from 66-72.  I wanted to explain how simple computers were and to 
have computers design them.  We came up with 2 notations, that later became 
languages to describe, simulate and ultimately now to begin to automatically 
design computers.  The text we wrote is still a classic on computers, and many 
simulators use the language, and at least one company sells the program.  All 
of this came out of a research direction and drive that was largely pedagogical. 

I also believe that the work we are doing indirectly in CAI in some of the leading 
universities will ultimately filter into all forms of education. 

Are you familiar with Rep Sabo's Proposal to have NSF fund the Phase I 
centers by cutting 15% from the Phase II budgets, and then ultimately go 
to a free market for all supercomputer service?  
The Phase I program was established to buy computer time from various 
organizations, including three companies and three universities (Colo state, 
minn, Purdue) who had supers.  We had no long term commitment for support 
and the contract was clear from the beginning that we were not going to 
continue support when our own phase II, centers became operational.  The 
phase II centers are all now operational, pretty much according to our plan.  By 
cutting our Phase II centers back 15%, would be a disaster; we simply can not 
maintain the systems at the performance levels we need, that is having the 
latest, and highest performance computer available on the market.  This 
requires amortizing a computer over 3.5-5 years, the gestation time for a 
supercomputer.  I do not support the concept of a "free market mechanism" for 



machine time at this time, whereby anyone can supply cycles.  This 
mechanism didn't work and was the main drive why the government had to 
step in and form the ASC program in the first place.   

I am in the process of reviewing whether we have adequate funds to maintain 
our existing centers with the latest computers. It looks as if we are going to 
have to need more funds.   I am not requesting more at this time, but believe 
we want significantly more help from computer suppliers, several of the states, 
some of the universities that host the computers, and industrial users.  I believe 
the government is paying too much of the freight. 

Are you happy with the Program? 

Yes.  We have 6K people on 2K projects, at 200 sites in all states.  We see 
exciting results almost daily.    

One of the great benefits from the program to date is the side effect of causing 
a number of great universities to acquire their own supercomputer.  I don't 
believe any great university can afford not to have this kind of capability.  For 
example, Berkeley has a small Cray XMP and an IBM 3090/200, Texas, Ohio 
State, Minnesota have or acquiring Crays.  I hope the ETA computer will be 
successful, and replace the CDC 205's at various universities that have them.   
Michigan got the second 3090 after the center at Cornell. IBM has installed 40-
3090/200's which could supply signficant computing power  (each processor of 
a dual is about equal to a Cray 1).  In fact today, I estimate that we have the 
equivalent of over 110 times the Cray 1 available to the university research 
community, about 70 of this is in unis, about 40 at the centers (including 
NCAR) in 4 Cray xmps, 1-Cray 1, 1-3030/400, and 2-CDC 205's that are to be 
replaced with a machine of 20x a Cray 1. 

As an alternative, three companies are building and installing mini-supers, all of 
which can do many of the tasks supers can do on a cost-effective basis.  Many 
more designs are in the wings.  

As the person responsible for getting about 3000 computers of the 
minicomputer price class into the scientific community in the form of VAX, I 
think the future will give us lots of options in the way to do computing.  Today, 
supercomputer users generally access supers at the end of a very slow 
network.  This limits their own abilities in a different way, particularly in being 
able to visualize results.  Many things (other centers, superminis, and 
networks) have changed since the establishment of the centers program, and 
we must continually evaluate the options for the future.   

In all scenarios, I continue to see the need for a few centers which have the 
latest and fastest computers. 



Subject:  Congressional Review of the Advanced Scientific Computer 
Program 

To: Erich Bloch 
Ray Bye 
Charles Brownstein 
Mary Clutter 
John Connolly  
James McCullough 
John Moore 
Paul Rotar 
Steve Wolff 

From:  AD/CISE (Gordon Bell) 
Date: 7 November 1986 

The official review to be completed in early December when we present to 
the House Science and Technology Committee calls for: 

"NSF to submit a long-range plan, by December 1986, for implementing: 
•development and review of resource allocation policies;
•assessment of supercomputer manpower and training needs;
•evaluation of Phase I and Phase II national supercomputer centers:
•development and maintainance of national supercomputer centers and
resource networks;
• and research needs and support for computational mathematics and the
development of software, algorithms, and network technologies."

In the internal assessment of the program by the Program Evaluation Staff,  
I think we want to lcollect and ook at the following data: 

I. Complete inventory of scientific and engineering computers at
universities (domestic and foreign) including supers/large mainframes
(CDC, Cray, IBM 3080/3090); FPS array processors; mini-supers (Alliant,
Convex, SCS)
... for example Convex has installed 15 machines, at 1/3-1/5 a Cray XMP
processor; super-minis (≥VAX 8600, 4381-12); and other > 1 Mflop
machines... if they are significant.  The criteria is roughly 1 Mflop
Linpack, which allows a machine to deliver the equivalent of one hour of
Cray time per day.



 

 

 
II. Cost, service, training, and quality of our centers, including 
comparisons with commercial (eg. Boeing), Phase I, and other centers (eg. 
U. of Texas). 
 
III. Use and training versus time at the centers by: discipline, geography 
(including the remoteness),  university, and experience as a supercomputer 
user.  The analysis would be carried out both on an individual and project 
basis.  The goal is to determine "fairness" and penetration of use into the 
scientific and engineering disciplines. 
 
IV. Scientific and engineering output.    This is hard to evaluate.  The 
amount of code and common databases running at the centers as 
community programs might be one measure.  We should look at the 
various classes of code and see how effective the computation is at solving 
a problem.  For example, we need estimates on the computation times in 
the various disciplines. 
 
Our plan format should be a tone page ime line of capabilities at various 
phases: 
supply of services; training and user base; networking; graphics; effect on 
standards; parallelism; establishment of new scientific and engineering 
communities with particualar community databases and programs; 
leverage of additional rewources 



Dr. Jim Decker 
Department of Energy 

Dear Jim: 

I gave a talk on parallel processing at Argonne yesterday at a two week 
summer session sponsored by DOE and NSF which stimulated several 
thoughts. 

1. More formal interaction between DOE Labs and NSF (or the universities).
Dave Nelson was going to sponsor a get together.  We still need to try to see if
a more formal interaction plan could be beneficial in regard to technology
transfer with the universities.

2. Alternatives for the teraflop computer.   Having looked at the alternatives to
getting a teraflop, the only one which looks doable in a short time frame is a
large, simd approach as used in the Connection Machine.  With the next
generation of CMOS, I believe such a machine could be built which only needs
to be a factor of 50-100 times larger than the current Connection Machine.  A
factor of 2-8 in clock and 8-32 in size looks doable.  The big hitch in this is the
ease of use.  My own belief is that it is much more programmable than the
approach you outlined in your approach to tie 1000, 1 gigaflop computers
together in a hypercube... here we have a pretty good idea that the
programming is very hard, except for problems involving small program
kernels.

Given the lab's recent history of supporting nearly all of the unsuccessful 
computers starting with Star and including HEP, several toy hypercubes (Intel, 
T-series), S1, PUP, and Berkeley's mP, I can't understand why you are not
looking at the single approach that will supply  supercomputer power today,
can be programmed, and can be extended.

The bottom line on the this is to urge you to take an active role in 
understanding the Connection Machine, because I think it is the only idea that 
will work for your time-consuming codes.   Jack Dongarra would like to have a 
Connection Machine, but it is out of his budget range.  Also, I believe it needs 
to be at a lab where it can be put to work now onreal problems. 

3. I learned that Argonne is getting a uniprocessor Cray.  Can I urge you to
consider buying time either at the University of Illinois or at one of your own
centers and not supporting such fiscal irresponsiblity.  The one thing I now
understand about supercomputer centers is that you want as few as possible
and that each one needs to be as large as possible in order to provide the best
support which is also at the lowest cost.  A uniprocessor Cray at an isolated
site is probably the most expensive, and poorest form of computing that one
can obtain.

At any rate you have the above gratuitous advice. 

---



 

 

 
I enjoyed the interaction with the Argonne group and hope they have some 
impact and utility within your department and continue to believe they are an 
important component of the Computer Science Research community.   
 
Sincerely, 
 
 
Gordon Bell 
Assistant Director 
(and taxpayer) 
 
bcc: 
E Bloch 
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The Future Direction of  
High Performance, Scientific and Engineering Computing 

Gordon Bell, 408-732-0400 
Ardent Computer Corporation; Sunnyvale, California 94086 
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Summary 
Many high performance computers (such as supercomputers) are emerging from the 70 
existing and newly formed companies to exploit gains in the technologies of automatic 
parallelization of programs, reduced instruction-set computers, integrated circuits, and 
algorithms.  A recent report from the Office of Science and Technology Policy has 
urged the adoption of a  High Performance Computing effort.  By 1995 a computer 
capable of 10**12 operations per second should be possible, providing a factor of 
almost 1000 gain over today's supercomputer.  Dis-economies of scale suggest that a 
distributed approach is also needed.  To reach a teraflop will require a concerted effort 
involving computer engineers, computer scientists, and computational scientists that to 
date is lacking.  

Introduction 
Spurred by a number of innovations from both the industrial and academic research 
establishments made possible by VLSI and parallelism,  we can expect the next 
generation of scientific and engineering computing to be even more diverse and 
exciting than all others.  The research accomplishments have been stimulated by 
DARPA's Strategic Computing Initiative (SCI), and a review of this activity prompted 
this paper.  However, without the scientific base, creative talent, and infrastructure to 
design complex VLSI chips, the innovative machines would not be possible.  A variety 
of established and newly formed companies have organized to exploit the new 
technology.  Table 1 gives the number of companies building high performance 
computers for scientific and engineering applications. 

Table  1.  Companies building high performance computers. 

Kind of Computer On Market Developing Dead Recent* 
Supercomputers 5 2 1 5 
Vector Mainframes 4 ? 1 1 
Mini-supers 6 2 1 8 
Graphic Supers 2 2 0 2 
Total Supers 17 6 3 16 

Array Processors 9 0 4 7 
Massive Data Parallel 3 1 0 3 
Multiprocessors 9 2 1 11 
Multicomputers 15 0 0 15 
Total (including supers) 53 9 8 52 
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Superminis 6 0 2 2 
RISC-based computers 5 0 1 6 
* effort started since 1983

The impressive gains in performance and large number of new companies demonstrate 
the effectiveness  of the university-based research establishment and their ability to 
transfer technology to both established companies and start-up firms.  If the current 
program is followed, it appears that a computer capable of teraflop execution could be 
constructed by 1995.  Figure 1 and 2 provide a taxonomy and projection of growth in 
performance for various computers. 

Three kinds of computers are emerging, segmented according to "general purposeness": 
• General purpose computers are multiprogrammed and  time-shared, depending

on their price, and can handle a variety of applications at a given time.  General
purpose computers include supers, mainframes, various minis, and workstations.

• Run-time defined, applications specific computers are used on only a few
problems, on a one-at-a-time basis.    These mono-programmed computers are
useful for a more limited class of problems where a high degree of data
parallelism exists.  This class of computers can achieve a factor of 10-100
increase in some combination of performance and performance/price.

• Applications-specific computers which only solve one problem such as speech
or image processing.  By binding the application in hardware and software at
design and construction time,  a factor of 100-10,000 increase in some
combination of performance or performance/price is possible.

The following sections describe the innovations in: 
• "main line" scientific and engineering computing using vector multiprocessing

and following the archetypical "Cray",
•new, very fast, Plain Old one chip Processors (POPs) implemented as uni-

microprocessors,
•multiprocessors and multicomputers that  result in using POPs,
•more unconventional, highly parallel machines that are beginning to enter the

market, and
•highly parallel machines in the research phase to watch.

Several programming models are presented which cover the vast array of machines. The 
computer space is given in the simplified taxonomy, Fig. 1.   

Two possible computer structures could lead to a computer capable of teraflop 
operation.  For special situations, we would expect to see a number of machines 
executing at the tera-op rate by 1995.   

The final sections describe the implications for use, together with actions required by 
government agencies, users,  and the computer science and engineering research 
community. 

Cray-influenced Main Line of "supers, mini-supers, graphics supers, and  to 
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emerge, personal supers" 
The "main line" of scientific and engineering "super" computer development follows 
the Cray formula: having the fastest clock; simple, pipelined scalar instruction-set; a 
very complex pipelined vector processing section; and multiprocessors.  Machines have 
formed in each (price) class:  the "Cray"  or supercomputer at $10-20M, the "Crayette" 
or minisuper at under $1M, and the emerging graphics super at around $100K.  Within 
two years a personal super costing less than $50,000 is possible.  A super formed from a 
one chip vector processor as an "add-on" for a personal computer will also appear in the 
early 90's.  For the purpose of this paper we define the "x"-super (where x = {_, mini, 
graphics, personal, micro}) contains as many vector processors  and runs at the highest 
possible clock to still meet the class (price) constraint.   

The Japanese computer industry has aimed at having the fastest uniprocessor 
supercomputers as demonstrated in NEC's SX-2 and Hitachi's S-820/80.  These uni-
processors provide the fastest single stream execution, but Crays still have more 
aggregate throughput.   Though its parallelizing compiler, the Cray YMP is now the 
world's fastest supercomputer (Dongarra, 1988) and will remain so until the Japanese 
start building multiprocessors. 

The next Cray after the Cray YMP (8 Processors, each performing at 1.2-1.5 times the 
XMP processor) and the Cray 3 (16 processors at 2X the Cray 2) is the Cray 4.  The 
Cray 4, to be available in '92, operates at 1 ns clock rate and delivers128 Gflops, using 
64 processors.  Figure 3 shows the evolution of clock speed, number of processors, and 
aggregate computing power for "Cray" computers over a thirty year period beginning 
with the CDC 6600. 

In order to get this amount of power on a single program will require some form of 
parallel programming by the user.  For example, the Long Range Global Weather 
Modelling program at NCAR was manually parallelized and operates at over 400 
Megaflops on the Cray 416.  Given the relatively small memory and the growth in 
application program size, users are beginning to utilize the XMP in parallel mode to 
fully utilize its processors. 

There appears to be no Economy of scale across the supercomputer classes.  In fact, 
lower cost, high volume products result in an inherent dis-economy of scale in 
performance/price as we examine below in a comparison between the Cray YMP and 
Ardent's Titan Graphic Supercomputer.  ETA's small scale supercomputer costs about 
$1 million and provides over 30 megaflops, or 30 flops/s/$-- which is 50% better than 
its high performance, liquid nitrogen cooled 8 processor ETA 10. 

Plain Old Processors (POPs) Fuel High Performance Computers 
The future of the uniprocessor is a simple, risc-based architecture enabling high speed 
execution and low cost, one chip (i.e. microprocessor) implementation.  By adding an 
attached vector processor, users can see a very bright picture for scientific and 
engineering computation in workstations and as simple computers.  Similarly, by 
utilizing ECL gate arrays, it is relatively easy to build processors which operate at 200 
Mhz (5 ns clock) and be available by 1990.  One such company, Key Computer is doing 
just this for a minisuper priced uni- and multi-processor.  Prisma is building a GaAs 
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based computer using the SUN Sparc architecture. 

The projected evolution of the leading edge one chip POPs is given in Table 2.  Unlike 
the leading edge clock, POP clock speed has evolved a factor of 5 in four years or at a 
factor of 1.7 per year since the processor is entirely on a chip. Shifting to ECL will give 
an aggregate speed-up of a factor of 20 over a 6 year period, or a factor of 1.8 per year. 

Table 2.   Past, presented and project clock and speed for one chip processors (POPS) 

time clock (mhz) PkMips Mflops Mflops vector unit 
'86 8 5 1 - 
'87 16 10 2 16 
'88 25 16 5 25 
'89 40 25 
ECL shift 
'90 80 50 10 100 
'92 160 100 20 200 

Computers That Come From Low-cost, and Fast Micros 
The very fast CMOS and soon to come ECL microprocessor will push every computer 
and be a good component for both multiprocessors and multicomputers.  Also, the 
micros can be used in a redundant fashion like Stratus has pioneered to increase 
reliablity and build what is fundamentally a hardware fault-free computer.  

Multiprocessors.   The next generation, high performance micros are at last designed 
for building "multi's" (Bell, 1985) multiple microprocessor computers.  Several 
thousand multi's are now in operation and I believe this will become the mainline for 
traditional shared computers and smaller workstations.  However, given the speed and 
simplicity of POPs, users may ask: why bother with so much performance? By 1990 
workstations with  5-10, 20 mips processors attached to a shared bus in a "multi" 
configuration and selling for under $50K will exist.  However, the 50 mips 
microproprocessor will place much pressure on the viability of the multiprocessor.   

The utility of the multiprocessor as a general purpose device is proven because it can be 
used in a multiprogrammed and time-shared fashion.  It is also the object of training and 
research in parallel processing by the computer science community because it provides 
the most general purpose tool in that it can provide an environment for a number of 
computational models. 

The Alliant and Convex mini-supercomputers, and Ardent and Stellar graphics 
supercomputers have vector processors, for general purpose scientific and engineering 
computation.  Other approaches to large multiprocessors do not have vector facilities, 
and hence may not be viable or performance/price competitive since automatic 
compilation of parallel constructs to utilize a large number of scalar processors hasn't 
taken place.  Furthermore, it is difficult to build very large multiprocessors as cheaply 
as the multicomputers described below in order to get power comparable to a 
supercomputer.  Hence, multicomputers have been demonstrated and have gained utility 
for user-explicit, parallel processing of single problems at supercomputer speeds. 
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Given the ease of building very high performance multiprocessors based on the above 
POPs, a revolution is likely in the traditional mainframe and minicomputer industry that 
sell "code museums" for existing programs.  Using this multiprocessor approach, a 
variety of computers which execute programs at the 100-400 million instruction per 
second rate and cost around $500,000 will soon enter the market.  Such a structure 
provides a factor of 2-4 times the power of IBM's largest mainframe at 1/20th the cost. 

Hypercubes and succeeding generation multicomputers.   Seitz and his colleagues at Cal 
Tech developed a large, multicomputer structure known as the hypercube in the early 
80's.  By using commodity micros and interconnecting them in a hypercube or grid (the 
Inmos Transputer) each computer can pass messages to one another.  Today's 
multicomputer provide substantially higher performance for message passing than their 
first generation ancestors.  For a particular application, a factor of 10 in price/ 
performance over the main line supercomputers has been observed.   

Multicomputers are not generally applicable to all problems and are usually mono-
programmed since they are only used on one program at a time.  Hypercubes now exist 
with 32-1024 computers, being manufactured by about a half dozen companies,  and 
several hundred are in use.  Programs have to be rewritten to utilize the multicomputer 
message passing system, but the peak performance (see Table 3) and price performance 
appears to be worth the effort, as a lab can have its own "Cray" for a particular problem.  
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Table  3. Multicomputer generations, Seitz (1988). 
First Second Third 
83-87 88-92 93-97

Nodes 
 MIPS 1 10 100 

Mflops scalar 0.1 2 40 
Mflops vector 10 40 200 
Memory (Mbytes) 0.5 4 32 

No. of nodes* 64 256 1024 
Message time (us)** 2K 5 0.5 

*Typical system.  Maximum system is roughly four times larger.
**100 Mbyte packet

The European multi-computer counterpart to the hypercomputer is based on Inmos's 
Transputer.  A transputer is a processor with ?? bytes of on chip memory and four, full 
duplex interconnection ports operating at 20 megabits/sec, for passing messages to 
other Transputers.  Several companies are building general purpose, multi-computers by 
connecting a large number of transputers together.  The transputer is proving especially 
useful system to build application-specific systems for everything from communications 
to robots. 

Supercomputers: price, performance, parallelism, and politics 
Given the incredibly strong lobby for supercomputing in government, academe, and 
industry it is worth looking at balancing computing away from strong centrality and to a 
fully distributed approach.  Just as distributed computing using minicomputers, 
workstations, and personal computers has a strong role in computing compared with 
mainframes, fully distributed supercomputing is likely to take on a similar role with 
respect to traditional supercomputers.  This section looks at the relationship of price, 
performance, and the politics (and prestige) of two approaches to computing.  Table 4 
gives the purchase price, performance, performance/price for several benchmarks run 
both sequentially and in parallel for a Cray YMP and Titan graphics supercomputer.   

Observe that for the purchase price of the YMP, one could have 166 graphics 
supercomputers in a highly distributed fashion for personal, project, or departmental 
use.   The simple model ignores operating costs, which in the case of a central computer 
are quite visible.  In the distributed approach operations cost (e.g. file backup) are 
buried in the organization.  Similarly the cost of support, purchasing and maintaining 
software, and maintaining files may vary using the two approaches. 

Obviously, all of the benchmarks run longer on the slower machine.  The stretch factor 
is the increased time that a program runs using the Titan as compared to runtime on the 
Cray YMP.  Also, associated with each benchmark is the cost-effectiveness or 
performance/price (e.g. Megaflops/sec/$) of YMP versus Titan approach. 

Performance and Cost-effectivenss.  The range of results compare with an analysis of 
Titan and the Cray XMP by Misaki and Lue at the Institute for Supercomputer Research 
(1988) where for scalar and vector loops, the Cray was roughly a factor of five and ten 
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faster respectively.   The Whetstone benchmark is indicative of such use.  For simple 
integer oriented benchmarks like those encountered in editing, compiling, and running 
operating systems, the YMP is ill suited since it is about the speed of Titan.   This 
merely indicates that although a YMP is still faster for utility programs, it is not cost-
effective, by almost two orders of magnitude and should not be used as such. 

At first glance, the small Linpack case might look irrelevant to supercomputing.  
However, the average speed which Cray XMPs run at various large computer centers 
has in the past been equal to about 25 Megaflops/s, or the speed of Linpack 100X100 
prior to Cray's recent compiler improvements.  Note that for a single processor, it takes 
12 times longer to get the same amount of work done on the distributed approach.   
However, the distributed approach is almost three times more cost effective or in 
principle, users spending the same amount could get three times as much computing 
done. 

By automatically parallelizing Linpack even for the small case, the Cray YMP runs 
about 2.5 times faster using the 8 processors and has again become the world's fastest 
computer.  Thus, we see the importance of parallelization to increase speed.  Since the 
small Linpack benchmark is too small to run efficiently in parallel, the cost-effectivenss 
of the approach decreases over a factor of three.  Since the Titan has only two, relatively 
slower processors, the effect of parallelization is not as great on cost-effectiveness. 
Stretch times in the order of 10-20 for the distributed, dedicated approach mean that 
even large users can get about the same amount of work done as with a centralized 
approach.   Very large projects using a Cray center get only a few processor hours per 
day or about 1000 hours per year, while large users get an hour a day, and the average 
user gets an hour a week. 

By using the peak speeds which are only obtained by running each of the processors at 
peak speed and in parallel, the difference in speed between the Cray YMP and the Titan 
is finally apparent.  While the times stretch to almost 90 (i.e. to do an hour of 
computing on the YMP requires almost 90 hours on the Titan), the cost-effectiveness of 
the Titan still remains, but only by a factor of two. 

Finally, using the graphic supercomputer, visualization is implicit in the system since 
each computer has a significant amount of power to render and display data.  Modern 
supercomputing requires additional resources such as graphic supercomputers or high 
performance workstations just to handle the display of computed data.  Future 
supercomputers must have embedded rendering hardware to provide both cost-effective 
and truly interactive graphics supercomputing since networks are unsuitable for giving 
users adequate interconnection bandwidth. 

Politics, prestige, and the sociology of computing.  With the entry of the Japanese into 
the supercomputer market, supercomputing has become an issue of national pride and 
symbol of technology leadership.  While Japan now builds the fastest uniprocessors, the 
multiprocessor approach provides more throughput, and with parallelization more peak 
power.  Table 1 indicates a very large number of companies have started to build high 
performance computers, including Steve Chen, formerly of Cray Research, and Burton 
Smith, formerly of Dennelcor.  A recent report by the Office of Science and Technology 
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Policy urged the adoption of a government initiative for high performance computing, 
including a National Research Network (OSTP 1987). 

When the first modern supercomputer, the Cray 1 appeared, university users and 
researchers used a highly distributed approach using the VAX 780.  Several thousand 
VAXen were applied to scientific and engineering applications and only one Cray 1 was 
available at a university.  The stretch time for the VAX was almost a factor of 100 over 
the Cray, while the cost-effectiveness of the approach was identical. 

In 1983 with the emergence of the Cray XMP, the performance and cost-effectiveness 
of supercomputers was increased by a factor of 2 and 3 respectively.   VAXen power 
was not increased, and only in 1984 did minisupercomputers with comparable 
performance/price to the Cray XMP emerge.  By 1984 a strong national initiative based 
on the NSF Bardon and Curtis (1983) report and a plethora of supporting reports was 
started which resulted in the formation of the National Science Foundation's five 
National Supercomputing Centers under the Advanced Scientific Computing (ASC) 
program.  The centers are now completely institutionalized into the NSF infrastructure 
at a budget level of approximately $60 Million in FY89.  The centers and the 5-10% of 
NSF researchers who use them have become a very effective lobby group for centers 
and for science. 

State and federal governments including congress and large agencies delight in 
managing large scale, high-prestige national projects with opportunities for power and 
pork barrels.  Similarly, large companies with large, central computing organizations 
enjoy the prestige of owning and operating supercomputers, independent of the payoff.  
At least one research laboratory believes that a supercomputer is essential for recruiting. 

The purpose of this section is to present a more balanced view of the range of 
computing alternatives in light of the current emphasis by government and large 
organizations for centralizing computing.    

Table  4. Central Cray YMP versus distributed Titan graphics supercomputer 

Cray YMP 832 Titan 24 
Price  20. .12 
Processors 8 2 
Mwords of memory 32 4 
Dhrystones (integer-oriented) 

KDhrystones/s single processor 25 23 
Dhrystones/s/$ multiprogrammed .005 .383 

Whetstones (scalar floating point) 
MWhetstones/s single processor 35 6.5 
Whetstones/s/$ multiprogrammed 14 108 

Linpack (100x100) 
Mflops/s single processor 79 6.5(12)* 
flops/s/$ multiprogrammed 31.6 108 
Mflops/s parallel 195 9.4(21) 
flops/s/$  parallel 9.8 78 
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Peak performance (1000 x 1000 Linpack, theoretical peak) 
Mflops/s Linpack 2144 24(89) ??? 
Mflops/s/$ Linpack 107 200 
Mflops/s peak op rate 2667 32(83) 
Mflops/s/$ peak op rate 133 267 

Millions of pixels rendered/sec ? 50 
*() the time stretch factor for Titan relative to the Cray YMP 

Research Machines Which Are Entering The Market  
The following machines have come from DARPA's Strategic Computing Initiative, or 
single investigator research projects in basic computer science. 

Systolic Processors.  Kung's work at CMU on systolic arrays is beginning to pay off and 
arrays are being applied to a variety of signal and image processing tasks.   The 10 cell 
WARP operates at an average of 50% peak for the problems of interest (speech, signal 
processing).  This provides 50 Mflops for .35M (GE's price), or  142 flops/s/$.  Intel is 
building a single systolic processing chip, iWARP, that's capable of operating at a 24 
megaflop rate.  Such a chip would be an ideal component in a PC for vector processing 
in the '91 timeframe.  Using the chip, a small board could compute at roughly 100 
Mflops, and it would not be unreasonable to expect this to sell for 10K, or provide the 
user with 10,000 flops/s/$.  While the initial product was special purpose, the ability to 
use the WARP generally is improving with better understanding of the compilation 
process. 

Text Searching Machines.  Several companies have built specialized text and database 
machines.  Hollaar has built and field tested a machine for very high speed, large 
database, text searches.  The result to date is that enquiries are processed several 
hundred times faster than on existing mainframes, and the improvement increases with 
the size of the database since pipelined searching hardware is added with each disk.  
Teradata has a similar machine for databases. 

Thinking Machines Corporation Connection Machine.  The Connection Machine came 
from a research effort at MIT by Danny Hillis, which resulted in the establishment of 
the company to make the machine.  Tens of machines are installed in a variety of 
applications from text searching, image processing, circuit and logic simulation to 
computational fluid dynamics.  The current CM 2 model provides 64K processing 
elements, up to 1/2 Gbyte of primary memory, and operates at speeds up to 10 
gigafloating point operations per second.  Thus, the CM2 with 64K processing elements 
is the supercomputer for a number of applications.  The Connection Machines are not 
multiprogrammed, but must operates on one problem at a time.   

Multiflow and Cydrome as evolutions of the array processor.  Based on Fisher's work at 
Yale on an extra wide instruction word to control a number of parallel (7 to 28) 
execution units, Multiflow Corp. was started up to exploit the compiler technology.  In 
fact, the Multiflow can be looked at as either a SIMD computer with a small number of 
processing elements, or an extension of the traditional Array Processor, such as the 
Floating Point Systems computers.  Multiflow's first product runs the Linpack 
benchmark at minisuper speeds and costs 1/2 as much.  The relatively ill Cydrome 



7/13/17 10 

company built a similar product using ECL technology which provides even higher 
performance and better performance/price.  One feature of this approach is that a 
compiler can exploit a substantial amount of parallelism automatically. 

Experimental Machines In the Research Phase to Watch 
Berkeley and Stanford Multiprocessors.  Both of these RISC-based, multiprocessor 
architectures are beginning to come into operation.  So far, both have influenced 
commercial ventures both in risc and in multiprocessors.  The Stanford project was the 
prototype for the MIPS Co.. chip design.  The Berkeley chip designs were the precursor 
to SUN's SPARC chips. Another group at Berkeley has produced a first generation 
Prolog machine which has outperformed the fastest Japanese special Fifth Generation 
machines.  The next generation Prolog computer is a multiprocessor/multicomputer to 
exploit both fine grain and message passing for parallel processing.  Given the rapid 
increase in speed of POPs, it is unlikely that any specialization for a particular language 
will be able to keep up. 

The University of Illinois Cedar Multiprocessor Project.   Cedar is aimed at a 
multiprocessor with up to 32 processors in 4 clusters of 8 processors for executing 
Fortran in a transparent fashion and based on Alliant's FX-8.  The prototype is will 
likely operate in 1989.  Future work is aimed at more and faster processors.   

The Very Large Multiprocessors: BBN's Monarch; Encore's Ultramax; and IBM's RP3.  
These three Strategic Computing Initiative (SCI) projects are all exploring the size and 
utility of large, multiprocessors, and provide over 1000 mips in sizes of 1000 @1, 128 
@16, and 512 @ 2 mip performance, respectively.  None have vector processing, and 
hence are unlikely to be used for mainline scientific and engineering applications 
requiring large numbers of floating point operations.  However, the machines and 
automatic parallelizing compilers could provide sufficiently large amounts of power to 
attack new problems. 

University of North Carolina's Pixel Planes  is a scalable, highly parallel, SIMD 
architecture, providing the highest performance for a variety of graphics processing 
tasks such as solids rendering under varying and complex lighting situations. 

ATT's Speech and Signal Processor.  A large number of signal processing computer 
chips are arranged in a tree structured multicomputer configuration and provide over 
250 gigaflops on 32-bit numbers.   The machine fits in a rather small rack, and the 
resulting number of flops/sec/$ is nearly one-million.  The machine came from 
Columbia's tree structured multicomputer work and is part of the SCI. 

The IBM GF11 and TF1  GF11 is a a SIMD computer with the goal of providing 11 
gigaflops for the QCD calculation.  TF1 has a goal of achieving 1.5 teraflop using 
32,768 50 Megaflop computers  

Computer Technology, Research and Training Agenda 
Packaging and Faster Circuitry.  is nearly non-existent in university research.  Very high 
speed processors require much better interconnection and packaging density.   
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Mass Storage.  Given the extended performance machines, no radical improvements in 
size or speed are in progress to keep up with the processing developments described 
above that come from VLSI.  A project which would couple say 1000, Gigabyte drives 
in a parallel fashion to provide an essentially random access of a terabyte of memory 
and utilizing a variety of specialized architectures would seem to be feasible.  Such a 
system would be useful both as part of the memory hierarchy for the teraflop computer 
and as a database where high performance is demanded.  Connection Machine's Data 
Vault, and Teradata's database computer are examples of what is possible in 
restructuring mass storage. 

Visualization.  In order to effectively couple to high performance computers, the 
scientific user community has recommended a significant research and development 
program in visualization (Visualization report 1987?).   Today's supercomputers are 
capable of generating data at video rates and in order for humans to interpret data it 
appears the best way is to use direct coupled, high performance consoles.  Two 
companies, Ardent and Stellar introduced graphic supercomputers  based on this 
principle. Traditional workstation companies are increasing their computational 
abilities.  While supercomputers and minisupercomputers currently rely on LAN 
connected workstations, it is more likely that both structures will evolve to have direct 
video coupling. 

Room Area and Campus Area Networks (RAN/CAN).   A RAN is needed to replace 
the various proprietary products and ad hoc schemes for interconnecting arrays of 
computers within the computer room and within systems involving high speed 
computation.   At least three companies are building links and switches, using 
proprietary protocols, to operate in the gigabit range.  The Hyperchannel is today's 
scheme, but the next generation must be a public standard.   A combined FDDI and 
non-blocking, public standards based switch operating at 100 mbits/sec using fiber 
optics seems like a necessary first step which should last and evolve into the mid-90's. 

Wide-Area Networks.   Both intermediate speed (45 Mbit) and fiber optic (multi-
gigabit/sec) switch development and research is non-existent.  The networking dilemma 
is well defined (FCCSET 1988, Bell 1988).  These networks are badly needed to 
interconnect the plethora of local are and campus area networks.  Today, over 50 
campuses have installed networks with an aggregate switching need of over 100 
megabits per second, which implies an off-campus traffic need of 20 megabits per 
second to connect with the 1000-2000 academic, industrial and government research 
organizations.  By making a system which could be used for both computers and 
communications, the two disciplines and industries could begin to become synergistic 
rather than antagonistic. 

Addressing.  The address limit of 32 bits on most of today's computers seems to be a 
severe constraint for every configuration except multiple computers.  For example a 
solids data-set could easily have an array of 1000 x 1000 x 1000 elements, requiring a 
33-bit address, assuming byte level addressing.

Dataflow As An Alternative Computational Model.   Arvind's group at MIT has 
progressed to the point where it is building a dataflow computer that can potentially 
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outperform the largest supercomputer in problem domains with a high degree of 
parallelism and where vector computation techniques do not apply.  Independent of the 
computer, a dataflow language may be the best for expressing parallelism in ordinary 
computers.  Again, given the rate of increase in POPs, it is unlikely that an specialized 
architecture will be able to keep up with the mainline. 

Neural Computing Networks.  Various efforts aimed at highly parallel architectures to 
"simulate" the behavior of human processing structures such as the neuron continue to 
show interesting results. 

Programming Is The Greatest Barrier to Use, And Requires Both Stability and 
Research.  It is necessary to change the programming paradigm in order to get the 
highest performance from the myriad of new computer structures.  However, the variety 
of programming models really isn't very large, given the variety of what would appear 
to be, different computers.  The following table summarizes the main line of 
computational models and the corresponding near term computer structures which 
support the model: 

    Computation Model Supporting computer structures 
0. vector processing x-supercomputers (one processor)
I. message-passing workstation clusters (e.g. LAN'd SUNs)

(coarse-med. grain) multi-computers (e.g. hypercubes)
shared-memory, multi-processors

II. multi/micro-tasking shared-memory, multi-processors
(fine grain)

III. massive data-parallel SIMD (e.g. Connection Machine) 
iv. dataflow special dataflow computers,   

multiprocessors, and SIMDs 

Other computer structures such as the WARP (a pipelined array of systolic processors), 
neural networks, specialized SIMD computers, and the dataflow computer may 
ultimately require different computational models.  In the long term, the above models 
may not be the best or even adequate to express parallelism.  For now, we should build 
on what we know while simultaneously stimulating research on alternatives. 

On Building The Teraflop Computer 
Two, relatively simple and sure paths exist for building a system that could deliver on 
the order of 1 teraflop by 1995.  These are: 

a. 4K node multicomputer  800 Gflops peak
b. Connection Machine >teraflop with several million
processing elements

Both machines require re-programming according to either the message passing or 
massively parallel data and single thread of control programming model.  Given the 
requirements for users who want to exploit parallelism in the larger Crays will be 
starting down this path, it won't be unreasonable to assume that such a machine might 
be useful.   
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Today's secondary memories are hardly adequate for such machines.  The lack of 
multiprogramming ability today may dictate using these machines on only one or a few 
very large jobs at the same time, and hence making the cost/job quite high, which 
would diminish the performance/price advantage.  The cost of such machines will be 
comparable to the supercomputer of the 90's, or  $50-100M. 

Will Applications Move Fast Enough to Fuel a Revolution? 
While it is difficult to predict how the vast increase in processing power will affect 
science and engineering generally, the following specific areas are clear. 

Mechanical Engineering.  Computers are being used in the design of mechanical 
struuctures ranging from automobiles to space craft and covering a range of activities 
from drafting to the analysis of designs including crash simulation for cars.  Designer can 
also render high quality images and show the objects in motion with video.  The vast 
increase in power should provide mechanical engineers with computing power to enable a 
revolution in mechanical design.  Under this design paradigm every facet of product 
design including the factory to produce the product is possible without prototyping.  We 
have observed this revolution in semiconductors and digital system in the last decade.   
Within the  next decade mechanical engineering and companies could be transformed 
provided they respond.  For starters it's better product quality.  The big impact comes 
from drastically reduced product gestation times and the ability to have smaller 
organizations - which also translates to product elegance and quality. 

Biochemistry, chemistry, and materials.  With molecular modeling and computational 
chemistry, the design of molecules is now done interactively using large scale computers. 

Large scale scientific experiments based on simulation.  By having a dramatic increase in 
computational power, a range of system simulations involving many bodies would appear 
feasible starting with galaxies and going down to electron interaction to simulate the 
atom. 

Animation.   With the ability to compute realistic scenes, large scale computers provide 
an alternative to traditional techniques for film making. 

Image Processing.  Various disciplines including radiology rely on the interpretation of 
high resolution photographs and other signal sources.  By utilizing high performance 
computers, the use of digital images and image processing is finally feasible.  The use of 
satellite image data is transforming everything from military intelligence to urban 
geography. 

Personal Computing.  Today's large computers will continue to be used to exlore the 
forefront of applications that will be feasible with the PC.  For example, Ardent's graphic 
supercomputer, Titan,  which sells for about one hundred thousand dollars is an excellent 
model of what will be available in 2001 at a price of less than $6,000 (assuming 
continued price decline at the rate of 20% decrease per year).  Many three dimensional 
phenomena from molecules to galaxies can be simulated at high enough speeds to 
transform modern science from experimental to computational simulation based.  This 
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paradigm shift will transform every facet of science, engineering, and mathematics 
starting with education.  Every home will have an almost unlimited laboratory to conduct 
experiments. 
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Some Suggestions for the Federal Government 
Diseconomy of scale continues to exist and favor small machines.  Also, large regional 
computers can't be accessed effectively using today's limited networks, especially for 
interactive visualization.  NSF's Advanced Scientific Computing (ASC) program is 
highly successful at supplying 5,000 researchers representing a few percent of the 
community with an average of 1-10 hours of supercomputing time per week with 1 hour 
the average.  Smaller supers such as mini- or graphics-supers (VAX replacements) 
located in the labs would supply researchers an equivalent of at 10-40 hours per week 
and be under direct control of the research community.  However most agencies have 
no way to support smaller, more cost-effective computers unless the prices are at 
workstation levels which can be supported by research grants.  By not using small, 
dedicated computers under the direct control of the researchers more extensively, we 
are depriving researchers of a tool that should supply at least an order of magnitude 
more power than they now achieve through a shared super.  One could imagine that this 
kind of infusion of processing power, directed at particular experiments could change 
the nature of science and engineering at least as much as the current ASC program. 

The highly specialized computers offer the best performance/price and operate at 
supercomputer speeds, but cost more than a workstation.   ATT's Speech processor that 
carries out 1/4 tera 32-bit floating-point operations per second is an excellent example 
that the gains possible by applications specific hardware and software.  Again, agencies 
can't support them, nor does the community have the right combination of computer 
scientists and scientists and engineers working to tackle the problem of programming in 
any general way. 

For the ultimate performance, SIMD machines such as the Connection Machine appear 
feasible.  While the CM2 appears to be easy to program, provided the problem is rich in 
data parallelism, it doesn't support Fortran dusty decks that characterize scientific 
computing.    NSF's research and computing Directorates don't support non-traditional 
supercomputing, given the large expenditure for the ASC program.  Only now are the 
agencies with the greatest need (DOD, DOD, and NASA) beginning to examine the 
CM2 for computation. 

If we want peak speed from any computer,  programs will have to be rewritten to some 
degree to operate in parallel.  One model using message passing where large amounts of 
data parallelism occurs, will work on nearly all high performance computers including: 
the Connection Machine, multicomputers, and multiprocessor supercomputers such as 
the Crays.  The shared memory, multi-tasking model used by multiprocessors, including 
the Cray, doesn't work on the multicomputers since the computers don't share the same 
address space.  The recent improvement in the Cray compiler to automatically 
parallelize as indicated in the Linpack benchmarks is a major technical achievement 
which will begin to allow general use and hence exploit the more rapid increase in 
available power through parallelism than through faster clocks. 

The good news is that a vast array of new, highly parallel machines are becoming 
available.  The bad is that only a few applications can be converted in any reasonable 
time frame to run on them, and furthermore no research programs or concerted efforts 
exists to solve the problem.  This is simply not a case of new money, but rather a 
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redirection of resources. 
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A Challenge to the Computer and Computational Science Research Communities 
The computer systems research and engineering community is to be congratulated on 
the incredible computer performance gains of the last five years.  Now is the time for 
the rest of the computer science community to become involved in using and 
understanding the plethora of computers that can be applied to the endless frontier of 
computational science.   

The computer science has two options with respect to computational science: 

1. continue to ignore the needs and challenge of scientific/engineering computing.
This will certainly cause computer science to spring up in all the disciplines in order
to deal with the interesting and hard questions the systems pose.

or 
2. learn about the various forms of parallelism supported by the onslaught of new
machines, by using and understanding them, writing texts, and training students
(Current texts do not even deal with the "main line" of vector processing outlined
above.)  Understanding may enable work on automatic programming systems to
analyze and rewrite programs for the above computational models.  As a minimum,
understanding will greatly facilitate exploiting the new machines.
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Figures 
Fig. 1. Simplified taxonomy of computer classes with representative computers in each 
class. 

Fig. 2.  Operation speed of various computer classes designed for high performance 1985-
1994 (projected). 

Fig. 3.   Past, present, and future projection of the clock speed, number of processors and 
performance of Seymour Cray designed CDC and Cray Research computers. 
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Extended Summary 
Many, new high performance computers for scientific, engineering, and real time 
applications are emerging from DARPA's Strategic Computing Initiative (SCI) based 
on parallelism and gains in VLSI.  These new technologies have stimulated both 
traditional companies and initiated venture capital backed start-ups to build the new 
computers.  The research pipeline and transfer mechanism is clearly working for 
building high performance computers. 

While power available from a single computer due to parallelism is finally increasing 
more rapidly than the leading edge hardware circuit and packaging speed gains (14% 
per year  or roughly a doubling of performance every 5 years), this maximum power 
will not be available to a single job unless parallelism is conquered.  Neither the user 
nor computer science community is moving rapidly enough to understand and exploit 
the potential performance gains (factors of 2 every two years) coming from an 
increasing number of parallel processors.  Virtually all new computers provide, for the 
first time in the history of computer structures, a high degree of scaleability.   With 
scaleablity, a range of computer systems can be built from a common root processor, 
interconnection scheme, and  common operating system which have basically the same 
architecture and programming paradigm.  

The "main line" of scientific computing for the next generation (1988-1995) is likely to 
follow the supercomputer path based on a vector, multiprocessor with 4-6 and evolving 
to 64 processors.  A range of supers (>$10M), minisupers (<$1M), and graphics supers 
(<$100K)  continue to evolve. No economy of scale, measured by processing 
operations/sec./$, is observable over the range.  The new class of graphics supers 
provides a dis-economy of scale for general purpose computing.  The micro-super, a 
true personal super of Cray 1 speed  in the $10,000 price range will provide an even 
greater performance/cost improvement by the early 90's.  The Cray 4, using 64, 2-
gigaflops (billions of floating point operations per second) processors is targetted at 128 
gigaflops in 1992.  Today, reprogramming is necessary to achieve such peak power 
through parallel processing, although the Alliant minisuper and Ardent graphics super 
automatically parallelizes multiple vector-processors to work on a single task. 

Plain Old one chip micro-Processors  (POP's) using the reduced instruction set 
computer (risc) approach are becoming very fast and approach the speed for 
scalar/integer work of the largest mainframes and supers.  Vector units can enhance 
uniprocessors to be more useful and cost-effective in workstations and small computers.  
A factor of 5-10 improvement in clock speed from the 20 Mhz to 100-200 Mhz range is 
feasible by the early 90's based on switching from CMOS technology to ECL 
technology.  This evolution in clock speed is on the order of 70% improvement per 
year.  By connecting these relatively, zero cost processors together in multiprocessors 
and multicomputers will virtually obsolete the style of computers supplied by today's 
mainframe and minicomputer suppliers. 

Multiprocessors, sans vector processing, with a large number of micro-processors using 
the "multi" approach (Bell, 1985) have not yet proven themselves in scientific and 
engineering applications, due to lack of parallelizing compilers.  However, such 
computers are clearly superior to existing "code museums"  for time-sharing, 
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transaction processing, batch, and program development.  Furthermore, a wide range of 
computers from two to several hundred processors can be constructed using the same 
basic components to achieve a form of scaleablity.  Such computers providing several 
hundred to 1000 million, instructions per second will appear on the market in the 0.1 to 
1.0 million dollar level. 

Multicomputers, a collection of 32-1024 (or 4K) interconnected computers, each with 
its processor and memory, and communicating with one another via passing messages 
are the most cost-effective for single scientific jobs, provided the problem is compatible 
with the computer.  Multicomputers require reprogramming, are used on one problem at 
a time (monoprogrammed) , achieve supercomputer power, and cost $25K-$1M 
depending on the number of computers and their power.  In contrast to general purpose 
computers, multicomputers are by program, made applications-specific. 

A single instruction, massively large data (SIMD) computer, the Connection Machine - 
CM2 has become the supercomputer for a variety of applications including information 
retrieval.  The CM2  is scalable and is currently available with 16K, 32K, and 64K 
physical processing elements, each with 8 Kbytes of memory.  Like other applications-
specific computers by program, the Connection Machine runs only one (or a few) 
programs at a given time, with a resulting performance/price advantage of a factor of at 
least 10 over a general purpose supercomputer.   

A variety of other computer structures based on parallelism given in the simplified 
taxonomy of alternatives (Fig. 1) have proven themselves and are either emerging or 
show great promise.  These include truly applications-specific hardware and software to 
carry out vision, speech, text, database, etc. tasks.  By binding the application in 
hardware and software at design and construction time,  a factor of 100-10,000 in some 
combination of performance or performance/price increase is possible. 

A path to a computer capable of executing 10**12 floating point operations per second 
(flops) by 1995 looks possible utilizing either the multicomputer or SIMD (e.g. 
Connection Machine) approach.  IBM Research has a project to build a multicomputer 
with 32K, 50 megaflop computers, the TF1. 

Training and involvement by the computer science and engineering community to 
achieve high performance on real scientific and engineering applications is the main 
barrier to progress.   The most formal training program is around the NSF 
supercomputer centers, but this effort is limited to simple vectorization of existing 
Fortran programs (i.e. dusty decks).  Computer science has yet to embrace vectors as a 
machine primitive to be incorporated in texts and courses.  An aggressive program to 
install, use, understand, write texts, and train students and researchers is needed 
beginning with embracing vector and parallel processing as a trivial, but necessary first 
step. 



Long Range Plan for Scientific Computing  ... has been submitted.  Original 
plan is too ill-defined and open ended to manage.  It is being segmented into 
smaller, more manageable and measureable parts.  The role of the centers 
needs to be somewhat more than a provider of cycles, yet smaller than all the 
activities that could be addressed.  It is difficult to express the notion of a 
central facility which is interconnected to a common facility and broad set of 
techniques (See attached.) 

How does that vision fit with NSF overall view of academic computing needs?  
We are making a survey to determine the needs for scientific computing since 
the centers.  This would include all facilities, workstations, networks, etc.  We 
have an informal survey of computing today in academe for thes scientific 
community and the FCCSET committee will take on this formally. 

What areas will NSF emphasize in the CISE directorate?  CISE includes a 
broad range of topics in computing, automation, robotics, and communications 
networking research. 

In what ways hs the computing community bgeen involve in reommending 
priorities withing the fields encompassed within Cise?  Each of the 5 divisions 
have advisory committees.  I have integrated the combined views.   

How has the development of new more powerful and less expensive computers 
impacted the lrp for providing the academic community with advanced scientific 
computing capabilities?  We have not changed the plan to reflect the fact that a 
new class of machines, the mini-supercomputer is available.  We see it as 
being as pervasive as the minicomputer and an important computing for 
individual groups and departments.  A very large fraction of all computing 
would be done on these machines, just as in the past.  This would not diminish 
the need for centers.  The only effect would be to increase the pressure for 
better interchange of programs. 

How have dvelopments in Hardware and software impacted the computational 
needs of the community?  Unclear... continues to stimulate it to new heights. 

Given changes in the computing field in the recent years, how does the Bardon 
Curtis report recommendation of 10 NSF s/c centers at academic institutions 
relate to your lrp?  The need for the plethora of center is being satisfied in a 
number of ways: IBM, and the states. 

Ultimate budget for sc in 87 was 5m below the orginal request, how was that 
reduction distributed and what were the consequences of the 
recommentdaiton?  Cut from von Neuman, Cornell, and hastened Phase I 
phase out. 

How does that budget reduction compare to the levels of support estimated in 
the co-operative agreements with the National centers? Currently, the budget is 
below the amount we agreed to provide initially.  We have been trying to find 



ways to get more support at the centers in the form of industry use, computer 
industry support, state and university support.  We are evaluating the support 
levels, various commitments, and the future needs. 

What is the status of the phase i centers?  They have been terminated as 
planned. 

To what extent have the Japanese been successful in marketing their 
machines in the US?  Only one machine exists in a university center at HARC.  
This is the SX2, the world's fastest computer. 

What success have us manufacturers had in marketing their machine in 
Japan?  There are no computers in Japanese labs or universties. 

Are the Japanese unfairly cutting the prices of their machines?  Don't know. 

What is the administration doing in this area? Don't know. 

What is the significance of seperating networking form the ASC program? 

What priority does NSF attach to networking? 

What consideration has nsf given to the establishemnt of a national higher 
education computer network to support research and education? 



Types and  Attributes of Centers 

Center type Examples $/yr Duration test Mission 
STAR:Person/post docs Mead >1M till un-productive eng.& science expts. 
Project/program Spur; CAD/CAM >2;>4 till finished breadboard, cabability 

Uni.Facility (general) Supers 5-10 forever general facility for all 
Uni.Facility/Discipline MRC's 2-8 obsolete; economics facility and indiv. expts 
Nat.Facility/Discipline NCAR*,VLBA 10-50 infinite facil., researc staff  

and visiting expts scientists 

Discipline-development CER** .5-1.5 discipline stable develop a department 
Field/discipline suport ERC's 1-3 people in a common area 

or descibed by common name 
Mission, sine qua non (eg. build x, research field y, operate z) 

Structure attributes 
"Centralization of resources" including: labs, fabrication staff, instruments, 
computers, programs, and databases  (measure of theory vs 
experimentation)... not sine qua non (e.g. Berkeley Theory Center) 

Additional Central Support and Overhead: fixed (including bricks and mortar, 
variable, non-productivity measures) 

Control of research: local (via one time grants to center) vs. peer review as 
ticket to use the facility; includes industrial governance 

Disciplinarity/coupling: 
1. specific,
2. cross discipline,
3. general (all/any), and
4. multiple  completely indepedent activities across one or more disciplines with
no common output (e.g. Design, Communication, Semiconductor, and Systems
ERC's)

Newness of area 

Duration of centers: criteria for success and for termination; length 

Output attributes  
Competitiveness, industrial coupling, and transfer mechanism(s) 

Training, and curriculum development 

Impact on advancement of science 

*National lab, which is "center" for university consortia is radically different of
DOE National Labs due to various factors.  Could these factors be the key to
changing the utility of the DOE labs?

**CER=shared use facility (hardware, maint. and support staff, and ovhd.) 
Gordon Bell 
11 February 1987 



26 October 1987 

Dr. Daniel E. Koshland, Jr. Editor 
Science 
1333 H Street, NW 
Washington, DC 20005 

Dear Dr. Koshland: 

Enclosed is a copy of the article or news story on a proposal for A National 
Research Network that I spoke to you on the phone about today.  The title might 
be beefed up a bit as it is basically a  proposal for a modern, superhighway 
system for information flow among computers and people in the 21st century.  
Senator Gore sponsored the original vision which the executive branch is well on 
its way to ignoring. 

Given the Network's broad use by researchers in science and engineering, and 
crossing academe, industry, and government laboratories, I felt Science was a 
logical publication.  

I hope you can look favorably on the story, as I think the scientific community 
badly needs the facility our FCCSET committee proposed.  I'd be happy to live 
with a shortened constraint of an editorial if you think such a format would be 
appropriate.   

Again, thank you for considering the article. 

Sincerely, 

Gordon Bell 
Assistant Director 



Dr. Carl Ledbetter 
ETA Systems 
?, Minnesota 

Dear Carl: 

Paul Rotar just gave a report on ETA's progress, and it sounds like you are progressing toward being a viable 
supplier of scientific computers.  It certainly aligns with my belief about how to succeed. 

The most encouraging news is that you have a couple of UNIX ports nearing completion using just a few people.  
This shouldn't be a surprise since so many ports have been done over the last decade.  Having Unix for Piper and 
the multiprocessors as the cornerstone of your operating systems is really important, especially since POSIX is 
becoming a government standard.  For the good of ETA and its users, I hope the multi-headed operating sytem 
based on VSOS and Unix and providing backward compatibility doesn't get completed and marketed.  I've never 
heard a really positive word about the operating system, except that it would presumably let users access their old 
files, but given the tiny base of 205's, backward compatibility can be solved in some way that doesn't penalize the 
future.  A single system will save everyone at least 100 million dollars and years of grief.  Go for one UNIX system 
and make it work!   

I would hope the pipeline problem gets solved to improve the scalar speed beyond the 20% of a 205 as we know 
this is the number one rule (which CDC discovered) in building the "next" super-computer.  It's always a mystery to 
me on how poorly, fundamental organizational knowledge (rules and myths) fail to get propagated to the actual 
engineers who unknowingly make the decisions.  Neal has a book which apparently can't be published that should 
have this.  (I would love to have a copy for my own use.  Could you beg one from Neal?) 

The nice thing about your processor is that it can now be used in a number of instances, and evolved with 
technology.  Let me encourage you to really go all out in reducing the size (and clock period) so that it can be used 
in various future configurations.  Spatially, I would think it could exist on a small card.  Of course, having a 
computer which would sell for much less than a million dollars and used by scientists and engineers without 
massive bureaucracies and sales/support staffs is probably not possible within the ETA/CDC culture, but there are 
examples of companies who have made successful businesses building smaller machines.  I still believe small 
computers help scientist and engineers substantially more than the large, big bang machines that really only 
operate best behind secure fences with only terminal access.   (Cray already has that small market, and I see 
those users locked in and unwilling to retune their codes.)  The problem, of course, with small machines is that the 



government doesn't buy support them directly in the way we buy supers.  Users have to really need and want them 
to buy them, and when they do, they get much more computing than from the pooled approach. 

As for building fast machines, we simply have no evidence about using more than a dozen processors sharing a 
single memory in a single memory with automatic parallelization across loops (and this seems to require the right 
hardware for fine grain synchronization).  For course grain, message passing parallelism, we have several 
examples of 1K computer systems (i.e. a processor and primary memory constitutes a computer) communicating 
through fast switches on a message passing basis.  IBM's proposed  TF1 supposedly has more like 32 K,  >100 
Mflop computers in a MIMD configuration.  A smaller number of your machines would make it easier to reach a 
teraflop.  This is one of the only two ways I see to achieving this goal... although it's unclear whether anyone can 
program it and achieve anywhere near the peak performance. 

As a seperate matter, I believe we need to be working on a ssttaannddaarrdd,, very fast, Big Room Area Network or 
Campus Area Network to interconnect supers to each other and to high speed workstations, to networks, and to 
back end database machines.  I hope all the users have learned their lessons with the Network Systems 
Hyperchannel and will not go off and buy another proprietary interconnect.  Is there a chance you folks would take 
the lead in this?  How should it get developed? 

Sincerely, 

Gordon Bell 
cc: 
Erich Bloch 
Robert Price 
Paul Rotar 



Mr. Seymour Cray 
Cray Research 
Chippewa Falls, Wisconsin 

Dear Seymour: 

Was glad to hear that the Cray 3 is coming along so well and that you are working on the 64 processor Cray 4.  
Also, it's gratifying to hear that you have a new head of software. 

Although I understand (by trade press, rumour, and reported speeches) that Cray is only interested in building the 
most expensive computers, I believe it is possible to provide a line of compatible computers because of the basic 
technology today, without jepordizing the company focus.  This has to be done carefully though, or you end up with 
another CDC.   The approach CDC/ETA  is using for building a one or two processor computer and their high end 
multiprocessor from a single module looks fine and really should provide a great deal to the vast number of users 
in small labs who have no access to large centers.  I am convinced that having simple computers that any 
laboratory can buy and operate really helps science and engineering more than having the very large machines 
and bureaucracies that form around them.  I don't believe in economy of scale, nor since the community is so slow 
in adopting to parallelism (i.e. reprogramming), there seems to be no way to exploit a 125 Gigaflops on a single 
problem.   Similarly, the computer science community has been loath to work on the problem of helping the 
technical users. 

Having seen the size and shape of the YMP processor modules, I would like to urge Cray Research to make either 
the modules or the design available to one of the companies building Cray-compatible computers in order to build 
a substantially smaller, one processor computer not requiring the very expensive installation and operation.  A 
similar argument could probably be made based on using the Cray 3 modules.  Alternatively, you might consider 
having a wholly owned division or company who use this approach but would not absorb the resources in a 
devisive fashion.   It's conceivable that even a large company such as DEC would be interested in building small 
computers in this fashion. 

As a seperate, but highly related matter, I now believe the teraflop computer that would work on a single problem 
can be built in the same time frame as the Cray 4.    Two approaches look like they'll work: 

• the large SIMD such as the Connection Machine  It looks easy to program, given the problems have
adequate data parallelism.



•the very large multicomputer formed by a collection of simple computers, interconnected by a high speed
switching network for passing messages.  We have considerable examples of several hundred computers
operating this way now, but it's still unclear whether such an approach can be scaled up and built or whether
enough applications fit the model.

I would be interested in learning more about the Cray 4 and how even 64 processors can be made to work 
together on a single problem... or if you are even going to try.  The machine will still be useful as a package for 64 
independent job streams, just as in the XMP.  An alternatively, the message passing model can be used as in 
today's small hypercubes. 

As a seperate matter, I believe we need to be working on a ssttaannddaarrdd,, very fast, Big Room Area Network or 
Campus Area Network to interconnect supers to each other and to high speed workstations, to networks, and to 
back end database machines.  I hope all the users and manufacturers have learned their lessons with the Network 
Systems Hyperchannel and will not go off and buy another proprietary interconnect.  Is there a chance you folks 
would take the lead in this?  How should it get developed? 

Again, forgive me for writing another letter for gratuitous advice on how to build supercomputers. 

Sincerely, 

Gordon Bell 
Assistant Director 

CC: 
John Rollwagen, President 



Subject: The ETA P-series (Piper) Small Scale Supercomputer 
To: Director 
CC: Assistant Directors , Division Directors (CISE), Al Thaler 
From: Assistant Director, CISE 

ETA (nee CDC division building the ETA 10) presented their new, small departmental supercomputer.  The 
enclosed slides are relatively self explanatory.  It is roughly a Cray 1 in speed, has a larger memory, and 
costs $1 M and is easily installed.  In contrast, a Cray may cost about $1 M just to install (no machine) and 
it the power bill can run $100K per year. 

From my viewpoint, it is simply another very solid data point indicating a dis-economy of scale in 
supercomputing.  On the next round of computers, I see this machine providing 30 floating-point operations 
per second per dollar, whereas the new Cray YMP and large ETA machines look like they'll only provide 
about 20.  The small machine is only a factor of 2.5 slower, and hence with proper loading, should provide 
comparable or significantly better turn-around to a larger machine in a center. 

The Advanced Scientific Computing program does not support this kind of computing at all, and again, I 
think science is losing.  Our centers provide operations to the masses (about 5-10%) of the community, 
where the average user project only gets an hour a week of Cray time.  A few users get from 500 to 2,000 
hours.  My own view is that the average user gets an insignificant amount of computing, and this won't 
result in a great change in the way science is done. A number of research groups need  dedicated use - 
which equates to roughly 100 hours of Cray time or 2 orders of magnitude more computing time in order to 
really change the nature of science.  This machine could easily provide the revolutionary change. 

I know of no way to help the situation from our programs or from Washington.  Unfortunately, I believe the 
insignificant amount of time we provide through the centers, to serve less than 10,000 users equates to at 
most 30-50 of these small machines.   



I believe the research directorates should be looking at the situation on a discipline by discipline basis.  A 
revolution is possible if NSF can find a way to support some of these machines at least at major centers and 
institutes from existing program and facilities budgets.  Also, we should strongly encourage groups, 
departments, and universities to modernize their facilities with this new tool. 
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S C D s h ow s l h a t tl1 ,,, a v P 1- ::i r; e c c n t e r s u p po r t. i s ab o u t $ :1 M b e 1 ow t h at o f .:i 

m :1 I 11 t" r.• f u ] l �.; c r v j ,·: ,, c· () n I. r_• r . 

Col l:-1hor·alivc i.nrluslr.ia.l pror.p·nms have a lons 1(-:a<l t ·imc nnd they hav,.· 
not been able to provirle the additional needed fun<ling. 

funds rr-mov cd from th c ccn t c r �-'' pr<) frt·c1m in th P f 1 r· :.; t yr-a rs n0r�rl Io 
rRsl:orPd so that each cent0r wos the resources to prc1vide services 

;\l Lhc l'lwse llT ;ind ·1v pl;1nnin[� lcvPlr;. 

"" : ., . :!·· .. .-.- ·:, 



p :.l l( ! • r, 

Thi:' followint c::hart lists the FY87 and FY88 funding levels fo1: the 
I"' h n s 0 T T C <: n t <:? rs P r o g r· ; 1 m . Th i i, c: ha r t. t- c p r , ! s e n t :-; on 1 --:,· d i r 0. c l s u pp o rt 
of th,: c<-:nl.<:rs and do0.s nol include th e New Tcd1noloei<·s l'l'0tr,1m, ~111y 

r c m nan t ::: of I.he R <::.sour cc s pro tram , r-: um mer in~-=: l i Lu l cs , u n cl<~ r p; r n du r1 t c 
,_, d U (· .I I. i O ll ~)11 d t- h C 11 Pl WO r k i n t I: U 11 d S • 

FYH7 
FY87 
F'YfH1 
FYHH 
FY H~J 
FY90 

Th.i ~ 

CNSF .1 VNC NCSA rsc snsc To l. :i 1 
Coop A~mt G.2 l]. 7 8 . G LI . 0 12. l 42 . :'i 
,\<:I. II;,] S.2 8 . !i R. S 4.0 1 L 5 :n. 7 
Coop J\gmt G.U l 3 . l. R. G 8.0 12.0 •18. G 

P,udr,,•t ti :i . 0 
C <.i op 
Coop 

t~1bl0 

l ' .I 

A tSmt G.n 14.4 8.7 10 .0 12.0 51. 0 
A t{m t. G.8 15.0 8.7 12.0 12. 1 :, 11 . G 

hns t. h 0. folln1.;i.n e 0 s s u m p l i o n '., : 

Coopc~rntivc ~,J!;re(•me nt. amount 0.xt.<~nded at 10.vcl <'ffnrl. !.h1·01.11h 
F'Y'.10. 

2 ) N () di ~::l. r i. li u t I I) 11 0 r I h (' full d ~- :.\Ill() n e (' (' 11 l er s has b (' (' Jl 

made at this l ime. 

: { i Th ( ! <; T s E 1, u d I.{ ' . l f' fl r D II ~~ C I ~~ 1; ,,. n . ::: M ' I ' I I l. 1; 1 . (, M i :-: .r O l. N (.' \'1 

·1 °) 

T <-; ,: h n n ) 0 !~ i C !'; , $ l . 0 M j s f O r f~ d u C ~I t .i O II ' :t, 0 • 'i M i s r n r s u IO 111 (' I. 

inst.i. t.ulc·~·:. :~O.lM i~- nei:~dr·c.l for cn!::I~.; r<'.l:ll,.~d I<"> pro ~r:1111 
: 'C l i V .i t. i Cs ' l (~ :1 V .i n ~ $ 4 5 . 0 M f <) 1· l. he C ,.: n t Cr s • 

l hn l c,,nper~, I :i. ve ngc<:'em,•n I 
lhrnu~h the end of F'Y<)O; 8Xt r:apo]ati:·d 

nmou11 ! :: 

i-1 f. 1 ,-_. VI·' l. 
: 1 r , : , , :--: t .-; n d r: d 

cffvrt. 

;i ) CNSF-CorneJ l National Supcrcomput.inr.; f;:tr. :i] i-1 y 
JVNC-The John von Na um an n Center 
NC SA - The Nn ti ona l C:r.·n t.ct' for Supr:-rc:omput i ni~ 

Appli cations ( IL) 
r·sc - The Pi t t:.,bur,!,h Supe r computinf!, Cent<'r 
SDSC - Th~ San Di e go Sup~rcomputing Facility 



Un <le r t. he :1 s sump t i on s ·i n <U ca t e d , the FY 8 H C T SE b u d g e t r c q u es t s h ow s a 
shortfall of $3.5M from th0. cooperative agreem P nl amounts. 

An :-in :..ily~dg of FYfl8 fun<li.ng needs at l: hf'· c 0.nl.1~r:~ .indicate~, that al ~1 

m i. n i. mum , fund i n e a t t he c nope rat i v f ~ a gr e cm e n t 1 , ~ v <:i 1 s is nm n d at or y i f 
t.h.0s(~ c ,: nt:c~1·s nr<! t.o be robust, full S<: .. rvi. ct.~ fn <.:'i] it:ir?s able to 
opr:·1 ·:1tr: on th<~ l <-:r-idinf{ cder: . LE' SS('t' fundine l0vf: ]s wilJ preven t 
:1dec11.1ul.0. ~~l:-iffine l e vels, cru :-ind hnrdwDr<: llf't~r·aclc:s, a .lid Lhe 
cs I. ah l .i. s h m c n L o f c.: o J l n b o r n l i v t' t· es 0 a r ch r, r o g r ~11n s w i t. h i n d us I: , . y . E v c n 
if funchng 1v<'r0 ava :il;tld,~ ,it lhc coopet·al:i.ve ntrec·ment· ]c-vels prob.l,~ms 
1vou J d 0. x j ~; I.. Tl1P- coop 0. rat: i. v 0. 3ffl" Oemen l:s hav e un<.k rP.s t imat0d thP. costs 
:1'.; ~-;oc i :1l.,~cl wit.Ii ful.1 sc:. il,.· , ·10r.1ding cd1',1.•, r , i c ilil.ir·:.,; b <~<:aur-:<' NSF's 
v<:·ry oetrcssiv<· n c gnLiations with l.li<:: propo ::-~1~ 1.l c,_, n ters produced 
t\f!rc·em~ n ts p.1-ovidine- runcl s below n,~ e cl0d lc·v<~ls. Tlu·1· c: 1vns expr,cLil.ion 
1 > y ~JS F I h n t h i fS h l c• v ,:, 1. '.': o r i n d u s I: r j a l f u n d j n 8 w n 1.1 1 d o f [ s c I a. n y 
p1·ohl,.·rn~~- llowcv<·r·, 1v il.h l.wo ycac :-~ rxp e 1·i. r-~n,·r· hr:hind ll!:-~ :'Ind nfl.r!r muc:h 
v ffo1·l. li:v Lhc· c <:nl.1:•1·'., , it h as pt·ovr·n \'(•r ·y diff'i.cult ln obl.::1in 
!.d g n i f i c ;i n I ~on l. ,- 'il., u l. i r) n s . 1 d o n n t J," l i (: v ,:- 1v, · 1·· ,Hi ,.. x p 0 c t .1 n y r :1 p .i <l 

c r c o '.~ " s i n i n d u s t r .i a 1 f u n d i n g . 

,o '(tr<>'tr• frnm The• I.onr;, ··· 17anfrf) P1:1n ror Adv ::inC() d Scir.'nt ·ifir· (;omt>11ti.11t, 
''i\] '..': o it is importnnl: that th~.~ r0.nt c 1·s provic.!<! ~l unique $<~r·vi. c:(·, not 
n v a i l t i h 1 c ::i t. l o c a ] n c n d '-' rn .i c comp u I. :i rq{ fa (: i. 1 i. t i 0 s . W ,:- an t i_ c i p ;_1 l ,~ t h a I 
ma 11 y n r 1. Ii ,: m n j o r r e ~,. ca r ~ h ll n j v e rs j L i r: s w i 1 1 s no n b e f' u r c h ,J !': i n g l h e i. r 
own '.:up, ·1 ·r·<>m pulr·r ~:; . WlH'n I.hat nc:,: urs, lh<· ,; ,: ntr~r-!;: wi. '11 mnvc- i.nl.o 
I" h :1 !, <: I V , I: h e u p e: , · a d e o f t h e i i- nw c h i n ,:, : . .; l o t h c· n ,~ x l If r_; n 0 t· ::, l i o n 
(Cl:.i s'..~ 7 ) o r ~~up r .. •rcomput.crs.'' T!J.i.s Plan r,::-q11.ir e s l'li:1! :11.lv:.111,·,.•s o,:· cur· 
:it 1h,~ , · <"nl. c: r~~ in ~:;t::iff, hardw:.1re ::uid c~cellr: nc c of scrv .i.<:,: ;:it Lh<' 
ccn t· ·~rs. 



Thr: u,; fjv j_tics 
divi.dr·d int<> 
:_1 f~ f O 1. J O \,J ~ : 

Sta:ff:ing T.ev<'ls 

in a generic s~i~ntl fic 
n nu m h ,, r o f i-: <:· r: t ·j on s w :i l. h 

,\ d m i n i :-: I , . : 1 ~ i v ,, f:-. S , · <: r 0 I n 1· i :, 1 f r 0 m S 
Sysl~ms JO 
OpC'rnlions 10 
I]!:; c r S, _. r v i. <: 0 s J 0 
;\ d V ~l n < -,~ ,\ Mr·! h o,.J~; 

Tot::il~ 1.10 

supr?rcomput ine cent,~r 
I. h 0 f n 1 1 <> \\' .i. n g !:'ta ff j_ n !( 

I. (.l 1 0 
lo 20 
to :::o 
1. o ~o 
lo JD_ 

]00 

m::iy hi:' 
l ,, ,.- ,. l !:: 

Th,: 1\dm'ini~:t.rativc :-:,_·1.:t.ion i.r-: r: <>mpr :is<?d .,f" c.l ·ii·,:ct,_,r, d<'[>uly, 
;_:_11.lmi11j:,Lt·ative assistanL , wrlter-,;, tlitors --rnd se(.;r0.t:J1·i,~~- The 
:1,.l111ini::: l1·:1 ti v<: assi~.:;1:-tnl 1:, <1 key p(• rs1:,n ii~ l,1.1df1:,., t mnn;i)r <:mcn~. :Jnd 

· ·i ancir1 l d,,t ::dls. ln a 1 :n·)Jc ccnt ,-:r, s<: vr·r·,,l w1·iLL·r · •: <.li!. c1r~, ::11·r.-

d,.- d ,ind lhe S•.' (Tf•l:H· :i.::11 ~;Laff i:i v :itn] ro 1· lhc l1 :111c.ll lll!,'. of 
.. · l ,_. l' li •) n ,:- ::; , t r- a v ,~ l , •.: <) 1· r c ~- p n n d , .. n c: c· , m A ~~ t i n r; t r :i 11 r-: rT j p !. i on~: , and 
c · n n .f ,. .. r- , ~ 1 t < · , ~ l o ;{ i ~:; l i c s . 

;-~y:,I_PIII[~ !:l:1f'r m;1inl.ai.n th•~ <.>p('r·atine systems 011 tlJ(: mn :i.n m:1chin•\S 1 

r t • n n l - , · n d :., ri n d w c, r k s t a l i o n s . T h e y a l s •) h an d ] ,_. t. h <:> s y s t .:> m s 
r,-•s pon!", i bi J .it :i cs retnrd .i n rr t hr::! commun i. r:;i I :ion!': ;111rl IH' th,orl< i n r; fun ct 'i. nns 
within thr· r:r:· nl. P rs. T h Py pE-rform ::1ny lniloei.ni of Lhe syst.0m to t.h,.' 
·1,w;1l PflVil" t)Jlffi('!1( ''Sj 1 r:r: i,1lly in lhP arr•:\!:: or , l(:(:()1111lin i~ :)l)rl 

r.ommunic;:ilions. Two to t hr ':'C persons ::ire re<'}uircd pr:r ma.jo t· hat·dwarc 
i t e m , i • c , t h c C RAY X - MP , V i\ X o t· J CM [ r o n t • r· n d , .i n cl <'· om tn on r i l e 

!~ y s t c- m . J\ n ;,,1 d d i t i on Cl 1 few a r E: tH.' c d r:• d f o t· comm u n i c a l ion s d c v i c e s o n d 
1.,ior-J<st.al.ion !H>fLwa1:·<:!. ln the latter ar•)Q, somr.:•one 1.;:i.th UNIX interno.ls 
s ki ) l is needed. This rl<::-finitio n of system[:: activity permits only 
m,1 .i. n l . ('.11 ~1nc•.-·. No who 1 es ,·1 J <.' cJ <:' v , .. lop m c n I. can o cc u r . 

Op.-•i:-at ion~:; pel'sonn")l not only operate the 0quipmen t., but frr::quent) y 
hand 1. 0 ma .i n t , ~nan c e for s ma 1 1 sys t 0 ms , comm u rd r: n I ions !.U? a r , l i n es , , _. I c . 
For tw ~nty - four hour o Jay op e ration, seven doys per week, it takes 
f:i.V(! FTEi3 Lo have •.>n<.· r,:ri-;on on r:lul:-·· T,"o or mor'.' a1·0 ne•:·d·~d for 
sofcty r:onsir:lerutions , i.e., no one is ever left ulo n e for th0 sr.1k ~ of 
p e r '., on n 1 s n fr_• t y as we l 1 as r: q u .i pm c n t s n f •::- t y . t\ l s o when r) t t. r::· tHl i n t t o 
lh0 needs of nature the equipm~nt is always tended . If there is ::i lot 
o r· d ~, L :.1 m <> v t • me n t s t a f r .i s n c• e d c d L o ha n d 1 e m ,_. d i ..i • 



Oper·;1lions staff m;iy :1ls(1 hav0 tn hr1ndl0 pnpr,•r ;ind 
microfjlm / microfiche output. Some must br tr·ain0d in film d0v0lupment 
:ind h:1ndl in1i lcchniquc-s. O\h(•rs need !,kill in thr• mnintcn ;:-1111; (' of 
Ll1"s0 devices. Workst;itions are no~" replncinr~ film, hut this will put 
:;I 1·,·,.·,;:.;r:"; nn the ;:1rchiv:1l ::idP of thr• :1r·fivily hr·c:1us" th,, rr•su]t.s of 
traph.ic~ nnd vi'.~u;:ilization 1vi11 he stor0d for· f'u1ut·c 1·efere11cr·. Film 
h'BS an ,_,xccllr:nl ar·c·hiv;il medium ,,,ith easy !:tur· .::lr\r' ( on :1 ["'1·sonal 
ll8Sis). 

Maint,,n:incr~ of communic:1tion:,: and t.erminul i1c:.1r· must be done 1n a 
l i m r: l y fas h i o n o r t h c r- 0 1 s .i n s t an t d i s s a t i s f :1 c l i o n w i t h t he serv .1cr:·. 

Us0r :;,,rvi.ces staff perform consult:ine;, tr :1in.i.ne;, circuit. ricline;, 
documentation, and installation and maintenance of software libraries. 
T hr: '.'; U CCC S :~ l CV C l n t l h '.'. Ce 11 t e I' :.~ i S Ve r y d e p 1 'II d 0 n L O l1 L h e S k i -, ] S O f 
these people. User services personnel must have projects to work on 
thnt use the services of the centers. At a minimum, n hnlf dozen 
con:,;ultants nre needrcd. They need to be av:_11lnble mot' '' than 0ie;ht 

~uc, per· day sinr_· p lhe center::; serve n n:1tinn:i] constituency. 
litinnnl persons ar c needed for the other 3ctivities. During a 

,,ftwc1r,,/h,1rdwarc conve1·sinn :1 small staff can be ovcr1\lhelmed. 

Th f' adv n n c r-, l m ,, tho d :; t.; r o up n c eds c x pc r I s i n c nm p u t ::1 t i o 11 ;1 l m ::i t IH' m ::it i cs , 
scic·ncP, thd. :1 bases and [.';r::tphics. Th,.-s" persons for·m the bns .is for· 
the advanced nctivilics described below. 

Cr-nlr•r:~ ,:;l:1ffs musl. 1(r·nw "''il. h in,·r·r•r.isc·~~ in thP nurnh0r of art .iv,, u:_:;,,rs, 
with thr, complexitv of th,, c11uipmcnl confie;ur;1fion incrcasc:.~ and DS 

the user base· extends to ,1 ]:1r[';cr 8CO).{raphic:d :.11.·r-,1. At the Lime of 
th j s w r i l i n i ( 2 Q FY 8 7 ) , th P n v 0 r :1 f~ 0 s ta ff inf~ 1 ,, v cl a t I- h c DAS C cc n t ,, rs 
is iJ7. The: centers noi.--1 s1,r-vc 3000 r·cscnrcher~, in 200 UniversiticrL 
Thus each person serves an average of 60 users. By the 8nd of FY90, 
t· 1 t e us c- r h a s r,; '."- h o u l d ea s i 1 y do u b 1 e . Ha 1· d Iv a r c a d d i. t i on s a n d up g r .1 d cs 
ar·c ul:~o planned. Togclh1c•r thr:se will put prcssurr:s on the c r,,nters to 
i ncrr::1~;r, I_ hr:• staff~; to h:.indlc thP workloads. 

Current the staffing at all the centers include 40-45 or more persons 
that: work for the centers in somP capaci!y, but 1-d1i<· h belong to other 
nrr;anizntions and either represent some cost sh~1ring or contract work. 
Th i s i s n o t a s e f f cc t i v c ,1 s i t m i r( h t b e i f f h ,., y w c r e cm p 1 o yr~ cl s o l fd y 
for the benefit of the centers and under their direct management. In 
s ho r t i t. r:- f f cc t i v e l y n' du c ,: s t h e s t a f f j n g av a i l ab 1 e . 



Staffing l evels arc 0~pectcd lo grow to betwePn 80 nnrl 95 FTES. Som~ 
flu ctu:1tio 11 w.i.l l or.cur c.kp(~ndinr; on th,, bud e:<>t nnd s<-1· v i, -,. 
r1!! <1ui1·,~ments, but it js expected lh:::it c..-ntr.r "l::1ffine l cv(' l s ~.;hould 
:1v1'1· :-11~<~ R!'i FTEs by FY l.!1~10. Fo .llowing t.h .i~, td. ::i.ffi. ni! lr-\u'l s ~d1onl<l 
m () J' r• n 1· l ,, '., s !; t :1 h i_ 1 ; 7. I. ' cl r. r l i n i n g s 1 j eh L 1 '.), i 11 y (' :1 ,. s :, ft r; r m :'1 ,j () r 
u p I.~ r ~ d <: s a n d r i :-; i n r.~ !'; om t' w h n t. i n : , 11 I i , · i p ; 1 I i on o r u p f~ r :, d r. !'; • T Ii r' 
fo)lowin[\' t,1hlc p1·ojects my r~sLimnt.<''..~ of tli1' 11< '1: t?ssn ry :.;l:,ffing 
1,·,v,:l'.,: L0t m,~ r~it· (·rat.,, t.hal thr:s1' l<~\·cl:, ;11·<.· n()l ;1rford:.1b]r uncl.-•r 

c u 1· r 0 n t l.• u d ~ '" t s . 

CN;~ F 
.JV NC: 
NCSA 

·c: 
;~c 

I'° Y To I ; , l :-: 

FY87 
4 ~~ 
.,,, r': 
. '') 

74 
41 
,..,..., 
/ .. 

FYP.~ 
SG 
!, :1 

80 
r-;1 

78 
120 

rYna FY!)_O_ 
70 87 
GG H:1 
B:) 90 
G!i 82 
fM '.10 

37() 112 

An incr~a~r nf 50 FTEs is needed in FYBB over FYR7 . At Rn es tjmnl~d 
FYP.7 :ivr·1·:1rr.•· ~:::,lnr~: w:ith hr.n~·f ·its of :i;riOJ< / FTE Dnrl huildinri: in an 
inf'l:tl in11 f:l<_: lnr, 1.hir-: r ,:,•p r· r->sr·n tr~ ,1 n.-•cd for '.l:~ . 7M plus ~:lM for Ct..i\ 
r•:-: p,' n!-;c-~ l',1· a l'. ot~l] uf ~,bo ut. $3M. G [:, 1\ nnw :iv0ra ~~ <·s 1:1n.;. 

/\llc,\vi1q~ ro1· hir·ini~ cl,·l:1ys, :11. ],~;isl :~l- ~JM 1. :.; n-quir<'·d to f."l. 1h,~oui;h 
FY!HJ. Thr S...lfll(.' pnt.!.,.: rn ,.,r .lll(.'(''-'''~':C'.-~ Dlld <: <)sls ,,ill , ; 0 11finu1' th,· otq~lt 
FY0O. 

TIH- propo.": <•rl r~Laff 1,ui]dup will p r.·rm:it Lhe ccnt,.•rs lo J•rov.i d" a l cvr.· l 
of s•·rvjc::e .:rnd e;q,f.'rtise tho.twill distine;uish th•::! m f, ·om <::8 tit c r· s where> 
c y c 1 c -'~ <) n l y a r c a v a .i 1 <1 I , l e . 0 u r Ph as (·' I 11 o (~ :i n ri c e n t e r· p r e> v i d '-' d l Ii c 
r u 1 l cs I. r :, n 8 e o f s c r v i r. ' :! 8 n d c· on s u ] t i n J!, ::1 n d w c1 s t h e mos t p o l> u ] a t · 

c e n t " r . N ..i t. Ll r ::-1 1 l y i t Iv ::is a 1 s o t h e mos t ~;.; pc n s i. v c- Ph ~' s c T <: r:· n l e r . 

Our c0 ntrrs must offer SPrv ic0s comparable to Bo~ing. Staff js needed 
to permit t-he devi~lopment of l e:-ad ,~n~h:ip rol•~s in gen,:ir<.1t :in1! n e w 
t <:- <.: h 11 i <] U ( ' B :1 n d t CC h n O l Of!, i e S f n r CO mp Lt t 8 t. i O 1.1 a J. ~ (· i 1-_• D (' E· ::1 n d ~ P ff. i n 0 r l' int,! . 

Wh ·il,, som0 o f t hi s c ~1 n b 0 p t ' <.• v i d e ,I l h r o u ~ h th ·~ n o 1· m ~, 1 tr. <'I n t s p r n 111.- : 1 m i 
1, < .' t' !H:d S O f expertise 8rc rcquir0d at t h e c rntcrs. R@siJrnt 

•1 ~= u l l ;-1 n t :.; and comput..1tio11<1l r•:·se::lr- c h :Jss islnnt i., ivi11 provi;J,- l· h<' 



,,u, · l 1.- u1, fo1· Dcl.iv.ity i.n th,.~ New Tcchnoloeics, r:omr,ut.al.i.on:11 Scien ce 
~n, d F. n r; j 11 , · , _. r in i in i l i o. t i v es 8 n d o the 1· 1, r a 11 t s pr c, [.'Yams . /\ 1 t ho u ~ h t Ii,:· r c 
is not. nn1v ;i spcc::if .i<: d:i.sc:ip]:in;u·y for:us at any ,:;r.:ntc-1·, a !.~nwll g,·oup 
of rt·s,:,.1r ·c h<'1·s in on e 01.· two specific disciplin,_·s at ,··::1ch ccnt•~r wnuld 
,. ll !-; It!", : t ] 1 :1 ·t f. h ,! s <.1 r l w ;-1 r r: ;in <l s r, r V :i. (:<:' S p !" '' V :i cJ C <J 1•1 <l u l d <" 11 ha l1 r;r• 1, hr: 
~~ c j ·~· n 1. i. r i c p r o d u c t i v i t y f o r u !.~ e r· s o f t h e c c 11 l ,·, r :,;; a n d r e m o v e n. n y 
iniprr::sr; i t_1n that the c,•n1 <·rs ,11,.,: merely prov·i dcr·:,; tif cycles. 

Th,0• c<:•nl. er-s should li<' t.h•:· focus for· lh e init.i ;_1l.jon of new alr~orithms 
, 1 n < 1 :·1 p p ] :i < • ;1 t i o n s w h i c h w i ] 1 m i c r a t. c t· o I, h <:: 11 n :i v ( ' ,. t; i t ? c ,,. n t e r s . T h ,, y 
ca n r-a· t· vc as a rl1.·.i.v ing fnrcc: lh.:it stimulates a] l SUIH'rcomputine 
:1ctivit:v in th.is r·ounl,·;v', bul only if pr·n pr:rlv i::l:1ff,:- rl. Curt· r,ril st :1ff 
l ,~ v ,:• l. '.; ;_1 l CNS F , .TV NC ;:rn d T'S C i n FY 8 7 w i 1 l p 1· ,-_, v ,,. n t 8 n y pro g- r cs s b c y n n d 
!ltc•ii· pr,,scnt c1cliv.ii:.; . 

/11] ,·· nnrcr:Jlivc ;,r;1-- <:· •~mc11t hudr;r:ts incl1.1dr:• cc1ujpm r:: nt. upgrade 
0 r r n n 1,i; c m (' n t· :, f o r ,·1 l .1 r e n t " r s c x c c p t S D S C . S D S C n o L o n l y n ,-_, , : d :_:: a n 
upip·a dc jn terms of computing c::ipacity, but. it also n e eds :crn ssn to 
r•nhnn(: <: t.hc .inlcrn r ti. vc r:nvi.ronmc::-nt. The CTSS t :irne sharinr~ sy:::t.em 
opcr,.1lr·d only on disks on c1 m;1chine h 1 itbnut virtual memo!'~' spPnds a 
lnt. of lime roll ini~ jo1, im:1gc-s in <1ncl out. Tn fi;en, ~r-a l CTSS ov,,r-lapi~ 
1. h .i. s 0. ct i. vi l y f 3 i r 1 y 1,,1 el ) at SD SC b •)c a u s c of 1· est r- j ct ions on memory 
IJS< ' , bul. this impl.' ()\'['1 1·,]c 1-.· ·ith an ssn. Also, there :H'<:' .I / O ji,t-(,n:,::jve 

prohlr-m~, tltal will nnl run well without an SSD. The SSD should be in 
t he FY R fl b u d g ct b 0 c :.1 u s c- i t. w o u 1 d h ,~ l p r <:-~ 1 i. e v P t h c s a t u r a t j on n t S D SC . 
SDSC alsu needs tO.GM for mass storage upgrades in FY88. Th e CPU 
up~ n1 d r-~ 1 s n e c de d by r Y 8 9 . Th e S ~; n <~ o s L s 1; :3M for n l 2 8 M w d u n i t , bu t 
it could be leas ec l fur tl .OM r~r year incJudinR maint ~ nun ce . In FYB9, 
t h e C P Tl up ff, rad c w .il 1 co s t :t. 2 0 M o r m <> re . A 11 o 1,, :i n e; f o r ~ 1 t. G . 0 M t r a d c j n 
and r) mor-1.i.zing ovci· five yPars, \hjs adds t3.8M to the budget 
b eg inning in FY89. 

i\n up1!,r,1d, : al CNSF, rrom on IBM 3084 to (111 IBM ~Ono 400 with v<?·,: lor 
f o c i. l .i 1 y w a s p t· o v i d c cl b y t h ,:, v c n do t' c.1 l n o cos t L o NS F i n O c L ob c· r 1 9 8 G . 
r: NS F ;, n d I BM h n v ~- 1,, o r I< c d o u l a n ::i gr c em en t w h c r ,_, l, y i n FY 8 7 , C NS F 
· · ··ovidcs 12 systems and applications staff to support tailorin ~ the 

~lwn1 ·c Lo Cornell's e n vir onment and providine feedbu c k Lo IBM on 
S F's software needs and IBM's so ft.war~ p~rformnnc e. IBM then 

r·1 ·ov idc::: a nn co :.::I upgrade 1..n th,: 1•xi(.:: li.nP; TBM :1090. Thi.s h'Ottld 0dd 2 
I' , . o r: r: s s o r s 8 n d i n c r r n s (· h o t h t I 1 e m n i n n n d c x t en d c d m c.· rn o t· i. es 1 l' 



the maximum available. Then in FY88 a second 3090 model GOO would bc­
i n s l a l 1 e d a t a n cs I, i m a t e d c o s t o f $ l OM . A h i ff, h -- s pr- e d ch n n n r- l , 
l O OM n / ~-~ c r- or f us t er , ho' u u 1 d 1 j n k l he two sys t em i; • T t w j 11 prov .i. d t' l he 
CNSF w.i.lh about three times the current capacily and enable users to 
ae;1~re1;,1t0 more process,.,rs on a sinrs,lc problem. This .ts an import.ant. 
up~radc because CNSF has the goal of makin~ parallelism work. The 
$10M could be fjnancr-J over a pc-riod of fivr years at a c osl of 
t2.5M/:,: r. 

The PSC budget doubles from $4M in FY87 to $BM in FY88 because cost 
sharing was front loaded and NSF furnished a CRAY~lS as a t3M trade 
in for the X-MP / 48. It increases another $2M in FY89 to provide a 
funding level that will allow for an upgrade in FY89. The PSC budget 
assumed that the purchase price of the upgr:1el<.:> would be $17M. At this 
time it ii:; hr_~lieved that this falls short by t:3M. To corr".:'Ct for this 
;1n :.,dditional 1;0.8M per ye~ir is needed br_-1nnn.ing: in FY89. 

The e:,.:pf,·cted price increases for the upgrade also effect NCSA. They 
have lev,,1 fundinr; of $/IM per :v•:ar for the Supercomputer mainframe. 

0.;suminrr that th e y tr a de in the XMP/48 and refinance the balance ::donr_;, 
i t. h t h , ~ u p f~ r a d e , l h ,-_, y w i 1 ] n e e d , 111 a d r_l i I. i o n n 1 1; l . :'i M : , y c n r l, e r; i n n ·i n ff 

in FY89. 

The fYRR up~r3de al 
purchase price of $8.8M. 
impact of $2.2M annually. 
which was remov e d in FY87. 

JVNC from an ETA~I0/11 to an ETA-10 / 8 has a 
Amortized over five years, this has on 

Also JVNC needs fundin~ for the ETA-10/4 
This comes to $3M annually. 

ll p er ad e n e eds f o r FY 8 8 l h ,, re for e t o t a l ( 0 . 6 + 1. 0 1 2 . 5 1 tl + 2 . 2 + 3 ) . 
tl3.3M. With staff the overall increase from FY87 to FY88 should be 
$JG.BM. Thus the centers need $G4.5M ($37.7M, ( FY87 b~s c) + i1G.8M) 
in FYBB. The increase in funds from FY87 to FYBB of t7.3M does not 
come c]os0r to the nmount needed to cov~r the addition a l stnff and 
upgrcicles. 

Optimum Financing Period 

In this paper, a five-year payoff period was assumed for the mainframe 
upgra<lP discussion. Uowever if the centers are to remain nt the 
forefront of computing technology, payoff periods of three years for 
supercomputing equipment are more appropriate lo permit the centers to 
obtain leading edge equipment. This is consistent with the 
.Ta n u a r y ] 2 , 1 9 8 7 s t at em en t t o a s u b group o :f t he P ;\ C " t he NS F 
Centers should exist with the largest peak power forever'' The five-
·ear amortization schedule understates the annual problem by $4.2M. 
lso, lhe cooperative agreements would have to be extended for much 

longer periods to cover the financing. 



/\ 11 n I h c· r w :-:i y o f 1 o n l< i 11 r.; n t t h ,, cf'. n t e 1-- ' s c o s t ~:; 1. s t n c om p a re t h ,~, m w i t h 
f 1 I' ' r. Cl s l (> r n p 0, rat j n r~ th 0 ~JC 1\ R s C i ' ~ n t i f i C C Cl mp u t i. n ir n i V i ~.;-j O lJ ( s C Tl ) • 
T n F' Y Wi t lJ c NC i\ R h u d t e t h 0 i3 :t, 2 ] . UM f o r ,.; c i 1=- n c e , ::; l :1 . 8 M f o r t h 0 S C Tl , 
'.~'.1 .r;,, f'or · ;i, Jminist.r a \i vr_'. :1c li vi li c:.;; . The Cp:::I". !.o J' l l)l sen in,: lud• .':~ ;1 

prnpo1.·\:ion,1l fr.1ct.ion of th,: adminjstrntive bud L;('l ( 1;1.7M) and fo1 · 
r:n111p~1r·i'. _:o n with !hr:\ DA:-;c c ,-ntr:•r:-; , it :,hnulrl inr.· l11rJ ,, :ihnut :!; O . .'iM fnr 
if::: sh:lJ'I' or I.hr• buildin1;. Thi::; r;iv,,s n tol:11 of 1:18M. /\,-, i1 now 
:;l.Dlld'..;, \.l1(' ClSE fY88 bud)';r~ t l'(:' <lllL':.;t for th,, ,:·r :nlr: 1· •: aV<'l"':C.U ; •.'f;; :l;'.l.OM 
p•' 1· e,~nt cr . Sinec N~~F cn11lr·ihutcs .1hnut GOn~, e:ich Cl~nt<'r will now 
1·, , ,-,,iv,• t l .'i.OM :1n1111 :1ll y f1 · om ,11 I sou,--c,_~'.': 1-., hit ·h 1:=: t'.1.0~--l p,-, .. c 1 ·nt.e1 · 
b e low L11,.'. r · or-:t of opc r :Jt in E: ; 1 mat ur e , full sc 1-v :i c r- c<' 11L 1 ·r. 

9 .. th.'...:.E C n n s i d c, , .. a t i o ll:'i. 

111 :is m, ·mn concentrates on most of the larp; (_, bu ,!1:_; <:' t ·items. JI: should 
II(>! J,,._. ,: on c;i d c r ~: d an •·:-..: h ;1 u:_:; t.iv1: l .i. st . I111pr ov 1'mr : nL::; in d ·i :,: l< c,1r•;1cit:,.· 
nn.J l"·· r·f'o t·man ce m;-=iy br: df:• si rable o,lditjo11s LtJ th•c' upgrades. 
r n :.=: t :1 l .l :1 t i " n c o s t :, r· n r up g 1· :-1 d <' :·: can ea s i 1 y r n n to :t. 0 . 3M / s :i t c . /\. s 
r: l a ff in cre ;:i'., CS c ost s f<>1 - sp ;:_1c c , furn1t.ur f· , Lr;iv ,-· l, maf ,, 1· j .1 J r:, ;1nd 
•·,u ppl ir· :: :-1.l'.c;o in< · r-- c;i:-;,,. Tn FYP.G :111el FY87 t8.•1M 1,· .1s 1--,~-moved J'1-nrn thr.-
pt ·n1r r;im, i.r: , 1 f11t1din J_?; f1_,Jl }, f.'. .lOW th e COO['<'r;1l: iV(' ;~ _~ l'(• P JJIPT)t '.,; l,y this 
:1n1ount.. Tf t.hi.s <:nnt i1111c ,-, ;1~: propos e d throur~h f yng : 1 tnt.,11 of '.J;l l .!)M 
ar:: becomr~ un::ivailribl e tn lh(~ ce nt e r~;. Tt ic; ::11-~uablP th;il: 1h<' mon t'.:,· 
, : o u J d n n t h a v e h " , , n s p () n l. 1-.1 0 l l :i 11 FY fH, :.1 n d FY 8 7 1, "c n u s p n f s t. :1 r t ll p 
proldr,m.r: in tw o ,- r~ nt•.! r .•:; . Nnw th~it slnrt.up prnbl ,:· ms h nvf-~ been ov,·· rcomc 
th(: ~~ (~ r u I) d s n CC d t O 11 (' r e~~ I,() r Cd s O t. h ~l t. pr Or~ r r: s s m ;1 y b ,:; m; l d ,, . T n 
c ontinu.::ll ]y fund the progr a m at low e r than ne ede d annual l cv ,~ls will 
n ec es sa rily r c-'., ul t in nne of two outcome!;. E ·ither :ill th(' c •-nlcrs 
wi]l h e forc e d to low e r desir e d staffin~, s ervi c e, and computing 
r er.~0111· cc 1 eve ls or NSf support must b1:• withdr·;:i1-vn from on e or· more 
c•: nt c r s . Th e r e i s l i.l tl e to be p;ained fin:Jn c i all y f1 ·om the l a tt e r 
:,1 pp r o .1 c h l , c c a u s e NS F w o u l d h a v e ~, j e: n i f i c an t t. (· r m i n ::1 t i n n co s t s , 
includini payoffs for ex i s tinis machine loans, severvnce pay, building 
m ,., rt f{ ~1 r~ ,_, s , ,, t c . A 1 so , Iv ,, w i l l l n ~; e ] ,,, v <.• r a i:,; c f i- urn a] l nu L, i d ,_, fun cLi u g 

so11rr:·r~s . Furth e r th,-: r ') i:., n o assurance th at the moni e s snve d nftcr 
iv i t h d 1.· :1 w in 11 support w o 11] d b <.:' rn ad c n v a i 1 n b 1 r, t q th ,:_, r C' m ::-. j n in g c; up p o r- t e d 
(~ (' 11 tr_, r .c; • 0 n the O t. h P l' Ji ;J n cl , the j n 8 V i t 3 bl.':' I" I:' S \J l t Of a p O 1 i Cy Of 

r· nntinu~1ll y fundin g hPlo1,, a,.lr·r111nt ,:- ]evclc; 1s th<:' ultimc1tc withd1·:1wal 
N S F s 1.1 I' p o r t f r o m ::i l l t h r,· c:- <" n t ,~ r· c; • i\ t ::; o m e f u t 1.1 r e d ;i I ., t h i s m :--_1 ~ -



1v0 l l 
Db J. r• 

I hi!., 

hr;.> 

t ,·, 
T' <, l 

~,ppropri:.1l.t' L,~ c :::ius<: the r;f:'nt,:•,,.s will h:.ivc' mnl1tred ::in•I h ~' <.' om,~ 
obtai n sufficir;nl non-NSF fundini:r,. H o~evc1·, 3t this lil!le, 

i,-y :-:.imply pr•:v .. n!i: !11•.: 111 from mr)~I inf.~ n 11r mnt11 ;d f.~o:1]s. 

Th , : 1· (: i. s ~ V 1. d ·~ n C ( ' t h ~, l t h '? f ;:-1 i 1 u r C l O r u n d I; h ·~ p r r) ~ r;} m O I: UH.' 
coop 1 'cat.1v~ ttt;rr:r'm(;'nt l<.•Vt' l:~ ltas ,.- .. 1u~~cd :i di !~ l.rust. o r NSF·:.-.: 
"·i11i 11 1~n•"=:~ I.<> c::o mmit. t o t)l,_, futuer; of lhr- proiram. Ccr-t ::,in 
•: nl. r·,..p:· , -np1.1rial a1·1·ani<: rn1!nl.::; hr-iv,:: !.,,~come ,-1,.ni <J,,rl :i nd d<inat i.on :~ from 
no"· 1·•:·•11.1i1· r- matchin r; funding from thr:- !\'SP. Th,~ NS F t s not the nn ly 
l)r·r;,ani;::11 i<.>ll t hnt 1vnnl.!; lr~vc-1 · :.1f~ <"· ,111<1 m::1tch :in )f, fuud r:. Th,~1-t' i:_:; l c s!_:; 
h'ilJingn•·!, !, fo1· the- C,· n l c rs' nfh <~ r funding p;:i :·lncr·s t: o p1· 01: ide mo1·e 
!'11nrl :..: I h:1n h<·fnr, .... 

Th~ co ll:.d,or.ntivc indu!.dri.;)l pt·orp-.ims ne<:- <l y 1~<1rf-: to li <~comi::' r-st8hli.:-;hr-d 
;ind I<, ~ row. On]:-, thi·,.,·, sul.istantiv (: ni;rcPmr-n1.;-; ::1r· ,:- tn h<' in p]nc (• 
rn11f!ltly lwo yr,;1r· 1:; inl. n 1. lH' Ph:1.r.;~· .TT prntr:1n1 r-;: Th•' ',~' ;1r-,• lh<.' NCS A-
f{ o d ;1 k , t h ,_:. CNS F - Corn i n p; (; 1. :is s ;rn d th,.. ::; n Sr: ·· ,1\ e r o j c· t. G <=\ n f' r· al 

1.·:1ne;(· 11t<·nts. Th~: ro l.l :1bo1: :,t .i.v, _. 1·csr:•arrh rnn(r, h r1s ·1on~ lc- ~, d l im0 f:~ . 
P po J i c y pro h j h i t ~ L h P. c e n t c rs ft· om s 1°· ] 1 i n 1:: 1: i m ,·: cl i r. "'ct 1 y . This 

rn:if,,·:-~ ii <liffic·ult. Lo 111.1.ick]y r~1isr- mnnr-:v 11.1 n ff :-~r-t :·,ny NSr 
1·c·d111.: I i 011 :::. 

l bnve hc,11·d expr,~ss ·ion!., of di.!.,Sat:isfnct.ion with th,~ pt·oe;1·,..!.-:!'; of I.he 
r~r~nt. c-rs :-i"Jt.houeh our 1·(· v ·i, ... 1-vs l;:ist summ0.r 1.;erc: fnvornbl,:: . J t: should h,~ 
1·r-111,·•iril11·r1 ·d l.hHl. I.hr· l'lt : , :,,~ II <: cnlc~ri, h :1v,_, on))' br:<·n in ,,p,·r:.11.iun, 
i . <°'. • , I' r o v i. d i n g s i e; n i. f i c ;1 n t s e r v j r. <: s i n c c J n n J '.1 fl G . T b i s i s o n 1 y o n e 
y (~ :1 r :11( <, . Th e l a!:: t. l 1v n " ' .-~ r r· on l ·j n c t. ow a r- d m i d n f~ . 0 n l y on ,... ( S ll SC ) 
w:1 ;-; fo, · r1r, ,I :111d ma nnf{''' d by ,1 it·:-iin,.•r! c :Jdrc• . Tit,, 01110 1·!'; wr,,·,. i~p,111 up 
11 !,;ing t,on,c h<·!lp f'rom !. It,·· Jo,,:;,l T.Tni. v,:: r·!>il.t<.·s, hul. :-ir,: lac(~·~·ly und c:•1· a 
mt-1 nag,:·mPnt ::ind stnff t.h3!: js lf·:::it·nin~. Th .is r.1p 1,r o ~1ch nlln1vr:d !.,Orne 
doll:11· !-,:1vin1r:.,, l,111. lv .i l. h !,:; om, .. mi!;; ·- ~:t0v. 

How e v r- r c on s i de r i n g t h r. i 1· exp e r i en c e 1 e v i-:d. , t h e y ho v <~ do n c- w c 11 a n d 
:, I'(' i mp 1' 0 V j 11 rr C O n S t ::t n t l. y . . Th(·! t' C a r,... n OW !:;-t !{ 11 ·i f i Can t. SC i I': n t· .i f i C 
r es ults from the program. Exampl f.' s m:1y h<? fou nd i n t.he !'<•ports th,) 
1; 1: ntc-1:i.; pr<.>Virlr·d at. th<:~ November PAC mr:ct:i.nt. Th<: rsc ha s rul>U shc:d 
s om e <• f t hes c j n " E :--: :.1 mp 1 E! s o f S c j en <.: e fl on c o t t h e P j t t s b u i- f; h 
;.; u p (: r c <J m p u L i. n f:. (; c n t 0. r . " 
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Th·~ foll ow ing table, based on a five-year amorliz~tinn schedule, shows 
th,\ <: <··nl ,:n~ ' bu<l1((•l: f~:horl.f: .. ill for FY88 throu1n1 FY~O. The lo'XJ)t·cti::-cl 

hudgct level in FY89 anJ FY90 assume n 12.4~ annual DASC inr~ooso 
baser! on f.'Y8 7 ·- FY88 cxpt'ricnc,: . 

~Y87 has~~ influlinn 
; t :, ff 
~ n s (; u p Jj t· ..I c.l f~ 

~nsc; SS D 

~nsc Msn 
: N S F l! p !'. 1· a d ,. 
"SC llper ,) d,~ 
' S C -~ r : , d , · C: o r· 1:- "" c t i n n 
JV~. 1_> 1:, r n d r.i ET A 1 0 / 4 
JVNC Upirnrl~ ETAlO/8.2 
Ii C S A Up g r ;:i d <:' C t.11' t' c c t. i on 
:?es tor(-' Tr:rnsf ,.- r fund 

!\nnun l R0.q1.1 .i. rern<l n l 
[\ ti d f~ (! t. T. (• \' f' l 
'>hortf.-111 

FY~l7 U US<.~ 
n 
r,;, infl-1tion 

St:aff 
SllSC: lly.1 J?; rn d0 
sosc SSD 
SDSG MSD 
CNSF Upgr ad<~ 
PSC lJptrntl<-' 
PSC Uperarll': Correction 
.TVNC Up~rade ETAl0/4 
.TVNC UpgrHdc ET/\10/8 
NCSA Upgt·ad<·' Corr·cr.L'ion 
Re s lo r 1:.: Tr a nsfer Fund 
AnP , TT equ i r 0- men t 
Ru, Level 
ShnL {n 1 ·1 

rvr.n 
:38 . 8 

.l.. G 
0.0 

1 
0 . r, 
2.G 

,'1 
0 

0 
0 . 'i 

s,1 . r, 
--i5 

9.G 

.LY88 
3B . 8 

2.0 
0.0 
1. 2 
0. G 
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4 
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!l. . 7 
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0 
0.5 
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'.lG 
1 ·l 

E...'01'.1 
40.0 

S.9 
'.3.8 

l 
0 

2.5 
') 
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o.n 

1.5 
0.5 

63.2 
50 .G 
12. 6 

FYrl9 
40 
5.G 
5 .0 
l •') . " 

0 
3.9 

') ,, 
1. 2 
11 • 7 
3 . 4 
4.5 
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50.G 
r1 ') r.:: 
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FY00 
41 . 2 
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3 . n 
1 
0 

') r. 
... . . J 

' ) ... 
o.n ,, ., 

1. !) 

() . 'i 

68, ~) 
f) G. 9 

12 

FY:10 
,1 .l . 2 

G.0 
:.i. 0 
1. 2 

0 
3.8 

') 

" 
1. 2 
LI. 7 
3.4 
4.G 
0.3 

7B.B 
5G.9 
21. 9 

Overall 
Shod fnl I 

34.l 

Ov ~:- t· 3 l 1 
Shortfall 

5 8. Ll 



Con c lusi.ons 

Fund in i i ~~ d cpen dent on pt~ r f o rmcn1cc, but pt' r· f onnan c <.: is ;.,1 ls o ,.lepen1.l0n t 
o ll f 1.1 ll rl i 11 t: . 1' h r• r 0. f c> r C , 1 b e } j e V C i l 1 S ·i mp n r ::I l. l V <' l h ;\ 1. t h C f 11 II d S 

r· r-.- mov,·d from tlH· centers' pt·ogram in Lhe firtd. :,,· c~11·s br:- pur. back in 
th e lat e r y e ars b e ginning i n FYBB f.(> pcrmil ,•n c h <.: f.:ntc-r tlv:- 1·1.' ~.;ourccs 
t. o provid e s e rvices ~t the Phase III and [\' planning l e v e ls. The 
JH" <' V i o l1 S I .lb l ,~ S i. 1 ] U '..d . rat C' th r, h r' n e f i t. S n f f-: UC' h :.1 re ~~ 1. (.) r n t . l n 11 • ,\ t a 
fi v"· .. y< :ar· amorti7. ~1tio11, the- rei~loralion of *ll.7M r·ov01·s t.h 1:· cr:pc c led 
d <' (' i c i I . t\ I. ;1 th r r' C' - - y P ;1 r ;rm n r I ·i %: a t i. on , i. I r o v <:' r S ; 1 b o I.I t· h ~ti f . 
F' u rt h (~rm or,,, , su c h on j n c r 0. :-is e w o u l d m Dk 1:· th c <' r• n t er s ' an nu ::l I n p e r al :i n e 
l.nrd g,Jts ~:imilnr to lh<J s c: nt old0.r, w0ll c•i:;tab.l ished inr..; t.i. tul:inns. 



Subject: Alternatives to fund the centers up to their desires and abilities? 
To: Director 
From: Assistant Director, CISE 
Date: 21 August 1987 

Based on the what I heard at a recent meeting reviewing the centers plans, it is 
clear that the ASC centers have the ability to absorb an arbitrary amount of 
funding for the following arguably reasonable things: 

incremental equipment for better balance (e.g. memory, disks, lines) 
upgrades to prevent center obsolescence 
increased capacity to meet industrial needs and opportunities 
"batch" and remote visualization equipment for movies 

and lesser priority items including: 
courses 
grand challenges in computational science 
new technologies and new techniques in parallelism 
scientists to help in parallelization and visualization 
interatctive visualization at the user level 

We cannot possibly meet the requests. The disturbing fact is that NSF is the 
sole source of support at nearly all of the centers except Illinois, and the 
degree of support is increasing. Our current approach to funding has literally 
reduced industrial support. Except for Cornell and Illinois, the centers are 
really decoupled from industry; they are customers rather than research 
partners. 

I would like to find some other ways to share this incredible funding burden. 
Here's my current list of options (ideas): 

1. Status quo. NSF funds it all centrally, as we do now in competition 
with computer science. This is the worst of all possible worlds because the 
use of the facility is completely decoupled from the supply of the service. 
By being in CISE, nearly everyone associated with the budget, gets the 
erroneous conclusion that people working on computer science and 
engineering research have something to do with the centers. Little or no 
coupling or use of the centers is made by computer science. The machines 
aren't suitable for computing research, nor are adequate funds available for 
computational science. 

If I make the decision to trade-off, it will not favor the centers, but rather 
centers will be funded at about the same as overall science. 
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2. Central facility. NSF funds ASC as an NSF central facility. This 
allows the Director, who has the purview for all facilities and research to 
make the trade-offs across the foundation. 

3. NSF Directorate use taxation. NSF funds it via some 
combination of the directorates on a taxed basis. The overall budget is set 
by AD's. DASC would present the options, and administer the program. 

4. Directorate-based centers. The centers (all or in part) are "given" to 
the research directorates. NCAR provides an excellent model for say BBS, 
and MPS. Engineering might also operate a facility. I see great economy, 
increased quality, and effectiveness coming through specialization of 
programs, databases, and support. This is partially happening. 

5. Co-pay. In order to differentially charge for all the upgrades and 
incrementally nice facilities a tax would be levied on various allocation 
awards. Such a tax would be nominal (e.g. 5%) in order to deal with the 
infinite appetite for new hardware and software. This would allow other 
agencies who use the computer to also help pay. 

6. Manufacturer support. Somehow, I don't see this changing for a 
long time. A change would require knowing something about the power 
and throughput of the machines so that manufacturers could compete to 
provide lower costs. 

7. Make the centers larger to share support costs. Manufacturers 
or service providers could contract with the centers to "run" facilities. This 
would reduce our costs somewhat on a per machine basis. 

8. Fewer physical centers. While we could keep the number of 
centers constant, greater economy of scale would be created by locating 
machines in a central facility and running them more like LASL and LLNL 
where each run 8 Crays to share operators, mass storage and other forms 
of hardware and software support. With decent networks, multiple centers 
are even less important. 

9. Simply have fewer centers. but with perhaps increasing power. 

10. Maintain centers at their current or constant core levels for 
some specified period. Each center would be totally responsible for 
upgrades, etc. and their own ultimate fate. 
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11. Free market mechanism. Provide grant money for users to buy 
time. This might cost more because I'm sure we get free rides at places 
like Berkeley, Michigan, Texas and the increasing number of other 
institutions who do provide megaflops to their users. 

I really question how we are going to fund this program in any fashion which 
permits the facility to be "traded-off' as part of a total research program. Only 
the disciplines can do this. I believe we should do the following: 

1. consolidate equipment in fewer equipment-based centers to reduce cost 
and operate fewer physical centers at a greater economy of scale 
2. have 3 or 4 directorate based centers and 2 or 3 general centers 
3. use co-pay as a means to look at real need and as a way to fund 
specialized facilities such as 35mm movie equipment 

Can I have your help on this matter? 
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Why wos it necessury to est bJish o cen rol directorate for 
computing? 
CISE recogni.zes the pervasiveness of the comput,er in society today_ and 
the umque opportunitjes for computing rit this lime . 

...f 
The information se£--lety.,-w1n€h-. is the ,_!argest sector of the economy )s 
based on computing and commumcm.ion. Just as mechanisms were the 
bas1s of the industrial revolut10n, s~o~ ore the basis of the 
informa Ion revolution. 

Computing is found in v1rtually every scientific and engineering discipline 
as a ·bese either as a tool or a component, and it is a scfence in its own 
nght. In science, the Nobel Laureate, Ken W1lson and head of the CorneH 
Theory Center housing one of the NSF supercomputer centers, expains 
computet10n as the third paradigm of science. The first being theory, and 
second, experimentation. 

History hos shown lhot government funding of comput1ng research hns been 
the ma1n driving force of the revolution in computing that bes become tlie 

I' 

• Jacgest i odustrtt today. 
~ .. I J. J 1: r_ 

Finally., today, we have a.new oppo tunHy vise vis parellehsm to come off 
the technology evolutionery peth oi the 1ast few decades tho provide only 
,<Io of performance per decade. ~ N../J . ku. UA '""O 

How Do you see Computing rese8rch affecting Competitiveness? 
01 reclly t~~h ~saducts. W have history or revolution lhel has 
occurred bg-fundfn; university research -The Army funded Eniec and EdY8'"' 
el Penn, the first computers that become the basis of modern computers, 

- 2Z. 

7rl v_ 
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and the designers went on to creole Univac. At MIT. ONR funded Whirlwind, 
from which came core memories, real time, oir defense, tiir traffic control 
computers, interactive computing and the first computer aided 
m,;nufactur,e. D1gitel EQuipment Corpon1lion come almost dtrectly from 
the Wh1rlwind effort Bnd leant Timesharing was first ;mplemented at 
MIT; this beceme the basis of all modem computing. Graphics research~ 
initially al the Univers1ly of uteh, became the b"sis of all workstet10ns 
encf PC's, its how computers ere beginning to be truly useu.Jl to everyone. 
ARPA funded communications networks for compullng. The ort1ficiol 
intelligence-based e><pert system at Digital to specify how computers are 
put together was first prototyped at Cnrnegie Mellon U. This was the basis "(' 
of the emerging Al industry. Umversities ere the marn source of ideas 1Jnd 
programs in VLSI des1gn.- ~ 141 c. 0r • 

f I 

Only this week, these example of NSF funded projects came across my 
desk: Don Knuth's pr,ogram, TEX, 1s noN the bos1s for modem typesetting or 
scientific and mtLhematfcs manuscnpts. Two different parallel 
processing schemes, are now implemented by 5 1c:omponies. A reseflrc'h t 



support and the contract was clear from the beginnrng that we were not 
going o continue support when our own phose II, centers became 
ope rot 1 ona 1. The phase 11 centers are e, 11 now operotl ona 1,-m::11:t;Rs:M~ 

accordtng to our plen. By cutting our Phase 11 centers bock 1 si, would be a 
disos er; we simply cen not mamtarn the sys ems ct the performance 
ievels we need, hot is having the latest, ond h1ghest performance 
compu, er available on the market. This reQuires amortizing a computer 
over 3.5-5 years~ th gestetion time for a supercomputer. I do not support 
he concept of 6 "free morke mechtmism · for mochme time el th1s time, 

whereby anyone con supply cycles. This mech1m1sm d1dn' wor end wes 
the main drive why the government had to step m and form the ASC . 
program in the first place. 

I om in he process ot reviewing hether we hBve odequete funds to 
ma·ntain our existrng centers w, h the letesl computers. It loo s as i we 
are going o he~ to need more funds. I om not requesting more at this 
time, bu believe we Wflnt s1gmficantly more help from computer 
suppliers, several of the stoles, some of the univers1 ties that host the 
compu ers, and mdustna1 users I bell eve he government 1s paying too 
much o the freight. 

.Are you lhappy w1 th the Program? 

Yes. We have ~ people on 2 pro 1ects, a, 2 O sites in all stet es We see 
exciting results lmost doily. 

One of he greo benei1 s from the program to date 1s the s1de effect of 
causing a number o great umversft1es to ,ecqu1re the1r own 
supercomputer. I don·t believe eny greet uni vers ly Cfm off ord not to htwe 
this kind of capability. For example, 6erkel y has o sma11 Cray XMP and an 
IBM 3090/200, Texas1 Ohio State, Minnesot8 hove or ecQuiring Crays. I 
hope the ETA compu er will be successful, nd replace he CDC 2os·s t 
various universities hot hove them. J1ichigon got the second 3090 fter 
the center at Cornell . IBM hos mstolled 40-3090/200's which could supply 
s1gnficant computing power (each pr;ocessor of fl duel is about equal to a 
Cf';oy 1). In feet todey, I estimol~ hot we hove the equivolent of over 110 
tlmes he Croy I 1!2va1le le to he umvers1 y research communttyJ obout 70 
of h1s 1s in unis, cibout 40 ot he centers (including NCA ) in 4 Croy xmps, 
I-Cray I , 1-3030/400, and 2-CDC 2os·s that ere to be replaced with a 
machrne of 20>< a Cray I. 

As an alternative. three compomes are tiuildin and installing mini-supers. 
all o which can do many of the tos s supers cen do on 6 cost-effective 
b6sis. Many more des1gns Eire ·n he wings. 

As the person responsible for get ing about 3000 computers of the 
minicomputer pr ce cl ess m o he scientifi c commumty rn the form of 



VAX., I think the future will give us lots of options in the way to do 
computing. Today, supercomputer users generally access supers at the end 
of a very slow network. This limits their own abilities in a different v-,1ay, 
particularly in being able to visualize results. Many things (other centers, 
superminis, and networks) have changed since the establishment of the 
centers program_. and we must continually evaluate the options for the 
future. 

In all scenarios, I continue to see the need for a few centers which have 
the 1 atest and fas test computers. 



Utah has just implemented a text searching scheme that promises to be 
able to retrieve any text in any size database in virtually O time. 
Kamakahar's algorithm at BTL came out of extension of his thesis work at 

UC/B. 

The supercomputer centers produce results regularly: Americt:fs cup, Kodak 
Material, Corning ( 1 /6 throw awfly) simulation of the new superconducting 
materials .. search for cold virus serum, molecular modeling and 
computational chemistry, we even have work to use the computer as a 
computational telescope. 

L (. ( 
Ir \ - . 

Computers are critical to CAD,CAM,CAI .. CAI, ... in every environment from 
home, office, laboratory, vehicle, or factory. We especially are focusing 
on hardware in this budget, note the increase in the MIPS area. 

Finally, we still have a+ balance of trade in computers, but its fading 
fast. Japan is breathing down our neck in every phase of R ... D, and every 
area from Al to payroll. 

Bottom line: We have no trouble in measuring results, including gestation 
times. It is quite rapid, and it can and must be even faster. 

Whot ore you doing to help the educotion process? 
1..matriTy believe that the big force that drives the education process comes 
from the right balance between research and teaching by first rate 
researchers. Much of research comes from student questions. 

Let me give a homely example of the interaction of teaching and research. I 
took 6 years off from Digital to teach and do research at Carnegie Mellon 
university from 66-72. I wanted to explain how simple computers were 
and to have computers design them. We came up with 2 notations, that 
later became languages to describe, simulate and ultimately now to begin 
to automatically design computers. The text we wrote is still a classic on 
computers, and many simulators use the language, and at least one 
company sells the program. All of this came out of a research direction 
and drive that WfJS largely pedagogical. 

I also believe that the work we are doing indirectly in CAI in some of the 
leading universities will ultimately filter into all forms of education. 

Are you fomilior with Rep Sobo's Proposol to hove NSF fund the 
Ph8se I centers by cutting 1 SS from the Ph8se II budgets, Bnd 
then ultimotely go to o free morlcet tor oil supercomputer 
service? 
The Phase I program was established to buy computer time from various 
organizations, including three companies and three universities (Colo 
state, minn, Purdue) who had supers. We had no long term commitment for 



Long Range Plan for Scientific Computing ... h~_been_submitted. O__rig_tral 
plan 1s too 111-deftned and open ended to manage. It is being segmented 
into smaller, more manageable and measureable parts. The role of the 
centers needs to be somewhat more than a provider of cycles, yet smaller 
than all the activities that could be addressed. It is difficult to express 
the not ion of a central facility which is interconnected to a common 
f'acility and broad set of techniques (See attached.) 

How doe~ that vision_ fit with_NSF_ overa11._view _of _a~~~mic computing 
needs? We are making a survey to determine the needs for scientific 
computing since the centers. This would include all facilities, 
workstations, networks, etc. We have an informal survey of computing 
today in academe for thes scientific community and the FCCSET committee 
will take on thls formally. 

What areas will NSF empbasize int~ CISE directorate? CISE includes a 
broad range of topics In computing, automation, robotics, and 
communications networking research. 

In what ways hs the computing community bgeen involve in reommending 
priorities withlng the fields encompassed within Cise? Each of the 5 
divisions have advisory committees. I have integrated the combined 
views. 

How has the development of new more powerful and less expensive 
computers impacted the lrp for providing the academic community with 
advanced sclentlf ic computing capabi l lt1es? We have not changed the plan 
to reflect the fact that a new class of machines, the mini-supercomputer 
is available. We see it as being as pervasive as the minicomputer and an 
important computing for individual groups and departments. A very large 
fraction of all computing would be done on these machines, just as in the 
past. This would not diminish the need for centers. The only effect would 
be to increase the pressure for better interchange of programs. 

How have dvelopments in Hardware and software impacted the 
computational needs of the community? Unclear ... continues to stimulate 
it to new heights. 

Given changes In the computing field in the recent years, how does the 
Bardon Curtis report recommendation of 1 o NSF s/c centers at academic 
institutions relate to your lrp? The need for the plethora of center is 
being satisfied In a number of ways: IBM, and the states. 

Ultimate budget for sc in 87 was Sm below the orginal request, how was 
that reduction distributed and what were the consequences of the 
recommentdaiton? Cut from von Neuman, Cornell, and hastened Phase I 
phase out. 



How does that budget reduction compare to the levels of support estimated 
in the co-operative agreements with the National centers? Currently, the 
budget is below the amount we agreed to provide initially. We have been 
trying to find ways to get more support at the centers in the form of 
industry use, computer industry support, state and university support. We 
are evaluating the support levels, various commitments, and the future 
needs. 

What is the status of the phase i centers? They have been terminated as 
planned. 

To what extent have the Japanese been successful in marketing their 
machines in the US? Only one machine exists in a university center at 
HARC. This is the SX2, the world's fastest computer. 

What success have us manufacturers had in marketing their machine in 
Japan? There are no computers in Japanese labs or universties. 

Are the Japanese unfairly cutting the prices of their machines? Don·t 
know. 

What is the administration doing in this area? Don't know. 

What is the significance of seperating networking form the ASC program? 

What priority does NSF attach to networking? i 

What consideration has nsf given to the establishemnt of a national higher 
education computer network to support research and education? 
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MEETING THE GRAND CHALLENGES OF SCIENCE 
AT THE NATIONAL SUPERCOMPUTER CENTERS 

IN THE BEGINNING ... 

In the two years since the National Science Foundation announced the 
establishment of National Supercomputer Centers, much has been 
accomplished. 

The National Centers have acquired, installed, and are operating their 
supercomputer systems and have obtained staff for management, operation, 
networking, provision of user services, and new projects such as visualization. 
The Centers are fully operative·- some centers are already saturated and total 
usage has been growing rapidly. In the brief two year period, researchers in all 
scientific and engineering disciplines have gained access to a wide range of 
advanced computing capabilities. At this time there are more than 3000 
scientists using 3 CRAY X-MP's, a Cyber 205, and an IBM 3090 at the National 
Centers. We serve virtually every discipline of science and engineering. 

The Centers have been successful at attracting non-NSF support to help in 
these efforts. This includes (i) donations of computer systems and workstations 
from the computer industry, (ii) corporate support for industry/university 
collaborative research, (iii} state and university support for networking and 
communications, workspace for staff, renovations, and new structures, and (iv) 
industry discounts on equipment and software. The NSF Centers have many 
means of access. Several of the Centers have established consortia networks 
to support remote access. Some Centers have used more ad hoc methods -
"800" numbers, packet-switching networks, etc. The Centers also continue to 
support rapid development of NSFNET and have assisted in its early stages of 
implementation. 

AND NOW TO THE FUTURE ... 

The best and proper role of the Centers in the future is the key issue in 
establishing plans and budgets. In December 1986 the Directors of the six NSF 
Centers (including NCAR) met to discuss future directions and the resulting 
program needs. The Directors agreed upon the following goal for the National 
Centers: 

"To advance science and engineering as far as the cutting edge of 
computational technology will allow." 



The purposes of this paper are to express the means by which the Centers 
will address this goal and to seek from the Foundation the level of funding 
required to make it possible. 

TO ADVANCE SCIENCE AND ENGINEERING ... 

The Centers have created an intellectual and computational environment 
that encourages bold attacks on truly important problems. They are now 
attracting researchers in universities and industry to collaborate on 
interdisciplinary problems of national scope and with common computational 
needs. To fully realize the potential of the Centers, there must be substantial, 
long-term support at the national level for a broad intellectual and 
computational environment. 

We see emerging several examples of very significant national and 
interdisciplinary problems (which we choose to call Grand Challenges). Below 
we discuss, in general terms, the requirements for achieving major successes in 
these areas. We follow this with an assessment of what is needed in order to 
help the centers meet these requirements. The problems are: 

1. Electronic Structure - the binding together of atoms to form molecules and 
material substances underlies many disciplines of science and engineering 
(chemistry, biology, materials science, etc.) and many industrial areas. The 
Schrodinger equation accurately describes this binding. In practice, the cost of 
simulation rises rapidly with the number of electrons. Supercomputers are 
essential for greater than 4 to 100 electrons (depending on the algorithm and 
degree of reliability one seeks). A rich set of algorithms exists for the study of 
electronic structure. Nevertheless, major technological and algorithmic 
advances and novel computational strategies are needed to go much beyond 
this level. Advances here can have a major impact on the technological base of 
our society. 

2. Molecular Biology - accessibility of supercomputers has enabled scientists 
working in the area of macromolecular modeling to make significant progress 
toward a fundamental understanding of the nature of the molecules of life. New 
breakthroughs have already been made in the structure and analysis of a 
human cold virus and in quantitatively predicting the relative enzyme-substrate 
binding energies using an empirical potential energy model. These advances 
hold great promise in the area of pharmaceutical chemistry. Supercomputer 
access has also rapidly accelerated directed efforts toward rationalizing three 
dimensional structures of proteins on the basis of their amino acid sequence. 
This area of research, known as the "protein folding problem" is fundamental to 
an understanding of structure-activity relationships in biological systems. The 
more powerful supercomputers of the future will still be challenged by the size 
and complexity of such studies. 

3. Global Geosciences - observations over the last few years have revealed 
striking changes in key indicators of the state of the planet: the atmospheric 



concentrations of carbon dioxide, methane, fluorocarbons, and ozone are all 
changing dramatically, indicating that the dynamic balances that control the 
planetary environment are being altered. We see an emerging image of 
profound change occurring on the scale of decades to centuries. In 
contemplating the immediacy and threat of change on the global scale, science 
has discovered anew that processes on vastly different spatial and temporal 
scales are all interrelated in the components of the Earth System--the 
atmosphere, ocean, land surface, and the terrestrial and marine biospheres. All 
respond to variations in the solar energy that drives the system, and all are part 
of the complex process of controlling the Earth's energy budget and the 
planetary environment. 

The challenges of understanding and predicting global change are not only 
straining the capabilities of the most advanced supercomputer systems.they are 
forcing re-examination of the traditional roles and structures of the Earth 
Sciences, of the aims of individual scientists, of the organization of university 
departments. The scientific community, federal agencies, and governments 
throughout the world are responding with initiatives such as the World Climate 
Research Program, the proposed International Geosphere Biosphere Program: 
A Study of Global Change, the NASA Earth Systems Science Program, and the 
NSF Global Geosciences program. 

4. Computational Fluid Dynamics - The nonlinear, sometimes chaotic, 
aspects of flow processes are pervasive in science and engineering. Much 
progress has already taken place, including the development of the theory of 
solitons and other nonlinear waves and the analysis of routes to chaos in 
dynamical systems. Computational studies have been particularly effective in 
analyzing these problems and extracting new ideas. By supercomputer 
simulations scientists and engineers can, for example, perfect the design of 
vehicles to reduce drag and increase flow mixing to improve combustion and 
heat transfer. 

Similar advances may be expected in such wide ranging problems as 
methods to predict oil reservoir dynamics, ocean surface wave interaction, 
atmospheric data simulation, _and environmental engineering. Even modest 
improvements in these problems are worth billions in potential cost savings 
each year. Problems of major interest are still waiting, however, for more 
powerful supercomputers to make them tractable - to simulate full-scale 
aerodynamics for the next generation of aircraft, for example, the computer 
system must be capable of producing one billion operations per second on a 
sustained, real performance basis 

5. Decoding Genomes - Advances in laboratory techniques in mapping and 
sequencing genomes of living organisms are challenging the ability of 
computational resources to keep up with rapidly increasing needs in genetic 
modeling and the coming flood of detailed genetic information.Within two years, 
Japanese devices are projected to be capable of sequencing over 1 million 
base pairs per day. The com'munity is discussing the technical possiblity of 
sequencing the entire human genome (3 billion base pairs) within the next 
decade. Some believe that it would be better to concentrate on lower 



organisms first. Regardless of the outcome, there will be an explosive growth in 
the years ahead of sequencing of genomes. 

The very nature of this research is inherently interdisciplinary, drawing on 
many subfields of biology, as well as numerous aspects of computer science 
and computational technology. The data storage and computational 
requirements will strain today's supercomputer systems. Clever new algorithms 
and computer architectures are needed. Clearly a national network is needed 
to tie together the laboratories producing the new data, the biologists using the 
data, and the national centers (such as the Los Alamos DNA database) storing 
and processing the data. 

6. Brain Mapping - Sir Francis H. C. Crick observed, "There is no scientific 
study more vital to man than the study of his own brain. Our entire view of the 
universe depends on it." Basic information is still lacking in such areas as 
measuring and displaying individual differences among human brains; 
organizational changes as affected by genetic factors, human growth and 
development, and trauma; dynamic processes - electrophysiological, metabolic 
and biochemical; and structure-function relationships as they relate to 
perception, judgement and behavior. It will be a major challenge to develop a 
system capable of mapping in three dimensions and displaying the entire 
human brain at microscopic levels of detail. The demands for storage, 
manipulation and processing vast amounts of information are immense but 
overshadowed by the need to develop algorithms to identify and quantify brain 
structures, modeling of dynamic processes, and developing relationships 
helpful in diagnosis and treatment of disorders. 

7. Modeling the Global Economy - As our planet moves toward an integrated 
global economy, the need for realistic computational models of this complex 
system becomes more acute. There has been progress in particular models 
(Project LINK, Input-Output, FUGI, etc.) which take a certain mathematical 
framework and interact with data bases. However, each model captures only a 
part of the interactive system. What is needed is a major interdisciplinary effort 
to create a super-model which couples together the key processes which we 
know to be important, such as demographics, resource distribution, monetary 
flows, transportation and communications networks, trade flows, variations in 
political and economic systems, etc .. This will require bringing together for 
ex1ended periods leaders in many different sub-fields of economics and political 
science, with experts in mathematics, algorithms, and the science of complex 
interactive systems. In addition to reforming the mathematical model, vast holes 
in the databases representing the real world need to be filled. Such a goal 
obviously will require international cooperation and a decade or more of work. 

THE ROLE OF THE NATIONAL CENTERS IN THE GRAND CHALLENGES 

We find that there are some common prerequisites for achieving full benefits 
of supercomputers in these Grand Challenges. First, each of these needs a 
fully interacting computational community from a wide range of disciplines to 
ensure that the best algorithmic and scientific approaches are identified and 
pursued. Second; each needs continually evolving facilities at the cutting edge 



in capabilities and performance to ensure the best use of algorithms and timely 
solution of problems. 

The key roles we see for the centers in addressing the Grand Challenges 
are: First, they provide a concentration of technical and computational 
expertise capable of supporting these projects. Second, they provide major 
resources at the leading edge of computational technology,that have to be 
centralized for maximum capability and performance because their cost is and 
will remain beyond the reach of most universities. Third, they provide a flow of 
information between various computational communities solving these 
problems - avoiding duplication of effort and speeding the widespread use of 
new information and computational techniques. Fourth, they interact with 
industry through collaborative research, training and the communications 
inherent in the U. S. scientific community, in productive ways that enhance 
technology transfer. 

There are many applications of supercomputers that require the full range of 
human and technological resources of a national center. The centers will have 
a critical role in inaugurating new scientific and engineering applications and 
will transfer these technologies to the industrial and university computational 
science and engineering communities. This will contribute to strengthened 
United States competitiveness in the world marketplace . 

. . . AS FAR AS COMPUTATIONAL TECHNOLOGY WILL ALLOW 

The National Centers are ideal for commissioning tomorrow's 
supercomputers. Once these systems are acquired, the Centers will operate 
them, establish a user base, and install vendor developed enhancements. 
Scientists will benefit by early access to systems of the future and the computer 
industry will benefit by favorable exposure and user input on projects in 
development. 

There are desirable features of computing which are of great importance to 
the computational science community but which have not yet materialized. 
These include higher bandwidth 1/0 channels, interactive graphics, improved 
mass storage systems, and standards. The Centers are, individually and 
collectively, attempting to influence the computer industry on such future 
developments. 

The economic competitiveness of the United States requires rapid 
advancements in our technology and this, in turn, requires a steadily new and 
increasing supply of technical experts. The Centers are one of the very few 
resources available for training and educating students and young investigators 
in supercomputing and advanced computer technology. 

WE CONCLUDE ... 



The five National Supercomputer Centers have come into existence in a very 
short time. They all have achieved major leverage from funding outside the 
NSF - $150 million estimated over five years out of a total funding of $370 
million. Still missing to support the above Grand Challenges and the 
opportunity to push technological boundaries are: 

1. Adequate human resources to pull the scientific and engineering 
computational communities into full usage of the supercomputing environment, 
and to train a large number of researchers in the expert use of computational 
techniques, 

2. Achievement of balanced computational resources at the 
centers(balanced among cycles, memory, graphics, networking, mass storage, 
etc), 

3. The financial strength to maintain this balance at the leading edge of 
advanced technology, as required by the Grand Challenges, and 

4. Far reaching, high speed networks to provide researchers effective 
access to these resources. 

Because of the immense national importance of computational science and 
engineering to the competitiveness of the U. S. in the international marketplace, 
we request that the NSF increase support for the National Centers. This will 
improve the computational facilities and staff at the Centers, enrich the 
intellectual environment, and facilitate high quality access to these facilities. 
Thus the National Centers will be able to fulfill their role in advancing science 
and engineering as far as the cutting edge of computational technology will 
allow. 



O FF ICE OF THE 
ASSISTA N T DIRECTOR 

FOR COMPUTER A ND INFORM ATION 
SCIENCE AND ENGI NEERIN G 

January 26, 1986 

Dr. Jack Worlton 
3089 Villa 
Los Alamos, NM 87544 

Dear Jack: 

NATIONAL SCIENCE FOUNDATION 

WASHINGTON . D .C . 20550 

I enjoyed your very thoughtful and useful comments on my paper, your slides, and your paper on 
Computational Mechanics. I urge you to submit the paper to either the ACM Communications or 
IEEE Computer Magazine in order to get the computer science/engineering community involved in 
computational science. Let me also encourage personal interaction with this community with 
lectures and papers. 

The lack of communication between the traditional users of supercomputers and the computer 
science community which trains new users and computer systems builders, and studies "realistic" 
next generations of machines, is a most difficult problem for NSF. I believe the communications 
gap between the two communities is impeding progress on all fronts from applications software to 
basic systems software. It will certainly limit our ability to use parallel computers for scientific 
problems. As you may recall in the three unsuccessful attempts at LLNL, LBL, and LASL, it is 
non-trivial to build parallel computers. Yet the mainline of computers is clearly the 
shared-memory, vector, multiprocessor for all classes (supers, mainframes, minis, and 
workstations). I don't believe the answer is to ignore the computer science community as users 
attempt to build parallel machines, but rather to involve them. NSF's inititiative in Computational 
Science and Engineering is aimed at doing this. 

Your comments on the paper stimulated these thoughts and questions. 

ABOUT TIIE DATA AND TIIE DIAGRAM 

100 x 100 Lin pack (or any other single number) Benchmark. If I am allowed only 
one number to characterize scientific computer performance, it would be the lOOx I 00 Lin pack 
benchmark. I have found good correlation with two other benchmarks, and that it is the rate that 
the Cray's I've asked about run, averaged over long periods, e.g., days. I should have put the 
ranges on performance, as you did on the plots, but I would sure like to understand how the 
distributions of speeds for various applications vary by environment and user sophistication (e.g., 
National Labs, NCAR, NSF Centers, and traditional computation centers). The table does have 
the 300x300 perfonnance metric, and the derived performance/price metric. The reader should 
draw conclusions from the range numbers. 

Note, a recent report by a committee sponsored by Jim Decker's FCCSET committee argued for 
better understanding of benchmarks. The report suggested that DOE and NSF carry out this 
work. Surely the evaluation techniques at LASL can shed more light on performance as it has 
over 40 years experience in scientific computing. I would like to get our community involved in 
working with the National Labs on this as soon as possible. Understanding virtual memory and 
cache performance is also critical as IBM comes into the market. I believe we'll find out these 
techniques actually work, despite the fact that Cray doesn't use them. 
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Configuration Size (i.e., cost). The secondary memory is expressed in Gigabytes. The 
IBM configuration has 60 Gigabytes, which implies the Cray is artificially lower priced, especially 
since many of them also have IBM disk farms as back-ends, and they all have mini front-ends. It 
is also unclear what the appropriately scaled disks for the mini-supers and workstations should be, 
but I attempted to put down what I thought were operational configurations, and that's why I 
have several configurations for the SUNs. Having appropriate secondary memory and the full i/o 
complement for all the supers and alternatives in the other machines clearly turns the plot into the 
areas as you suggest. 

Time discounted performance metrics. In plotting computer price and performance 
evolution, the key variable is time. The plot doesn't give these, but the table does give the 
delivery dates so the reader can make his own adjustments. A sophisticated reader would discount 
machines at about 14% per year (a factor of two in 5 years), the technology evolution factor for 
current supercomputer circuit/packaging technologies. The Cray 48 (shown erroneously in its 
recently faster clocked version with the initial ship date) would be more impressive if I were to 
use "discounted" metrics in the comparisons. Not discounting price or performance with time 
probably creates the biggest error in computing performance/price. 

The bottom line is that for the table, the reader has the caveats (especially about ETA). It is 
from the table that I draw a few conclusions, for example, the need for standards, the need for 
networking to make the centers most effective, the plethora of alternative computers creating a 
hierarchy and acting as"feeders" to the centers and, of course, the need for more understanding 
about use, etc. 

I am not unhappy with the numbers or the derived numbers except that they may underestimate 
IBM. If I update or submit the paper for publication, I would like to use your plot. The reader has 
to be able to interpret the table, ranges, and understand the great variations due to systems 
managment, use, networking, and configuration. 

ABOUT THE CONCLUSIONS 

I agree, supercomputers have the highest potential performance, and if people exploit them with 
proper vectorization, then the performance/cost can be much better than the uni-processor 
mini-supers. Certainly the variation is higher because you multiply the variation due to 
vectorization of a single processor by the number of processors. This point can be understood in 
looking at the 4 processor XMP which runs, on the average, at Linpack lOOxlOO speed (4 x 27). 
Yet the hand-coded peak Linpack (713) can almost reach the peak of the machines. Do you see 
wide variations in the use of your machines at LASL depending on user sophistication, degree of 
time-sharing, type of problem? Again, the issue is that the best cost-effectiveness of the super 
comes from using it at its peak. Given the performance needs at LASL and LLNL, are you not 
using smaller machines in the super region? Are you using some of your XMP's in a parallel 
processing fashion (either with shared memory or with message passing) to get into their peak 
range? 

Could it be that on the average, the supers should be used with front-ends for non-vectorized 
work, simply to get the best total cost-performance and responsiveness? Would it be best to only 
run supers at these above-average speeds where they have the best performance/price and provide 
truly super speed not achievable on the mini-supers? I met one user at lliinois who described his 
Alliant as operating at 3/4 the speed of the XMP. 

Do you think our centers should provide parallel processing service, especially in preparation for 
the larger mP's such as the ET A 10, YMP, and Cray 3 in order to get some insight so that the 
large mP's provide the proper environments? We have capacity today to permit this form of use. 
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ABOUT PAPER MACIDNES AND THE RATIONALE FOR TI:IE MACIDNES 

I chose the particular machines because the manufacturers gave me the data on them and allowed 
me to put them in a public document. Also, I considered them to be the leading edge and most 
relevant machines for our computing environment. 

The future SUNs were there because Bill Joy saw the slide and put the numbers on it and agreed 
to let me use them. I will continue to remind him of them, as they are very aggressive. I wanted 
to encourage SUN to meet them, because it will provide enormous benefit to the community if 
they or any other company are successful. (My responsibility is to encourage computing of all 
types.) 

The ETA 10 is included because of NSF's commitment, and because it is a "real machine" to us 
which we spend ti.me watching and waiting for. NSF allowed it to be bid as a real machine. 

The performance numbers are ETA's; I quoted them without comment. Various people have 
commented on the optimism of their performance numbers. I did not use future machines by Cray 
or IBM in the document, nor would I ever expect to, because these manufacturers simply don't 
make future commitments unless they have something running. I hope the ETA situation and 
numbers are an anomaly in behavior from a bygone era. 

I like your slide on the formulation of the probablities of various future machines. Let me 
encourage you to tune it up with time varying functions. For example, the probablity of shipping 
at some future time increases up to a point, usually at a reduced performance level. At this point, 
the probability of ship is reduced as a startup runs out of money, some flaw(s) is discovered (e.g., 
Trilogy), or in a large company, the people tire and stop the project. 

I have always subscribed to Worlton's Rules for Paper Machines. As a former machine builder 
and manager of groups proposing new machines, a few other rules are needed, of course, if you 
are to ever let a group propose a machine. The rules of machine proposers who build state-of-the 
art machines always stretch the imagination. Ideally, such machines should never be sold to 
customers. I think we want to tend toward a policy of buying benchmarkable computers. A 
major part of the rationale for the NSF program was to support the U.S. supercomputer effort, 
and we are not alone among Federal agencies. I believe NSF was right to obtain the ET A IO as 
part of the program despite the risks. 

THE ROLE OF THE NSF SUPERCOMPUTER CENTERS 

Peak Power. I don't believe we are changing the role of the centers. John Connolly's long 
range plan has quite a clear statement about their primary role of providing service (including 
hardware and generic application software) and training. The ASC advisory committee has been 
concerned about this in light of modest budget growth in FY87. The budget is based on center 
performance, networking plans and needs, actual use and the congressional appropriation for 
NSF. In a recent meeting with members of the advisory committee, I agreed that "the NSF 
Centers should exist with the highest peak (computing) power -- forever". You 
will see this on my board if you visit me. This commitment does not affect our obligation to see 
that public funds are used as effectively as possible. 

University Centers and Scientific/Engineering Power. I disagree about your 
assessment In fact, university computation centers do manage supercomputers. Note, there are 
40 IBM 3090/200's installed now, several XMP's are installed and on order, and I believe the 
program has stimulated use and ownership already. I think that if we are going to solve the 
problem of training people in new use of advanced scientific computers, universities must own 
and operate them. Similarly, we are gathering data on the operational aspects of the centers to 
serve as a guide for other university centers. I want to include the National Labs in this 

3 



comparative data on cost, perf onnance, and service delivered. Could you provide me with such a 
report on the operation of your center at LASL. 

Today, I see the volume of use of the NSF centers by the general scientific community limited by 
education and imagination (due to education). I don't see the centers addressing this very rapidly 
as they only have formal courses for a few hundred per year. I would like to see wide-scale 
teaching of vectorization and parallelization techniques by engineering, science, and computer 
science departments in the hand crafted way we do now at our centers, at traditional computation 
centers, and perhaps via smaller computers which are all evolving to have vector capability (if 
there's any way to buy them). Texts in computing and applications are in dire need of updating. I 
would like to measure the progress both in terms of the change in degree of involvement by the 
scientific community and by the final scientific/engineering results. Unless more users get 
involved and the community is enlarged, I think the impact of the program will be much less than 
what it should be or that we promised. 

New Machines. The purpose of the paper was to ask the centers about their roles. For 
example, they have in fact been beta sites for manufacturer-provided machines including Alliant, 
IBM and SCS, and I had been encouraging them to continue this role of trying to understand the 
issue of cost-effectiveness my paper raises, subject to the constraint of providing service and 
having the latest and fastest machines. It is desireable to understand how smaller machines could 
act as problem feeders for a larger base despite the fact that the centers program discriminates 
against this level. I suspect users who don't have unlimited free resources will actually choose 
smaller machines. Do you think the centers should be involved in smaller machines in any way'! 

It is now pretty clear to me that the centers should not be involved in highly experimental machines 
(e.g., the Connection Machine, or GFl l), even though I expect such machines to have the 
greatest power for a number of problems in the future. These machines are not general purpose 
now, and the centers already have too much to do already. Do you have any ideas how these 
machines will be funded or evaluated for scientific use? 

Standards. The NSF centers could become involved in the standardization process. History has 
shown that standards are the key to sharing software and databases, and building a large user 
base. I see having a compatible uniform system across the hierarchy of machines as the key to 
extending access to users at workstations and remote sites that require scientific/engineering 
computing. I don't believe NSF should be funding the development and maintainence of an 
operating system, especially one that is at variance with forthcoming Federal Information 
Processing Standards and is outside the standards process, operating under its own laws. NSF 
simply doesn't have the funds to participate in building vanity operating systems (e.g. CTSS, and 
its successor) and language dialects (e.g. LANL Fortran) that characterize the National Labs' 
environments. Our centers must build on the past work of others, especially the manufacturers, 
not reinvent systems that have to be maintained. I am delighted that Cray has introduced U nicos, 
and a number of sites are running it (Berkeley, Bell Labs, Cray, and several in Europe). 

I don't think the centers should be engaged in any systems development, but rather should 
promote the development of a high quality, standards-compatible environment by knowing what 
they need--communicating with their suppliers and participating/leading the standards process. 
This includes all the aspects of a standard environment: networking, the programming 
environments (especially one that dramatically improves Fortran), human interfaces, graphics, 
parallel processing, etc. I believe the centers have the resources and obligations to provide a 
common environment that is compatible with the relevant Federal Information Processing 
Standards such as POSIX, TCP/IP, etc. 

At a recent meeting, all of the center directors agreed to provide the POSIX (UNIX) environment 
in the future. Allen Newell, who chaired the meeting saw this as a significant event. I am anxious 
to see a schedule and milestones. 
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CAN THE CENTERS PROORAM ELIMINATE SMALLER COMPUTERS? 

Stuart Rice, a chemist and supercomputer user at the University of Chicago, and recent National 
Science Board member, raised the question of the funding mechanism for the mini-supers because 
of the high share of NSF funds for scientific and engineering computing that are directed into the 
centers. In a talk at the IBM ACIS Forum on the Physical Sciences, he described the hierarchy 
and stated four basic concerns (which I agree with) as follows: 

"I have in mind a networked system ... graphics workstations and local supporting intermediate 
computer and ultimately connects to a supercomputer with provisions of special devices ... 
1. Distribution of computer resources is distorted by the use of "funny money" ... cash and 
credit ... Workstations come from grants, supers are "free" ... intermediate machines are 

· indispensible and current funding patterns will have to change if ... 
2. Dramatic advances in hardware haven't been matched by advances in algorithms and 
operating systems. . .. parallelism is "chicken and egg" . 
3. The scientific community has become rather inflexible with respect to use of operating 
systems ... don't use particualar machine features ... 
4 .... the scientific community has not been as imaginative as it might in thinking about the uses 
of computation in research." 

I have been developing a census of scientific comP.uters. It shows that most scientific computing 
is done on "departmental" machines, and many worry that the centers program could act to drive 
out this style of computing, independent of its merit. Note the distribution of computing power, 
given in Cray 1 equivalents: 

Supers: 

IBM Mainframes: 
Mini-supers: 
Super-minis: 

Workstations: 

large FPS 

60 
80 
14 
15 
75 

16 
?? 
20 

from 30 processors ( counts a 4 Pc XMP as 4) 
from 40 - IBM 30390's 
from 80 - 3080's 
from 30 Alliant, Convex, and SCS 
2650- YAX 7XX ... 
250 YAX 86XX, and 250 IBM 4381) 
from 1600 microV AX, plus 

Apollo's, IBM RT's, and SUNS 
from 50, ~164's 

The paper, and above count, and power equivalence doesn't mean to imply that computing power 
can be used interchangeably on problems any more than one would imply common utility in 
evaluating electrical power capacity across large power stations, home stand-by power 
generators, and batteries, etc. In a similar fashion, given that your paper on computer export 
control stated that it takes about 8,000 hours on a supercomputer to design a nuclear weapon, we 
might conclude: the Russians don't have any weapons, or that it takes them much longer to 
design and theirs are obsolete, or they use better algorithms, etc. 

As you know, many start-up and traditional companies are pursuing new, scientific machines that 
should be very cost-effective. I'm anxious to make the comparison with the next Crays. I've 
already had one inquiry from a reponer as to whether the centers program might kill companies 
building small computers. Since NSF discriminates against minis (super-minis, and 
mini-supers) the many users of smaller and experimental machines might make similar arguments 
to restore funding for departmental/group level machines, just as the original arguments were 
made by the folks who needed supercomputers. 

INTERACTION WITH TIIE PROORAM 

To the best of our knowledge, no one in the Directorate is involved in the Iranian-Contra crisis. 
You have a copy of the document I wrote because I asked for comments on it. No use is being 
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made of it other than to solicit comments regarding the issues it raised, including this one on 
small machine discrimination. 

NSF wouldn't consider operating without consensus. All of us in the Directorate spend a great 
deal of time and effort interacting with users, Centers Directors, and the Advisory Committee on 
these and other issues. The consensus which launched the ASC program never was restricted to, 
as you imply, specific facilities. We intend to keep the program at the frontier. Moreover, we 
have the responsibility to evaluate it and to manage it according to its progress and the emerging 
scientific computing environment (such as products from IBM, the whole class of mini-supers, 
specialized mini-supers, and high performance experimental machines that achieve super 
performance) not envisioned in the original proposal. That is critical to maintaining a broad, 
foundation-wide consensus and not permitting it to degenerate into what can be seen as 
consensus of a very limited "constituency" that does not advance science or engineering widely, 
nor communicate with the industrial community. 

Thanks for your comments on the paper, I look forward to working with you and your 
colleagues at the National Labs for continued understanding about the performance and operation 
of current and future computers, and ultimately to the creation of a better scientific computing 
environment. 

Sincerely, 

Gordon Bell 
Assistant Director 

cc E. Bloch 
J. Connolly 
R. Ewald 
Derek Robb 
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LETTER TO CENTER DIRECTORS 

August 29, 1986 

Dear 

I look forward to meeting with you at the SC Director's meeting 
on October 7, 1986, at Cornell University. I am particularly 
interested in discussing several issues which will be crucial to 
the health of the Foundation's support for the supercompter 
research program over the next several years. 

Thus far, NSF expects to spend $311 million in supercomputers 
over the next 5 years. An additional $200 million comes from 
other sources to achieve the originally envisioned program. 
Expenditures at this level raise strong expectations about the 
scientific efficacy of the Centers and the nature of their 
operations. As we gain operational experience with the Centers, 
it will be increasingly important to document various aspects of 
the program and to devise policy to maximize its usefulness. 

Based on my obs er vat ions and i n format i on av a i 1 ab 1 e to OAS C , I 
believe that we need to take major steps in improving information 
about the following which would lead to higher quality, 
efficiency, and effectiveness: 

1. Service provision: In addition to time allocations we 
need data which is comparable across centers, and useful for 
analyses of the cost/efficiency of alternative computational 
resources (within and beyond the centers); 

2. Service use: Apart from allocation, we need to identify 
the scope, nature, density, (within disciplines) and 
adequacy of service from the researchers' point of view. It 
i s e s p e c i a 1 1 y important to ch a r act er i z e the nature of the 
demand and how it varies over time, and; 
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3. Scientific and engineering out~ut: The research 
community should be concerned wit improvements in 
scientific knowledge, not computer time. If the centers are 
effective, we should observe a significant change in 
research output by the user base. Although this final 
output is hard to measure, we should start to see results 
that are unique to the Centers' program. What are they? 
How might we begin to get at the merit of the research and 
the likelihood of breakthroughs through computation? 

In addition to information, I believe that we need to become far 
more concerned with the overall operation of the program. There 
are major opportunities through policies about the following: 

(1) Standardized software libraries, and common operating 
systems and user environments; 

(2) Non-duplicative disciplinary emphases, specialization 
(specialized data resource requirements) and improved 
access; 

(3} The desired end user environment and workstations, 
software for access, graphics, advanced utilities, etc; 

(4) Shared use of special facilities, unique machines and 
software, and; 

(5} Optimal time allocation schemes based on actual cost 
efficiency of alternative computing resources (at or 
outside of the Centers) 

My overall impression is that the Centers have done a marvelous 
job of getting started. In the face of the current budget 
environment in Washington, and rapidly changing scientific 
computing technology, it will be necessary to devote equal energy 
to operational and evaluation issues. I look forward to 
discussing these things with you , and invite your suggestions and 
reactions. 

cc: John Connolly, OASC 
Frank Stillinger 

Sincerely, 

~ 
C. Gordon Bell 



18 November 1986 

Professor Michael Dertouzos 
Laboratory for Computer Science 
545 Technology Square 
Cambridge, Massachusetts 02139 

Dear Mike, 

I enjoyed the meeting with you, Gerry Sussman, and Piet Hut on 
Saturday regarding the proposal to build a Computational 
Observatory for Galaxy-Galaxy Scattering experiments. I believe 
that Computer Science and Mathematics should consider this work on 
Computational Science aimed at the "third paradigm of science: 
simulation" to be perhaps our highest priority at this point in our 
collective development. The building of these experimental 
laboratories that do virtually all of the experimentation through 
computation also needs to be an equally high priority within each 
of the scientific disciplines we would hope to "revolutionize". 
Chemistry, especially molecular synthesis supporting 
bio-technology, is probably at the top of the list in terms of need 
because of the complexity and engineering nature of the problem. 

NCAR, I believe, has operated in this mode for a decade by 
providing computer resources (cycles, programs, and databases) that 
a common community of atmospheric and earth scientists at all 
universities interact with to carry our simulation with 
experimental verification. This model of distributed, science 
surrounding a common set of computational resources is clearly the 
next step in the evolution of virtually all science, to both 
supplement and in some cases supplant experimental science. L.e.t. 
me urge you to use some mechanism such as workshops and seminars to 
explore this. Ken Wilson, Nobel Laureate, at Cornell and a 
researcher in Electronic Structures is probably the most lucid and 
outspoken on this viewpoint. He is the Director of the Cornell 
Theory Center, one of NSF's centers. They have the 3090. Let me 
urge you to get him to talk to the entire scientific and 
engineering community at MIT . 

This should be the right time to undertake this work because the 
machines are available, can be made available, or should be the 
subject of construction and research by the computing community . 
NSF's five National Centers are now operating 3 Cray 48 ' s, a CDC 
205, and an IBM 3090/400 with vectors. NCAR, which NSF operates, 
has just installed a Cray 48. I believe you should use computer 
time at our centers to start experiments in several areas in order 
to verify how amenable the various areas of science are to 



simulation. and to estimate computational needs for various 
problems. 

The Digital Orrery by Sussman, which computes at 1/2-1 Cray 1/S fo r 
orbital calculations is an excel l ent testimony to the notion that 
specialized machines can be used for scientific computational 
experiments. IBM is building the 11 Gigaflop machine for QCD 
calculations to compute the mass of the proton. 
Columbia/Brookhaven are also building a similar machine. CMU's 
Chess machine is another example, and we have numerous simulat i on 
machines for engineering. Whether you need a special machine or 
not would be a product of this next exploratory phase. 

Independent of whether you need or build specialized computers for 
these various laboratories, I believe it is critical for MIT to 
acguire its own, general purpose scientific computer. i . e. a 
supercomputer! I have been surprised to find that MIT facul ty are 
making only minimal use of NSF's supercomputer centers. Thus, I 
see MIT as lagging in this form of science. 

Let me urge you to mobilize several of the scientific disciplines 
to establish a laboratory <with its own computer) capable of 
combining the discipline. mathematics. algorithms. and appropriate 
parts of computer science, including artificial intelligence. r 
believe MIT is uniquely qualified to take on this revolution in 
science because of its size and strength in both engineering and 
science. These "Computational Laboratories" simply require 
significant engineering beyond anything computer scientists builds 
today. Thus a by-product is likely to be a much greater gain in 
software engineering than anything that comes from researching 
software engineering per se. 

MIT has played a very important role in computing with Whirlwind i n 
the 50 ' s, timesharing in the 60's, and its contribution to 
artificial intellience because it actually built large scale 
systems. Berkley and Carnegie-Mellon are the only other two places 
which could organize such an effort, I bel ieve. Within a year or 
two, it could be in a position to lead this revolution by 
establishing a laboratory center for scientific research through 
simulation. Let me urge MIT to proceed. 

Again, I enjoyed the stimulation interaction with you, Gerry and 
Piet on Saturday. As you can see above, I share your vision. Now 
just follow it. 

Sincerely, 

Gordon Bell 
Assistant Director 

cc Erich Bloch, Director 
John Connolly , Division Director, Advanced Sci entific 

Computing 
Paul Gray 
Rich Nicholson, Assistant Director, Mathematics and Physical 

Sciences 



18 November 1986 

Dr. Paul Gray, President 

Massachusetts Institute of Technology 

77 Massachusetts Avenue 

Cambridge, Massacusetts 02139 

Dear Dr. Gray: 

I just wrote to Mike Dertouzos urging him to take on the revolution in 
science that we believe will come with the availablity of high speed 

scientific computers. A copy of the letter is attached. 

MIT has not been involved in this revolution to any degree so far, I believe. 
Furthermore, MIT is not a very large user of NSF's Supercomputer centers, 

nor does it have significant, powerful local scientific computing 

capabilities. 

Given the fine relationship you have both with IBM and NEC, let me urge you 

to urge them to provide you with one or more of their scientific computers 

as components for the laboratory or center that is described in the letter 
to Mike. This would allow the laboratory to get started now. 

Sincerely, 

Gordon Bell 

Assistant Director 

cc Michael Dertouzos 



 

 

Dear Joe: 
 
In discussing your letter with Gordon Bell, Assistant Director of Computers and 
Information Science and Engineering (CISE), he made the following comments.  
They pretty much confirm your observations, and in addition, he raised an issue 
about the future of Cornell vis a vis upgrading the 3090/400 to a 3090/600, and 
Cornell's commitment to production, parallel processing. 
 
The Cornell Center was initially established as a composite entity  with at least 
one major goal of supplying supercomputer power to the entire scientific and 
engineering community through the Production Supercomputer Facility.  This 
implies distributing at least half the power outside of Cornell.  In addition, 
several other independent and orthogonal activities were part of the Center: 
Don Greenberg's graphics research, Ken's work on building experimental 
parallel computers, and Gibbs. 
 
The Advanced Scientific Computing Program is now a fantastic success, with 
6000 supercomputer users and 2000 research projects at 200 universities.  
Furthermore, many univerisites are buying their own supercomputers.  It has 
become increasingly clear that: 
 •the demand for quality computational power from the users,  
 •the necessity to keep the latest equipment at the centers,  
 •the need to link centers and users via a high performance network, 
 •a desire to establish grand challenges (Ken's words) formed around    
teams of computational scientists formed in every discipline, and  
 •the possibility of doing exciting  research into parallel computers,    
visualizing results,  new algorithms, etc.--  
all of which can absorb large resources, the overall program must be 
segmented into different sub-programs which are managed and funded 
independently.  The program's goal is now simply to supply quality, 
computational power (and training) with the highest performance machines at 
the five National Centers.  This is what the congress, NSF, and the users want 
and expect from the program. 
 
CISE has also established a seperate program (see attached letter) addressing 
a broad range of important topics in advanced scientific computing, including: 
new technologies such as parallel computing, visualization, and the formation 
of computational science teams aimed at specific disciplines.  This research 
program is operated on an independent basis.  In addition, we have a 
foundation-wide, discipline speciific program on Computational Science and 
Engineering (see attached) that's distributed through every discipline. 
 
In looking at the trajectory of the Cornell center, Gordon saw no synergy among 
the activities, and the scope of a substantial part of this work is well outside of 
the charter of the ASC program.   

 



 

 

Don's work on Graphics continues to be exciting, but has nothing to do with 
either supercomputing or parallelism.  In fact, at Gordon's urging, the FPS 
machine in Don's Center was apparently moved back to the computing 
center so that it could be used in a parallel processing fashion by all users.  
This was designed to provide much better service, such as parallel 
processing, for all users, including Don.   Don's graphics work can be 
funded, as it has in the past, in various places throughout the foundation and 
other agencies.  If it is focused on the visualization initiative, then he can 
apply to the program described in the attached letter. 
 
The Gibbs project proposal painted an exciting scenario, but was abandoned 
because you lacked the manpower.  In restarting it, the pressures on 
resources at your center, clearly put it below your cut line.  Since Gibbs 
continues to be an exciting idea, it should have no trouble in being funded 
here or elsewhere. 
 
Before the 3090/400 was installed, Cornell came with a proposal to upgrade 
the FPS machines and install more at a significant cost to NSF.  Gordon 
apparently discouraged this because of the efficacy, lack of generality, and 
reproducibility of the system.  Today, no one wants to use these machines 
and Cornell is considering getting rid of them because of poor reliability, 
difficulty of use, and high operating cost.  Fortunately, Cornell is beginning 
to see the 3090 as an important, parallel machine, and attend to the need to 
supply computational power to the community. 
 
Cornell is spending money doing conventional systems programming on 
compilers and operating systems for the Floating Point Systems T-series.  
The T-series was supported by the Federal Government, through DARPA, at 
a cost of $10 Million at Ken's urging, even though Cornell refused the "porky" 
machines.  Cornell (NSF) is still part of this ill-fated effort.  Gordon's feels 
that the T-series is still inadequate for virtually every task, even though all 
but the switch have been redesigned.  He claims the switch will have to be 
redesigned if users operate the computer for anything other than a limited 
set of applications, such as Monte Carlo calculations.  Again, NSF is not 
happy about funding conventional software development that should be 
supplied by a manufacturer.  This work will not be considered to be part of 
the centers program in the future.  It would seem that DARPA would be an 
ideal place to get funding for this work, since they had to fund the T-series.  
Also, CISE has two programs which might fund this basic work. 

 
Finally, networking is a seperate division of CISE charged with providing a 
network for supercomputer users to access centers.  This was done for a 
number of reasons, including an organizational one within CISE, aimed at 
making the network operate!  The lack of good networking has been a serious 
impediment to using the centers, especially Cornell.  For example, many of 
your users come in via 800 dial-up lines, not the network.  Given the critical 



 

 

nature of networking, Steve Wolff, and Gordon are both spending a signficant 
amount of time working in this area.  Gordon heads the Federal Co-ordinating 
Committee on Science and Technology, for Network Access of 
Supercomputers.  Ken Wilson and Allison Brown have been part of a study 
group, which recently met in San Diego, working on this critical issue.  NSF 
views networking for both the supercomputer access and for the interchange of 
scientific knowledge as a critical thrust. 
 
Recent meetings with your center seemed to indicate that it is heading toward 
providing supercomputer service based on the IBM 3090/400. Furthermore, 
there appears to be an excellent relationship between all parts of IBM and 
Cornell.  IBM is excited about the possibility of having Cornell being its leading 
edge site for parallelism research.  We see this as a great possible opportunity 
for Cornell, provided it can first muster and then focus its resources. 
 
IBM recently visited NSF concerning an upgrade of the 3090/400 to a 600, and 
whether we felt the Cornell center contract would be renewed.  We also 
discussed funding for Cornell being the test site for a second more loosely 
connected 600.   
 
Although the renewal depends on the future site reviews, NSF has been 
encouraging Cornell to get in a position to pass a review as a national facility.  
It is our desire to see Cornell become a healthy center fulfiling its role.  In 
addition,  Cornell is in a unique position to provide the greatest 
supercomputing power on a continuous basis using parallelism, if the 600 
upgrade takes place.  This later role takes a commitment NSF doesn't see at 
this time.  This would mean focusing resources to understand, explore, and 
support parallel processing on the 600.  Such an effort would include systems 
programmers such as those we are apparently supporting on the T-series, 
computer scientists, and computational scientists with discipline specific 
problems.  Cornell is in a unique position to do this work, but other universities 
who have 3090/400's could also carry out the work.  NSF and IBM both 
believe the work is critical and want to proceed with it.  
 
Are you interested in working on this difficult, main line focus on parallelism 
based on the 3090 at this time, or do you prefer to explore the alternatives 
which are unlikely to yield significant, general purpose supercomputer power to 
your broad user basis?     
 
Although Erich, Mary Clutter and I are the only part of NSF charged with an 
entire overview of science, including computational science in every discipline, 
the CISE directorate has a very broad overview of computing., including some 
programs in Computational Science and Engineering. Gordon Bell and John 
Connolly are anxious to discuss any of the above issues you feel are 
necessary.  In particular, the 600 upgrade sounds like an especially critical 
issue that should be settled immediately. 



 

 

 
Sincerely, 
 
 
John Moore 
 
CC: 
 Ken Wilson 
 Gordon Bell 
 John Connolly 
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v7Subject: Thoughts and Concerns on Centers Operations 
To: Supercomputer Center Directors 
From: Gordon Bell 
Date: 25 August 1986 

The Centers have done an extraordinary job of proposing and 
establishing large, computation facilities, building networks, 
acquiring software, and building a generally happy user base. By 
all accounts, a number of scientists and engineers appear to be 
utilizing the centers effectively. OASC reported to the National 
Science Board in August, and received approvals to operate the 
San Diego, Illinois, and von Neumann centers for periods of 3,3, 
and 1 year respectively. At the Board meeting, updates were 
given of the various centers in order to provide some 
understanding of the general status of the operation. 

Looking at the operational data, studying the site visit 
and user questionaires, visiting two of the centers, and 
with various users raised many concerns in my own mind. 
it is time to review just where we are in the program. 

reports 
talking 

I think 

The report to the board was based on sketchy and inconsistent 
data from you which I hope is just poor reporting. Hopefully, it 
is not an indication of the operation. Our goals have to be 
providing very high quality service. I would like to see these 
areas addressed at the Directors meeting and then operationally: 

1. Services supplied, including cos_t and ~fficiency data- We 
simply have a poor understanding of the services being supplied, 
based on many of the reports . Rather than trying to provide a 
common data base at NSF, it would be preferable to get quarterly 
reports, in some common format, on the services the centers are 
providing. These reports should provide cost and efficiency data 
for services and compare this with other alternative forms of 
computation, including: resource centers, single discipline 
centers (e.g.NCCAR), public utilities, local mini - supers and 
workstations, and specialized computers. 

2. Services used and the community of users- NSF is especially 
concerned with fairness. The centers were established to provide 
service to the entire community, not just the local univerity, 
the consortia, or a single intellectual community. The concern 
is across: geography, discipline, and user size (especially the 
beginner). While the question of fairness is not significant now 
while we have idle time, it will become a major:issue as the 
demand increases. (If the demand doesn't increaie, the centers 
will have been poorly conceived.) On the other hand, we observed 
that there is idle time in the centers- this is a poor 
utilization of our national resources and this problem must be 
solved immediately . The atmospheric scientists are making good 
use, because they have been long time supercomputer users and 
programs always ready to soak up any amount of time. 

The data on the use shows institutional locality, and a very 



small user base. A few hundred significant, mostly local users 
out of 15,000 NSF grants are utilizing the centers. Maybe this 
is the way it should be . My own feeling is that unless a user is 
getting an hour of time per day, on the average, he'd be better 
off on a smaller machine. This would mean that a maximum of 4 x 
160 "average" users would be at the centers. 

3. Scientific and engineering output- The community should be 
concerned with final scientific knowledge, not computer time. If 
the centers are effective, we should observe a significant change 
in research output by the meager user base. Although this final 
output is hard to measure, we should start to see results that 
are unique to the centersprogram . What are they? (Our Nobel 
Prizes cost us in the neighborhood of $12 billion per year, so 
any incremental prizes are a bargain for the $0 . 58 we'll 
spendover the next decade at the centers.) Just what are we 
doing to look at the merit of the research and the likelihood of 
breakthroughs through computation? 

4. Standards, common library software, and ease of use- Since 
three of the centers operate Cray XMP's, we have the opportunity 
to use a common operating system, common libraries, etc. so that 
users can operate on any center, including computers outside the 
centers. Given the large number of systems that use Unix as an 
operating system, I believe we should adopt this as the standard 
operating system as soon as possible . This will allow user 
compatibility with workstations for graphics and local 
computation, and the mini - supercomputers such as Alliant, Convex 
and SCS, all of which provide computation on an equally 
cost - effective basis as the Cray. Similarly, the Cray 2, 3, and 
ETA are all providing UNIX. What are the libraries we want 
across the centers? 

5. Programs and data for communities- It would seem that certain 
communities need common data and/or programs along the lines as 
NCAR is operated. This would argue for both having centers 
specialized when large datasets are involved, but certainly 
common operationg systems in order to support use across a broad 
community without reprogoramming. What is or will happen here? 
6. Workstation and graphic support- Given a single user may want 
to utilize several facilities, it is essential to have a common 
set of local utilities for graphics and computer access. 
Certainly, it seems necessary and desireable to support all the 
graphics of all of the centers, provided a user will be access i ng 
multiple centers. 

7. Utilizing special facilities - Today, Cornell has two highly 
specialized facilities from Floating Point Systems capable of 
supplying a very large amount of computation. These require 
programs to exploit their unique capabilities. 

While there are certainly more questions and issues involved in 
providing computational service at the level our users should 
demand, the above should let us start to focus on the question 



of providing high quality output and easier access. 

I look forward to interacting with you at the Cornell meeting. 



October 23, 1986 

Enclosed is a letter to the centers directors introducing issues 
that I believe are critical to the measurement, operation, and 
future of the centers. Some of these issues were discussed at 
the Centers Directors meeting October 6 and 7. 

You have a paper (also distributed at the meeting) outlining a 
set of issues that I derived by looking at today's scientific 
computers. It shows that machines exist in a hierarchy, 
permitting users to compute in a variety of styles depending on 
various factors such as networks, graphics, standards, local 
programs/databases, and economics. Since the data show that all 
styles of computing will exist, it should be our goal to provide 
the most productive environment for scientists and engineers 
today, and in the future. This strongly favors having a 
"standardized" environment so a user can chose any hardware at a 
given class and level (e.g. supercomputer, mainframe, super-mini 
used as a front-end or back-end to a supercomputer, mini-super, 
graphics workstation, or personal computer), and be able to 
migrate work among the levels as needs and machines evolve. 

Michael Levine of Carnegie-Mellon University is convening a 
,<;:., conference at CMU to examine the issues in supporting such a 

common environment which includes: network, front-end, graphics, 
p'r ogr amm i~_g en Vi r O nme nt .a~ a nd_.Y~~-~_r_ __ i~-!~..frac_e_,- eTc:-·----· --·-· -- -. - ·-··---- . 
-·------
In addition to the issues described in the letter and attached 
report, I am quite concerned about the limited availalLlJ_m..,....-.us.~ 
and growth in use of the centers. Ken Wilson has convinced me 
that c om put at i on , c h a r a c t er i zed by today ' s s u per c om p u t er s i s th e 
next revolution in science. I believe the same can be said for 
many parts of engineering. With the exception of San Diego, the 
use seems to me to be quite local and limited. I believe the 
user base is not expanding as rapidly as is necessary to justify 
the 1/4 billion dollars that will be spent for this program. We 
must understand just what is happening regarding training and 
use. I think the Advisory Panel must address this issue as their 
highest priority! ' .,- 1. -- , - , , 0 ~ / 

u 
/ , 



I am committed to help you make the centers the leading places 
for scientific and engineering research through a new paradigm of 
computation. The program has fine support from Congress, other 
NSF Directorates and manufacturers. For example, Alliant, IBM, 
and Scientific Computer Systems have provided their first 
machines at no charge to centers for evaluation. I am 
encouraging other hardware and software suppliers to follow their 
precedents. 

You are meeting on November 20 - 21. I hope you can start to look 
at what's been accomplished during the first three years of the 
program, and then address critical issues and opportunities. 

Sincerely, 

Gordon Bell 
Assistant Director 



M E M O R A N D U M 

Ap1:il 8, 1987 

FROM: AD, CISE 
TO: DIRECTOR, NSF 

TOPIC: Advanced Scientific Computing FY88 Budget Issues 

This is to detail budgeting considerations for ASC centers, and 
to illustrate the need to work out an NSF budgeting strategy 
recognizin~ ASC (and network operations) as facilities serving 
all of science and engineerin~. My concerns are as follows: 

1. ASC requires an additional $3.5m to $9.Sm added to the FY88 
budget. The FY1988 Congressional budget request for the centers 
component of ASC is $4Sm. This is $3.Sm less than required to 
meet current cooperative agreements and, in addition , to renew 
the agreement with Cornell. At the $4Sm level, the prog;ram may 
be forced to reduce one or more centers to levels too low to 
justify continued support. A maintenance level for the pro~ram 
(allowing needed staffin~ additions) would require $5n1. This will 
not guarantee the leadership role ot' the NSF centers. To ach~eve 
leadership requires $9.Sm. The increments , the staffin~ additions 
and equipment up~rades purchased, and priorities across the range 
are shown in the attached chart . As reference, the annual NCAR 
budget of $18m is also noted. 

2 . Additional funds for ASC must be drawn from the NSF budget 
rather than from tl"1e CISE component . Reductions frotn your 
initial assi~nment , required to meet the 0MB mark , were ma de 
entirely within CISE. In making them , I preserved the priorities 
deve l oped in the first CISE LRP , proportionately reducing all 
CISE activities. This reduced the azgregate percentage ~rowth of 
the relatively small CISE research programs to substantially less 
than comparable activities in Engineering. Further tradeoff of 
the ASC activity with the rest of CISE is inappropriate, given 
the broad goals of ASC and the small base of CISE. 

3. Several things contributed to this situation: the success and 
vopularitY of the ASC activity, the opportunistic nature of 
computer facilities pro~rams, the requirement for unplanned but 
essential upgrading to stay at the state of the art, and the 
structural change in the NSF budget. As the attached " Leverage" 
chart shows, NSF cannot depend on uncontracted industrial sources 
of leverage, but accept them opportunistically. Given these 
reasons for strong a~ency support of the ASC pro~ram, a 
correction is needed to the bud~etin~ philosophy and procesD. 
t:si;::_.J_ {f..!.li1 Ne t_~'?._?r.!<:i n.L._oper& t ion s ) must b~ ,~~-~~c: hed. made sepa.r·0 te 
" NSr' " .lines not par·t of the CISE budget, wh i le r'cm& J. nini;:_J'.l..~!:L~2.!.'.. 
the or~anization . 

ATTACHMENTS 



ACS BUDGET ANALYSIS 
($millions) 

Cu:rrent Centers 
Cooperative A~reement 

{+Cornell, +JVNC/ETA 10) 

+minimunm needed 
staff additions 

PRIORITY= 1 

+3090/600 at Cornell 
(4 yr payot'f) 

PRIORITY= i'._,_ 

+fix memory problem 
and ur,g;rade SDSC 

PRIORITY= 3 

+NCSA up2;rade 
correction 

PRIORITY= 4 

+Pitt up~rade 
correction 

PRIORITY= 5 

TOTAL 
I' ,/ 

FOR COMPARISON: 
1. Rotar model 

of need ..•... 
(5 yr a.mart.) 
{3 yr amort.) 

2. NCAR annual 

<r--"" 
\ ,, 

I. 

. ,')~ 
· / . 

' \ 
' 

FY88 

$45.0 

48.5 

1 . 5 

1. 6 

$53-7 

$54.5 
$59,0 

$18.0 

,,,..,, 
_ :, 

FY89 

51.9 

1..7 

2.5 

1. D 

3.8 

1.5 

• 8 

$63.2 

$63.2 
$73.0 

$18.0 

. ....., 

.... 

FY90 

54.6 

1..7 

2.5 

1.. 0 

3.8 

1.5 

• 8 

$63.9 

$68.9 
$78.9 

$18.0 

) 



NSF 

STATE 

UNIV. 

TOTAL 

% NSF 

VENDOR 

TOTAL 

% NSF 

INDUST. 

'TAL 

lo NSF 

CONSORTIA 

TOTAL 

% NSF 

85 

4.9 

1.0 

1.2 

7.1 

69% 

0.5 

7.6 

64% 

0 . 4 

8 . 0 

61% 

4.0 

12.0 

41% 

SDSC 

86 

9.5 

1.0 

1.2 

11.7 

81% 

0.7 

12.4 

77% 

1.9 

14.3 

66% 

4.0 

18.3 

52% 

87 85 

12.1 5 .1 

1.0 1.0 

1.2 1.3 

14.3 7.4 

85% 69% 

0.7 1.5 

15.0 8.9 

81% 57% 

1.6 0 

16.6 8.9 

73% 57% 

4.0 ---
20.6 8.9 

59% 57% 

HISTORY OF FUNDING SOURCES 

ILLINOIS 

86 87 

7.2 8.7 

2.0 3.0 

1.5 1.0 

10.7 12.7 

67% 69% 

1.5 1.5 

12.2 14.2 

59% 61% 

1.6 1.0 

13.8 15.2 

52% 57% 

--- ---
13.8 15.2 

52% 57% 

85 

8.8 

0.6 

---
9.4 

94% 

1.8 

U.2 

79% 

0 

11.2 

79% 

2.5 

13.7 

64% 

JVNC 

86 

5.6 

1.5 

---
7.1 

79% 

1.8 

8.9 

63% 

2.5 

11.4 

49% 

2.5 

13.9 

40% 

87 

8.5 

0.6 

---
9.1 

93% 

1.8 

10.9 

78% 

0.2 

11.1 

77% 

2.5 

13.6 

63% 

85 

5.0 

0.8 

1.8 

7.6 

66% 

5.7 

13.3 

38% 

0.3 

13 .6 

37% 

---
13.6 

37% 

CORNELL 

86 

PITT 

87 86 87 

5.4 5.4 2.0 4.0 

0.8 0.8 1.9 1.0 

0. 7 0.7 3.6 2.7 

6.9 6.9 7.5 8.6 

78% 78% 27% 4 7·% 

16.5 8.6 0.5 0.7 

23.4 15.5 8.0 9.3 

23% 35% 25% 43·7. 

0 0.2 0 0.5 

23.4 15.7 8.0 9.8 

23% 34% 25% 41% 

--- --- --- ---
23.4 15.7 8.0 9.8 

23% 34% 25% 41% 



Professor Niklaus Wirth 
ETH-Zentrum 
Institute for Informatics 
Zurich, Switzerland 8092 

Dear Niklaus: 

April 14, 1987 

Enclosed is a copy of the memo which I wrote raising various questions about the operation of 
our supercomputer centers. I have another memo in progress which compares what I think are 
the pro's and con's of a "centers" approach with using a plethora of group and departmental, 
d istributed superminicomputers. Basically, it shows that our centers cost NSF about $11 M per 
year to run, and someone else (state, university, industry) kicks in another $SM. In our case, I 
believe an $11 M expenditure would buy anywhere from 50-100 mini-supercomputers, 
depending on how they are run, and provide 3- 6 times the aggregate power of a center. 
Furthermore, our centers serve only 5-10% of the scientific user community, and an even 
smaller part of the engineering users. Finally, by having centers, we are discouraging users to 
buy their own computers and use our network of supercomputers. (Our networking costs about 
$2,000 per user.) 

While I believe NSF needs to sponsor centers where the greatest computing power is available 
for the top few jobs, I don't believe it is an especially good way to supply scientific and 
engineering computing to the large number of users and potential users. I would somehow like to 
encourage users to have their own mini-supers either in individual labs or departments with a 
minimum staff. Small machines should be compatible with the centers where larger jobs could 
be run. Right now they aren't because our centers can't run Unix. 

Since I don't know the complete environment (i.e., availability of supers at service bureaus, 
labs, etc., and the university structure) in your country, it is probably presumptious of me to 
offer a solution. My first reaction is: get as many mini-supers (perhaps all with virtual 
memory) as you need with UNIX running on them, get compatible UNIX workstations for 
graphics, etc., build a good LAN environment, and perhaps allocate some funds for a few user 
to buy supercomputer time externally when their problems demand it. Learn about this kind of 
computing. Track user demand by encouraging users to buy machines when they need them. 



My other reaction is: get a Cray-XMP and run UNIX with a LAN to UNIX workstation. It has lots 
of software and the community is producing more for it all the time. It may solve a few more 
large problems, provided the "system" will allocate the time to a few, very large users. 

Enclosure 

Sincerely, 

Gordon Bell 
Assistant Director 
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WASHINGTON , O .C . 20550 
,~ -nsf 

. ; 

OFFI CE OF TH E 
ASSI ST ANT DIRECTOR 

FOR COMPUTER ANO INFORMATION 
SCI ENCE ANO ENGINEERING 

Professor Edward A. Feigenbaum 
Computer Science Department 
Stanford University 
Stanford, California 94305 

Dear Ed : 

April 2, 1987 

Your question, roughly: " If Al$ is so great dti measured by 
numerous companies and organizations making money and doing new 
computer applications, why aren't the AI companies making 
money?", stimulated the following thoughts (and call to action) . 

In general, the AI suppliers are simply designing and building 
new languages to build expert systems. I don't see them as AI 
companies at all, and rule-based programming is merely another 
programming technique that should be acculterated into 
traditional computer science. 

There are several reasons why '' language" suppliers, in general, 
have never existed to a large extent and made much money. 

Language construction is a highly creative engineering intensive 
business . "Garage shops" appear to be the best place to develop 
them. Look at the language b usiness today. A tiny company 
called Green Hills develops most C's, Fortran's, and Pascal's. 
Ryan- McFarland and Microfocus supply Cobols. Several companies 
are going after the potentially lucrative ADA market that 
accompanies the waste surrounding military procurement. Gold 
Hills, Lucid and Franz are building LISPS. 

Large companies who have tradit ionally been good at languages 
oftentime build their own (such as DEC and IBM ) . 

The "systems" companies are inherently the "best " place to sell , 
distribute, train, and support products--particularly as "expert 
systems'' building languages begin to look like commodities and 
traditional programming . This will mean "bundling '' and lower 
prices for the "tools", i.e., languages to build expert systems. 



The early establishment of the three companies to supply these in 
the mainframe, mini, and workstation market (Teknowledge, 
Intellicorp and Inference Corp) was an anomaly and needed at a 
time when users required training of the programming methodology. 
I suspect Teknowledge could be doing the best because it supplies 
training, runs on a number of computers, is therefore somewhat of 
an integrater to a customer, and does special systems. This 
enables them to understand end user needs. 

In the PC world there are many companies building and selling 
these languages because the task won't stand the support (at the 
low prices). Ultimately, I'd expect a distributon company like 
Ashton-Tate, Electronic Arts, or Microsoft to be the best 
distribution channel--although an established company like Gold 
Hills could get the market. 

Also note you have too many, high overhead, high product cost 
suppliers, including DEC with OPS5, fragmenting and confusing the 
market by not having a standard language. This means "expert 
systems" can't be easily taught in traditional CS curricula and 
other places in the same fashion as Basic, Cobol, Fortran, 
Pascal� etc. There's no reason this can't be taught to high 
school students. Users also delay buying. 

The place to make money, using the "traditional" computing market 
as an analogical model is in "applying" the language to solve 
real problems. The lack of a standard is probably impeding this, 
even though you've found lots of real use of the existing 
competitive tools. The situation is akin to programming business 
and scientific applications prior to Cobol and Fortran. 

Two places apply tools: end users (so far these applications are 
fairly simple) and companies who have expertise and provide tools 
in vertical or end use, e.g., Syntelligence. For example, 
today's CAD suppliers use rule-based approaches for some of their 
work. They make money because they know CAD of logic or VLSI, 
not because they know expert systems. Expert systems builder 
languages are only tools to make real end user tools. 

The point of this letter is not only to give a simple answer to 
the question, but to raise a broader question: How can there be 
more use of rule based systems technology for building expert 
systems? 

I believe the answer to the question is standardization! By 
standardizing, traditional computer science would embrace the 
rule-based approach, teach it, and we'd see a much greater 



proliferation of these tools . This would let the AI types work on 
hard problems rather than being plain old systems programmers. 
Recall that I encouraged Steve Squires at DARPA to get the LISP 
community to agree on Common LISP as a means of consolidating the 
fragmented AI community. Using Prolog or OPS5 (lacks a 
procedural interpreter) and LISP (lacks an inference interpreter) 
isn't the answer because this forces users to build mechanisms as 
the AI community did for years before they built systems. They 
all require more primitives for data and knowledge bases. 

My solution to this problem would be to extend the two dominant 
systems programming languages, C and LISP, to have really high 
quality inference mechanism. Ultimately ADA would be extended 
perhaps and this process could be conducted via the DARPA 
community, and Steve Squires might be the best to sponsor this 
since he succeeded in doing the same job on common LISP. 

An alternative approach would be to build another parallel 
language that could be coupled to any traditional language, but I 
doubt if this is right. 

Of course, we could wait till one of the approaches becomes 
dominant, but this can't happen easily the way I see it. 

What do you think of this view? 

Please feel free to distribute this. 

cc Sam Fuller, DEC 
Lee Hecht, Tecknowledge 
Tony Slocum, Lucid 
Steve Squires, DARPA 
Y. T. Chien 
Steve Squires 

Sincerely, 

istant Director 
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Dear Dr. Large, Supercomputer user: 

I was responsible for the the first mini- and time-sharing computers and later VAX. Now, 
I would like to introduce you to Titan, the first Graphics Supercomputer from Ardent 
Computer. I believe Titan will be the most important scientific and engineering computer 
since the VAX and the Cray 1. The reasons are simply: 

1. Titan provides 10 Mega.flops (measured on the 100 x 100, 64-bit Linpack 
benchmark) of computational power. This is rougly the speed of the Cray 1 or 
the IBM 3090 processor with vector facility. It has a memory of 1 to 16 million, 
64-bit words (8-128 Mbytes), and a full 32-bit virtual memory for large 
programs. 

2 . Titan costs less than $100,000 so it can be easily purchased for a project. This 
makes it roughly 5-10 times more cost-effective than a supercomputer. 

3 . By utilizing Titan as part of the "project" team, you get 15-40 hours per week of 
dedicated, "equivalent" supercomputer time (750-2000 hours per year). By 
comparision, only a few projects are allocated over 1,000 hours per year at 
NSF's six national supercomputer centers. By returning to " distributed" 
computing, whereby a project operates its own computer when necessary, the 
"average" 50 hour project at a center gets 15-40 times more computing. 

4. Titan provides a "free" Cray processor's worth of power for visualization. By 
being able to render pictures via Dore' our Dynamic Object-oriented Rendering 
Environment at a real time rate of 400,000 shaded polygons per second, we 
believe new insight and applications will result. Titan provides interactive, not 
batch graphics. Tum-around is instantaneous, including video production. 

5. Titan is fully compatible with your existing computing environments. It provides 
VMS and Cray Fortran, C, Unix, and Ethernet. Ardent supports and encourages 
standards. We are licensing Dore' to be utilized on all computers on the same 
basis as Unix. 

6 . A substantial number of applications level programs exist and are being ported 
now to run on Titan including: Matlab, NAG, Nastran, Gaussian 86, y, z ..... 

In summary, I feel we've built a tool that will cause again revolutionize science and 
engineering. Let me urge you to order one today. If you don't like it we'll refund your 
money (you'll be the first). A price list, using the NSF discount schedule is included. 

Alternatively let me know if you want more information, including detailed terms and 
conditions, more manuals, etc. or a salesman to call on you. 

Sincerely, 

Gordon Bell 
Vice President Research and Development 
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Dear Computer Science Department head: 

I built the first mini- and time-sharing computers including VAX as head of R and D at 
Digital Equipment. As the first Assistant Director for Computer and Information Science 
and Engineering at NSF, the most important problem for computing was closing the chasm 
between scientists and engineers who are entering the new era of supercomputing, and 
computers scientists who have the ability to lead in this revolutionary era. 

Now, I would like to introduce you to Titan, the first, interactive Graphics Supercomputer. 

Titan was designed specifically to revolutize science and engineering by providing 
exceptional power (10 Megflops on 100 x 100 Linpack - or roughly equal to a Cray 1 or 
IBM 3090), a large virtual and physical memory, and at less than $100,000. It is designed 
to be used directly on projects. Furthermore it provides a "free" supercomputer's worth of 
power for graphics and visualization. It's a networked Unix machine with Cray and VMS 
Fortran, and C that's compatible with the Unix workstation environment. 

While Titan may be the most important computer for scientists and engineers since the 
VAX and the Cray 1, it is equally important for computer science departments. 

1 . Titan is the ideal tool to provide a supercomputer for computational science 
training and research aimed at vector processing. Computer science must be 
restructured to reflect the major change in computer architecture with the 
introduction of vectors in supercomputers, mini-supercomputers, and now our 
graphic supercomputer. 

2. Titan is an ideal system to introdce and explore the subtleties of parallel 
processing since it provides 1 to 4 vector processors. Primititves were added to 
Unix and the languages. 

3. Titan renders 3D images of all types at the rate of 50 Million pixels per second. 
Furthermore we license Dore' (Dynamic Object-oriented Rendering Environment) 
to operate on all workstations. 

4 . By finally having supercomputer capacity, you can explore data-structures for real 
world objects including solids, atoms and molecules, fluids, visual images, 
animated figures, and mathematical functions. 

5. It's completely affordable. 

In summary, I feel we've built a tool that will revolution science and engineering, provided 
that computer science helps. Let me urge you to order one. If you don't like it we'll 
refund your money . A price list, using the NSF discount schedule is included. 

Alternatively let me know if you want more information, including detailed terms and 
conditions, more manuals, etc. or a salesman to call you. 

Sincerely, 

Gordon Bell 
Vice President Research and Development 
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NATIONAL SCIENCE FOUNDATION 

Computer and Information Science and Engineering 
1800 G Street, NW 

Washington, DC 20550 

January 30, 1987 

'This Jetter is being sent to you in order to inform the scientific community of important activities presently taking place at 
the National Science Foundation. The fiscal 1987 Budget f« the National Science Foundation includes funds of several 
million dollars in support of an initiative known as: "Computational Science and Engineering" (CSE). These funds are being 
distributed among the various disciplines: Biological. Behavioral and Social Sciences; Computer and Information Science and 
Engineering; Mathemadcal and Physical Sciences; Science and Engineering F.ducation; Engineering; and Geosciences. It is 
anticipated dial this new prop am Mil stimulate activity at the inlerface between the sciences and advanced computer 
technology. The NSF strongly urges investigators to inquire further about the details of the initiative with the various 
program directors at the Foundation.. F.nciosed with this leaer is a program announcement (NSF 86-91) that describes the 
goals of 1be overall NSF/CSE ~-

Many of you may know dial there have been a ·number of organizational changes at NSF. One is the creation of a new 
DirecCDnte fOI' Computer and Information Science & Engineering (CISE), which combines several preexisting computer 
activities from other directorates, the Division of Computer Research, the Division of Infcmwion Science and Technology, 
and progrul1' in Computer Engineering, Communications and Signal Processing, and the Office of Advanced Scientific 
Computing. 

CISE supports research in computer science, information systems and processing, robotics, networking and communications, 
microelectronics. advanced scientific computing and intelligent systems. The overall goal of the effort is to improve the 
knowledge bae, research infr5tructure and professional 1ab<X' f«ce needed to understand and improve the nature, synthesis and 
use of computing and infmnation processing devices and systems. The current structure of CISE includes 5 divisions: 

• Compuaer & Computation Research • Advanced Scientific Computing 
• Information, Robotics & Intelligent Systems • Netw<ning & Communications Research & Infrastructure 

• Microelecttonic Information Processing Systems 

FORMATION OF RESEARCH 1EAMS 

Although many of the efforts described below can be perfCKmed by single investigators, and will be, to some extent, 
supported in that form, this new initiative will emphasize strong inter-disciplinary approaches to the enhanced computing 
capability and environment of the scientist and engineer. Proposals involving computer scientists, mathematicians, scientists 
and engineers, and specialists in such areas as computer graphics, might be integrated in such a way as to form an inter­
disciplinary group or team, addressing specific problems of importance to one or more scientific « engineering disciplines. 
For example, such proposals might be strongly coupled with the efforts of innovators of state-of-the-art algorithJ11S and 
software for application on machines with highly parallel architecture. Such approaches could develop new paths for entire 
disciplines 1D follow. They will be com:linated amoog CISE programs and the NSF scientific and engineering disciplines. 

RESEARCH OPPORTUNITIES INCISE 

Proposals with a strong interdisciplinary approach are being encouraged in the following computational areas, although this 
list is not intended to be complete: 

• Softwle and Algorithm Development • Application of Advanced Technologies to problem solving 
• Visualization, Graphics and Image Processing • Formation of Novel Computational Strategies 
• Network and Communication Systems • Performance Evaluation of Computer Systems and Software 

• Distributed and Parallel Processing and Vectorization 

Software and Algorithm Development: It is widely accepted that software lags hardware development. This fact is 
"eeially true for supercomputers and other machines of advanced architectures. Within CISE, the Computational Science and 

,ineering Initiative will focus on research that addresses the development of novel algorithms and their implementation 
__ . .o useful software packages, die creation of friendly working environments, and the automatic production of fast, efficient 
code for scientists and engineers working on advanced computers. Innovations in languages, user-friendly interfaces, software 
100ls, etc. might address issues related to the speed up of code development and therefore the productivity of researchers. 
Methods which assist in the portability of code across a variety of advanced machines will also be considered. 



Visualization, Graphics and Image Processing: More powerful visualization capability is being demanded to take 
advantage of the most powerful machines. Substantial insights are already being gained from graphics, which is the only way 
to understand many scientific phenomena. Among the many research topics in graphics and image processing are: 
extemporaneous, interactive steering of numerically intensive calculations; dynamic visualization of fields in higher 
dimensions; high bandwidth graphics, networks and protoc0ls; massive data set handling and standards; vectorization and 
parallelized algorithms fer visualization; workstation-driven remote use of supercomputers; standard graphics-oriented 
scientific programming environments. 

Perf'on.oance Evaluation: A recent NAS/NRC report on • An Agenda for Improved Evaluation of Supercomputer 
Perfmnance" rmwks on the severe lack of scientific foundation, regarding our ability to evaluate the pedormance of 
advanced computers. Investigations into the definition and techniques for pedoonance evaluation of parallel or other computer 
systems are encouraged either as the principal subjects of proposals, a: as c:omponencs of other research projects in this 
initiative. 

Distributed and Parallel Procealng and Vectorization: The direction of advanced scientific computing is clearly 
headed toward parallelism to achieve increased capacity. Since the complexities of programming in parallel environments 
with optimally vectorized code place even IIO'e challenging demands on software and algorithm development, the 
Computational Sc.ience and Engineering Initiative will emphasiz.e melllS to provide effective scientific computing in vector 
and highly parallel environments. Fae example, the initiative will ccnsider methods for automatically parallelizing existing 
scientific codes a: rewriting them for efficient use on machines of advanced architectures. Also, software tools fer increasing 
productivity of the programming environment on parallel and distributed an:hitectures will be encouraged especially, for vector 
and multiprocessor computers. 

Advanced Teclaaolops: The Science and Engineering Initiative welcomes proposals concerned with areas of technology 
that have a strong impact on the conduct of future computing. Examples include hi&h capacity and/or high pedormance mass 
storage coupled with appropriate ftle and data base management systems, opdcal computing, neural networks, non-binary 
computing, or any such ideas that could influence the nature of advanced scientific computing. The CSE Initiative will 
cooperate with other programs on the potential application of advanced computing technologies and systems to scientific and 
engineering problems. Proposals of this type will be coordinated as appropriate both within and outside the Foundation. 

Formulation or Novel Computational Strategies: New computer architectures, communications technologies, 
languages, and other software or hardware advances becoming available offer promise of greatly enhanced speed, flexiblility, or 
cost~ffectiveness in performing scientific and engineering research. However, the hope for significant increases in insight to 
discipline specific problems may demand a fundamental revision in the strategic approach taken toward solving problems to 
make effective use of these options. Investigations into alternate ways of formulating and computing important scientific and 
engineering problems are encouraged. 

Network and Communication Systems: Recently increased accessibility of advanced computing resources opens 
possibilities for new. computationally-based, advances in the understanding - i.e., analysis and especially design/synthesis - of 
computer networks and communication systems generally. This Initiative will entertain proposals for computational 
research in such problem areas as: event-based, Monte Carlo, er other simulation methodology applied to very large scale 
computer networks with attention to realistic detail; protocol design based on computational studies of state-machine models 
of networks with state spaces so large as to render such studies hitherto impracticable; specialized., interdisciplinary studies of 
Presentation- and Application-layer protocols; knowledge-based or other expert aids for intelligent dynamic network 
management; and research using symbolic computation in studies of algebraic coding theory. Proposals in these and other 
appropriate topical areas will emphasiz.e the innovative computational nature of the proposed investigations, and may include 
the use of advanced (e.g., highly parallel) architectures in the research. 

Sincerely, 

c.~!::-,~ 
Computer and Information Science and Engineering 

Foll FUJlnD!Jl ~110N wamm CAU. THE PROGRAM DIJtECTOR OF1HE PROGRAM MOST RELATE> TO YOUJt AREA OF INTEREST OR 
Dll.MELOMENT,DMsloNOFADVANtB>SCD!NTJFJCCOMl'UnNo(.2112-357·9n6). 
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Fig. I. Execution bandwidth of high-performance computers 
over the past 25 years. 

Computers incorporating arrays of processors are beginning to emerge. 
Like vector computers, arrays of processors'perform best with algorithms t : 
have a minimal requirem~nt for scalar computation. In addition, arrays of 
processors have limited data communication abilities between processors. 
Thus, when attempting to use them, one must seek algorithms that are highl: 
parallel and with communication requirements that fit the architecture. T: 
optimum arithmetic performance of these devices is potentially much greate 
than that of current supercomputers. 

Because of the diminishing growth rate of performance in scalar proce 
architectures, we expect that the dominant architectural styles for future 
high-performance computers will include parallel operation or specialized 
pipeline structures. In both cases the programming tools and algorithms 
available to the user are inadequate and providing them is no mean task. 
took between two and three years to adapt the programs developed for scala 
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NUMBER OF COMPONENTS PER CHIP doubled annually ln the 1960's, In about 1972 
designers ran out of unused space on the chip for additional components, and the rate 
fell somewhat. Nevertheless, according to the more optimistic projection, gigascale In­
tegration (Gsl)-a one-billion-component chip- will be achieved by the year 2000. (Ilte 
projections differ in assumptions about limits Imposed by chip-fabrication processes.) 
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i :on diox­
ator. De­
ween the 
etal elec-

"input" 
~lectrons 
con sub-

strate and the insulator. The elec­
trons form an Induced channel, al­
lowing "output" current to flow from 
source to drain and sending a logic 
signal to the next s tage of the circuit. 
In the absence of an input signal no 
channe l is formed , and no output cur­
rent results. 

Since metal-oxide-silicon technol­
ogy has become the dominant 

one throughout d igital electronics, 
achieving cs1 rests on the continuing 
attempt to scale down the MOSFET. 
The process of scaling down begins 
with the defi nition of a scaling factor, 
often called S. All the lateral and ver­
tical dimensions of the MOSFIT are 
the n reduced by a factor of S. (Thus if 
the scaling factor were 2, the height 
and width of the device would be de­
creased to half their original values.) 
In addition, the supply voltage is re­
duced by the same factor, which 
keeps the strength of the electric 

.ncreasing density, as six chips made by the Fairchild 
m 1959 to 1985 show. At the top left ( 1959) is the ftrst 
1t (1961) is the first planar integrated circuit on a single 
along w:ith other components. At the middle left (l 964) 
linear ' ·rated circuit; it has five transistors. At the 
· logi it has 180 transistors. At the bottom left 
inclm. entire central processing unit; it has 20,000 
: (1985) is the CLIPPER CPU; it has 132,000 transistors. 

fi e ld constant and prevents an in­
crease of the stress on the device. 

The parallel reduction of size and 
electric-field strength yields some re­
markable advantages. The time re­
quired to switch the device, which 
depends on the length of the chan­
nel, decreases by a factor of S. The 
power dissipated per unit of chip 
area remains constant, and so the 
problem of heat removal Is not made 
worse. The packing density· of the 
transistors on the chip, which de­
pends on the area of the device, in­
creases by a factor of S2 • Perhaps best 
of all, the energy consumed in each 
switching operation, which depends 
on the power and the switching time , 
decreases by a factor of 53 • Thus the 
result of scaling is a chip that has 
more devices switching faster and 
using less power to do so. 

Given such advantages, the design­
er of chips would like to know how 
far scaling can go. The answer lies 
in the minimum allowable length of 
the MOSFET's channel. That min imum 
emerges in part from the interplay of 
the supply voltage and the doping 
concentration , which is the concen­
tration of impurity atoms (usually bo­
ron) in the P-type substrate of the 
channel. At every j unction between 
N-type and P-type materials, charge 
carriers migrate to the opposite side 
of the interface , where their concen-
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EVOLUTION Of GENERAL-PURPOSE COMPUTING during a 40-
year period is charted by colored bands. Four kinds of machines 
are tracked: mainframes (blue). minicomputers (red), personal 
computers (green) and embedded computers ( yellow). Each of 
the bands defines the range of computing power, in millions of 
instructions per second (MIPS), that is available from a specific 
kind of machine at a particular time. The dolled lines represent 
projections beyond 1987. In any year the computing power of 
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mainframes is greater than that of minicomputers; the latter are 
more powerful than personal computers, which outperform em· 
bedded devices. furthermore, computing power is cheaper on 
less powerful machines. for instance, in 1987 the approximate 
relative cost of executing one million instructions per second on 
a mainframe computer is 100 units; on a minicomputer it is 40 
units, on a personal computer it is three units and on an embed­
ded computer (if one were powerful enough) it would be. IS unit. 
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Figure 1.-Current and Projected Supercomputers, 1960-90 
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Figure 2.-Range of Federal Policies Possible With a 
Supercomputer 200 Times the Current Capabilities 
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1. EXECUTIVE SUMMARY 

Pml)ose, sco.pe, and method. This repon is being prepared at the request of Dr. James 

Decker. on behalf of the Federal Coordinating Council on Science. Engineering. and Technology 

(FCCSET). The deadline for the repon is February 28, 1987, a month in which the author is on 

travel for 20 of the 28 days, so this report is necessarily brief and incomplete (including incomplete 

editing). The method employed in this report is that of a situation audit, which is conceptually a 

matrix: on the left side are strengths plus resulting opportunities and weaknessess plus resulting 

problems; on the top are the relevant firms from the U.S. (Cray Research. Inc. (CRI), and 

CDC/ETA Systems) and Japan (Fujitsu, Hitachi, and NEC). We have not included IBM in this 

report, because their position is somewhat ambiguous: the IBM 3090VF is not considered a 

supercomputer by IBM for purposes of avoiding export controls, but it is considered a 

supercomputer by IBM when cenain customers are being approached. In the long term, IBM 

should probably be included in this kind of analysis. 

Back~ound. In 1983 two Japanese firms (Fujitsu and Hitachi) began early deliveries of 

supercomputers in Japan, and in 1985 NEC began deliveries of their supercomputer. Prior to this 

time, the supercomputer market had been a small and exclusively American market, with only Cray 

Research and CDC offering such computers. In 1983 CDC formed a new small company, ET A, 

to develop their next generation of supercomputers; CDC is the primary stockholder in ET A, so 

this company is sometimes referred to as CDC/ETA or simply as ETA. The American and 

Japanese firms are quite different: CRI has revenues of a few hundred million dollars per year and 

ET A is still just a startup company, whereas the Japanese firms have annual revenues on the order 

of $10 to $20 billion. The American firms are not semiconductor manufacturers and must depend 

on other companies for their components. whereas the Japanese firms are all world leaders in 

merchant semiconductor manufacturing. On the other hand, because the American firms were in 

this market before the Japanese firms, they had a market share advantage, so the problem for the 

American firms was to hold their market share, whereas the problem for the Japanese was a matter 

of penetrating an existing market. The Japanese firms enjoy several structural advantages, the 

most important of which is the "partnership economy" of Japan, in which the government and 

industries of Japan work as partners in promoting industrial expansion. In the U.S., the 

government and industry are often adversaries, with the most obvious example being export 

controls which constitute a major problem for the American firms but not for the Japanese firms. 

Since their entry into this market in 1983, the Japanese firms have been most successful in Japan, 

with Fujitsu leading in installing computers there, at last repon about 30. None of the Japanese 

firms has so far been particularly successful in the international market; Fujitsu has been the most 

aggressive, but NEC (whose motto is Attack!) is now supplanting Fujitsu as the most aggressive 

I 



in international supercomputer marketing. Hitachi has limited their supercomputer marketing to 

Japan. 

Situation audit. The reasons for the ability of the American firms to hold their market share 

in the face of competition from such strong Japanese firms include (1) market share, (2) technical 

leadership, and (3) an existing marketing infrastructure. All other things being equal, a large 

market share tends to be self-perpetuating because of repeat orders, compatibility considerations, 

the desire of customers to collabore with other sites having the same type of computers, and a large 

and stable base of system and application software. The task facing the Japanese firms is to attack 

the phrase "all other things being equal." The strengths of the Japanse firms that might change this 

assumption include their strong semiconductor development capabilities, which can be used to 

develop advanced components one to two years before the American firms, and their financial 

strengths, which can be used to "buy" contracts away from the smaller American finns who cannot 

afford the heavy discounts being offered by the Japanese firms. If this competition were being 

conducted wholly within the U.S., antitrust laws would prevent the Japanese firms from using 

many of their marketing strategies such as "anticipatory pricing" (selling below cost), but in the 

international market, no such rational protections exist. 

Specifically, the strengths of Cray Research include a market share of about two-thirds of 

current supercomputer installations, technical leadership in parallel processing which they began in 

1982, a rich base of application and system software, and a strong marketing and technical support 

infrastructure. Their primary weakness is their dependence on other firms to provide the high­

performance logic and memory components they need for new generations of supercomputers. 

CDC/ETA has a smaller, but not inconsiderable market share of some thirty-odd machines, which 

will be an advantage to them in marketing their new machine, the ETA10. They have long 

experience in developing supercomputers and hence a strong and knowledgeable staff. Their 

weaknesses include the fact that they have no current product to sell, with the ET A IO hardware and 

software still being in development and their Cyber 205 being obsolescent; their status as a startup 

company with little or no income; and their dependence on other firms for advanced components. 

The specific strengths of the Japanese firms include their leadership in semiconductor 

manufacturing, which should give them a timing advantage in developing new generations of 

supercomputers; the support they receive from the Government of Japan in the form of 

government-supported research projects and avoidance of export licensing problems; and their 

financial strengths which can be used to support deep cuts in pricing (referred to as "anticipatory 

pricing"). Their weaknesses include a small market share, immature software, incompatibility with 

most supercomputer users, lack of credibility for software and maintenance support, and 

architectural obsolescence (marketing serial processors in a world rapidly moving toward parallel 

processing). 

2. 



Summary. The "first round" of international competition in supercomputing must be 

conceded to the American firms, primarily Cray Research. Japanese successes have been limited 

largely to Japan where cultural preferences have made it easy for the Japanese firms to comer that 

market. There are widely circulated rumors of a new generation of supercomputers from the 

Japanese finns being introducted in 1987, although no formal announcements have been made. 

Both Cray Research and ETA Systems also plan to offer new computers in 1987, so it is possible 

the "second round" will still be a wash, unless there are some big surprises from the Japanese 

firms. It is in the long term that the Japanese advantages of component development, financial 

strengths, and government relations will be most evident. To survive, the American firms must 

somehow gain access to timely development of high.performance logic and memory components 

independent of Japanese firms, and it is not yet clear how they will do that. Collaboration with 

some small "niche vendors" seems to offer the best hope at the moment. The American firms also 

need to somehow counter the Japanese advantage in government relations. Whether this should 

take the form of direct government support as in Japan, or merely removing governmental barriers 

such as export control delays, is a topic on which there is agreement only on the latter point. 
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2. INTRODUCTION 

2, 1 Putpose. The purpose of this repon is to conduct a brief "situation audit" of competition 

between Japan and the USA in the supercomputer industry. Prior to 1983, the supercomputer 

market had been exclusively American for about twenty years, with the last supercomputer 

marketed by a foreign country being the British ICL Atlas from the early 1960s. However, in 

1983, two Japanese companies, Fujitsu and Hitachi, began deliveries in Japan of supercomputers 

whose performances were within about a factor of 2 of the performance of the leading American 

supercomputers, and in 1985, NEC began deliveries of computers that were faster than the Fujitsu 

and Hitachi machines by about a factor of 2. As shown in Table 1, these products--the so-called 

"Developing Generation"--were the result of earlier developments--the so-called "Embryonic 

Generation" --by these companies." 

FUJITSU 

fllTACIIl 

NEC 

EMBRYONIC 
GENERATION 

• FACOM 230-75 APU 
-- 1977 
--22MFLOPS 

-- Sha.red main memory 
-- Fully pipelined 
-- 1972 vector registers 
-- AP Fortran 

• M-180 and M-200 w/IAP 
-- 1978 and 1980 
--24MFLOPS 
-- Vectorizing compiler 

-- Shares func. units w/CPU 

•ACOS lOOOW/IAP 
--1981 
--??MFLOPS 

DEVELOPING 
GENERATION 

• VP-I 00/200/ 400 
-- 1983 
-- 250/500/1000 MFLOPS 

(peak) 

• S810/10 and 20 
-- 1983 
-- 315/630 MFLOPS 

(peak) 

• SX-1 and SX/2 
-- 1983 
-- 570/1300 MFLOPS 

(peak) 

Table 1. Embryonic and Developing Generations of Japanese Supercomputers. 

The "IAP" refers to an "Integrated Array Processor" that was an arithmetic accelerator 

attached to the mainframes. Thus, these companies did not, as often believed, suddenly begin 

producing supercomputers, but had been working on vectorizing units and their software for 

several years. Both of these generations borrowed ideas from prior American designs, including 



the CDC Star-100, the Cray-I and the CDC Cyber 205 Since the introductions of the Japanese 

products in 1983 and 1985, several products have been added on the low end of the cost and 

performance range. 

It is anticipated that the third generation of Japanese supercomputers--presumably a "Mature 

Generation"--will be forthcoming in the next year or so. Very little information but lots of rumors 

have been circulated concerning these machines. 

2.2 ScQpe. The scope of this report is severely limited by the time constraints allowed for its 

preparation, so it is mostly an incomplete digest rather than a complete and detailed report Further 

information can be obtained by checking the sources noted in Section 7, References and 

Bibliography. 

2.3 Method. This report is a situation audit, with emphasis on key issues facing the 

competitors and their host countries. We include not only the usual marketing and technical issues, 

but also the "structural" issues that are crucial for understanding any competitive situation with 

respect to Japan. This is often referred to as "The Japan Problem." 

2,4 Taxonomies. To clarify the class of computers under discussion, we include two 

taxonomies. Figure 1 is a partial taxonomy of high-performance scientific computers that shows 

the three main categories of such machines: research, special-purpose, and general-purpose. We 

shall be concerned here with general-purpose high-performance computers. Within that category 

are three types of computers: supercomputers, high-end mainframes, and "mini-supers." Although 

there is some overlap in the performance ranges of these types of computers, the supercomputers 

as a class outperform the other two types of high-performance computers and this category is the 

subject of this report. 

Within the category of supercomputers, there are three "classes" often referred to, as shown 

in Figure 2. The performance ranges shown are only approximate, of course. Supercomputers by 

their nature have very broad performance ranges compared to other kinds of computers, and the 

overlap of the perf onnance ranges for the three classes is deliberate. Whereas the first two classes 

of supercomputers represent machines that have already been delivered (or are reasonably close), 

none of the Class 7 machines have been delivered, and these are merely announced plans of the 

companies whose products are shown .. The new generation of Japanese supercomputers will 

presumably fit into the Class 7 category. 



Supercomputers 

General purpose Hiah-encl mainframes 

Mini-suoers 

High-performance Special purpose 

Computers 

Research 

Figure 1. Partial Taxonomy of High-Performance Computers. 
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Figure 2. Taxonomy of supercomputers. 



3. MARKETING ISSUES 

3.1 Market share. Figure 3 shows the share of the supercomputer market held by Cray 

Research, CDC/ETA, and the Japanese companies as of mid-1986. 

SUPERCOMPUTER MARKET 

18% 

64% 

18% 

Figure 3. Shares of the supercomputer market as of mid-1986. 

The percentages shown here are continually changing, of course, but it is roughly true that 

Cray Research sells about two-thirds of the supercomputers in the world, and the other third is 

divided between the three Japanese companies and CDC/ETA. Or, to put it another way, since the 

Japanese began delivering supercomputers in 1983, they have captured roughly 18 percent of the 

market. However, a basic principle of marketing is that a large market share tends to be se[f­

perpetuating, because of the commitment of the customer to the particular product, where in this 

context "commitment" includes such things as applications codes, user competence and training, 

operational skills, and site installation. These commitments are reflected in repeat orders, a rich 

body of application and system software, and collaboration with other sites using compatible 

computers. And while this is true of computers in general it is true of supercomputers in 

particular. The reasons for this lie in the effort needed to prepare applications software for these 

computers and the rich set of software that the customers can obtain with a minimum effort or 

expense. More software exists for the computers having large market shares because there are 

more users and more third-party software vendors developing such software for these computers. 

This is true of IBM's large share of the mainframe market and Digital Equipment Corporation's 

share of the minicomputer market, as well as Cray Reasearch's share of the supercomputer market. 

Thus, Cray Research's large market share is one reason the Japanese companies have not made 

more progress than they have in penetrating the supercomputer market. 

3.2 Timin&. Another reason Cray Research has been able to hold off this intense competition 

from powerful Japanese companies is found in the timing of recent introductions. Cray Research 



introduced the Cray-1 in 1976, and this machine had essentially no competition for about five years 

and only minimal competition for some after that until the internal competition created by the 

introduction of the Cray X-MP/2 in 1983. The Japanese vendors targeted the Cray-1 as the 

computer their computers should exceed in performance. However, by the time Fujitsu and 

Hitachi entered this market in 1983, Cray Research had introduced in 1982 a newer and more 

powerful product line, the Cray X-MP/1 and Cray X-MP/2, with one and two processors, 

respectively. The single-processor X-MP has about the same performance as the Fujitsu VP-200 

in general-purpose computing, and about twice the performance of the Hitachi S810/20. Thus, 

these Japanese computers were indeed faster than the Cray-1, but this was no longer the relevant 

comparand by the time the Japanese products were introduced. 

A similar situation occurred when NEC introduced the SX-2 in 1985. This computer was 

faster than the other Japanese supercomputers by about a factor of 2. However, by the time NEC 

introduced this computer Cray Research had introduced both the four-processor X-MP/4 and the 

four-processor Cray-2, thereby effectively preempting the NEC introduction. 

During this period, Control Data Corporation, the vendor of the Cyber 205 (a computer 

roughly in the same performance category as the Cray-1) formed a new subsidiary, ETA, to design 

the next generation of supercomputers, generically referred to as the ETA 10. These computers are 

in the late stages of their development, and ET A is expected to begin deliveries of hardware and 

software for the ETA10 in the next twelve to eighteen months. 

3.3 Compatibility. A commonly used guideline in the management of scientific computing is 

that an incompatible computer must provide a performance gain commensurate with the cost of 

conversion. This is usually quantifed as a factor of 2, i.e., an incompatible computer must 

outperform a compatible computer by at least a factor of 2 to justify the cost of conversion. The 

Japanese computers failed to meet that criterion even with respect to a single-processor X-MP, let 

alone the dual-processor X-MP. Thus, it was not surprising that neither the Fujitsu nor the Hitachi 

products were able to penetrate this market except in Japan, where the well-known Japanese 

antipathy toward foreign products led to the acquisition of mostly Japanese supercomputers in spite 

of normal computer evaluation criteria. 

3.4 Market strate~ies. The Japanese employ two distinctive strategies when attempting to 

penetrate a new market: targeting and anticipatory pricing. Targeting is a national industrial 

strategy and anticipatory pricing is a corporate strategy. Targeting refers to the practice of bringing 

overwhelming national resources to bear against a specific industry of another nation, such that the 

target industry is at a disadvantage. For example, the Japanese Ministry of International Trade and 

Industry's Super-Speed Computer System Project, for the period 1981 to 1989 and funded with 

$100 million from the Japanese national budget, brought together the resources of Japan's six 

largest computer companies in a national project to develop the supercomputer technology that 



would allow Japanese companies to become world leaders in this field. The American companies 

in the supercomputing industry, Cray Research and ETA, have revenues of less than 1/10 to 1/40 

of the revenues of the leading Japanese companies, and the aggregate resources of the six major 

Japanese companies are even more overwhelming. 

The financial strengths of the Japanese companies make it possible for them to employ the 

second of these strategies, "anticipatory pricing." Essentially this means that a company sells its 

products either below cost or at~ discounts, attempting thereby to attract customers away from 

the companies whose products are priced to make a normal profit; this is sometimes referred to as 

"dumping." The word "anticipatory" refers to the expectation that in the long term, as the Japanese 

company gains market share, their prices will be adjusted to generate profits. This strategy cannot 

be employed by small companies that must make profits in order to survive, but only by large 

companies with other divisions whose profits support this penetration of a new market. The 

anticipatory pricing strategy is being used currently by Japanese firms offering huge discounts, a 

case in point being the well-known sale of NEC's SX-2 to the Houston Area Research Council 

(HARC) [4,5]; similar efforts are occurring in other nations. Briefly, this strategy is an attempt on 

the part of a large company to "buy" a market away from a small company and thereby put the 

small company out of business. NEC's company motto of Attack! is well illustrated by this 

strategy. 

3.5 Architectural issues, The Japanese supercomputers are all single-processor designs, and 

this has probably had some negative effect on their marketing efforts. There is a broad consensus 

among the world's computer scientists that computers of the future, and especially 

supercomputers, will be built using multiple processors, so acquiring one of the Japanese 

machines has meant a customer was buying "instant obsolescence" in the architectural sense. Not 

many customers want to spend the millions of dollars supercomputers cost without getting a 

current design. 

3.6 Product comparisons. Table 2 lists current and projected supercomputer products as of 

February 1, 1987. A few of the "Next Generation" products may be shipped in 1987, but 

substantial customer shipments are not expected until 1988. This is also true of the "Future 

Generation" for the years 1988 and 1989. Table 3 shows some general characteristics of some 

representative supercomputers from the current generation . 



CURRENT IN FUTIJRE 
GENERATION DEVEWPMENT GENERATIONS 

VENDOR (Early 1987) (1987-88) (1989 or beyond) 

------------------------------------------------------------------
Cray Research Cray-1 CrayY-MP/8 

Cray X-MP/1,2,4 Cray-3 
Cray-2 

CDC/ETA Cyber205 

Fujitsu VP-30,50,100 
VP-200,400 

Hitachi SS 10/5, 10,20 

NEC SX-lE,1 ,2 

Table 2. Supercomputer generations. 

SYSTEM FCS* 

Cray-1 1976 
Cray X-MP/1,2,4 1982,1984 
Cray-2 1985 

CDC Cyber 205 1981 

Fujitsu VP-200 1983 

Hitachi S810/20 1983 

NEC SX-2 1985 

*FCS = First Customer Shipment 

Cycle 
Time 
(ns) 

12.5 

ETA-100 
ETA-lOE 
ETA Piper 

Unknown 

Unknown 

Unknown 

No. 
PEs 

1 
9.5/8.5 1,2,4 
4.1 4 

20.0 1 

14n 1 

14 1 

6 1 

Cray MP 

Unknown 

Unknown 

Unknown 

Unknown 

Main 
Memory 
(MW) 

1-4 
1-16 
256 

4-16 

8-32 

4-32 

16-32 

Extended 
Memory 
(MW) 

32-512 

32-128 

16-256 

------------------------------------------------------------------
Table 3. General characteristics of some representative current-generation supercomputers. 

3.7 Summary of marketin~ issues. In summary, Cray Research has been able to withstand 

the attacks of the larger Japanese companies during the past three years by vinue of its large market 

share, by its timely introduction of new products, by leadership in parallel processing, and by the 

incompatibility problem faced by the Japanese. ET A Systems is just now in the final phases of 
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product development, and it will about twelve to eighteen months before it is known how well they 

will do against their competitors, both domestic and foreign. 

The continuing marketing problems facing the American competitors include (1) their 

limited ability to match the Japanese semiconductor-development capability, (2) the targeting 

strategy employed by the partnership between Japanese industry and the Government of Japan, 

and (3) the marketing strategies of anticipatory pricing and dumping employed by the much larger 

Japanese finns. 
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4.TECHNICALISSUES 

4,1 Component tcchnolo~y. 
The three Japanese supercomputer vendors, NEC, Hitachi, and Fujitsu, rank number 1, 

number 2, and number 7 in the world, respectively, as merchant semiconductor manufacturers 

[31]. The advantage this gives them in developing supercomputers is largely one of timing. They 

can develop new generations of advanced components about one to two years ahead of their 

American competitors, according to Tony Vacca, Vice President for Technology at ETA Systems. 

Suppose, for example, that a Japanese firm begins marketing a supercomputer with a 1 

nanosecond (ns) cycle time two years ahead of a similar product from American firms. During this 

timing gap, there will be some market penetration before the American firms catch up, and after a 

few rounds of this experience, the total market would inevitably be captured by the Japanese. At 

the moment the fastest cycle times are found in the Cray-2 (4 ns) and the NEC SX-2 (6 ns). 

However, the Cray-2 issues instructions only every other cycle, so for scalar work its cycle time is 

more like 8 ns and only in long vectors does it appear as a 4 ns cycle. Thus, for practical purposes 

the Cray-2 cycle time is probably best thought of as about 6 ns. There are prospects for improving 

cycle times to 3 ns in silicon, 2 ns in gallium arsenide , and 1 ns in HEMT (high electron mobility 

transistors). For the American firms the problem is that the high-performance semiconductor 

market is so small that it attracts little attention from the major American semiconductor firms. 

Some small "niche" vendors who are willing to take a somewhat larger share of a small market 

have recently shown interest in serving this need, but they are evidently somewhat behind the 

Japanese firms in developing production versions of these advanced components. 

4.2 Trends in sUl)Crcomputer architecture. 
There is an international consensus among computer scientists that the future of 

supercomputing lies with parallel processing, i.e., designs having multiple processors that can be 

used to shorten the solution time for a single problem. Cray Research began deliveries of such 

designs in 1982 with their Cray X-MP/2 with two processors, and in 1985 with their Cray X­

MP/4 and Cray-2, each with four processors. The Cray Y-MP/8 will have a 5 ns or 6 ns clock and 

eight processors, planned for initial delivery in 1987; the Cray-3 is projected to have a 2 ns clock 

and 16 processors, for delivery in 1988 or 1989. ET A has parallel processors under development: 

the ETA10-G with a 7 ns clock and up to 8 processors; the ETA10-E with a 10.5 ns clock and up to 

4 processors; and the ETA Piper with a 21 ns clock and 1 or 2 processors. There is, of course, the 

usual uncertainty about when systems under development will actually be delivered to customers in 

substantial quantities. 

None of the Japanese firms has yet announced a parallel processor, although it is known that 

all of them are doing research on this kind of design, including the work being done on the Super-



Speed Computer System [28] sponsored by the Government of Japan. There have been some 

reports that this project is having problems, however (17]. In this sense, the Japanese 

supercomputers are architecturally obsolete, and this may have hindered some customers from 

taking an interest in these computers. 
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5. STRUCfURAL ISSUES 

By "structural" issues we refer to those constraints on the supercomputer market that are built 

into the competitive environment over which the individual companies have little or no control, 

including the general trade relationships between Japan and the USA, cultural differences, and 

relationships between industry and government in the two nations. 

5.1 The "Japan Problem," 
An excellent summary of this problem is contained in a recent article by Karel G. van 

Wolferen, a Dutch writer who has lived in Japan since 1962 [1]. One of the myths about Japan is 

that it is a sovereign state like others among the Western nations. In other nations there is a source 

of power that can take responsibility for decisions and actions. but this is not true in Japan. 

Rather, there are three sources of power, none of which can assert that "the buck stops here," as 

did the American president Harry Truman. In Japan. the buck doesn't stop, it circulates among the 

politicians. the bureaucracy. and the industrialists. The evidence of this can be clearly seen in 

Nakasone's largely unsuccessful efforts to bring changes to the Japanese relationships with other 

nations. Western negotiators often express frustration at the seeming insincerity of Japanese 

negotiators because they say one thing during negotiations but do not follow through on apparent 

agreements when they get home. The problem here is caused not by Japanese insincerity but by a 

lack of understanding on the part of Westerners about the Japanese culture. Decision making on 

major issues can occur only by consensus among the three major centers of power, and thus it is 

impossible for any single party to represent the views of all three until later in time when a 

consensus has been reached. The point here is that Westerners should understand that Japanese 

politicians cannot make commitments in the same way politicians do in other Western 

governments. 

A second myth about Japan is that its economy is market driven as are those of the other 

Western nations. Japan's economy falls into neither the free-market category nor the centrally­

controlled category. but into what might be called a "partnership economy," where the partnership 

referred to is between the government and industry. As van Wolfern writes. " .. .it is impossible in 

Japan to separate the state from the socioeconomic system." And while it is true that the state is 

somewhat involved in the socioeconomic system in most nations. the involvement in Japan occurs 

to a degree that exceeds the involvement of any other nation. except for the centrally controlled 

economies. Unlimited industrial expansion is the consensus industrial policy of this partnership, 

to the single-minded exclusion of all else. In the United States and most other Western nations, 

other objectives such as defense and social-agenda items compete with industrial expansion, but 

not in Japan. Roadblocks to industrial expansion, such as the export-control problem faced by 

American firms [2]. simply do not exist in Japan. And government-supported projects specifically 

intended to foster industrial growth are a commonly used government method of supporting 



industry, the best-known example being the Super-Speed Computer System being supported by 

the Government of Japan [28]. To cite the large American R&D investment in defense as an 

equivalent policy in the United States is a categorical error: this kind of investment is aimed at 

another objective, and any conttj.bution to industrial expansion is minimal and incidental. 

A third myth about Japan is that competition by Japanese firms is the same as competition by 

the firms of other nations. The difference is what Peter Drucker calls "adversarial" trade as 

contrasted to "competitive" trade. In competitive trade, a country typically exports the same type of 

products that it manufactures with the aim of getting a share of a market, as case in point being the 

reciprocal trade in automobiles between Germany and the U.S. In adversarial trade, the objective 

is not just a share of the market but the market itself--a case in point being the continuing 

destruction by Japan of the American and European semiconductor industries. Japanese finns 

were competing well but not overwhelmingly with the firms of other nations through the mid-

1970s. In 1976, MITI (the Ministry of International Trade and Industry) sponsored a VLSI 

Project that included Japan's six largest semiconductor manufacturers, with the goal of creating the 

technology for a one megabit chip and thereby giving Japanese firms a dominant share of the 

market. At that time, the standard was the 16K chip, but through the structural advantage gained 

from this government-industrial cooperative project Japan now leads the world in this field, with 

the impending demise of many companies in Europe and the USA. These other nations are now 

attempting to use cooperative research to regain lost ground, but they fail to understand the scope 

of the problem, which includes not only an adversarial national industrial policy but also 

adversarial corporate practices, including "dumping" and "anticipatory pricing," as noted in Section 

3.4. 

A final example of structural problems is to be found in Japan's "free ride" in defense and 

foreign aid. Japan's well known limit of 1 percent of its GNP for defense contrasts with some 6 to 

7 percent for the U.S. and typically 3 to 5 percent in Europe [11]. Added to this is the fact that 

Japan does not carry its full share of the foreign-aid burden: whereas the U.S. spends $800 per 

capita on defense and foreign aid, Japan spends only $135. It has been suggested that Japan could 

begin to carry its foreign aid burden through an Asian version of the Marshall Plan [21], but this 

would be contradictory to the single Japanese goal of industrial expansion, and thus Japan has not 

picked up on this idea. These "savings" for Japan effectively lower the tax burden of Japanese 

firms which can then invest these funds in new product developments. 

5,2 Government relations, 
Specific implications of a partnership economy in which the government has as its primary 

objective the expansion of industry can be seen in (1) the differing effects of export controls in the 

two nations, (2) performance of government-supported supercomputer research R&D in Japan but 

not in the USA, and (3) the closure of the government market in Japan to US firms. 
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First, Cray Research reports that export controls in the U.S. are costing about 145 days for 

approval on the average, whereas in Japan the same approval takes less than 30 days. This fact is 

being used by Japanese firms in marketing their supercomputers: customers are being told by the 

Japanese that these delays are an unavoidable part of the American offerings but not of the 

Japanese offerings, and that there inordinate delays are possible, such as the 300-day delay 

suffered by the University of Stuttgart in Germany in obtaining approval for its Cray computer. 

Second, in Japan, vendors of supercomputers are doing research for Government-sponsored 

supercomputer projects that are set up to benefit the industrial firms, but this is not true in the 

USA. This has the benefit of providing direct and specific government subsidies for 

supercomputer research in Japan, whereas the American companies must bear this burden out of 

thier own resources. In other words, the American finns are competing against not just the giant 

Japanese firms themselves but against the combination of the Government of Japan and industrial 

firms. Some specific cases in point are the Super-Speed Computer Project, supported by $100 

million from MITI, and the Next-Generation Industries Project to develop advanced components 

needed by Japanese supercomputer firms, among other objectives. 

Finally, the de facto[= true in the real world, whether it is true on paper or not] closure of 

Japan's government market (including their universities) to American supercomputer firms is in 

contrast to the openness of the American government market for the Japanese. Of the few (seven) 

American supercomputers installed in Japan, none is installed at a government site. Several 

Japanese universities have expressed interest in acquisition of a Cray supercomputer, but during 

the procurement process they have been advised that this would cause "political" problems for the 

funding of their universities if they should actually acquire an American supercomputer, and they 

have uniformly retreated from such acquisitions [10]. [NOTE: The Japanese will attempt to 

counter this argument by pointing to the installation of the IBM 3090 high-end mainframe as 

evidence of the openness of their supercomputer market, but this computer is not considered part 

of the supercomputer market by either IBM or American supercomputer firms.] 

5,3 Cultural drivine forces. 
We have previously pointed out [see reference 8] the effects of the Japanese cultural driving 

forces in the market place, including their intense work and education ethic, their management 

style, and their three sacred treasures (lifetime employment, nenko reward system [= age 

priorities], and enterprise unionism). 
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6. SUMMARY AND CONCLUSIONS 

6.1 Current market status. 
• By its large market share, its timing of new product introductions, its strong marketing 

infrastructure, and its technical leadership, Cray Research has been able to hold off the threat 

to the supercomputer market by the Japanese competitors. 

• As ETA Systems brings its ETA10 systems to market, their market share will be better 

protected against incursion by Japanese vendors. However, this is a narrow window in time 

that could be closed by either new products from Cray Research or the Japanese finns, and 

the delays being experienced by ET A in bringing this system to market are a serious threat to 

their very survival. 

• Japanese vendors have largely but not completely captured the Japanese market through the 

traditional "buy Japanese" national bias of the Japanese culture and pressures from the 

Government of Japan. The Japanese government market is closed to American 

supercomputer fi.nns. The American vendors been able to place their products only in private 

Japanese firms. 

6.2 Key issues for the future, The main threats to the American supercomputer vendors 

include the following. 

• The vertical integration of the Japanese supercomputer vendors that gives them control over 

the development of high-performance components and therefore a timing advantage in 

introducing new generations of supercomputers; the American firms must solve the problem 

of access to high-performance comJX>nents in a timely manner. 

• The large Japanese firms attempt to "buy" this market away from the small American firms 

by "anticipatory pricing"; it is difficult to see how to prevent this other than through action by 

the American government. 

• The export control problems being faced by American firms but not by the Japanese firms; 

this problem must be solved by the American government. 

• The closure of the government market in Japan to U.S. supercomputer firms; the American 

government should assure that American supercomputer vendors find a market in Japan that 

is as open as is the American supercomputer market. 
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Science has added a third tool - computation 
---------------------------

• Theoretical and experimental science are now joined 
by computational science 

• Not only has computer speed increased by a million fold 

• But our understanding of the methods needed to 11model" 
the real world has allowed another million-fold increase in 
problem solving speed and ability 

• As a result computer generated solutions give us insight 
into areas where experiments are too expensive, impossible, 
or only useful to verify the computational results 

LI 

rJ 
a 
;[" 
( 
T 

c/J 
d 
..i, 

r 
v' 

: 
r 
C: 
r 



Historical perspective 

• Computing has been a critical element in the 
Laboratory's programs {especially Nuclear Design) 
since the start of the Laboratory. 

• Hardware capacity increased roughly 10 times every 
5 years from before 1955 to the early 1970's but 
the rate has slowed in recent years as fundamental 
limits are reached. 

• While manufacturers varied, the largest scientific 
machines have always been available to LLNL scientists. 

• Early systems used batch processing, but LLNL 
introduced interactive use (time sharing), with 
consequent improvement in design productivity 
about 1968. 

• Operation of a new center to serve a national community 
(MFECC) began in 1973. 



_T_re_n_d_s _in_c_om_p_u_ti_ng_at_L_L_N_L_(_1_98_5_) _______ ~ 

• Vigorous program in code development in Defense 
Systems, Physics, Engineering, Lasers, MF E and 
elsewhere has continued to tax the hardware and 
systems to their limit. 

• We now run almost exclusively on commercial hardware, 
which has enhanced reliability and the speed with which 
we can get new systems into production. 

• We must still develop our own operating systems but 
industry trends and increasing use of scientific 
computing could change that also. 

• Efficient use of multiple processors in computer 
networks is our current major challenge in systems 
and applications software. 



What is the trend in hardware and software? 111 • -----------------------~ 
• Hardware continues to improve in speed but; 

- rate has slowed . 
- design cycles are long 

- there are fundamental limits 

• Parallelism is clearly a possibility for increased throughput but; 

- it introduces a need for creative improvements at all levels 
of the problem solving process 

• Lack of access to large machines has hindered University research in 
large scale computing except in limited areas such as magnetic fusion 

• Limited use in the industrial sector makes supercomputers a low 
volume, specialty product 
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Characterization of each decade 

Components Architecture Software 

1950 Vacuum tubes Index registers Assembly language 
Rotating storage Parallel 1/0 

1960 Transistors Independent functional Optimizing compilers 
Core memory units (SISD) 

1970 IC Vector functional Automatic vectorization 
K-bit chip units (SIMD) 

1980 LSI Multiple processors Automatic partitioning 
M-bit chip (MIMD) 

1990 VLSI, JJ Massively multiple Applicative languages 
Ga-As, HEMT processors (data flow) 
G-bit chip 

Computation Department 



Current standards for Class VI, VII, VIII 

NET 
MFLOPS 

PEAK 
MFLOPS 

Class VI 

Fast uni-processor 
with vectors 

1-6 million words 

Uni 

10 

50 

Class VII 

Fast 4 x multiprocessor 
with vectors 

32-256 million words 

Uni Multi 

25 100 

100 300 

Computation Department 

Class VIII 

Fast 1 6 x multiprocessor 
with everything 

512-2048 million words 

Uni Multi 

50 500 

200 1600 
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Why Multiprocessing? 

Performance 

• Limitations on single processor performance due 
to having reached physical limits of 

- Device switching speed 

- Speed of electromagnetic transmission 

Economics 

• Find ways to use many low cost VLSI processors 
and memories 

Computation Department 



_A_s_s_e_rt_io_n ____________________ fil: 

"Within 5-10 years an amount of money, like that needed to buy a 
present day supercomputer, will be able to purchase essentially 
arbitrary amounts of computing (measured in raw MFLOPS)." 

• Whether such machines or systems are supercomputers depends 
on 
- System issues, e.g ., 1/0 bandwidth, memory capacity 
- Suitability of the architecture to the problem or vice versa 
- Quality and availability of the software 
- How clever we have gotten in parallelizing applications 



~uccess at Putting a Probler •. on a Certain Machine 
Depends on Suitability at Many Stages of the Problem 
Solving Process ~ 

• The problem itself 

• Choice of mathematical model 

• Choice of discretization method 

• Choice of numerical methods 

• Arrangement/implementation of algorithms 



_B_a_s_ic_T_e_c_h_n_i_q_u_e_s_v_s_. _A_p_p_l_ic_a_t_io_n_s __________ ~ 

Applications Area 

1 2 3 4 5 6 7 8 9 10 
Lattice Gauge X X X 
Structural Dynamics X X X 
Weather Simulation X X 
Circuit Simulation X X X 
Quantum Chemistry X X X X 
Computation Fluid Dynamic X X X X X 

Some of these techniques are well known to be suited to new 
architectures, others may be. 



1-~rformance of Systems De._~nds on Much More 
Than CPU Power, Especially for Multiprocessors and 
_La_r___;;g_e_A_p_pl_ic_a_t_io_n_s _______________ ~ 

• Efficient management of asynchronous tasks and efficient 
interprocessor communication 

• Large, efficient memories 
• High--speed channels and peripherals 
• High--density secondary storage 
• High--speed networking technology; for example, protocols and 

interfaces 
• Very high--speed graphics 
• Productive environment for software development and 

management 
• Hardware assists for debugging and performance measurement 
• Fault tolerance and graceful degradation of multiprocessor 

systems 





Distributed computing 

• Goal: make better use of expensive resources and improve 
human productivity 

• Processes can freely communicate, no matter where they 
are located in the network 

• Resources are accessed the same, whether they are local 
or remote 

- • Services can be provided on the best available hardware 
and moved as required without user impact 

• Ne·w services are easily added - by users or system 
developers 

Computation Department CBS 



Specialization of Function 

Supercomputers 

• High speed processing 

• Local file cache integrated with central storage 

• Network connection 

• Local clock 

Workstations 

• Command interpretation 

• Window manager 

• Program development utilities 

• Local interactive and graphic applications support 

Shared resources in LCC and departments 

• Processing 
• Authentication 
• Storage 
• Printing 
• Resources Naming 

(directory) 

Computation Department 

• Time 
• Mail 
• Data Bases 
• Compilation 
• Other software systems,etc. 



Evolution of the ND User Environment 
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A Supercomputer is a device that converts 
compute-bound problems into 1/0 problems 

Computation Department 

Ken Batcher 
Goodyear Aerospace 



The computational bottleneck of the late SO's 

The environment of Supercomputer Systems is changing 
dramatically. To date we have always characterized our 
computational requirements in terms of CPU performance and 
memory size. 

This has led to a large disparity between mainframe 
performance characteristics and storage (secondary and long­
term) performance characteristics. 

Commercial solutions to correct this imbalance are at least 
5-10 years away. 

We must change our operating philosophy. 

Computation Department 



-:;;- r,, \j t\ . _,,.. ( 

Worlton and Associates 
3089 Villa, Los Alamos, NM 87544 

(50S) 662-4011 or 662-2724 

Gordon Bell, Assistant Director 
National Science Foundation 
1800 G Steet, NW, Room 306 
Washington, D.C. 20550 

Dear Gordon: 

December 26, 1986 

I read with considerable interest your paper, "Preparing for Changing Scientific Computing 
Environments," and I thought it might be useful if I were to comment on it in some detail. 

1. THE SCIENTIFIC COMPUTING ENVIRONMENT 

I believe we agree that it is most eff(!ctive for scientific and engineering computing resources 
to be organized into a hierarchy of technologies and several types of computers. My own 
perspective is shown in Attachment #1. Along the left side are the four generic information 
technologies [processing, human interface, storage, and communications], and along the top are 
three types of resources, defined by the level of sharing: personal resources that are not shared at 
all [ workstations, PCs, and terminals]; mid-range resources that are typically shared by tens of 
users [super-minis, mainframes, and mini-supers]; and large-scale resources that are often shared 
by hundreds of users [ideally these are supercomputers]. A major weakness of many scientific 
computing environments is that they are using mid-range computers as their large-scale resource, 
where they should be using supercomputers. Using mid-range computers for large-scale problems 
is a categorical error in the same sense as using personal resources for mid-range problems. 

2. THE DATA 

Some of the conclusions in this document are based on a set of data that has only limited 
applicability, and it worries me that you are drawing general conclusions from it. There are several 
problems with the data. 

• The performance data comes solely from the UNPACK environment, which has limited 
applicability as a model of a general-purpose scientific computing environment. Further, you 
use only the LINPACK data for relatively small problems (100x100 linear systems) rather 
than also including larger problems (300x300 linear systems, the third table in Dongarra's 
report), which differ by as much as an order of magnitude. 

• The cost data are not normalized to a common configuration. In particular, there are wide 
differences in the amount of storage and the number of channels. Making cost comparisons of 
computers whose memories differ by orders of magnitude will surely lead to dubious 
conclusions. For example, the smaller configurations may appear to have equal or even better 
performance-to-cost ratios than some larger systems, but the smaller systems cannot even run 
the same class of problems that the larger systems can. 



• Thus, the performance and cost data used in this report apply only to those environments with 
small problems, not to the general-purpose class of problems found in the scientific computing 
environment. General conclusions about scientific computing should not be based solely on 
small-problem environments. 

• With both performance and cost data of limited applicability, the metric of "flp/$" is doubly 
suspect. 

• Your Table of Computer Characteristics lists "M.s" as being secondary memory size in 
Megabytes, but you list only 9.6 for the Cray and ETA systems. This puzzles me because 9.6 
Megabytes is less than the size of the main memory of these machines. The SSD of the X-MP 
series has up to 128 Mwords or 1 Gbyte, and even larger versions are in the announcement 
phase. I suspect there is a decimal point off here. 

<! • Your table includes some introduction dates of '87, '88, '89; if you were going to include 
proposed machines in this time frame, why not the Cray Y-MP and the Cray-3? 

\ 

2. THE DIAGRAM 

The diagram you include has several problems. First, of course, is the limited applicability of 
the data on which it is based, as noted above. Second is the rectangular shape of the figures that 
are used for coverage of the different zones. This imprecision of coverage distorts the comparison 
of the different types of computers because the upper left portions of these figures are mostly 
empty. In fact, any family of computers follows a performance-to-cost orientation that is more 
precisely shown as an elllipse that has its major axis along a 45-degree line--although the exact 
orientation is manufacturer, product-line, and time dependent. Third, the diagram does not include 
the results for 300x300 systems, even though the data is readily available in the same report as the 
lO0xlOO data. Fourth, "Proposed Single-User Supers" are included that appear to have much 
better performance-to-cost ratios than any other kind of computers; however, this appearance is 
flawed by the fact that no comparable proposed systems of other types are shown, including the 
well-known proposed supercomputers. 

I have made a revised copy of your diagram (see Attachment #2), with a number of changes: 
(1) I have used ellipses, rather than boxes; (2) I have given super-minis and mainframes their own 
ellipses; (3) I have added an ellipse for "Supers" for 300x300 linear systems from Table 3 of 
Dongarra's data; (4) I have included an ellipse for "Proposed Supers" running 300x300 linear 
systems; and (5) I have added a "300x300" ellipse for mini-supers. 

I realize that this is still imprecise in some cases, but I believe it is more precise than the 
original. [I do not have adequate cost data to do a complete revision; if you have a table of cost 
data for the systems of interest, I would appreciate getting a copy.] 

3. THE CONCLUSIONS 

If we take the new diagram and the caveats noted above into consideration we come to some 
quite different conclusions than those in the original paper. 

• Even if we use them for small problems using algorithms that do not exploit their potential, 
supercomputers outperform any other kind of computers, and they have a comparable 
performance-to-cost ratio. 



• If you run large problems with appropriate algorithms on supercomputers, the performance­
to-cost ratio improves by about an order of magnitude to a level that is not matched by any 
other kind of system. In other words, the cost per calculation for large problems is lower on 
supercomputers than on any other kind of computers. 

• The mini-super performance improves moderately when you increase the problem size from 
lOOxlOO to 300x300 linear systems, but not as much as the supercomputer performance. 

4. PAPER MACHINES 

There are several computers in the developmental pipeline that should be treated as "paper 
machines," including the ETAlO and the Cray Y-MP. The best definition of a paper machine is, I 
believe: Any system that has yet to be delivered in significant quantities to customers. In this 
context I have developed two useful rules (Worlton's Rules of Paper Machines) to keep in mind: 

Rule #1: A paper machine can always outperform a real machine. 
Rule #2: Don't believe Rule #1. 

It is a logical error to compare something that exists to something that does not exist, as 
though they were in the same category. Thus, it is an error to compare the ETA10 to the Cray X­
MP; rather, it should be compared to the Cray Y-MP. To understand why this is true, consider the 
analysis in Attachment 3; I call this analysis "Existence Issues," and all machines still under 
development face all of these issues. (1) Will it ever be completed? Several machines have been 
brought to an "almost complete" status and have not survived their markc:ting birth trauma. For 
example, the Burroughts 8500 was shipped to U.S. Steel, found to be unsatisfactory, and then 
withdrawn from the market. (2) If it is completed, when will it get to market? Delivery dates 
during the last phase of development are notoriously uncertain. (3) If it is completed, what will the 
cost of development turn out to be? If this is too large, it may sink the company or cause the 
product to be withdrawn. (4) Assuming that the above issues go well, what will theperformance 
be? New supercomputers are also nototious for their hidden bottlenecks. (5) Given all of the 
above working out well, will the machine be reliable in the long term? And finally, (6) if 
everything else listed above is OK, will the machine still be relevant when it is delivered? 
Relevance has to do with hitting the window of opportunity before it is closed by other products. 
What other products could close this window of opportunity for the ET A 10? An announcement by 
a Japanese vendor of a much faster multiprocessor (the NEC SX-2 already has a 6 ns clock, and 
their motto is: Attack!); an announcement by IBM of 8 PEs and/or a reduction of the cycle time for 
the 3090; the Cray Y-MP, with a faster cycle time, larger memories, and rich software; etc. 

The point is this: Existing machines should be compared to existing machines and proposed 
machines to proposed machines. We should not blur the critical differences between these 
categories. 

5. BACKGROUND 

In this section, there are a few comments that deserve mention from a different perspective. 
On p. 3, paragraph 4, you say, "Thus, a new class of mini-supercomputer was formed, all of 
which have better performance/price than the Cray (almost a factor of 2 in the case of the new 
SCS-40)." I am not sure what you mean by "the Cray." If you mean the Cray-1 , you should use 
a price of not more than $3.5 million, which is about the price of the used Cray-I; compared to 
that, the SCS-40 delivered to the San Diego Supercomputer Center has a price of $0.9 million, 
which gives it the same performance/price as a Cray-1. Further, the X-MP/1 I has a price-to­
performance ratio of $4M/l .5 for a cost of $2.67M per Cray-1 equivalent. To match that a mini­
super that operates at 1/4 of a Cray-1 has to be priced at no more than $2.67M/4 = $668K, which 



puts the X-MP in the same performance/price domain as the mini-supers. Further, often such 
comparisons do not take the larger memories of supercomputers into account. If you do that, then 
the economy of scale of the Cray X-MP/416 offers even better memory+processor economics than 
the X-MP/11. The point is that the common belief that mini-supers offer higher performance-to­
price ratios than the supercomputers does not hold up under analysis, especially if we include 
memory (as we should). A careful comparison of supercomputers and mini-supers must include a 
qualification about the class of problems for which they will be used, such as the following: 

• The absolute cost of mini-supers is lower than that of supercomputers, and for small-scale 
problems their performance/price is comparable to supercomputers. 

• The absolute performance of mini-supers is lower than that of supercomputers, and for large­
scale problems, their performance/price is lower than that of supercomputers. 

In the last paragraph on p. 3, you say, "The factor of 5 difference in the speed of the ETA-10 
versus a Cray X-MP should open up new problem solution domains." This estimate is off by 
about a factor of 2. The X-MP has a cycle time of 8.5 ns, which puts the 10.5-ns ETA10 at a 
disadvantage of a factor of roughly 8.5/10.5 = 0.81 per processor; thus, a 4-processor ETA 10 may 
well be slower than a 4-processor X-MP. Even with 8 processors (which may push ETA delivery 
times into the Y-MP domain) the ETAlO may have a factor of approximately 0.81 x 8/4 = 1.62 
advantage over a 4-processor X-MP, not a factor of 5. Even the 7 ns ETAlO with 8 processors 
will have a hypothetical advantage over the X-MP/4 of only (8.5n)x(8/4) = 2.4, not 5. This 
remains to be seen, of course, because we are comparing known performance on the X-MP with 
projected performance on the ET A. Thus, the marketing problem for ET A is this: the 10.5-ns ETA 
system (which does not yet exist, has only developmental software, and a small market share) will 
have to compete initially with the 8.5-ns X-MP (which exists, has rich software, and a large 
market share). The 7-ns ETA system will have to compete with the Cray Y-MP (with a 
presumably faster clock) whose delivery will occur in the same time frame. 

On p. 4 you say, "For example, a slower machine is likely to be used more interactively and 
results of the computation viewed constantly to avoid unnecessary work." Why do you consider 
interactivity to be relevant only to slower machines? The supercomputers in use at Los Alamos, 
Livermore, the Sandia National Labs, and many other sites including the NSF sites at San Diego 
and University of Illinois are all using supercomputers in an interactive mode, with the "results of 
computation viewed constantly to avoid unnecessary work." 

6. THE "STRETCH" CONCEPT 

I gather that by "stretch" you mean the amount of run time that the user of a lower-cost, 
slower machine would gain relative to time on a supercomputer due to the cost differential of the 
machines. The problem with using this concept to describe scientific computing environments is 
that it is based on a categorical error: you are comparing low-priority work on a supercomputer 
with high-priority work on a smaller computer, and this is an incomplete description of scientific 
computing environments. Attachment #4 attempts to make this clear. Here we show the space 
defined by a range of performance and a range of priorities, with four zones of interest labeled A to 
D. 



• Environment #1 is employed by those sites using the "bankpoint" concept developed at 
Livermore that allows users to manage their own priorities This method is used in the CTSS 
system employed by the NSF Centers at San Diego and Illinois, as well as various DOE sites: 
the user can "stretch" his allocated time by running at low priority or accelerate his response 
time by running at high priority. The advantages of this environment include the dynamic 
nature of user-controlled priorities and the common operating environment for all of the user's 
work. The user need not shift to a different operating environment for his low-priority work, 
he just changes his priority. 

• Environment #2 is employed by those sites using distributed computing, in which an 
organization may have a low- or mid-range machine such as a VAX on site under their own 
control that is used as a front-end to a supercomputer. They can run small-scale tasks on the 
VAX and then submit large-scale runs to the supercomputer. Los Alamos implements this 
environment though its XNET system, with some 100 VAX computers attached to its 
computing network. Cray Research implements this environment through "station software" 
in which any of about a dozen types of systems can serve as front-ends for the Cray 
computers. 

• Environment #3 describes the stretch concept, where a site chooses between getting low­
performance computers and using them in high-priority mode, or sharing a supercomputer in 
low-priority mode. 

The point is that the stretch concept is an incomplete and inadequate descriptor of the choices 
available for developing a scientific computing environment. It fails to recognize the critical roles 
of allocation and priorities in the management of supercomputers The ideal scientific computing 
environment has all three of these options available for users; some of the NSF sites (San Diego 
and Illinois) do that and some of the DOE sites do, as well. 

7. THE ROLE OF THE NSF SUPERCOMPUTER CENTERS 

I am concerned by youUlPP!fent change in policy on the role of the NSF supercomputer 
centers. They were originally formed to provide large-scale computing resources for scientists and 
engineers working at the frontiers of science, technology, and engineering. Universities often can 
and do manage the acquisition and availability of workstations and mid-range computers on their 
own; ho~vei:,.i Q_ll!~Y. (and .. per~a~_!!1<>.~_!i:tS!.~~~Lt!H~J_c_amw1__m~E~g~-!~.<?,..ava.,ilabiljty of 
~upercomputers on their own, and that 1s die Jusuficatton for the NSF supercomputmg initiative. · · 

. .. . --·. . . ··-~-·--------
Now, however, yo~seem Jo be divertil!_g these cen~'!YJ'rom _their original role of 

supporting research in science and engineering toward a role that 1s essentially computer sc ience: 
serving as beta test sites for "all new systems", supporting "experimental machines," and trying 
out "all forms of computation." To add this new set of responsibilities to the centers you will 
either have to provide them with new funding for a staff of computer scientists or you will 
inevitably weaken their ability to support research. If you are able to offer new money, that is 
good; if you are planning to dilute their original role with new responsibilities without new 
funding, then this is certainly a major change in policy, one that needs to be discussed in the 
community and a consensus reached before the policy is put into place. 
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Thank you for the opportunity to comment on this paper. Building a consensus before taking 
action is, I believe, one of the fundamental principles of good management, for it is consensus that 
gives us the support we need for our actions. Only dictators do not need to manage by consensus. 
Failure to manage by consensus is the primary cause of management disasters, including the 
current Iranian-Contra crisis. Building a consensus talces time, but not nearly as much time as 
cleaning up the messes we create when we try to talce actions without a consensus. 

wjw 

cc: E. Block, Director, NSF 
J. Connally, Program Director, OASC 
R. Ewald, CRI 
Derek Robb, CR! 
File: NSF 

Very sincerely yours, 

)/Qil~ 
Jat~orlton 



THE SCIENTIFIC COMPUTING ENVIRONMENT 

RESOURCES 

TECHNOLOGIES LARGE-SCALE MID-RANGE PERSONAL 

Mini-supers Workstations 
PROCESSING Supercomputers Mainframes PCs and 

Super-minis terminals 

HUMAN High-speed Medium-speed 
PC graphics and 

INTERFACE plotters and graphics and printers 
(1/0) printers printers 

STORAGE Common file Local disk Floppies and 
system systems hard disks 

COMMUNICATIONS Site networks, Site networks, Site networks, 
LANs, WANs LANs, WANs LANs, WANs 

NOTE: WAN = Wide-Area Network; LAN = local-Area Network 

COMP-ENV 
9/28/86: wjw 
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EVALUATING SUPERCOMPUTERS: 
Existence Issues 

• P existence = I1 Pi , where 

Pt = Completion 
P2 · = Schedule 
P3 = Cost 
P 4 = Performance 
P 5 = Reliability 
P 6 = Relevance 

• P existence $ min (Pi) 

• P existence = 0.26 if Pi = 0.8 for all i. 

• P existence = 0.53 if Pi = 0.9 for all i. 

SC-EV AL-exist 
10/16/86: wjw 
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SCIENTIFIC COMPUTING ENVIRONMENTS: 
PERFORMANCE VS PRIORITY 
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-------PERFORMANCE -------1•• 
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ISSUES AFFECTING EXPORT CONTROLS 
FOR SUPERCOMPUTERS 

by 
Jack Worlton 

Laboratory Fellow 
Los Alamos National Laboratory 

The purpose of this report is to analyze certain issues that have arisen in formulating 
policies governing the controls necessary for the export of supercomputers. This is a draft for 
comment, and if there are additional issues that need to be discussed or comments on the issues 
discussed herein, please send them to the author at 3089 Villa, Los Alamos, NM 87544. 

ISSUE #1: Can usage of a supercomputer reveal information about its design other than that 
already available in the open literature? 

This issue is based on a categorical error--the failure to distinguish between learning and 
using. In some activities, we learn by doing, such as riding a bicycle, but in others we must learn 
a great deal before we can undertake the activity. This latter category includes science, technology, 
and engineering in general, and supercomputing in particular. We must learn how to use a 
supercomputer before we can use it, and this is done at either the Fortran level or the Assembly 
Language level. High-level languages such as Fortran 77 are designed to be machine independent, 
so we learn very little if anything about the architecture of the machine from these languages. On 
the other hand, Assembly Languages are designed to allow access to the detailed characteristics of 
the machine contained in hardware description manuals, and it is at this level that the details of the 
machine are revealed. However, the specifications of the Assembly Language are in the open 
literature, so anyone wishing to learn about characteristics of a machine through Assembly 
Language or machine specifications already has this information available to them. 

Some details of the machine design are not revealed through usage, of course. By using a 
supercomputer--or any other computer--one does not gain access to essential information on its 
technical design, including components, timing, power, and cooling. Thus, we conclude the 
following: 

Usage of a supercomputer merely confirms information that is already contained in 
the published specifications of the machine and of the Assembly Language. 
Technical characteristics of the supercomputer such as the components used, critical 
timing characteristics, power, and cooling cannot be learned through usage of the 
machine. 

ISSUE #2: What benefits are obtained from running a problem on a supercomputer that are 
different from running it on another type of computer? 

The answer to this issue is contained in the relationship among three variables: response 
time, complexity, and execution rate, as follows: 



. . Complexity [Operations/problem] 
Response ttme [Tune/problem]= E . [O · / · ] xecunon rate peranons nme 

The complexity of a problem is determined by how many operations must be executed to 
complete it; current large-scale problems have complexities of 1011 to 1012 total operations. If we 
now divide this measure by the execution rate, we arrive at the time to solve the problem. For 
example, if the complexity of a problem is 1012 and we execute that problem on a computer that 
has an execution rate of 108 operations per second, then response time would be 104 seconds, or 
2.8 hours; on the other hand, a problem with a complexity of only 1011 operations run on the same 
computer would have a response time of 103 seconds, or about 15 minutes. The sources of 
complexity are determined by the following four-factor formula: C = G•T• V • A, where 

C[ ops/problem] = G[points/problem ]• T[ time-steps/point]• V[ variables computed/time step]• 
A[ operations/variable]. 

Thus, complexity grows as we use finer grids of mesh points and more time steps in order 
to obtain more detailed information; this is necessary as the devices we are studying become more 
complex. Complexity also grows as we add more detailed physics to the problem to make it 
correspond more closely to the real world; we have to compute more variables, and the algorithms 
specify more operations per variable. 

Attachment #1 shows the relationship among complexity, execution rate, and response time 
as a "nomograph." In this figure, any straight line across the three vertical scales shows a correct 
relationship among the variables. Thus, line A shows that 109 operations executed on a computer 
running at 106 operations per second would yield a response time of 103 seconds [about 15 
minutes], whereas line B shows that 1012 operations executed on the same computer would yield a 
response time of 106 seconds [about 278 hours]. 

We can now use this nomograph to study the issue at hand. Suppose American computers 
are some 10 times faster than Soviet computers; how does that affect the class of problems that can 
be solved on them? The nomograph shows two things: (1) the same problems can be run on the 
two types of machines, with the difference being that the response time on the slower computer is 
10 times longer than on the faster computer, (2) the same response time can be achieved on the two 
types of machines if the complexities of the problems being run differ by a factor of 10. Thus, any 
problem that can be solved on an American supercomputer can be solved on a Soviet computer if 
the Soviets are willing to wait 10 times as long for the answer, this is an advantage to the American 
researcher, but it isn't as though the Soviet researcher couldn't get the answer at all, for he 
certainly can. 

Would a Soviet researcher be likely to run a critical (secret) calculation on a supercomputer 
in another nation? Suppose the Soviet researcher could use either one hour per day of time on a 
supercomputer in another nation (that to him is not secure), or 10 hours per day on his own 
machine that is secure and readily available. Which would he choose? His own machine, of 
course: to do otherwise could easily compromise the secrecy of his project and gain almost 
nothing. 

The above discussion assumes that the computational problems being solved on the two 
types of computers have the same complexity, but this might not be true. There are many 
algorithms that solve the same problem but have widely differing numbers of operations. Thus, it 
is possible for the Soviet researchers to apply complexity-reduction methods to the application 
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being encoded before the computer program is written, thereby reducing the number of operations 
that must be executed. Keep in mind that the Soviet Union has world-class mathematicians. In 
other words, the American computational position relative to the Soviets is not determined solely 
by hardware characteristics alone; rather, it is determined by a combination of hardware, system 
and application software, and mathematics. It isn't necessarily true that Americans have an 
advantage in all of these areas. Thus, we come to the following answer to Issue #2: 

Run time on a supercomputer is quantitatively different, but not qualitatively 
different, than run time on any other computers. Thus, with so little to gain, and so 
much to lose, it is unlikely in the extreme that critical Soviet calculations would 
ever be run in another national environment. 

ISSUE #3: How much time would a Soviet researcher have to use on a supercomputer in another 
nation to obtain a significant advantage over using his own machines, and can this amount of usage 
be readily detecte<l! • 

The answer to this issue can also be quantified. There are about 8000 hours per year 
available on a computer. If we assume some application at hand is critical to the Soviets, they 
would devote some significant percent of a computer to it, say 25 percent or 2000 hours per year. 
Assuming the factor of 10 advantage to the American computers, this corresponds to 200 hours on 
an American supercomputer, so anything less than 200 hours of unauthorized supercomputer time 
would be useless to the Soviets, because they can get that equivalent computing time on their own 
computer. Thus, we are faced with the question of whether we can detect the unauthorized usage 
of several hundred hours of computing time. Accounting for the time usage on a computer is a 
"zero-sum game," i.e., all time must be accounted for. The unauthorized user of a large amount of 
time is faced with two choices: (1) use the time (somehow) without any account being charged, 
which would make the total out of balance and therefore be detected; or (2) use other users' charge 
accounts, in which case the users would detect that they are being overcharged. Small amounts 
may slip through the accounting system--seconds, minutes, or perhaps even an hour now and 
then--but certainly not tens or hundreds of hours. 

But the problem for really complex systems is even larger than this. A rule of thumb for 
the design of a nuclear weapon is that it requires about a full year of supercomputer time--about 
8000 hours, so if the system under design is of this scale of complexity, the problem for the 
unauthorized user is not just how to get away with several hundred hours but several thousands of 
hours of unauthorized time without the accounting system detecting it. 

Thus, the answer to this issue is: 

To gain any significant advantage by using a supercomputer in another nation, a 
Soviet researcher would have to obtain hundreds to thousands of hours of time per 
year on a foreign supercomputer, but this level of usage would easily be detected by 
the normal accounting checks and balances. 
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Stuart Rice, Chemist, U. of Chicago, NSB Member 
IBM ACIS Forum on the Physical Sciences 

"I have in mind a networked system ... graphics 

'-tt'orkstati ons and local supporting intermediate 

computer and ultimately connects to a 

supercomputer, with provisions of special devices ... 

1. Distribution of computer resources distorted by 

the use of "funny money" ... cash and credit ... 

Workstations come from grants, supers are "free" 

... intermediate machines are indispensible and 

current funding patterns will have to change if .. . 

2. Dramatic advances in hardware haven't been 

matched by advances in algorithms and operating 

systems .... para11e1ism is "chicken and egg" 

3. The scientific community has become rather · 

innexib1e with respect to use of operating systerns . 

. .. donl use particular machine features ... 

4 .... the scientific community has not been as 

imaginative as it might in thinking about the uses of 

cornputalion in research." 



Adi lliAI: ~AIU"- "r r "mmnn C n, ,i ~nnmn.n. * 
va111,c,yc:;=, UI \,UIIIIIIUII LIIY II UIIIIUilll. 

1. better support and consulting overall 

2. user experience cumulative so users reach 

higher level of knowledge 

3. shorter start-up on new machines 

4. easier lo plan for/invest in long-term 

projects (large codes) 

5. larger amount of software available (3rd 

party, users, etc.) 

6. encourages vendors to diversify hardware 

7. protects medium and small vendors 

(investment in OS, etc.) 

8. Easy interchange with CS community (if 

Unix) Attracts/encourages/racilitates use or 

modern vector, multi-processor computers 

9. Encourages competition, avoids lock-in or 

supers, ... workstations through portability 

10. Multiple center use requires no re-learnin9 

and permits l011d-s/J11rlng 

I I. Multiple-class use is necessary, desirable 

and simplified /supers... workstations} 

* Cornel1 Director's meeting, c~e/1 con1n1ents 



Disadvantages of Common Environment 

1 . How to get to there from here 

(staff & user retraining) 

2. Lack of vendor support 

{rrom CDC, DEC, and IBM but not Cray J 

3. Stifles creativity & innovation unless 

evolutionary path provided 

(innovation in operating systems, sans human 

interr1ce a7a MAC, has virtually stopped/ 

standards evolution process must support 

rapid evolution} 

4. Trade-off performance for generality 

(no evidence} 

5. Generic and batch supercomputer runctions 

{e.g. checkpoint} must be added to Unix 

6. Risk or domination or computer industry by 

Japanese manuracturers 



Requirements for a Common Environment 

(in order of achievability) 

1. emulation of a ·standard interface" 

2. office functions (mail, text, etc.) 

3. networking (telnet, ftp, etc.) 

4. applications packages (Linpack) 

5. program development tools (awk,sed) 

6. compilers {and language dialects} 

7. program execution environments and 

system resource management; 

parallel processing primitives 

8. graphics 

9. libraries 

10. databases 



Level of Functionality 

(in order of achievabi1ity and importance) 

1 . Workstations with common environment and 

bridges to specific computing engines 

2. front-ends as time-shared equivalent 

3. supercomputers 

4. specialized machines (databases .. .) 



The Real Sticky Wickets 

1. Migration path - must convince the users, 

the staff, and the vendors 

2 . How to keep innovation and creativity alive 

and allow diversity 

3. How to allow performance optimizations 

within a standard framework 

5. How lo choose/specify the common 

environment 



Advanced Computers in Univ: R@~L 1968 (@~tJ 

Computer Pwr .. . Dn,,\/~r r·r~" ~rn ,1\1 Number I V T Y 'vi ,v i I.A f 'v '-t \.1 1 Y, 

Supers 
Cray 48/2 8 8 64 
CDC/ETA 20 2 40 . (ET A est. ) 
IBM 3090 2 50 100 

Mini supers .67 50 33 

Superminis & . 1 500 50 
Mainframes 

Workstations .02 4000 80 



LASL Conference on supercomputers sometime before August 20, 1989 
Start by commenting on earlier assumptions: 

1. I guess I disagree with the whole tenor of the conference: scientific
computing can only be done on supercomputers.  Computing is a completely
substitutable commodity like transportation.   People will go where time is the
most cost-effective.  Even with free cray time users didn't bite.   The VAX 780
proved it.  (see slide about where technical computing is done)
2. Disagree with Hecker: Signficant increase in use.   The market looks flat as
the audience narrowly defines supers.
# Crays = # users = constant.   Some growth through replacement of minis that
were used in technical computing because DEC got out of the market.
3. Hardly a rapid increase in demand for supers.  Read Business Week:.  Cray
revenues are flat, rumoured to be putting out a machine to compete with
Convex.  Convex is growing and is at the 250 level, TMC is about 40M.  A billion
or so.  Hardly large,  it feels like we're spending that much in R&D.  Give it to the
Japs.
4. Supers are a symbol of competitiveness like Harley Davidson.
5. Supers are the key to competitiveness.   I don't believe this at all.   Using
them may be.  It surprises me that Cray uses its own computers to design
machines.  Would feel better if they had workstations.
6. Demand is insatiable.  This should be true if you charge nothing.  Even at
NSF, where the price was right the demand wasn't there.
7. K was right.  Big question is the economic one.  Companies died because they
had poor computers for the most part... or ran out of fuel $ or didn't attend to
fundamentals of running a business or of marketing.  No amount of policy or
gov't spending is going to expand the supers market or legislate competence.
8. Nelson had a good question:  What would you do if you were starting from
scratch to design a complete environment and customer had 20 m to spend.
(If I were IBM I wouldn't spend it on traditional, non-scaleable computers.)
• some mC, until we get these scaleable mP's straightened out  (I would never
build one of these, I only build mPs that can be used)
• a small mP server using the i860 successor  (a Gflop in a VCR box)
• a hot 860/486 workstation family for visualization and most computation.
8. Japanese are 10' tall.  I agree.  They have the gold, will, are willing to do the
dirty work of manufacturing machines, technology base, have resources, we
have the ideas for free.
9. Dick Clayton said it all.  We're here because we like to have fun.  I enjoy
building machines for this community because the appetite is insatiable.
10. Unclear what will help the fundamental  problem: stimulating understanding
the opportunity so that users will get more committed.  My current bottom line
is:
Nothing! Wait until the PC gets supercomputing built in so that every user has to
worry about parallelism.



 
Supers are limited by: 
1. The switch.  S/C design is a spreadsheet exercise.  Pick the price, allocate the 
switch and memory.  Through in the processors. 
2. Nets.  Centralized computers require communication nets.  Nets are really bad. 
3. Human interface, interactivity and visualization.   
4. Poor price performance and slow evolution of technology.  (Even Stardent put 
about 600 computers out in a year.  This amounts to 60-120 YMP processors or 
8-16 large Y's.  Though in a free processor to color pixels with each one.  
5. Sociology of central vs distributed things that are easy to buy. 
6. Commitement to a perhaps unachievbale clock.  Unclear how this gets built?  
V/Ulsi is a much better approach.  Not trying to make water run uphill. 
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